WITT'S EXTENSION THEOREM
FOR MOD FOUR VALUED QUADRATIC FORMS
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Abstract. The mod 4 valued quadratic forms defined by E. H. Brown, Jr. are studied. A classification theorem is proven which states that these forms are determined by two things: whether or not their associated bilinear form is alternating, and the $\sigma$-invariant of Brown (which generalizes the Arf invariant of an ordinary quadratic form). Particular attention is paid to a generalization of Witt's extension theorem for quadratic forms. Some applications to self-orthogonal codes are sketched, and an exposition of some unpublished work of E. Prange on Witt's theorem is provided in an appendix.

1. Introduction

Quadratic forms over fields of characteristic two have a long and distinguished history. Dickson [5] classified nonsingular quadratic forms over the finite fields $GF(2^k)$ of characteristic two. Arf [2], generalizing work of Witt [21], showed that the maximal totally isotropic subspaces for a nonsingular quadratic form have a well-defined dimension. Arf also defined an invariant of quadratic forms which distinguishes inequivalent forms, at least if the field is perfect.

More recently, Quillen used the above information about quadratic forms to help calculate the cohomology rings of extra-special two-groups [18]. In related work, the author has shown that the doubly-even self-orthogonal error-correcting codes can be interpreted as totally isotropic subspaces for the quadratic forms associated to certain extra-special two-groups [23].

One fact of life in dealing with quadratic forms over fields of characteristic two is that the associated bilinear form is necessarily alternating. In certain topological applications involving the cup product on mod 2 cohomology, alternating bilinear forms are unnecessarily restrictive. To remedy this situation, Brown [3] generalized the definition of quadratic forms over $\mathbb{Z}/2$ by allowing the quadratic form to take values in $\mathbb{Z}/4$. Brown then defined a $\mathbb{Z}/8$-invariant $\sigma$ of $\mathbb{Z}/4$-valued quadratic forms which generalized the Arf invariant.

The purpose of this paper is to prove theorems for Brown's $\mathbb{Z}/4$-valued quadratic forms which are the analogs of the theorems of Dickson and Arf...
mentioned above. In more detail, the contents of this paper are as follows. In §2, we review the basic terminology of quadratic forms, both standard and \( \mathbb{Z}/4 \)-valued, as well as Brown's invariant \( \sigma \). A classification theorem for \( \mathbb{Z}/4 \)-valued quadratic forms is proved in §3. Nonsingular quadratic forms are characterized by the type of their associated bilinear form (whether alternating or not) and their \( \sigma \)-invariant.

In §4, an extension theorem for isometries is proved which generalizes theorems of Witt and Arf. There are obstructions to extending isometries, and the statement of the extension theorem follows Pless [14, 15] and unpublished work of Prange [17]. Since Prange's proof is of independent interest, we include it in an appendix. Finally, in §5, the dimensions of maximal isotropic subspaces are determined, and some coding theoretic applications are discussed.

**Remark.** Although ordinary quadratic forms will be defined over any field \( K \) of characteristic two, there has been a conscious decision to state most known results only for the case \( K = \mathbb{Z}/2 \) and to provide a reference for the general case. This is justified: the main topic of the paper is Brown's \( \mathbb{Z}/4 \)-valued quadratic forms, and these forms generalize only the \( K = \mathbb{Z}/2 \) case. On the other hand, the exposition of the version of the extension theorem due to Prange, which appears in the Appendix, will be over an arbitrary \( K \), since the general version of this work would be otherwise unavailable.

### 2. Quadratic forms

Throughout this paper, \( K \) will denote an arbitrary field of characteristic two. Let \( V \) be a finite-dimensional vector space over \( K \), say \( n = \dim V \), and let \( B \) be a symmetric bilinear form on \( V \) with values in \( K \). \( B \) is nonsingular if, for any nonzero \( u \in V \), there exists \( v \in V \) with \( B(u, v) \neq 0 \).

The following definition is standard. A function \( Q : V \rightarrow K \) is an ordinary quadratic form on \( V \) associated to \( B \) if

\[
Q(\lambda u + \mu v) = \lambda^2 Q(u) + \mu^2 Q(v) + \lambda \mu B(u, v),
\]

for all \( u, v \in V \), \( \lambda, \mu \in K \). \( Q \) is said to be nonsingular if \( B \) is nonsingular. Note that \( Q(0) = 0 \) and that taking \( u = v \), \( \lambda = \mu = 1 \) implies that \( B(u, u) = 0 \), for all \( u \in V \). Consequently, a necessary condition for \( B \) to be the bilinear form associated to an ordinary quadratic form \( Q \) is that \( B \) be alternating.

When \( Q \) is nonsingular, \( V \) has even dimension \( n = 2m \), since \( B \) is then a nonsingular symplectic form on \( V \). If the field \( K \) is a finite field \( GF(2^k) \), Dickson [5, §199] proved that \( Q \) is characterized by a normal form. In the case where \( K = \mathbb{Z}/2 \), a suitable choice of basis for \( V \) allows \( Q \) to have the form

\[
Q(u) = \sum_{i=1}^{m} u_{2i-1} u_{2i}
\]

or the form

\[
Q(u) = \sum_{i=1}^{m-1} u_{2i-1} u_{2i} + u_{2m-1}^2 + u_{2m-1} u_{2m} + u_{2m}^2,
\]

where the \( u_i \) are the coefficients of \( u \) with respect to the particular basis. These two normal forms can be distinguished by their Arf invariants in \( \mathbb{Z}/2 \), denoted \( \text{Arf} Q \), which are 0 and 1, respectively.
Remark. For general \( K \), the Arf invariant is an element of \( K \) modulo elements of the form \( \lambda + \lambda^2 \). Nonsingular quadratic forms over a perfect field \( K \) are classified by their Arf invariants. There is the weaker notion of nondefective quadratic forms in the literature [7, §1.16], and the Arf invariant actually classifies nondefective quadratic forms. We shall not have occasion to use this more general notion, (see [2; 10, §1.12; 11; 22]).

Brown [3] generalized the definition of a quadratic form over \( \mathbb{Z}/2 \) in order to allow nonalternating bilinear forms to be associated to a quadratic form. The price paid is that the quadratic form now takes values in \( \mathbb{Z}/4 \). To be more precise, we follow Brown [3].

The vector space \( V \) and bilinear form \( B \) are now defined over \( \mathbb{Z}/2 \). Let \( j: \mathbb{Z}/2 \to \mathbb{Z}/4 \) be the unique nontrivial group homomorphism \( (j(1) = 2) \). A \( \mathbb{Z}/4 \)-valued quadratic form \( Q \) on \( V \) associated to \( B \) is a function \( Q: V \to \mathbb{Z}/4 \) such that

\[
Q(u + v) = Q(u) + Q(v) + jB(u, v),
\]

for all \( u, v \in V \). \( Q \) is said to be nonsingular if \( B \) is nonsingular. Note that \( Q(0) = 0 \) and that setting \( u = v \) implies that \( 2Q(u) = jB(u, u) \), for all \( u \in V \).

If \( Q_i: V_i \to \mathbb{Z}/4 \) are two such quadratic forms \( (i = 1, 2) \), \( Q_1 \) is isomorphic to \( Q_2 \) if there is a linear isomorphism \( T: V_1 \to V_2 \) such that \( Q_1 = Q_2 T \).

\( (Q_1 + Q_2): V_1 \oplus V_2 \to \mathbb{Z}/4 \) is defined by \( (Q_1 + Q_2)(u, v) = Q_1(u) + Q_2(v) \).

\( (-Q_1)(u) = -Q_1(u) \). \( Q_1 Q_2: V_1 \otimes V_2 \to \mathbb{Z}/4 \) is the unique quadratic form such that \( Q_1 Q_2(u \otimes v) = Q_1(u)Q_2(v) \).

Because \( Q \) has values in \( \mathbb{Z}/4 \), one expects that the sum \( \sum_{u \in V} iQ(u) \), where \( i = \sqrt{-1} \), will be an invariant associated to \( Q \). The following theorem, due to Brown [3, Theorem 1.20], summarizes the situation.

**Theorem (Brown).** There is a unique function \( \sigma \) from nonsingular quadratic forms to \( \mathbb{Z}/8 \) satisfying:

1. If \( Q_1 \) is isomorphic to \( Q_2 \), then \( \sigma(Q_1) = \sigma(Q_2) \).
2. \( \sigma(Q_1 + Q_2) = \sigma(Q_1) + \sigma(Q_2) \).
3. \( \sigma(-Q_1) = -\sigma(Q_1) \).
4. \( \sigma(\gamma) = 1 \), where \( \gamma: \mathbb{Z}/2 \to \mathbb{Z}/4 \) is \( \gamma(0) = 0 \), \( \gamma(1) = 1 \).

Furthermore, \( \sigma \) satisfies:

5. \( \sigma(Q_1 Q_2) = \sigma(Q_1) \sigma(Q_2) \).
6. If \( Q: V \to \mathbb{Z}/4 \), then \( \sigma(Q) = \dim V \mod 2 \).
7. If \( Q = jQ' \), where \( Q' \) is an ordinary \( (\mathbb{Z}/2 \text{-valued}) \) quadratic form on \( V \), then \( \sigma(Q) = l(\text{Arf } Q') \), where \( l: \mathbb{Z}/2 \to \mathbb{Z}/8 \) is the homomorphism sending \( 1 \) to \( 4 \).
8. If \( U \) is a finitely generated free abelian group, \( \theta: U \otimes U \to \mathbb{Z} \) is a symmetric, unimodular form, \( \psi(u) = \theta(u, u) \), and \( Q: U/2 U \to \mathbb{Z}/4 \) is defined by \( Q(u) = \psi(u) \mod 4 \), then \( Q \) is a quadratic form and \( \sigma(Q) = (\text{signature } \psi) \mod 8 \).
9. Suppose \( B: V \otimes V \to \mathbb{Z}/2 \) is the bilinear form associated to \( Q: V \to \mathbb{Z}/4 \), \( V_1 \xrightarrow{\nu} V \xrightarrow{\delta} V_2 \) is an exact sequence of \( \mathbb{Z}/2 \) vector spaces, and \( B': V_1 \otimes V_2 \to \mathbb{Z}/2 \) is a nonsingular bilinear form such that \( B'(u, \delta v) = B(\nu u, v) \). If \( Q\nu = 0 \), then \( \sigma(Q) = 0 \).
(10) If \( Q_1, Q_2 : V \rightarrow \mathbb{Z}/4 \) have the same bilinear form \( B \), then \( Q_2(u) = Q_1(u) + jB(u, x) \) for some \( x \) and
\[
\sigma(Q_1) - \sigma(Q_2) = m(Q_1(x)),
\]
where \( m : \mathbb{Z}/4 \rightarrow \mathbb{Z}/8 \) sends 1 to 2.

(11) \( \sigma(Q) \) is related to \( Q \) by the formula
\[
\sum_{u \in V} i^{Q(u)} = \sqrt{2} \dim V e^{\frac{\sigma(Q)}{4}},
\]
where \( i = \sqrt{-1} \).

### 3. Classification

Recall from §2 that Dickson’s normal form implies that ordinary nonsingular quadratic forms over \( \mathbb{Z}/2 \) are classified by their Arf invariants. The major theorem of this section generalizes this result to Brown’s \( \mathbb{Z}/4 \)-valued quadratic forms.

**Theorem.** A nonsingular \( \mathbb{Z}/4 \)-valued quadratic form \( Q \) is determined up to isomorphism by \( \sigma(Q) \) and whether its associated bilinear form \( B \) is alternating or not.

**Proof.** By hypothesis, the bilinear form \( B \) is nonsingular. Because \( Q \) satisfies \( 2Q(u) = jB(u, u) \), for all \( u \in V \), \( Q \) is of the form \( Q = jQ' \), with \( Q' \) an ordinary quadratic form, if and only if \( B \) is alternating. In this case, property (7) of \( \sigma \) in Brown’s theorem says that \( \sigma(Q) \) is just \( \text{Arf} Q' \), suitably interpreted. Since \( \text{Arf} Q' \) classifies nonsingular ordinary quadratic forms, \( \sigma(Q) \) classifies nonsingular \( \mathbb{Z}/4 \)-valued quadratic forms with \( B \) alternating.

The remaining case of interest is when \( B \) is nonalternating (and nonsingular, still). By a procedure going back to Veblen and Franklin [19, §17], \( V \) admits a \( B \)-orthogonal basis \( e_1, e_2, \ldots, e_n \), where \( n = \dim V \). (This theorem was generalized to all \( K \) by Albert [1, p. 392]; also see [10, p. 23].) Because \( B \) has values in \( \mathbb{Z}/2 \), \( B(e_i, e_i) = 1 \), for all \( i \). Making use of the relation
\[
Q(u + v) = Q(u) + Q(v) + jB(u, v),
\]
we see that \( Q \) is completely determined by its values on the orthogonal basis elements. Since \( 2Q(e_i) = jB(e_i, e_i) = 2 \), \( Q(e_i) = \pm 1 \). We will say that \( Q \) has type \((p, q)\) if \( Q(e_i) = 1 \) for \( p \) of the basis elements and \( Q(e_i) = -1 \) for \( q \) of them. Of course, \( p + q = \dim V \). It follows immediately from property (8) of Brown’s theorem that if \( Q \) has type \((p, q) = (p, \dim V - p)\), then \( \sigma(Q) = (2p - \dim V) \mod 8 \).

It is important to realize that the type \((p, \dim V - p)\) of \( Q \) depends upon the choice of orthogonal basis for \( V \). In fact, \( p \) is only well defined \mod 4. To see this, suppose that \( \dim V \geq 4 \), \( p \geq 4 \), and that \( e_1, e_2, e_3, e_4 \) all have \( Q \)-value -1. Define new vectors \( f_1 = e_2 + e_3 + e_4 \), \( f_2 = e_1 + e_3 + e_4 \), \( f_3 = e_1 + e_2 + e_4 \), \( f_4 = e_1 + e_2 + e_3 \), \( f_5 = e_5 \), \ldots, \( f_n = e_n \). Then \( f_1, f_2, \ldots, f_n \) is another \( B \)-orthogonal basis for \( V \), and each of \( f_1, f_2, f_3, f_4 \) now has \( Q \)-value -1. In terms of the \( J \)-basis, \( Q \) has type \((p - 4, \dim V - p + 4)\).

The value of \( \sigma(Q) \mod 8 \) uniquely determines the value of \( p \mod 4 \) by the formula \( \sigma(Q) = (2p - \dim V) \mod 8 \). Thus \( \sigma(Q) \) also classifies nonsingular \( \mathbb{Z}/4 \)-valued quadratic forms with \( B \) nonalternating. □
4. AN EXTENSION THEOREM

In this section, we let $K$ be an arbitrary field of characteristic two and $V$ be a finite-dimensional vector space over $K$. Suppose $W$ is a linear subspace of $V$. If $B$ is a bilinear form on $V$, an injective homomorphism $f: W \to V$ is called a $B$-isometry if $B(f(x), f(y)) = B(x, y)$, for all $x, y \in W$.

Similarly, suppose $Q$ is a quadratic form on $V$ with associated bilinear form $B$. (Here, $Q$ can be an ordinary quadratic form with values in $K$, or a $\mathbb{Z}/4$-valued quadratic form if $K = \mathbb{Z}/2$.) An injective homomorphism $f: W \to V$ is a $Q$-isometry if $Q(f(x)) = Q(x)$, for all $x \in W$. It follows easily that any $Q$-isometry is also a $B$-isometry.

A natural question is: given an isometry (for $B$ or $Q$) $f: W \to V$, can $f$ be extended to a global isometry $\tilde{f}: V \to V$? The first such theorem was proved by Witt [21] in 1937, and most extension theorems of this type are referred to as Witt's theorem.


It was recognized that the $B$-extension problem could not always be solved in characteristic two. Dieudonné [6, §27] had identified obstructions, and a simple counterexample appears in Jacobson's text [8, p. 171]. The difficulties can only occur when $B$ is nonalternating, as Dieudonné showed. If $V$ admits an ordinary quadratic form $Q$, the associated bilinear form $B$ is alternating: this is compatible with Arf's proof of the extension theorem for ordinary $Q$'s.

The monographs of Chevalley [4, §1.4] and Dieudonné [7, §§I.11 and I.16] prove generalizations of Witt's theorem for hermitian forms $B$ of trace type in any characteristic, and give new proofs of Arf's theorem for $Q$-isometries. In characteristic two, a symmetric bilinear form of trace type is alternating, so this generalization does not remedy the obstruction difficulties in characteristic two.

In the early 1960s, the extension problem for nonalternating $B$ in characteristic two was solved by work of Wall [20], Pless [14, 15], and Prange [17]. The obstruction to solving the extension problem was identified as the subspace $I(V)^\perp$, where $I(V)$ is the subspace of $B$-null vectors. (More generally for hermitian forms, the obstruction is the space orthogonal to the subspace of vectors $u$ whose value $B(u, u)$ is a trace in $K$.) Dieudonné [6, §27] had already identified $I(V) \cap I(V)^\perp$ as an obstruction. The subspace $I(V)^\perp$ is fixed pointwise by every $B$-isometry. As long as $f: W \to V$ is compatible with $I(V)^\perp$ being fixed pointwise, $f$ can be extended.

**Obstructions to extending $B$-isometries.** In treating the case of $\mathbb{Z}/4$-valued quadratic forms, we shall need to understand the obstructed extension problem for nonalternating $B$'s.

We assume that $B$ is a nonsingular symmetric bilinear form on $V$ over $K$
of characteristic two. Let

\[ I(V) = \{ u \in V \mid B(u, u) = 0 \} \]

\( I(V) \) is a subspace of \( V \) (characteristic two is essential, here). If \( W \subset V \) is a
subspace of \( V \), then, by definition, \( W^\perp = \{ u \in V \mid B(u, w) = 0, \text{ for all } w \in W \} \). The following lemma, due to Wall [20, Corollary to Lemma 1.2.2], shows
that \( I(V)^\perp \) is an obstruction to extending \( B \)-isometries.

**Lemma (Wall).** A point \( u \in V \) is fixed by every isometry \( f : V \to V \) if and only
if \( u \in I(V)^\perp \).

Those \( B \)-isometries which are compatible with Wall’s lemma can indeed be
extended, as this next version of Witt’s theorem describes.

**Theorem.** Suppose that \( B \) is a nonsingular symmetric bilinear form on the vector
space \( V \). Let \( W_1 \) and \( W_2 \) be subspaces of \( V \), and suppose that \( f : W_1 \to V \) is
an isometry, with image \( W_2 = f(W_1) \). Then \( f \) can be extended to an isometry
\( \tilde{f} : V \to V \) if and only if \( W_1 \cap I(V)^\perp = W_2 \cap I(V)^\perp \) and \( f \) restricted to
\( W_1 \cap I(V)^\perp \) is the identity.

**Remark.** This formulation of the extension theorem, due to Prange [17], is
intermediate in generality between the two versions of Witt’s theorem due to
Pless in [14, 15]. Pless’s statement in [14] is already enough for our purposes.
An exposition of Prange’s proof of this theorem is provided in the Appendix.

**Z/4-valued case.** We turn now to the case where \( Q \) is a \( Z/4 \)-valued quadratic
form on a finite-dimensional vector space \( V \) over \( Z/2 \). Let \( B \) denote the
bilinear form associated to \( Q \). Define

\[ I(V) = \{ u \in V \mid B(u, u) = 0 \} \]

Any notions of orthogonality (e.g., \( I(V)^\perp \)) are with respect to \( B \). The conditions present in the versions of Witt’s theorem due to Pless and Prange are
precisely those needed here.

**Theorem.** Suppose that \( Q \) is a nonsingular \( Z/4 \)-valued quadratic form on the
\( Z/2 \)-vector space \( V \). Let \( W_1 \) and \( W_2 \) be subspaces of \( V \), and suppose that
\( f : W_1 \to V \) is a \( Q \)-isometry with image \( W_2 = f(W_1) \). Then \( f \) can be extended
to a \( Q \)-isometry \( \tilde{f} : V \to V \) if and only if \( W_1 \cap I(V)^\perp = W_2 \cap I(V)^\perp \) and \( f \)
restricted to \( W_1 \cap I(V)^\perp \) is the identity.

**Proof.** Because any \( Q \)-isometry is also a \( B \)-isometry, the conditions stated are
necessary (see Wall’s lemma of the previous subsection). For the converse, we
modify the proof for ordinary quadratic forms due to Chevalley [4, §1.4] (also
see [7, §§I.11 and I.16]). Before launching into the proof, let us remember the
classification of \( Z/4 \)-valued quadratic forms from §3. If the bilinear form \( B \) is
alternating (and nonsingular), then \( Q \) is just an ordinary quadratic form and
Chevalley’s proof applies. Notice that if \( B \) is alternating, then \( I(V) = V \), so
that \( I(V)^\perp = V^\perp = 0 \), and there is no obstruction.

The theorem only needs to be proved, now, for the case when \( B \) is not alternat-
ing. \( V \) then admits an orthonormal basis \( e_1, e_2, \ldots, e_n \), where \( \dim V = n \).
Denote by \( 1 \) the “all-one” vector \( e_1 + e_2 + \cdots + e_n \). Since \( V \) is a vector space
over \( Z/2 \), \( B(u, u) = B(u, 1) \), for all \( u \in V \). Consequently, \( I(V) = (1)^\perp \), and
\( I(V)^\perp \) is the one-dimensional subspace spanned by \( 1 \).
If one wishes to extend $f$ as a $Q$-isometry to the subspace $W_1 + \{x\}$ by setting $f(x) = y$, one needs $x \notin W_1$, $y \notin W_2$, $Q(x) = Q(y)$, and $B(x, w) = B(y, f(w))$, for all $w \in W_1$. One can easily extend $f$ (via the identity) to those elements of $I(V)^\perp$ which are not in $W_1$. Let $x \in I(V)^\perp$, $x \notin W_1$. By hypothesis, $x \notin W_2$. $Q(x) = Q(x)$, of course. $B(x, w) + B(x, f(w)) = B(x, w + f(w)) = 0$, since $w + f(w) \in I(V)$. So, without loss of generality, we may assume that $I(V)^\perp \subset W_1 \cap W_2$ and that $f$ restricted to $I(V)^\perp$ is the identity.

We can thus rephrase the statement of the theorem to: if $f : W_1 \to V$ is a $Q$-isometry with image $f(W_1) = W_2$, such that $I(V)^\perp \subset W_1 \cap W_2$ and $f$ restricted to $I(V)^\perp$ is the identity, then $f$ extends to a $Q$-isometry $\hat{f} : V \to V$. We proceed to prove this statement of the theorem by induction on the dimension of $W_1$. The initial case where $I(V)^\perp = W_1 = W_2$ is obvious; just extend by $\hat{f}$ equal to the identity.

For the induction step, let $U$ be any codimension one subspace of $W_1$ which contains $I(V)^\perp$. By induction, the restriction of $f$ to $U$ admits an isometric extension $g : V \to V$. Let $h = g^{-1} \circ f : W_1 \to V$. Then $h$ is a $Q$-isometry which fixes every element of the subspace $U$. If $h$ extends $f$, then $g \circ h$ extends $f$. So, without loss of generality, we may assume that $f$ fixes every element of $U$.

Next, we wish to extend $f$ "maximally by the identity." Let $\mathcal{A}$ be the set of subspaces $A$ of $V$ having the following property: $f$ can be extended to a $Q$-isometry defined on $W_1 + A$ such that the elements of $A$ are all fixed. Let $A'$ be a maximal element of $\mathcal{A}$, and let $f'$ be the $Q$-isometry defined on $W_1' = W_1 + A'$ which extends $f$ and which fixes every element of $A'$. Set $W_2' = f'(W_1')$ and $U' = U + A'$. Note that $f'$ fixes every element of the subspace $U'$ of $W_1'$. If $U' = W_1'$, then $f'$ is the identity, and the result is obvious. If not, then $U'$ has codimension one in $W_1'$, and there exists $a \in W_1'$, $a \notin U'$, so that $W_1' = U' + \{a\}$. Setting $b = f'(a)$, we have $W_2' = U' + \{b\}$, $Q(a) = Q(b)$, and $b \neq a$, by the maximality of $A'$.

We still must show that $f' : W_1' \to V$ can be extended to all of $V$. To extend $f'$ by setting $f'(z) = z$, we require that $z \notin W_1'$, $z \notin W_2'$, $Q(z) = Q(z)$, and $B(z, w) = B(z, f'(w))$, for all $w \in W_1'$. This last condition is equivalent to two requirements: $B(z, a) = B(z, b)$ and $B(z, u) = B(z, u)$, for all $u \in U'$, i.e., $z + z$ is orthogonal to $U'$.

By the maximality of $A'$, $z$ cannot equal $z$ in a possible extension of $f'$. This means that if $\bar{z} = z$ satisfies the extension requirement $B(z, a) = B(z, b)$, then $z \in W_1' \cup W_2'$. This implies that the hyperplane $H = (a + b)^\perp$ (remember, $a \neq b$) is contained in $W_1' \cup W_2'$. The only way this can happen is for $H$ to be contained in one of $W_1'$ or $W_2'$. In particular, the subspaces $W_1'$ and $W_2'$ are either both equal to $V$ (in which case the theorem is obvious) or both of codimension one (in which case, $H$ equals one of $W_1'$ or $W_2'$). In fact, in the latter case, we claim that $W_1' = W_2' = H$. If $H = W_1'$, then $B(a + b, a) = 0$. But $f'(a) = b$, so $Q(b) = Q(a)$. But then $jB(a, b) = 2Q(b) = 2Q(a) = jB(a, a)$, and $B(a, a) = B(b, b) = B(b, a) = \beta(a, b)$, since $B(a + b, a) = 0$. Thus $B(b, a + b) = 0$, too, and $b \in H = (a + b)^\perp = W_1'$. This forces $W_2' = W_1'$. A similar argument works when $H = W_2'$. Note at this point that $Q(a + b) = Q(a) + Q(b) + jB(a, b) = 2Q(a) + jB(a, a) = Q(2a) = 0$, so that $a + b$ is $Q$-isotropic.
Let us review where we are. There are subspaces $U' \subset W_1' \subset V$. If we let $n$ denote $\dim V$, then $\dim W_1' = n - 1$ and $\dim U' = n - 2$. The $Q$-isometry $f'$ maps $W_1'$ to itself, fixing every element of the subspace $U'$, and sending the element $a \in W_1'$, $a \not\in U'$, to $b \in W_1'$, $b \not\in U'$, with $a \neq b$, $W_1' = (a + b)_{\perp}$, $B(a + b, b) = 0$, and $Q(a + b) = 0$. Because $W_1' = U' + (a) = U' + (b)$ and because we are working over $\mathbb{Z}/2$, it follows that $a + b \in U'$.

The orthogonal space $U'^{\perp}$ has dimension two. Since $U' \subset W_1'$, we have $W_1'^{\perp} = (a + b) \subset U'^{\perp}$. Thus $a + b \in U'^{\perp}$, too. Write $U'^{\perp} = \{0, a + b, c, c + a + b\}$, for some $c \neq a + b$. Remember that the all-one vector $1 \in I(V)^{\perp} \subset U'$. Thus $0 = B(c, 1) = B(c, c)$, and $Q(c)$ equals 0 or 2.

We now seek to extend $f'$ to $V$ by finding $z \neq \bar{z}$ satisfying: $z$, $z \not\in W_1'$, $z + \bar{z}$ orthogonal to $U'$, $B(z, a) = B(\bar{z}, b)$, and $Q(z) = Q(\bar{z})$. Fix any $z \in V$, $z \not\in W_1'$. Because $W_1'$ has codimension one in $V$ over $\mathbb{Z}/2$, we can write $\bar{z} = z + e$, for some as yet undetermined $e \in W_1'$. We need to see if $e \in W_1'$ can be chosen in such a way as to guarantee that the extension conditions above will be satisfied. In particular, we need $e \neq 0$.

In order that $z + \bar{z} = e$ be orthogonal to $U'$, we need $e \in U'^{\perp}$. We write $e = \xi(a + b) + \eta c$.

We next compute $B(\bar{z}, b) + B(z, a) = B(z + \xi(a + b) + \eta c, b) + B(z, a) = B(z, a + b) + \xi B(a + b, b) + \eta B(c, b)$. Remember that $B(a + b, b) = 0$, and observe that $B(z, a + b) = 1$, since $z \not\in W_1' = (a + b)_{\perp}$. Consequently, $B(\bar{z}, b) = B(z, a)$ if and only if $\eta B(c, b) = 1$.

Note at this point that if $B(c, b) = 0$, then, together with $B(a + b, b) = 0$, we would have that $B(U'^{\perp}, b) = 0$ and $b \in U'$, a contradiction. Thus $B(c, b) = 1$, and a similar argument shows that $B(c, a) = 1$, also. Naturally, we take $\eta = 1$, so that, so far, $\bar{z} = z + \xi(a + b) + c$.

Finally, we compute

$$Q(\bar{z}) - Q(z) = Q(z + \xi(a + b) + c) - Q(z)$$

$$= \xi Q(a + b) + Q(c) + j\xi B(z, a + b)$$

$$+ jB(z, c) + j\xi B(a + b, c).$$

Remember that $a + b \in U'$ and $c \in U'^{\perp}$, so that $B(a + b, c) = 0$. Also recall that $Q(a + b) = 0$ and $B(z, a + b) = 1$. This simplifies the formula to $Q(\bar{z}) - Q(z) = Q(c) + j\{Q(\bar{z}) + Q(z)\}$. Since $Q(c)$ is even, one can solve for $\xi$ in order to make $Q(\bar{z}) - Q(z) = 0$. The prescribed choice of $z$ and $\bar{z}$ allows us to extend $f'$.

5. Applications and examples

In this final section, we discuss some aspects of isotropic subspaces for $\mathbb{Z}/4$-valued quadratic forms and their relationships to coding theory. In particular, we determine the maximal dimension of a $Q$-isotropic subspace, where Brown's $\sigma$-invariant will play an important role. One corollary will be a generalization of the coding theory result that doubly-even self-dual binary codes occur only in dimensions divisible by 8.
Throughout this section, \( Q \) will denote a nonsingular \( \mathbb{Z}/4 \)-valued quadratic form on the \( \mathbb{Z}/2 \)-vector space \( V \) of dimension \( \dim V = n \). Denote by \( B \) the bilinear form associated to \( Q \).

**Isotropic subspaces.** A subspace \( W \subset V \) is a \( B \)-isotropic (or \( B \)-totally isotropic) subspace if \( B(w_1, w_2) = 0 \), for all \( w_1, w_2 \in W \). Another way of saying this is \( W \subset W^\perp \). A \( Q \)-isotropic subspace \( W \) satisfies \( Q(w) = 0 \), for all \( w \in W \).

**Proposition.** If a subspace \( W \subset V \) is \( Q \)-isotropic, then \( W \) is also \( B \)-isotropic.

**Proof.** Let \( w_1, w_2 \in W \). Since \( W \) is a subspace, \( w_1 + w_2 \in W \). The result follows from the formula

\[
Q(w_1 + w_2) = Q(w_1) + Q(w_2) + jB(w_1, w_2).
\]

A \( Q \)-isotropic (resp., \( B \)-isotropic) subspace \( W \subset V \) is said to be a maximal \( Q \)-isotropic (resp., \( B \)-isotropic) subspace if \( W \) is not a proper subspace of another \( Q \)-isotropic (resp., \( B \)-isotropic) subspace, i.e., if \( W \subset Z \), where \( Z \) is also \( Q \)-isotropic (resp., \( B \)-isotropic), then \( W = Z \). An important corollary of Witt's theorem is that maximal isotropic subspaces have the same dimension.

**Theorem.** Let \( W_1, W_2 \) be two maximal \( Q \)-isotropic (resp., \( B \)-isotropic) subspaces of \( V \). Then \( \dim W_1 = \dim W_2 \).

**Proof.** Without loss of generality, suppose that \( \dim W_1 \leq \dim W_2 \). Let \( f : W_1 \to W_2 \) be any injective linear transformation. Because the subspaces are isotropic, \( f \) is an isometry for \( Q \) (resp., for \( B \)). By Witt's theorem, \( f \) extends to an isometry \( \tilde{f} : V \to V \). Then \( \tilde{f}^{-1}(W_2) \) is an isotropic subspace which contains \( W_1 \). Because \( W_1 \) is maximal, \( W_1 = \tilde{f}^{-1}(W_2) \), and \( \dim W_1 = \dim W_2 \), as desired.

For a fixed vector space \( V \), denote by \( i(Q) \) (resp., \( i(B) \)) the dimension of a maximal \( Q \)-isotropic (resp., \( B \)-isotropic) subspace of \( V \). We shall refer to \( i(Q) \) (resp., \( i(B) \)) as the Witt index of \( Q \) (resp., \( B \)). Of course, the theorem above says that the Witt index is well defined. The Witt indices \( i(Q) \) and \( i(B) \) will be computed below.

**Coding theory.** We review quickly some relevant material from coding theory. A useful reference is [12], especially Chapters 1 and 19. We still denote by \( V \) a \( \mathbb{Z}/2 \)-vector space of dimension \( \dim V = n \).

Any linear subspace \( W \) of \( V \) is called a binary linear code. Now suppose that \( B \) is a nonsingular, nonalternating bilinear form, with \( e_1, e_2, \ldots, e_n \) a fixed orthonormal basis for \( V \). In terms of this basis, \( B \) is just the standard \( \mathbb{Z}/2 \)-valued dot product. A \( B \)-isotropic subspace \( W \) (i.e., \( W \subset W^\perp \)) is called a self-orthogonal code. If, in fact, \( W = W^\perp \), then \( W \) is called a self-dual code (in which case the dimension \( n \) of \( V \) is necessarily even, and \( \dim V = 2 \dim W \)).

If an element \( u \in V \) is expressed in terms of the orthonormal basis as \( u = \sum_{i=1}^{n} u_i e_i \), then the weight \( wt(u) \) equals the number of nonzero coefficients \( u_i \). Note that \( wt(u) = B(u, u) \mod 2 \), so that every element of a self-orthogonal code has even weight. A self-orthogonal code \( W \) is called doubly-even if every element \( w \in W \) satisfies \( wt(w) = 0 \mod 4 \). Self-orthogonal codes have been studied extensively, with [12, 16, 23] being useful references for our purposes.
There are two ways to interpret doubly-even self-orthogonal codes as isotropic subspaces for quadratic forms: in terms of ordinary quadratic forms and in terms of $\mathbb{Z}/4$-valued quadratic forms. For the first interpretation, let

$$I(V) = \{ u \in V \mid B(u, u) = 0 \}.$$  

Every self-orthogonal code is contained in $I(V)$. Because $I(V)$ consists of those elements of $V$ having even weight, we define $Q$ on $I(V)$ by

$$Q(u) = \frac{1}{2} \text{wt}(u) \mod 2, \quad u \in I(V).$$

One can verify that $Q$ is an ordinary quadratic form on $I(V)$ with $B$ its associated bilinear form. Quillen [18] described the Arf invariants for these $Q$'s, and we shall provide an alternate calculation below.

The second interpretation avoids the contrivance of having an ordinary $Q$ being defined on $I(V)$ by using $\mathbb{Z}/4$-valued quadratic forms directly on $V$. Simply let

$$Q(u) = \text{wt}(u) \mod 4, \quad u \in V.$$  

By property (8) of Brown's theorem, $Q$ is a $\mathbb{Z}/4$-valued quadratic form with $\sigma(Q) = \dim V \mod 8$. A $Q$-isotropic subspace, being $B$-isotropic, is a self-orthogonal code; that it is also doubly-even is clear.

**Calculation of the Witt index.** We now wish to calculate the Witt indices $i(Q)$ and $i(B)$ over a fixed $\mathbb{Z}/2$-vector space $V$ of dimension $\dim V = n$. Each proof consists of displaying a maximal isotropic subspace and determining its dimension.

**Theorem.** Suppose $B$ is a nonsingular symmetric bilinear form on the $\mathbb{Z}/2$-vector space $V$ of dimension $\dim V = n$. Then the Witt index $i(B)$ equals $[n/2]$, the integer part of $n/2$.

**Proof.** If $B$ is alternating, $V$ is necessarily of even dimension $n = 2k$ and admits a “symplectic basis” $e_1, e_2, \ldots, e_{2k}$ such that $B(e_i, e_{k+i}) = B(e_{k+i}, e_i) = 1$ ($i = 1, 2, \ldots, k$), with all other pairings of basis elements vanishing [7, §1.8]. One then verifies easily that $W$ equaling the span of $\{e_1, e_2, \ldots, e_k\}$ is a maximal $B$-isotropic subspace. Thus $i(B) = k = [n/2]$.

When $B$ is not alternating, we use the normal form for $B$ discussed in §3: $V$ admits an orthonormal basis $e_1, e_2, \ldots, e_n$. Let $k = [n/2]$. Define $W$ to be the span of $\{e_1 + e_2, e_3 + e_4, \ldots, e_{2k-1} + e_{2k}\}$. $W$ is a $B$-isotropic subspace which is easily verified to be maximal. Again, $i(B) = k = [n/2]$. □

For $\mathbb{Z}/4$-valued quadratic forms $Q$, both the dimension of $V$ and the invariant $\sigma(Q)$ enter into the description of $i(Q)$.

**Theorem.** Suppose $Q$ is a nonsingular $\mathbb{Z}/4$-valued quadratic form on $V$, with $\dim V = n$. Then

$$i(Q) = \begin{cases} [n/2] & \text{if } \sigma(Q) = 0, 1, 7 \mod 8, \\ [n/2] - 1 & \text{if } \sigma(Q) = 2, 3, 4, 5, 6 \mod 8. \end{cases}$$

**Proof.** Let $B$ denote the nonsingular bilinear form associated to $Q$. If $B$ is alternating, then $\dim V = n = 2k$ is necessarily even, $Q$ is just an ordinary quadratic form, and $\sigma(Q)$ is just the Arf invariant, as in property (7) of Brown's theorem. We use Dickson's normal forms from §2.
If \( \text{Arf}(Q) = 0 \), i.e., \( \sigma(Q) = 0 \), then there exists a basis \( e_1, e_2, \ldots, e_{2k} \) of \( V \) such that

\[
Q(u) = \sum_{i=1}^{k} u_{2i-1}u_{2i}, \quad u = \sum_{i=1}^{2k} u_ie_i.
\]

It then follows that

\[
B(u, v) = \sum_{i=1}^{k} (u_{2i-1}v_{2i} + v_{2i-1}u_{2i}), \quad u = \sum_{i=1}^{2k} u_ie_i, \quad v = \sum_{i=1}^{2k} v_ie_i.
\]

By setting \( W \) equal to the span of \( \{e_2, e_4, \ldots, e_{2k}\} \), one can verify that \( W \) is a maximal \( Q \)-isotropic subspace of dimension \( k = \lfloor n/2 \rfloor \). Indeed, the basis \( e_2, e_4, \ldots, e_{2k} \) of \( W \) satisfies \( Q(e_{2i}) = 0 \), \( B(e_{2i}, e_{2j}) = 0 \), for all \( i, j = 1, 2, \ldots, k \). From the property \( Q(u+v) = Q(u) + Q(v) + B(u, v) \) for ordinary quadratic forms, it follows that \( W \) is \( Q \)-isotropic, hence \( B \)-isotropic. Since \( i(B) = k \) already, \( W \) is maximal as a \( B \)-isotropic subspace. Consequently, \( W \) is also maximal as a \( Q \)-isotropic subspace.

If \( \text{Arf}(Q) = 1 \), i.e., \( \sigma(Q) = 4 \), then there is a basis \( e_1, e_2, \ldots, e_{2k} \) of \( V \) with

\[
Q(u) = \sum_{i=1}^{k-1} u_{2i-1}u_{2i} + u_{2k-1}^2 + u_{2k-1}u_{2k} + u_{2k}^2, \quad u = \sum_{i=1}^{2k} u_ie_i.
\]

Again,

\[
B(u, v) = \sum_{i=1}^{k} (u_{2i-1}v_{2i} + v_{2i-1}u_{2i}), \quad u = \sum_{i=1}^{2k} u_ie_i, \quad v = \sum_{i=1}^{2k} v_ie_i.
\]

This time set \( W \) equal to the span of \( \{e_2, e_4, \ldots, e_{2k-2}\} \). As above, it is easy to check that \( W \) is a \( Q \)-isotropic subspace of dimension \( k - 1 = \lfloor n/2 \rfloor - 1 \). To show that \( W \) is maximal, suppose \( z = \sum_{i=1}^{2k} z_ie_i \in V \) is chosen so that \( W + (z) \) is \( Q \)-isotropic. Then for all \( w \in W \), \( 0 = Q(z+w) = Q(z) + Q(w) + B(z, w) = B(z, w) \), since \( Q(z) = 0 \). By setting \( w = e_{2i} \), \( i = 1, 2, \ldots, k-1 \), we see that \( 0 = B(z, e_{2i}) = z_{2i-1} \). Then \( 0 = Q(z) = z_{2k-1}^2 + z_{2k-1}z_{2k} + z_{2k}^2 \) implies that \( z_{2k-1} = z_{2k} = 0 \), so that \( z \in W \). Thus \( W \) is maximal \( Q \)-isotropic, and \( i(Q) = k - 1 = \lfloor n/2 \rfloor - 1 \).

Now suppose that \( B \) is not alternating. We proceed as in §3. There exists an orthonormal basis \( e_1, e_2, \ldots, e_n \) for \( V \), with \( Q(e_i) = +1 \) for \( i = 1, 2, \ldots, p \), and \( Q(e_i) = -1 \) for \( i = p+1, p+2, \ldots, n \). Then \( \sigma(Q) = 2p-n \mod 8 \). By interchanging signs, we may assume that \( p \leq n - p \). Begin by setting \( W \) equal to the span of \( \{e_1 + e_{p+1}, e_2 + e_{p+2}, \ldots, e_p + e_{2p}\} \). \( W \) is \( Q \)-isotropic of dimension \( p \). We next wish to enlarge \( W \) to a maximal \( Q \)-isotropic subspace \( W' \) of the form \( W' = W \oplus A \). First notice that if \( w \in W \) and \( a \in A \), then \( 0 = Q(w+a) = Q(w) + Q(a) + jB(w, a) \), so that \( B(w, a) = 0 \). Thus it is necessary that \( A \subset W^\perp \).

Let us examine when an element \( u = \sum_{i=1}^{n} u_ie_i \) of \( V \) is in \( W^\perp \). Since \( B(e_j + e_{p+j}, u) \) must vanish for all \( j = 1, 2, \ldots, p \), we see that \( u \in W^\perp \) if and only if \( u_j + u_{p+j} = 0 \), for all \( j = 1, 2, \ldots, p \). Simply put, this says that \( W^\perp = W \oplus W_1 \), where \( W_1 \) is the span of \( \{e_{2p+1}, e_{2p+2}, \ldots, e_n\} \).

Our problem of finding a maximal \( Q \)-isotropic extension \( W' \) of \( W \) of the form \( W' = W \oplus A \) now reduces to finding a subspace \( A \) which is maximal.
among all subspaces with the following property: $A$ is $Q$-isotropic and $A \subset W_1$. If we denote by $Q_1$ the restriction of $Q$ to $W_1$, then the maximal $A$ we seek is just a maximal $Q_1$-isotropic subspace of $W_1$. On $W_1$, $Q_1$ has type $(0, n - 2p)$, so that $A$ is just an ordinary doubly-even self-orthogonal code in an ambient space of dimension $n - 2p$. By the known theory of such codes [23, Remark 3.23], such a maximal $A$ has dimension

$$\dim A = \begin{cases} \frac{(n - 2p)}{2} & \text{if } n - 2p = 0, 1, 7 \mod 8, \\ \frac{(n - 2p)}{2} - 1 & \text{if } n - 2p = 2, 3, 4, 5, 6 \mod 8. \end{cases}$$

The result is now apparent. □

The following corollary generalizes the coding theory result that a doubly-even self-dual code can occur only in a space $V$ whose dimension is a multiple of 8.

**Corollary.** Suppose $Q$ is a nonsingular $\mathbb{Z}/4$-valued quadratic form on a $\mathbb{Z}/2$-vector space $V$, with associated bilinear form $B$. Then there exists a $Q$-isotropic subspace $W$ of $V$ which is self-dual (i.e., $W = W^\perp$) if and only if $\sigma(Q) = 0 \mod 8$.

*Proof.* Self-duality implies that $\dim V = n$ is even and equal to $2 \dim W$. Among the admissible dimensions for maximal $Q$-isotropic subspaces from the theorem, we clearly need $\dim W = n/2$, in which case $\sigma(Q) = 0, 1, 7 \mod 8$. From property (6) of Brown's theorem, we are reminded that $\sigma(Q) = \dim V \mod 2$. Since $\dim V$ is even, $\sigma(Q) = 0 \mod 8$ is forced.

Conversely, if $\sigma(Q) = 0 \mod 8$, then $\dim V$ is even and $\sigma(Q) = [n/2] = n/2$. Thus any maximal $Q$-isotropic subspace is self-dual. □

**Some calculations of Arf invariants.** We mentioned above, in connection with doubly-even self-orthogonal codes, that these codes can be interpreted both as $Q$-isotropic subspaces for the $\mathbb{Z}/4$-valued quadratic form $Q(u) = \text{wt}(u) \mod 4$ on $V$, as well as $Q$-isotropic subspaces for the ordinary quadratic form $Q(u) = \frac{1}{2} \text{wt}(u) \mod 2$ on $I(V)$. Quillen described the Arf invariants of the ordinary quadratic forms in [18, §2], and here we provide an alternate calculation, using the $\sigma$-invariant.

Property (11) of Brown's theorem says that $\sigma(Q)$ is related to $Q$ by

$$\sum_{u \in V} i^{Q(u)} = \sqrt{2}^{\dim V} e^{\frac{\sigma(Q)}{4}},$$

where $i = \sqrt{-1}$. If $\dim V = n$ and $Q(u) = \text{wt}(u) \mod 4$ with respect to an orthonormal basis $e_1, e_2, \ldots, e_n$ of $V$, then there are $(\binom{n}{k})$ elements of $V$ having weight $k$. If we let $S(Q)$ denote the sum $\sum_{u \in V} i^{Q(u)}$, then

$$S(Q) = \sum_{u \in V} i^{Q(u)} = \sum_{k=0}^{n} \binom{n}{k} i^k = (1 + i)^n$$

$$= \sqrt{2}^n \left( \frac{1 + i}{\sqrt{2}} \right)^n = \sqrt{2}^n e^{\frac{i\pi n}{4}}$$

and $\sigma(Q) = n \mod 8$. Of course, this also follows from property (8) of Brown's theorem.
Next we restrict $Q$ to

$I(V) = \{ u \in V \mid B(u, u) = 0 \} = \{ u \in V \mid u \text{ has even weight} \}$.

If we denote this restricted quadratic form by $Q_1$, then we can describe $S(Q_1)$.

**Proposition.** $S(Q_1) = \sqrt{2^n} \cos(\pi n/4) = \chi(n)2^{n/2}$, where

$$
\chi(n) = \begin{cases} 
1, & n = 0, 1, 7 \text{ mod } 8, \\
0, & n = 2, 6 \text{ mod } 8, \\
-1, & n = 3, 4, 5 \text{ mod } 8.
\end{cases}
$$

**Proof.** $S(Q_1) = \sum_{u \in I(V)} iQ(u)$. But $I(V)$ consists of those $u \in V$ having even weight, i.e., those $u \in V$ with $Q(u)$ even. This means that $S(Q_1)$ is just the real part of $S(Q) = \sqrt{2^n}e^{i\pi n/4}$, and the result follows. $\Box$

In order to calculate $\sigma(Q_1)$, we must remember that Brown's theorem on $\sigma(Q)$ applies only to nonsingular $Q$'s. If $n = \dim V$ is even, then $\dim I(V) = n - 1$ is odd, and it is impossible for $B$ (necessarily alternating on $I(V)$) to be nonsingular on $I(V)$. We can be more precise: $I(V) = (1)^\perp$, where 1 is the "all-one" vector $1 = e_1 + e_2 + \cdots + e_n$. $B$ is nonsingular on $I(V)$ if and only if $1 \notin I(V)$, i.e., if and only if $n$ is odd.

If $n$ is odd, then $[n/2] = (n - 1)/2$, and $S(Q_1) = \chi(n)\sqrt{2^{\dim I(V)}}$. Thus $\sigma(Q_1) = 0 \mod 8$ if $\chi(n) = 1$ (n = 1, 7 mod 8), and $\sigma(Q_1) = 4 \mod 8$ if $\chi(n) = -1$ (n = 3, 5 mod 8). For ordinary quadratic forms, these cases correspond to Arf invariants 0 and 1, respectively, by property (7) of Brown's theorem.

If $n$ is even, $1 \in I(V)$ and $B$ is singular on $I(V)$. We must next distinguish two cases which depend on the value of $Q(1)$. $Q(1) = n \mod 4$, so $Q(1) = 0$ if $n = 0 \mod 4$, and $Q(1) = 2$ if $n = 2 \mod 4$. When $Q(1) \neq 0$ (n = 2 mod 4), $Q$ is said to be a defective quadratic form [7, §I.16]; this case lies outside the scope of our theory.

When $Q(1) = 0$ (n = 0 mod 4), then we can reduce to the nonsingular case by working with the induced quadratic form $Q'$ on the quotient space $N = I(V)/(1)$. Modulo (1), every element of $I(V)$ of weight $> n/2$ is equivalent to one of weight $< n/2$ (just add 1). In addition, every element $u$ of weight precisely $n/2$ such that $B(u, e_n) = 1$ is equivalent to the element $u + 1$ of weight $n/2$ but with $B(u+1, e_n) = 0$. So, to calculate $S(Q')$, we sum only over elements of $I(V)$ with weight $< n/2$ or with weight $= n/2$ and $B(u, e_n) = 0$. But this yields exactly half of $S(Q_1)$! Thus $S(Q') = \frac{1}{2}S(Q_1) = \frac{1}{2}\chi(n)2^{n/2} = \chi(n)\sqrt{2^{\dim N}}$, and $\sigma(Q') = 0$ if $n = 0 \mod 8$, $\sigma(Q') = 4$ if $n = 4 \mod 8$. These correspond to Arf invariants 0 and 1, respectively.

We summarize these results in the following proposition.

**Proposition.** Let $V$ have dimension $n$, and let $Q$ be the ordinary quadratic form on $I(V)$ defined by

$$Q(u) = \frac{1}{2}\operatorname{wt}(u) \mod 2.$$

(1) If $n$ is odd, then $Q$ is nonsingular, and $\operatorname{Arf}(Q) = 0$ if $n = 1, 7 \text{ mod } 8$, $\operatorname{Arf}(Q) = 1$ if $n = 3, 5 \text{ mod } 8$.  


(2) If \( n = 0 \mod 4 \), \( Q \) is singular, but \( Q' \) on \( I(V)/() \) is nonsingular with \( \text{Arf}(Q') = 0 \) when \( n = 0 \mod 8 \), and \( \text{Arf}(Q') = 1 \) when \( n = 4 \mod 8 \).

(3) If \( n = 2 \mod 4 \), \( Q \) is defective.

Final example. It was proved in the classification results of \( \S 3 \) that if \( B \) was not alternating, then \( Q \) had a certain type \((p, n - p)\), where \( p \) was uniquely determined \( \mod 4 \). We wish to exploit the \( \mod 4 \) ambiguity of \( p \) to give a final example.

If \( V \) has dimension \( \dim V = n \) and \( B \) is not alternating, then \( V \) admits an orthonormal basis \( e_1, e_2, \ldots, e_n \). If a \( \Z/4 \)-valued quadratic form \( Q \) has \( B \) as its associated bilinear form and \( Q \) has type \((p, n - p)\), then we can assume that \( Q(e_i) = 1 \), for \( i = 1, 2, \ldots, p \), and that \( Q(e_i) = -1 \), for \( i = p + 1, p + 2, \ldots, n \). It follows that \( \sigma(Q) = 2p - n \mod 8 \).

Suppose now that \( n = 0 \mod 8 \), say \( n = 8k \), and that we consider the \( \Z/4 \)-valued quadratic form \( Q \) of type \((4k, 4k)\). There is an obvious maximal \( Q \)-isotropic subspace \( W \) given by the span of \( \{e_1 + e_{4k+1}, e_2 + e_{4k+2}, \ldots, e_{4k} + e_{8k}\} \), such that \( \dim W = 4k \).

Because the type of \( Q \) depends upon the choice of orthonormal basis, it is possible to find a new orthonormal basis of \( V \) which makes \( Q \) of type \((8k, 0)\). Expressed in terms of this new basis, \( W \) becomes a doubly-even self-dual code. For example, if one makes the following change of basis:

\[
\begin{align*}
    f_i &= e_i, \quad i = 1, 2, \ldots, 4k, \\
    f_{4j+1} &= e_{4j+2} + e_{4j+3} + e_{4j+4}, \\
    f_{4j+2} &= e_{4j+1} + e_{4j+3} + e_{4j+4}, \\
    f_{4j+3} &= e_{4j+1} + e_{4j+2} + e_{4j+4}, \\
    f_{4j+4} &= e_{4j+1} + e_{4j+2} + e_{4j+3}, \quad j = k, k + 1, \ldots, 2k - 1,
\end{align*}
\]

then \( Q \) has type \((8k, 0)\), and \( W \) becomes a product of \( k \) copies of the extended Hamming code \( E_8 \) (see [16] or [23, 3.14]).

We invite the reader to experiment with other changes of basis in order to produce other doubly-even self-dual codes.

**Appendix. Prange's proof of Witt's extension theorem**

In this appendix we include an exposition of a proof of Witt's extension theorem for ordinary quadratic forms in characteristic two due to E. Prange [17]. There are many interesting ideas in Prange's proof; among them are: considering the graph of the isometry, showing that the graph is totally isotropic, and phrasing the extension conditions for the isometry in terms of orthogonality properties of the graph. These ideas deserve a larger audience. Since Prange never published his proof, the author hopes that the following exposition of Prange's work will fill a gap in the literature and be useful to other mathematicians.

Notation is as in \( \S 4 \). Recall the statement of the theorem.

**Theorem.** Suppose that \( B \) is a nonsingular symmetric bilinear form on the vector space \( V \). Let \( W_1 \) and \( W_2 \) be subspaces of \( V \), and suppose that \( f: W_1 \to V \) is an isometry, with image \( W_2 = f(W_1) \). Then \( f \) can be extended to an isometry \( \tilde{f}: V \to V \) if and only if \( W_1 \cap I(V)^\perp = W_2 \cap I(V)^\perp \) and \( f \) restricted to \( W_1 \cap I(V)^\perp \) is the identity.
Proof. Wall's lemma of §4 implies that the conditions listed are necessary. For the converse, assume that the conditions listed are satisfied. The key idea is that the graph of an isometry is a totally isotropic subspace of the product space $V \times V$.

We shall often use the product space $V \times V$, equipped with the bilinear form $\overline{B}$,

$$\overline{B}((u_1, v_1), (u_2, v_2)) = B(u_1, u_2) + B(v_1, v_2).$$

Note that $\overline{B}((u, v), (u, v)) = B(u, u) + B(v, v) = B(u + v, u + v)$. Thus $(u, v) \in I(V \times V)$ if and only if $u + v \in I(V)$.

Let $G$ be the graph of the isometry $f: W_1 \to W_2$, i.e.,

$$G = \{(u, f(u)) \mid u \in W_1\} \subset W_1 \times W_2 \subset V \times V.$$

Because $f$ is an isometry, it follows that $G \subset G^\perp$ and hence that $G \subset I(V \times V)$. Another way to write this is $u + f(u) \in I(V)$, for all $u \in W_1$.

In order to extend $f$ to a subspace $W_1 + (x)$ by setting $f(x) = y$, the following conditions must hold: $x \notin W_1$, $y \notin W_2$, $(x, y) \in I(V \times V)$ (the fancy way of saying that $B(x, x) = B(y, y)$), and $(x, y) \in G^\perp$. The last two conditions say that the extended map is an isometry.

The first step is to extend $f$ (via the identity) to those points of $I(V)^\perp$ which are not in $W_1$. Let $x \in I(V)^\perp$, $x \notin W_1$. By hypothesis, $x \notin W_2$. Clearly, $(x, x) \in I(V \times V)$. Finally, $(x, x) \in G^\perp$, because $\overline{B}((x, x), (u, f(u))) = B(x, u) + B(x, f(u)) = B(x, u + f(u)) = 0$, and $u + f(u) \in I(V)$. Thus setting $f(x) = x$ extends $f$ to all of $I(V)^\perp$. From here on, we may assume that $I(V)^\perp \subset W_1 \cap W_2$.

Once $I(V)^\perp \subset W_1 \cap W_2$, the conditions for extending $f$ by setting $f(x) = y$ can be simplified. We claim that $G^\perp \subset I(V \times V)$. Let $(u_1, u_2) \in G^\perp$ and $v \in I(V)^\perp$ (so $(v, v) \in G$). Then $0 = \overline{B}((u_1, u_2), (v, v)) = B(u_1, v) + B(u_2, v) = B(u_1 + u_2, v)$, so that $u_1 + u_2 \in I(V)$. This implies that $(u_1, u_2) \in I(V \times V)$. The conditions needed to extend $f$ by setting $f(x) = y$ are now: $x \not\in W_1$, $y \not\in W_2$, and $(x, y) \in G^\perp$.

Denote by $N$ the subspace $W_1^\perp \times W_2^\perp$, which is contained in $G^\perp$. Because $G \subset G^\perp$, $G + N \subset G^\perp$. We claim that

$$\{(x, y) \in G^\perp \mid x \in W_1 \text{ or } y \in W_2\} \subset G + N.$$

Indeed, if $(x, y) \in G^\perp$ and $x \in W_1$, then it suffices to show that $(x, y) + (x, f(x)) = (0, y + f(x)) \in G^\perp$ is actually in $N$. Since $0 \in W_1^\perp$, all that remains is to show that $y + f(x) \in W_2^\perp$. To this end, let $v \in W_2 = f(W_1)$, so there exists $u \in W_1$ with $f(u) = v$. Then $B(y + f(x), v) = B(0, u) + B(y + f(x), v) = B(0, y + f(x)), (u, v)) = 0$, since $(0, y + f(x)) \in G^\perp$ and $(u, v) \in G$. A similar argument applies when one assumes that $y \in W_2$.

The final step of the proof begins by observing that $W_1^\perp \subset W_1$ if and only if $W_2^\perp \subset W_2$. To see this, note that the isometry $f: W_1 \to W_2$ induces an isometry between $W_1^\perp \cap W_1$ and $W_2^\perp \cap W_2$. The result follows by counting dimensions.

To finish the proof, we wish to show that if $W_1$ is a proper subspace of $V$, then we can extend $f$ by setting $f(x) = y$, for some $x \not\in W_1$, $y \not\in W_2$, $(x, y) \in G^\perp$. We examine two cases, depending upon whether $W_1^\perp \subset W_1$ or not.
If $W_1^\perp \not\subset W_1$, then, as above, $W_2^\perp \not\subset W_2$. Now choose any $x \in W_1^\perp \setminus W_1$, $y \in W_2^\perp \setminus W_2$. Clearly, $(x, y) \in G^\perp$, and we can extend $f$.

If $W_1^\perp \subset W_1$, then any point of $G^\perp$ which is not in $G + N$ will define an extension for $f$, because $G + N$ contains the subset $\{(x, y) \in G^\perp | x \in W_1 \text{ or } y \in W_2\}$. It remains to show that such points exist whenever $W_1$ is a proper subset of $V$. We do this by a dimension count. Let $n = \dim V$ and $t = \dim W_1 = \dim W_2 = \dim G$. Then $\dim N = 2(n - t)$, and

$$\dim(G \cap N) = \dim(W_1 \cap W_1^\perp) = \dim W_1^\perp = n - t.$$

(This uses $W_1^\perp \subset W_1$, and so $W_2^\perp \subset W_2$.) Thus $\dim(G + N) = n$. But $\dim G^\perp = 2n - t$ is greater than $n = \dim(G + N)$ whenever $t < n$, i.e., whenever $W_1$ is a proper subspace of $V$. Thus, extensions always exist whenever $W_1$ is a proper subspace of $V$. □
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