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Abstract To any finite quadratic module, that is, a finite abelian group together with a non-degenerate quadratic form, it is possible to associate a representation of $\text{Mp}_2(\mathbb{Z})$, the metaplectic cover of the modular group. This representation is usually referred to as a Weil representation and our main result is a general explicit formula for its matrix coefficients. This result completes earlier work by Scheithauer in the case when the representation factors through $\text{SL}_2(\mathbb{Z})$. Furthermore, our formula is given in a such a way that it is easy to implement efficiently on a computer.
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1 Introduction

The main theorem of this paper is a simple and explicit formula for the matrix coefficients of a certain Weil representation, completing earlier works of Scheithauer [15] and Borcherds [2]. Our original motivation for obtaining such a formula was a need for efficient algorithms to compute vector-valued Poincaré series for this representation. This type of computation was used to prove certain properties of a Rankin–Selberg type convolution of Siegel modular forms of degree 2 [14], and also to study the algebraicity of Fourier coefficients of harmonic weak Maass forms [3]. Another application, for which it is necessary to have an explicit formula for the matrix coefficients of the Weil representation, is to obtain lifting maps from scalar to vector-valued modular forms of half-integral weight in terms of explicit formulas relating the respective Fourier coefficients. This type of map was obtained by Scheithauer [15] for integer weights.
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The formula stated in the Main Theorem is implemented as part of a package for Sage [21] for performing computations with finite quadratic modules.

1.1 Statement of the main result

Let \( D \) be a finite abelian group and \( Q : D \rightarrow \mathbb{Q}/\mathbb{Z} \) a non-degenerate quadratic form on \( D \), meaning that the function \( B(x, y) = Q(x + y) - Q(x) - Q(y) \) is a non-degenerate symmetric bilinear form. The pair \( D = (D, Q) \) is said to be a finite quadratic module (FQM). We associate with \( D \) a unitary representation, \( \rho_D \), of \( \text{Mp}_2(\mathbb{Z}) \), the metaplectic cover of the modular group \( \text{SL}_2(\mathbb{Z}) \), on \( \mathbb{C}[D] \), the group algebra of \( D \). If the signature of \( D \) is even this representation factors through a representation of \( \text{SL}_2(\mathbb{Z}) \). This representation can be viewed as a special case of a construction carried out by Weil [22] and is therefore usually called the Weil representation associated with \( D \).

A canonical example of a finite quadratic module is the so-called discriminant form associated with even lattice together with a non-degenerate bilinear form.

**Example 1.1** Let \( N \) be a positive integer and \( L \) be the lattice \( \mathbb{Z} \) with quadratic form \( q(x) = Nx^2 \) and bilinear form \( B(x, y) = 2Nxy \). The discriminant form of \( L \) is \( (D, Q) \) where \( D = L^\# / L \simeq \mathbb{Z} / 2N\mathbb{Z} \) and \( Q(x) = \frac{1}{4N}x^2 + \mathbb{Z} \). Observe that \( L \) has signature 1.

The main purpose of this paper is to obtain a simple explicit formula for the action of \( \text{SL}_2(\mathbb{Z}) \) or \( \text{Mp}_2(\mathbb{Z}) \) on the Weil representation associated with an arbitrary finite quadratic module \( D \). Our main result is presented in the theorem below. For the precise statement see Theorem 6.4 and Remark 6.8.

**Theorem** Let \( D \) be an FQM with \( D = (D, Q) \) and bilinear form \( B \). Let \( \rho_D \) be the associated Weil representation, \( \hat{A} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and \( x \in D \). Then

\[
\rho_D(\hat{A})e_x = \xi(a, c)\sqrt{|D[c]|/|D|} \sum_{y \in D/D[c]} f_A(x, y)e(B(x_c, bx + y))e_{dx + cy + x_c},
\]

where \( \tilde{\hat{A}} = (A, \sqrt{c^2 + d}) \in \text{Mp}_2(\mathbb{Z}) \), \( \xi(a, c) \) is an eighth-root of unity, given explicitly by Definition 6.1, \( x_c \) is any element in \( D \) such that \( cQ(y) = B(x_c, y) \) for all \( y \in D/c \) and \( f_A(x, y) = e(bdQ(x) + acQ(y) + bcB(x, y)) \).

The given formula for \( \xi \) is “simple” in the sense that it involves only elementary arithmetic functions, e.g. Kronecker and Hilbert symbols. It is not hard to obtain a formula for \( \rho_D \) as a projective representation, that is, the theorem above with an unknown factor \( \xi \). It is well-known that if \( D \) is an FQM of level \( N \) then \( \rho_D \) factors through the principal congruence subgroup of level \( N \), or its inverse image in \( \text{Mp}_2(\mathbb{Z}) \). This can be used to obtain explicit formulas for other congruence groups. Cf. e.g. Schoeneberg [16, p. 518], Pfetzer [13, pp. 451-452] and Kloosterman [9, I, §4].

In contrast to these formulas, the earlier formulas for \( \text{SL}_2(\mathbb{Z}) \) or \( \text{Mp}_2(\mathbb{Z}) \) all involved certain sums of Gauss-type with a length depending on the particular element of the group. Cf. e.g. [16, p. 516], [13, p. 450], [9, I. Thm. 1], [18, Prop. 1.6], and [6, Prop. 3.2]. This situation improved when Scheithauer [15] obtained an explicit formula for the root of unity \( \xi \), for any \( A \) in the modular group. However, his results are only valid for discriminant forms associated with lattices of even signature.

The main points of the current paper are that we obtain explicit formulas for the Weil representation associated with any finite quadratic module, without restrictions on the signature, and that all Gauss sums are explicitly evaluated and expressed in terms of elementary
arithmetic functions. We want to stress that there are two key elements which are necessary for dealing with the case of odd signature. The first is a detailed study of the 2-adic Jordan components of the finite quadratic module. The second is an explicit evaluation of cocycles related to the metaplectic cover $\text{Mp}_2(\mathbb{Z})$.

The following observation is relevant for computational applications. If we are given a finite quadratic module in terms of its Jordan decomposition then we are able to evaluate the matrix coefficients of the Weil representation for any element in $\text{SL}_2(\mathbb{Z})$ or $\text{Mp}_2(\mathbb{Z})$ in a fixed time not depending on the specific element.

1.2 Notational convention and outline of the paper

To simplify the exposition we use $e(x) = e^{2\pi ix}$, $e_r(x) = e^{\frac{2\pi i x}{r}}$, $(a, b) = \gcd(a, b)$ and let $\text{sgn}(c)$ be the sign of $c$ with $\text{sgn}(0) = 1$. Furthermore, we always use the Kronecker extension of the Jacobi symbol, $(\frac{c}{d})$. If $c$ and $d > 0$ are odd then this is the usual quadratic residue symbol, and for arbitrary integers we define $(\frac{c}{d})$ by complete multiplicativity, using $(\frac{c}{d}) = \text{sign}(c)(\frac{c}{d})$. $(\frac{2}{d}) = (\frac{2}{d})$ for odd $d$, $(\frac{1}{2}) = (\frac{d}{2}) = 1$ if $d = \pm 1$ and 0 otherwise. If $p$ is a prime number and $n \in \mathbb{Z}$ we define the $p$-adic additive valuation of $n$ by $\text{ord}_p(n) = k$ if $p^k$ is the largest power of $p$ dividing $n$. This is extended to $\mathbb{Q}$ by setting $\text{ord}_p(\frac{c}{d}) = \text{ord}_p(c) - \text{ord}_p(d)$, and we use $|x|_p = p^{-\text{ord}_p(x)}$ to denote the $p$-adic absolute value of $x$. If $\text{ord}_p(c) = k$ we often write $p^k \parallel c$. The field of $p$-adic numbers, $\mathbb{Q}_p$, is the completion of $\mathbb{Q}$ with respect to $| \cdot |_p$, and it is also the field of fractions of the ring of $p$-adic integers $\mathbb{Z}_p = \{ x \in \mathbb{Q}_p \mid |x|_p \leq 1 \}$. The invertible elements of $\mathbb{Z}_p$ are denoted by $\mathbb{Z}_p^\times = \{ x \in \mathbb{Q}_p \mid |x|_p = 1 \}$. Observe that $\mathbb{Q}_p = \mathbb{Z}_p[\frac{1}{p}]$. For any set $S$ we let $|S|$ denote its number of elements. If $a, b \in \mathbb{Z}$ then the Hilbert symbol at infinity is defined as $(a, b)_\infty = -1$ if $a < 0$ and $b < 0$, and $(a, b)_\infty = 1$ otherwise. For $z \in \mathbb{C}$ we use $\sqrt{z} = \sqrt{|z|} \exp(\frac{1}{2}i \text{Arg} z)$ where $\text{Arg} z \in (-\pi, \pi]$ denotes the principal branch. Let $\mathbb{Z}/(r) = \mathbb{Z}/r\mathbb{Z}$. The direct orthogonal sum of $A$ and $B$ is denoted $A \oplus B$ and $A^n = A \oplus \cdots \oplus A$ ($n$ times). The Kronecker delta $\delta_{ij} = 1$ if $i = j$ and otherwise 0.

The structure of the paper is as follows: We begin with a brief overview of the classical theory of quadratic forms over $\mathbb{Q}$ and $\mathbb{Q}_p$, including invariants and canonical forms. We then provide the necessary theory of finite quadratic modules, including the explicit description of their Jordan decompositions. In the following sections we evaluate the relevant Gauss sums, introduce the metaplectic cover of $\text{SL}_2(\mathbb{Z})$ as well as the relevant Weil representations. We then give a precise formulation and proof of the main theorem. The final section contains lemmas which are used in this proof.

2 Quadratic forms and finite quadratic modules

To obtain the simple formula in our main theorem we need to know that every finite quadratic module has a Jordan decomposition, that is, that it can be written as a direct orthogonal sum of certain “simple” modules. To show this we use classical results from the theory of quadratic forms over the $p$-adic numbers.

2.1 Quadratic spaces and lattices

Let $V$ be a vector space of dimension $n$ over a field $F$ and $q : V \to F$ a quadratic form. That is, $q(ax) = a^2q(x)$ for all $a \in F, x \in V$ and the function $b : V \times V \to F$, defined by
If $V$ has rank $n$ then we can represent $q$ as a homogeneous polynomial of degree $n$, that is $q(x) = \sum_{1 \leq i, j \leq n} c_{ij} x_i x_j$ with $c_{ij} \in F$ and $x = (x_1, \ldots, x_n) \in V$. The Gram matrix of $q$, or alternatively, of $b$, is the $n \times n$ symmetric matrix $B_q = (b_{ij})$ with $b_{ij} = c_{ij} + c_{ji}$. The determinant of $V$, or of $q$, is defined as the determinant $\det(B_q)$. We say that $V$ (or alternatively $q$, or $b$) is non-degenerate if $\det(B_q) \neq 0$. This is equivalent to saying that $V^\perp = \{x \in V \mid b(x, y) = 0, \forall y \in V\} = \{0\}$. Note that the Gram matrix $B_q$ depends on a choice of basis of $V$ but the determinant being zero or non-zero does not.

If $V' = (V', q')$ is a quadratic space over $F$ of the same dimension as $V$ then we say that $V$ and $V'$ are equivalent if $q(x) = q'(Ax)$ where $A : V \to V'$ is an isomorphism of vector spaces. If $V = V'$ we say that $q$ and $q'$ are equivalent.

Let $R = \mathbb{Z}$ or $\mathbb{Z}_p$ and suppose that $F$ is the field of fractions of $R$, that is, $\mathbb{Q}$ or $\mathbb{Q}_p$. A lattice in $\mathbb{V}$ is an $R$-module $L = Ra_1 \oplus \cdots \oplus Ra_n$ where $\{a_i\}_{i=1}^n$ is an $R$-basis for $V$. We say that $L$ is integral if $q(x) \in R$ for $x \in L$ and in our case this means that $L$ is also even since $b(x, x) = 2q(x) \in 2R$. The dual lattice, $L^\#$, of $L$ is given by $L^\# = \{x \in V \mid b(x, y) \in R, \forall y \in L\}$. It is easy to see that $L \subseteq L^\#$ and that $L^\#/L$ is in fact a finite abelian group of order $|\det(B_q)|$.

For $F = \mathbb{Q}$ we define the signature of the lattice $L$ as $\text{sign}(L) = r_+ - r_-$ where $r_+$ and $r_-$ are the number of positive and negative eigenvalues of the Gram matrix of $q$.

2.2 Canonical representations of quadratic forms

It is well-known that if $p$ is an odd prime then any quadratic form over $\mathbb{Q}_p$ has a unique canonical form expressed as a linear combination of certain simple quadratic forms. The situation for $p = 2$ is more complicated and the canonical form is not always a unique. However, for our purposes the existence of one is sufficient. The relevant results from Cassels [4, Ch. 8.3] are summarized in Theorem 2.3 below.

**Definition 2.1** Let $p$ be a prime and $a \in \mathbb{Z}_p^\times$. Define the unary quadratic form $q_A^a$ and the binary quadratic forms $q_B$ and $q_C$, over $\mathbb{Q}_p$, as follows:

$$q_A^a(x) = ax^2, \quad q_B(x, y) = 2x^2 + 2xy + 2y^2, \quad q_C(x, y) = 2xy.$$ 

**Remark 2.2** Observe that the quadratic forms $q_A^a$, $q_B$ and $q_C$ all have Gram matrices with integer entries, that is, they are classically integral in the sense of [4, p. 111].

**Theorem 2.3** Let $p$ be a prime and $q$ a non-degenerate quadratic form over $\mathbb{Q}_p$. Then $q$ is $\mathbb{Z}_p$-equivalent to a direct sum of quadratic forms of rank one and two where each term is of the form $p^k \tilde{q}$ where $k \in \mathbb{Z}$ and $\tilde{q}$ is one of the canonical forms $q_A^a$, $q_B$ or $q_C$. The forms $q_B$ and $q_C$ only appear in the case $p = 2$.

**Remark 2.4** Note that if $q$ has coefficients in $\mathbb{Z}$ then the canonical forms in the previous theorem can be chosen such that $a \in \mathbb{Z}$ for all terms of the form $p^k q_A^a$.

2.3 Finite quadratic modules

Let $D$ be a finite abelian group. A quadratic form on $D$ is a function $Q : D \to \mathbb{Q}/\mathbb{Z}$ such that $Q(nx) = n^2 Q(x)$ for all $n \in \mathbb{Z}$ and $x \in D$, and such that the function $B(x, y) = Q(x + y) - Q(x) - Q(y)$ is a bilinear form. We say that $Q$ is non-degenerate if $B$ is non-degenerate, that is, if $D^\perp = \{x \in D \mid B(x, y) = 0, \forall y \in D\} = \{0\}$, or alternatively, if the map $x \mapsto B(x, \cdot)$ is a group isomorphism between $D$ and $\text{Hom}(D, \mathbb{Q}/\mathbb{Z})$. 
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Definition 2.5 A finite quadratic module (FQM) is a pair $D = (D, Q)$, where $D$ is a finite abelian group and $Q : D \to \mathbb{Q}/\mathbb{Z}$ is a non-degenerate quadratic form on $D$. The level of $D$ is the smallest positive integer $N$ such that $NQ(x) = 0$ for all $x \in D$.

Let $D = (D, Q)$ and $D' = (D', Q')$ be two finite quadratic modules. We say that $D$ and $D'$ are isomorphic, written $D \cong D'$, if there exists a group isomorphism $\varphi : D \to D'$ such that $Q = Q' \circ \varphi$. The direct sum of $D$ and $D'$ is defined as $D \oplus D' = (D \oplus D', Q \oplus Q')$, where $D \oplus D'$ is a direct sum of groups and $(Q \oplus Q')(x \oplus x') = Q(x) + Q'(x')$. The level of $D \oplus D'$ is the least common multiple of the level of $D$ and the level of $D'$.

If $d$ is a non-zero integer we use $D_d$ to denote the set of elements in $D$ of order $d$ and let $D[d]$ and $D[d]^*$ denote the kernel and image in $D$ of the map $x \mapsto dx$. Note that $D[d]^* = dD$ is the orthogonal complement of $D[d]$ and if $c$ is an integer such that $(c, |D|) = (d, |D|)$ then $D[c] = D[d]$ and $D[c]^* = D[d]^*$.

If $p$ is a prime we let $D(p)$ be the $p$-group of $D$, that is, $D(p) = \oplus_{k \geq 1} D_{p^k}$. We then define the $p$-component of $D$ as $D(p) = (D(p), Q)$, where, with abuse of notation, we use $Q$ to denote the restriction of $Q$ to $D(p)$. Analogously we set $D_{p^k} = (D_{p^k}, Q)$.

Definition 2.6 Let $V = (V, q)$ be a quadratic space over $\mathbb{Q}$ or $\mathbb{Q}_p$. If $L$ is an integral lattice in $V$ then the discriminant form of $L$ is the finite quadratic module given by $D_L = (L^\# / L, Q)$ where $L^\#$ is the dual lattice of $L$ and $Q(x + L) = q(x) + \mathbb{Z}$ for $x \in L^\#$. Note that in the case of $\mathbb{Q}_p$ we identify $\mathbb{Q}_p/\mathbb{Z}_p$ with $\mathbb{Z}[p^{-1}]/\mathbb{Z}$ via the natural map $z + \mathbb{Z}_p \mapsto z + \mathbb{Z}$, and view this as a subgroup of $\mathbb{Q}/\mathbb{Z}$.

Lemma 2.7 Let $p$ be a prime, $k \geq 1$ and $D = \mathbb{Z}/(p^k)$. Then there is a one-to-one correspondence between non-degenerate quadratic forms on $D$ with values in $\mathbb{Q}/\mathbb{Z}$ and non-degenerate quadratic forms on $D$ with values in $\mathbb{Z}/(p^k)$.

Proof Since $Q(x) = \frac{1}{2}B(x, x)$ and $p^k B(x, x) = B(p^k x, x) = 0$ it is clear that $Q(D) \subseteq \frac{1}{2p^k}\mathbb{Z}/\mathbb{Z}$. Let $m$ be an integer and consider the following ring isomorphism $\kappa_m : \frac{1}{m}\mathbb{Z}/\mathbb{Z} \to \mathbb{Z}/(m)$ defined by $\kappa_m(\frac{x}{m} + \mathbb{Z}) = x + m\mathbb{Z}$. If $p > 2$ then we define $q(x) = \kappa_{p^k}(2Q(x))$ and for $p = 2$ we set $q(x) = \kappa_{2k+1}(Q(x))$. Finally, the map $Q \mapsto q$ is invertible since $\kappa_{p^k}$ is a ring isomorphism and 2 is invertible in $\mathbb{Z}/(p^k)$ if $p > 2$.

We will now show that every finite quadratic module is isomorphic to a direct sum of canonical modules of the following types.

Definition 2.8 Let $p$ be a prime and $t$ an integer not divisible by $p$. For $k \geq 1$ define the following canonical finite quadratic modules.

$$A_{p^k}^t = \left(\mathbb{Z}/(p^k), x \mapsto \frac{tx^2}{p^k} + \mathbb{Z}\right) \quad \text{for } p > 2,$$

$$A_{2^k}^t = \left(\mathbb{Z}/(2^k), x \mapsto \frac{tx^2}{2^{k+1}} + \mathbb{Z}\right) \quad \text{for } p = 2,$$

$$B_{2^k} = \left(\mathbb{Z}/(2^k) \oplus \mathbb{Z}/(2^k), (x, y) \mapsto \frac{x^2 + xy + y^2}{2^k} + \mathbb{Z}\right),$$

$$C_{2^k} = \left(\mathbb{Z}/(2^k) \oplus \mathbb{Z}/(2^k), \frac{xy}{2^k} + \mathbb{Z}\right)$$

Remark 2.9 It is easy to verify that $A_{p^k}^t$ is the discriminant form of the integral lattice $\mathbb{Z}_p$ in $(\mathbb{Q}_p, p^k q^*_A)$ where $t^* = 4^{-1}t^{-1}$ and $k^* = k$ if $p \neq 2$, and $t^* = t^{-1}$ and $k^* = k - 1$ if $p = 2$. Similarly, $B_{2^k}$ and $C_{2^k}$ (with $k > 0$) are the discriminant forms associated with the
integral lattice $\mathbb{Z}_2 \times \mathbb{Z}_2$ in $(\mathbb{Q}_2 \times \mathbb{Q}_2, 2^{k-1}q_B)$ and $(\mathbb{Q}_2 \times \mathbb{Q}_2, 2^{k-1}q_C)$, respectively. Observe that the level of $A_{p^k}^t$ is $p^k$ if $p > 2$, the level of $A_{2^k}^t$ is $2^{k+1}$, and the level of $B_{2^k}$ and $C_{2^k}$ are both equal to $2^k$.

**Lemma 2.10** Let $\underline{D} = (D, Q)$ and assume that $D \simeq (\mathbb{Z}/(p^k))^n$ where $p$ is a prime and $n$ and $k$ are positive integers. Then $\underline{D}$ is isomorphic to a direct sum of canonical FQMs of the form given in Definition 2.8.

**Proof** Let $q$ be the quadratic form on $(\mathbb{Z}/(p^k))^n$ associated with $Q$ by Lemma 2.7 extended in a natural way to dimension $n$. By choosing representatives for $\mathbb{Z}$-integral quadratic form and then apply Theorem 2.3 and Remark 2.4 to $q$. We thus obtain a $\mathbb{Z}$-equivalent quadratic form $\tilde{q}$ which is written as a direct sum of canonical $\mathbb{Z}$-integral forms of the types $q_A$, $q_B$ and $q_C$. We then reduce mod $p^k$ and apply Lemma 2.7 to obtain a quadratic form $\tilde{Q}$ on $D$, which has the desired form. Furthermore, $Q(x) = \tilde{Q}(Ox)$ where $O$ is an automorphism of $D$. \hfill $\Box$

**Proposition 2.11** Every finite quadratic module $D$ has a Jordan decomposition

$$D = \bigoplus_p \bigoplus_{k \geq 1} D_{p^k}$$

(2.5)

where the $D_{p^k}$’s are isomorphic to (possibly empty) direct sums of Jordan components of the types $A_{p^k}$, $B_{2^k}$ and $C_{2^k}$.

**Proof** If $\underline{D} = (D, Q)$ then, by elementary theory of finite groups, we can write $D$ as a direct sum of groups of prime-power orders, that is, $D = \bigoplus_p \bigoplus_{k \geq 1} D_{p^k}$ where $D_{p^k}$ denotes the elements of order $p^k$. From this we obtain a decomposition $D = \bigoplus_p \bigoplus_{k \geq 1} D_{p^k}$ and then apply Lemma 2.10. \hfill $\Box$

Let $\underline{D} = (D, Q)$ be a finite quadratic module with associated bilinear form $B$. The explicit formulas for the Weil representation associated with $\underline{D}$ will contain certain invariants of the Jordan decomposition of $\underline{D}$. Many of these quantities are most conveniently expressed in terms of Gauss sums. For any $x \in D$ and $d \in \mathbb{Z}$ we define the following quadratic Gauss sum

$$\mathcal{G}(d, x; D) = \frac{1}{\sqrt{|D|} \sqrt{|D[d]|}} \sum_{y \in D} e(d Q(y) + B(x, y)).$$

It follows from the results of the next section that $\mathcal{G}(d, 0; D)$ is always an eighth root of unity. We define the signature of $D$, $\text{sign}(D)$, as the element of $\mathbb{Z}/(8)$ given by

$$e_8(\text{sign}(D)) = \mathcal{G}(1, 0; D).$$

By Milgram’s formula, see for example [12, Appendix 4], it follows that if $D$ is the discriminant form of an integral lattice $L$ over $\mathbb{Q}$ then the signature of $\underline{D}$ is equal to the signature of $L$ (mod 8).

From the orthogonality of the Jordan decomposition it follows that $\mathcal{G}(d, x; D)$ factors into a product over Jordan components. This implies, in particular, that $\text{sign}(D) = \sum_p \text{sign}(D(p))$, where the sum is taken over all primes. By using Lemmas 3.6–3.8 it is then easy to verify that the signature of a canonical form of type $A_{2^k}$ is odd and that the signature of any other canonical form is even. As a consequence we see that if the signature of $D$ is odd then the Jordan decomposition of $\underline{D}$ must have a direct summand of the form $A_{2^k}$ and the level of $\underline{D}$ is therefore divisible by 4.
The following two remarks are mainly relevant for the reader who wishes to compare the results and proofs presented in this paper with those of Scheithauer [15].

**Remark 2.12** The genus symbol of a Jordan decomposition is a shorthand notation which encodes its invariants in the following form. If \( p > 2 \) then \( q^\pm \) represents a component \( A_{p^k}^t \) with \( (\frac{2}{p}) = \pm 1 \). For \( p = 2 \) the symbols \( q^{\pm} \), \( q^{2} \), and \( q^{2-2} \) represents \( A_{2k}^t \), with \( (\frac{2}{p}) = \pm 1 \), \( B_{2k}^t \) and \( C_{2k} \), respectively. Direct sums are represented by concatenating symbols, for example, \( A_{p^k}^t + A_{p^k}^t \) has symbol \( 2^\pm \). Then \( A_{p^k}^t + A_{p^k}^t \) has symbol \( 2^{-} \) and \( A_{2}^3 + A_{1}^3 \) has symbol \( 3^{-} \).

**Remark 2.13** If \( L \) is an even integral lattice of rank \( n \) and \( p \) is a prime then it is possible to define the so-called \( p \)-signature of \( L \) as in [5]. The relationship to our results is given as follows. If \( D \) is the discriminant form of \( L \) then \( 2 \)-signature(L) (mod 8) = sign(D(2)) and \( p \)-signature(L) (mod 8) = \( n - \text{sign}(D(p)) \). The \( 2 \)-signature of \( L \) is sometimes called the oddity.

**Example 2.14** Let \( N \in \mathbb{Z}_+ \) and consider the lattice \( L = \mathbb{Z} \) in the quadratic space \( (\mathbb{Q}, x \mapsto Nx^2) \). A simple calculation shows that \( \mathbb{Z}^n = \frac{1}{2N} \mathbb{Z} \) and that the discriminant form of \( L \) is \( D_L = (D, Q) \) where \( D = \mathbb{Z}/(2N) \) and \( Q(x) = \frac{1}{4N}x^2 \).

If we write \( 2N = p^{m}N_p \) with \( p \nmid N_p \) for each prime \( p \mid 2N \) then the Jordan components are: \( D(p) = A_{q_p}^{N_p} \) with \( q = p^{m} \) for \( p > 2 \) and \( D(2) = A_{2m_y}^{t} \) with \( t = N_2 \) for \( p = 2 \). It follows from Lemma 3.7 that \( \text{sign}(D_L(2)) \) is equal to \( N_2 + 4m \) where \( m = 0 \) if \( m_2 \) is even or \( \frac{N_2}{2} = 1 \) and otherwise \( m = 1 \). It is harder to compute the signature directly but by Milgram’s formula it is clear that \( \text{sign}(D_L) = \text{sign}(L) = 1 \).

Let \( D = (D, Q) \) be a finite quadratic module, \( c \) an integer and \( x \in D \). It is clear that the Gauss sum \( \mathcal{G}(c, x; D) \) can be expressed as a sum of terms of the form \( \psi_{c, x} \) where the map \( \psi_{c, x} : D \to \mathbb{C}^* \) is defined by \( \psi_{c, x}(y) = e(cQ(y) + B(y, x)) \). It is easy to check that \( \psi_{c, x} \) is a character on the group \( D[c] \) and that it is in fact equal to the trivial character precisely if \( x \in D[c]^* \), where the set \( D[c]^* \) is defined by

\[
D[c]^* = \{ x \in D \mid cQ(y) + B(y, x) = 0, \ \forall y \in D[c] \}.
\]

From [15, Prop. 2.1] it follows that \( D[c]^* = x_c + D[c]^* \) where the coset representative \( x_c \) can be chosen as in the following definition.

**Definition 2.15** Let \( q = |c|_2^{-1} \), that is, \( q = 2^k \) where \( k = \text{ord}_2(c) \). If \( k \geq 1 \) and \( D \) has a non-trivial Jordan component of the form \( J = \bigoplus_{i=1}^{n} A_{q_i}^{t} \), with respect to a \( \mathbb{Z} \)-basis \( \{ \gamma_i \} \) of \( J \), then we choose \( x_c \in J \) in the following way

\[
x_c = 2^{k-1} \sum_{i=1}^{n} \gamma_i
\]

and otherwise \( x_c = 0 \).

Note that the definition of \( x_c \) depends on the choice of basis \( \{ \gamma_i \} \). Furthermore, note that \( 2x_c = cx_c = 0 \) and if \( (c, |D|) = (d, |D|) \) then \( D[c]^* = D[d]^* \) and \( x_c = x_d \).

**Lemma 2.16** If \( D \) is a finite quadratic module and \( c \) an integer then

\[
\mathcal{G}(c, x; D) = \mathcal{G}(c, x_c; D)e(-cQ(y) - B(x_c, y))
\]

if \( x = x_c + cy \) for some \( y \in D \), and otherwise \( \mathcal{G}(c, x; D) = 0 \).
Proof Since \( D = D[c] \oplus D[c]^* \) it follows that the Gauss sum factors as a sum over \( D[c] \) times a sum over \( D[c]^* \). The sum over \( D[c] \) is equal to 0 unless \( x \in D[c]^* \) because \( \psi_{c,x} \) is a character on \( D[c] \). The lemma now follows by writing \( x = x_c + cy \) and then simplify the remaining Gauss sum by “completing the square”. \( \square \)

3 Evaluation of Gauss sums

In this section we will obtain explicit formulas for Gauss sums of the form \( \zeta(c, 0; D) \) where \( c \) is an integer and \( D \) is one of the canonical components. We will begin by reviewing the necessary results for the standard quadratic Gauss sums.

Definition 3.1 For \( a, b \in \mathbb{Q} \) and \( c \in \mathbb{Z} \) we define \( G(a, b, c) \) as

\[
G(a, b, c) = \sum_{n \pmod{c}} e_c(an^2 + bn).
\]

Lemma 3.2 Let \( a, b, c \in \mathbb{Z} \) with \( ac \neq 0 \). Then

\[
G(a, b, c) = \left| \frac{c}{2a} \right|^\frac{1}{2} e_8 \left( \frac{\text{sign}(2ac) - 2b^2}{ac} \right) G\left( -\frac{c}{2}, -b, 2a \right).
\]

Proof Set \( S(a, b, c) = G(a/2, b/2, c) \) and apply [1, Thm. 1.2.2]. \( \square \)

Corollary 3.3 Let \( b, c \in \mathbb{Z} \) and suppose that \( c > 0 \) is even. Then

\[
G(1, b, c) = \left\{ \begin{array}{ll}
0 & \text{if } \frac{c}{2} + b \text{ is odd}, \\
\sqrt{2c} e_8 \left( 1 - \frac{2b^2}{c} \right) & \text{if } \frac{c}{2} + b \text{ is even}.
\end{array} \right.
\]

Proof By Lemma 3.2 we know that \( G(1, b, c) = \sqrt{c} e_8 \left( 1 - \frac{2b^2}{c} \right) G\left( -\frac{c}{2}, -b, 2 \right) \) and

\[
G\left( -\frac{c}{2}, -b, 2 \right) = \sum_{n=0}^{1} e\left( -\frac{1}{2}\left(\frac{c}{2}n^2 + nb \right) \right) = 1 + (-1)^{\frac{c}{2} + b}.
\]

Lemma 3.4 Let \( a, c \in \mathbb{Z} \) and suppose that \( (a, c) = 1 \). Then

\[
G(a, 0, 2) = 1 + (-1)^a, \quad (3.1)
\]

\[
G(a, 0, c) = \sqrt{2c} \left( \frac{a}{2c} \right) e_8(a) \quad \text{if } c = 2^k \text{ with } k > 1, \quad (3.2)
\]

\[
G(a, 0, c) = \sqrt{c} \left( \frac{2a}{c} \right) e_8(1 - c) \quad \text{if } c > 0 \text{ is odd}, \quad (3.3)
\]

Proof See [1, Ch. 1.5]. \( \square \)

Lemma 3.5 Let \( a, b, c \in \mathbb{Z} \) and let \( t = (a, c) \). Then

\[
G(a, b, c) = 0 \quad \text{if } t \nmid b, \quad (3.4)
\]

\[
G(a, b, c) = t G(a/\text{lcm}(b, c), \text{lcm}(a, c)) \quad \text{if } t \mid b, \quad (3.5)
\]

\[
G(a, 0, 2^{k+1}) = 2 G(a/2, 0, 2^k) \quad \text{if } k \geq 1. \quad (3.6)
\]

Proof These identities are easy to show by dividing \( G(a, b, c) \) into \( t \) sums of length \( c/t \) (with \( t = 2 \) in the last case). \( \square \)

Lemma 3.6 Let \( p > 2 \) be a prime, \( q = p^k \) with \( k \geq 1 \) and \( t \in \mathbb{Z} \) relatively prime to \( p \). If \( c \) is a non-zero integer and \( q_c = (q, c) \) then

\[
\zeta(c, 0; \mathbb{A}_q^t) = \left( \frac{2tc/q_c}{q/q_c} \right) e_8(1 - q/q_c).
\]
Proof Note that \(|D[c]| = q_c\) and hence \(\sqrt{q_c} \mathcal{G}(c, 0, A_q') = G(ct, 0, q)\). By (3.5) we see that \(G(ct, 0, p^k) = q_c G(tc/q_c, 0, q/q_c)\) and the lemma then follows from (3.3).

Lemma 3.7 Let \(q = 2^k\) with \(k \geq 1\) and \(t \in \mathbb{Z}\) odd. If \(c \in \mathbb{Z} \setminus \{0\}\) and \(q_c = (q, c)\) then

\[
\mathcal{G}(c, 0, A_q') = \begin{pmatrix} \frac{tc/q_c}{q/q_c} & e_8(tc/q_c) & \text{if } q \nmid c, \\
0 & 1 & \text{if } q \mid c, \\
1 & & \text{if } 2q \mid c. \\
\end{pmatrix}
\]

Proof Observe that \(|D[c]| = q_c\) and \(\sqrt{q_c} \mathcal{G}(c, 0; A_q') = G(\frac{1}{2} ct, 0, q)\). The cases \(2q \mid c\) and \(q \mid c\) are elementary. If \(q \nmid c\) then we use (3.5) and (3.6) to factor out appropriate powers of 2 and obtain \(G(\frac{t}{2}, 0, q) = \frac{1}{2} q_c G(tc/q_c, 0, 2q/q_c)\). Finally we use (3.2).

Lemma 3.8 If \(q = 2^k\) with \(k \geq 1\) and \(c\) is a non-zero integer then

\[
\mathcal{G}(c, 0, B_q) = \begin{pmatrix} 3 \\
q/q_c \\
\end{pmatrix},
\]

\[
\mathcal{G}(c, 0, C_q) = 1.
\]

Proof In this case \(|D[c]| = q_c^2\) and by definition \(q_c \mathcal{G}(c, 0; B_q) = \sum_{n,m=0}^{q-1} e_q(cm^2 + cn^2 + cmn)\) and hence \(q_c \mathcal{G}(c, 0; B_q) = \sum_{m=0}^{q-1} e_q(cm^2)G(c, cm, q)\). If \(q/q_c = 1\) or 2 the formula for \(\mathcal{G}(c, 0, B_q)\) follows immediately. If \(q/q_c > 2\) then Lemma 3.2 and (3.4) can be used to show that \(G(c/q_c, mc/q_c, q/q_c)\) is 0 unless \(m\) is even, in which case

\[
G(c/q_c, 2nc/q_c, q/q_c) = \sqrt{q/2c} e_q(1)e_q(-cn^2)G(-q/2q_c, -2nc/q_c, 2c/q_c).
\]

Since \(2 \mid q/2q_c\) we see that \(G(-q/2q_c, -2nc/q_c, 2c/q_c) = 2G(-q/4q_c, 0, c/q_c)\) and this can be evaluated by (3.3). By summing over \(m\) up to \(q/2\) and using (3.6) we obtain

\[
q_c \mathcal{G}(c, 0; B_q) = q_c \sqrt{q_c/2} e_q(2 - c/q_c) \left(\frac{-q/2q_c}{c/q_c}\right) G(3c/q_c, 0, q/q_c)
\]

and by evaluating the latter Gauss sum and using the fact that \((\frac{-1}{d}) = -e_q(1 + d)\) for odd \(d\) we obtain (3.7). Since \(G(0, b, c) = 0\) unless \(c \mid b\) we see immediately that \(q_c \mathcal{G}(c, 0; C_q) = \sum_{m=0}^{q-1} G(0, cm, q) = q_c \sum_{m=0}^{q-1} G(0, cm/q_c, q/q_c) = q_c q_c \frac{q}{q_c} = q_q c\).

The following lemma is easy to show by combining the above lemmas with the orthogonality of the Jordan decomposition.

Lemma 3.9 If \(D\) is an FQM with level \(N\) and \(d \in \mathbb{Z}\) is relatively prime to \(N\) then

\[
\mathcal{G}(d, 0; D) = \left(\frac{d}{|D|}\right) e_8(\text{sign}(D) + (d - 1)\text{sign}(D(2))).
\]

Lemma 3.10 Let \(q = 2^k\) with \(k \geq 1\) and assume that \(c\) and \(t\) are integers with \(t\) odd and \(k = \text{ord}_2(c)\). If \(x_c \in A_q'\) is chosen as in (2.7) then

\[
\mathcal{G}(c, x_c; A_q') = 1.
\]

Proof It is clear that \(x_c = \frac{q}{q_c}\) and hence \(e(cQ(x) + B(x_c, x)) = e_{2q}(cx^2 + 2tx_c x) = e_2(x^2 + x) = 1\) for all \(x \in \mathbb{Z}/(q)\).
Corollary 3.11 If D is a finite quadratic module with a given Jordan decomposition, c an integer and \( q = |c|^2 \) then
\[
\mathcal{A}(c, x_c; D) = \prod_{J \neq \mathcal{A}_q'} \mathcal{A}(c, 0; J)
\]
where the product is taken over all Jordan components, J, of D, except for any (if existing) components of the form \( \mathcal{A}_q' \).

Proof This follows from orthogonality of Jordan decompositions and the fact that if \( D \) has a non-trivial component \( \mathcal{A}_q' \) then \( x_c \in \mathcal{A}_q' \), together with Lemma 3.10.

\[\square\]

4 The metaplectic group

Weil representations associated with finite quadratic modules are representations of \( \text{Mp}_2(\mathbb{Z}) \), the metaplectic (twofold) cover of \( \text{SL}_2(\mathbb{Z}) \). Alternatively \( \text{Mp}_2(\mathbb{Z}) \) can also be described as the central extension of \( \text{SL}_2(\mathbb{Z}) \) by the group \( \{ \pm 1 \} \). We therefore repeat the most important facts about \( \text{Mp}_2(\mathbb{Z}) \). Additional details are given by, for example, Gelbart [8].

It is known that \( \text{Mp}_2(\mathbb{Z}) \) can be realized as the group of pairs \( (M, \pm j_M(\tau)) \), where \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and \( j_M(\tau) = \sqrt{ct + d} \). The group law of \( \text{Mp}_2(\mathbb{Z}) \) is given by
\[
(A, \epsilon_A j_A(\tau))(B, \epsilon_B j_B(\tau)) = (AB, \epsilon_A \epsilon_B \sigma(A, B) j_{AB}(\tau))
\]
where \( \epsilon_A, \epsilon_B \in \{ \pm 1 \} \) and \( \sigma : \text{SL}_2(\mathbb{Z})^2 \to \{ \pm 1 \} \) is a 2-cocycle on \( \text{SL}_2(\mathbb{Z}) \). The value of \( \sigma(A, B) \) can be computed explicitly by choosing any \( \tau \) in the upper half-plane and observing that the following expression holds and is independent of \( \tau \):
\[
\sigma(A, B) = j_A(B\tau) j_B(\tau) j_{AB}(\tau)^{-1}.
\]

For \( M \in \text{SL}_2(\mathbb{Z}) \) we define \( \widetilde{M} = (M, j_M(\tau)) \) to be the canonical choice of representative in the inverse image of \( M \) under the covering map. Using the generators \( S = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \) and \( T = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) of \( \text{SL}_2(\mathbb{Z}) \) it is easy to see that \( \text{Mp}_2(\mathbb{Z}) \) is generated by \( \widetilde{S} \) and \( \widetilde{T} \) with relations \( \widetilde{S}^2 = (\widetilde{S} \widetilde{T})^3 = \widetilde{Z} \) and \( \widetilde{Z}^4 = \text{id}_{\text{Mp}_2(\mathbb{Z})} \). To be precise
\[
\widetilde{T} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \quad \widetilde{S} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}, \quad \sqrt{\tau}, \quad \widetilde{Z} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

and \( \widetilde{Z} \) generates the center of \( \text{Mp}_2(\mathbb{Z}) \). Since \( \widetilde{Z}^2 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \cdot -1 \) it follows that
\[
\text{Mp}_2(\mathbb{Z})/\langle \widetilde{Z}^2 \rangle \simeq \text{SL}_2(\mathbb{Z}).
\]

To obtain an expression for \( \sigma(A, B) \) which does not involve an auxiliary variable \( \tau \) we need the following symbols. For \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) define \( c_M = c, d_M = d \),
\[
\sigma_M = \begin{cases} c & \text{if } c \neq 0, \\ d & \text{if } c = 0, \end{cases} \quad \text{and} \quad s(M) = \begin{cases} 1 & \text{if } c \neq 0, \\ \text{sign}(d) & \text{if } c = 0. \end{cases}
\]

Theorem 4.1 For any \( A, B \in \text{SL}_2(\mathbb{Z}) \) we can express \( \sigma(A, B) \) as
\[
\sigma(A, B) = \mu(A, B) s(A)s(B)s(AB)^{-1}
\]
where \( \mu(A, B) = (\sigma_A \sigma_{AB}, \sigma_B \sigma_{AB})_\infty \) and \( (\cdot, \cdot)_\infty \) denotes the Hilbert symbol at infinity.
Proof Use the fact that (4.2) is independent of the choice of $\tau$, set $\tau = iy$ and then let $y \to \infty$. The theorem is then proven by a careful analysis of all the possible cases for the lower rows of $A$ and $B$. (For a related result see Maab [11, p. 115].)

Remark 4.2 Kubota [10] introduced the cocycle $\mu$ and showed that there is only one two-fold central extension of $SL_2(\mathbb{R})$. We therefore know that $\mu$ and $\sigma$ must be related by a trivial cocycle. We could not find the precise relationship (as given by the previous theorem) in the literature and therefore decided to include it.

The following lemmas are essentially direct applications of Theorem 4.1.

Lemma 4.3 Let $A, B \in SL_2(\mathbb{Z})$ and $m, n \in \mathbb{Z}$. Then

$$
\sigma(A, T^m) = \sigma(T^m, A) = 1, \quad (4.4)
$$

$$
\sigma(A, BT^m) = \sigma(A, B) = \sigma(T^m A, B), \quad (4.5)
$$

$$
\sigma(ST^m, ST^n) = \text{sign}(m), \quad (4.6)
$$

$$
\sigma(A, S) = \begin{cases} 
-1 & \text{if } c_A \geq 0 \text{ and } d_A < 0, \\
1 & \text{otherwise}. 
\end{cases} \quad (4.7)
$$

Lemma 4.4 Let $M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL_2(\mathbb{Z})$, $c > 0$. If $m \in \mathbb{Z}^+$, $n \in \mathbb{Z}$ and $cn - d > 0$ then

$$
\sigma(MT^{-m}ST^{-m}S, ST^mST^n) = 1.
$$

5 The Weil representation

In this section let $D = (D, Q)$ be a fixed finite quadratic module of level $N$ with associated bilinear form $B$ and a fixed, chosen, Jordan decomposition. The Weil representation associated with $D$ is a unitary finite-dimensional representation of $Mp_2(\mathbb{Z})$ on $\mathbb{C}[D]$, the group algebra of $D$. We view $\mathbb{C}[D]$ as a vector space of dimension $|D|$ over $\mathbb{C}$ with basis vectors denoted by $e_x$, $x \in D$. We are only interested in the particular type of Weil representations defined below and have an emphasis on explicit formulas. A more comprehensive theoretical background is given by, for example, Gelbart [8] or Skoruppa [19].

Definition 5.1 The Weil representation $\tilde{\rho}_D : Mp_2(\mathbb{Z}) \to \mathbb{C}[D]$ associated with $D$ is defined by the following action of the generators. If $x \in D$ then

$$
\tilde{\rho}_D(\tilde{T})e_x = e(Q(x))e_x,
$$

$$
\tilde{\rho}_D(\tilde{S})e_x = \sigma_w(D) \frac{1}{\sqrt{|D|}} \sum_{y \in D} e(-B(x, y))e_y
$$

where $\sigma_w(D) = \mathscr{G}(-1, 0; D)$.

The eighth-root of unity $\sigma_w(D)$ is usually called the Witt-invariant of $D$ and it is clear that $\sigma_w(D) = e_8(-\text{sign}(D))$. To show that $\tilde{\rho}_D$, defined as above on the generators, and extended multiplicatively, indeed defines a representation, we need to verify that it respects the relations in $Mp_2(\mathbb{Z})$. It is sufficient to show that $\tilde{\rho}_D(\tilde{S})^8e_x = \tilde{\rho}_D(\tilde{ST})^{12}e_x = e_x$ for all $x \in D$. By using the definition of $\tilde{\rho}_D(\tilde{S})$ and computing $\tilde{\rho}_D(\tilde{S})^2e_x$ directly and in addition use Lemma 5.2 (below) to evaluate $\tilde{\rho}_D(\tilde{ST})^3e_x$ it is easy to show that

$$
\tilde{\rho}_D(\tilde{Z})e_x = \tilde{\rho}_D(\tilde{S})^2e_x = \tilde{\rho}_D(\tilde{ST})^3e_x = \sigma_w(D)^2e_{-x}. \quad (5.1)
$$

Since $\sigma_w(D)^8 = 1$ we immediately conclude that $\tilde{\rho}_D$ is a representation.
Lemma 5.2 Let $m$ and $n$ be integers and suppose that $m$ is positive. If $x \in D$ then
\[
\tilde{\rho}_D(\tilde{S}^n)e_x = \sigma_w(D)D^{-\frac{1}{2}}e(nQ(x)) \sum_{y \in D} e(-B(x, y))e_y,
\]
\[
\tilde{\rho}_D(\tilde{ST}^n\tilde{ST}^m)e_x = \sigma_w(D)^2\sqrt{|D[m]|/|D|}G(m, x_m, D)e(nQ(x)) \times \sum_{y \in D/D[m]} e(-mQ(y) - B(x_m, y))e_{x_m+my-x}.
\]

Proof The first equation is simply obtained by first applying $\tilde{\rho}_D(\tilde{T}^m)$ and then $\tilde{\rho}_D(\tilde{S})$ to $e_x$. By a similar argument, as well as identifying the Gauss sum, it follows that
\[
\sqrt{|D|/\rho_D(\tilde{S}^m\tilde{S}^n)}e_x = \sigma_w(D)^2e(nQ(x))\sqrt{|D[m]|} \sum_{z \in D} G(m, z + x; D)e_{z}.
\]

The lemma then follows by using Lemma 2.16 and observe that to sum over $x + z = x_m + my \in D[m] \ast$ is equivalent to sum over $y \in D/D[m]$. □

From the relation (4.3) it is clear that the behavior of $\tilde{\rho}_D$ on the subgroup $(\tilde{Z}^2)$ determines whether $\tilde{\rho}_D$ factors through a representation of $SL_2(\mathbb{Z})$ or not. Since
\[
\tilde{\rho}_D(\tilde{Z}^2)e_x = \sigma_w(D)^4e_x
\]
for all $x \in D$ we see that $\tilde{\rho}_D$ factors through a representation of $SL_2(\mathbb{Z})$ precisely if $\sigma_w(D)^4 = 1$, or equivalently, if $\text{sgn}(D)$ is even. It follows that if we define
\[
\rho_D(A) = \tilde{\rho}_D((A, j_A))
\]
for $A \in SL_2(\mathbb{Z})$ then $\rho_D : SL_2(\mathbb{Z}) \rightarrow \mathbb{C}[D]$ is a representation of $SL_2(\mathbb{Z})$ if the signature of $D$ is even, and otherwise it is a projective representation. In the latter case we have the following multiplicative relation for any $A, B \in SL_2(\mathbb{Z})$:
\[
\rho_D(A)\rho_D(B) = \sigma(A, B)\rho_D(AB) \quad (5.2)
\]
Abusing notation we also refer to $\rho_D$ as the Weil representation associated with $D$. The main theorem is formulated as an explicit formula for $\rho_D$ but it is not difficult to recover the corresponding formula for $\tilde{\rho}_D$. If $A \in SL_2(\mathbb{Z})$ then the relation
\[
\tilde{\rho}_D((A, -j_A)) = \sigma_w(D)^4\rho_D(A).
\]
follows immediately from the fact that $(A, \varphi(\tau)) = \tilde{Z}^2(A, -\varphi(\tau))$. In the same spirit it is possible to use (5.1) and Theorem 4.1 to obtain an expression relating $\rho_D(-A)$ and $\rho_D(A)$. Set $\delta = -\text{sgn}(c)$ if $c \neq 0$ and $\delta = \text{sgn}(d)$ if $c = 0$. Then
\[
\rho_D(-A)e_x = \delta \sigma_w(D)^2\rho_D(A)e_{-x} \quad (5.3)
\]
Recall that $\Gamma(N)$, the principal congruence subgroup of level $N$, of $SL_2(\mathbb{Z})$, is defined as the subgroup consisting of all matrices which are (entry-wise) congruent to $\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} (\text{mod } N)$. Any subgroup $\Gamma \subseteq SL_2(\mathbb{Z})$ which contains $\Gamma(N)$ is said to be a congruence subgroup of level $N$. We are only interested in two other groups: $\Gamma_0(N)$ and $\Gamma_0^0(N)$ which consist of all matrices $\begin{pmatrix} a & b \\ c & d \end{pmatrix}$ with $c \equiv 0 (\text{mod } N)$ and $b \equiv c \equiv 0 (\text{mod } N)$, respectively. Note that
\[
\Gamma(N) \subseteq \Gamma_0^0(N) \subseteq \Gamma_0(N) \subseteq SL_2(\mathbb{Z})
\]}
and that the inclusions are strict unless \( N = 1 \). The basic idea behind the proof of the explicit formula in our main theorem is that we want to extend a known formula for \( \rho_D \) on elements of \( \Gamma_0(N) \). This is done by using the formulas on the generators \( S \) and \( T \) together with an explicit description of the quotient \( \Gamma_0(N) \backslash \text{SL}_2(\mathbb{Z}) \).

The action of the subgroups \( \Gamma(N), \Gamma_0^0(N) \) and \( \Gamma_0(N) \) on the Weil representation, as given in Lemmas 5.5 and 5.6 below, was obtained for certain discriminant forms already by Schoeneberg [16] and Pfetzer [13] in terms theta functions. See also Ebeling [6, Ch. 3.1] (based on lectures and notes of Hirzebruch and Skoruppa), Borcherds [2, Thm. 5.4], Eichler [7, p. 49] and Skoruppa [19,20].

**Definition 5.3** If \( d \in \mathbb{Z} \) is relatively prime to \( N \) then we define

\[
\varepsilon_{D, d} = \mathcal{G}(1; 0; D)/\mathcal{G}(d, 0; D).
\]

**Definition 5.4** If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) we define the map \( \varepsilon_D : \text{SL}_2(\mathbb{Z}) \to \{ \pm 1 \} \) by

\[
\varepsilon_D(A) = \begin{cases} \left( \frac{c}{d} \right) & \text{if sign}(D) \text{ is odd}, \\
1 & \text{otherwise}, \end{cases}
\]

and if \( A \in \Gamma_0(N) \) then we define \( \chi_D : \Gamma_0(N) \to \{ e_8(k) \mid k \in \mathbb{Z}/8\mathbb{Z} \} \) by

\[
\chi_D(A) = \varepsilon_D(A)\varepsilon_D^{-1}.
\]

**Lemma 5.5** If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) and \( x \in D \) then

\[
\rho_D(A)x = \begin{cases} \varepsilon_D(A)x & \text{if } A \in \Gamma(N), \\
\chi_D(A)x & \text{if } A \in \Gamma_0^0(N). \end{cases}
\]

The above lemma implies that the Weil representation, \( \rho_D \), associated with \( D \) factors through \( \Gamma(N) \) if the signature of \( D \) is even. If the signature is odd then \( N \) is divisible by 4 and the Weil representation, \( \rho_D^* \), factors through the group

\[
\Gamma(N)^* = \{ (A, \nu_\theta(A)j_A(\tau)) \mid A \in \Gamma(N) \}
\]

where \( \nu_\theta \) is the multiplier system of the Jacobi theta function

\[
\theta(\tau) = \sum_{n \in \mathbb{Z}} e(\tau n^2).
\]

Recall that \( \theta \) is a weight \( \frac{1}{2} \) modular form on \( \Gamma_0(4) \) and multiplier system given by

\[
\nu_\theta(A) := j_A(\tau)^{-1}\frac{\theta(A\tau)}{\theta(\tau)} = \left( \frac{c}{d} \right)^{-1} \varepsilon_d^{-1}, \quad \text{for all } A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(4)
\]

(see, for example [17, §2]) where

\[
\varepsilon_d = \left( \frac{2}{d} \right) e_8(1 - d) = \begin{cases} 1 & \text{if } d \equiv 1 \pmod{4}, \\
i & \text{if } d \equiv 3 \pmod{N}. \end{cases}
\]

In the main theorem we extend the formulas for the action of \( \Gamma_0(N) \) to that of \( \text{SL}_2(\mathbb{Z}) \) and in the lemma below we extend the action of \( \Gamma_0^0(N) \) to that of \( \Gamma_0(N) \). Since some of the key principles are present in both cases we give the details of the proof below.

**Lemma 5.6** If \( D \) has level \( N \), \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N) \) and \( x \in D \) then

\[
\rho_D(A)x = e(bdQ(x))\chi_D(A)x.
\]
Proof Let \( n = -bd \pmod{N} \). Then \( na = -bda \equiv -b \pmod{N} \) and \( A = XT^{−n} \) with \( X = \begin{pmatrix} a & an + b \\ c & cn + d \end{pmatrix} \in \Gamma_0(N) \). Using lemma 4.3 and the fact that \( N | c \) we see that
\[
\rho_D(A)e_x = \rho_D(X)\rho_D(T^{-n})e_x = e(bdQ(x))\rho_D(X)e_x = \varepsilon_D(X)e_D^{-1}_x d e_X.
\]
In the last step we used that \( \mathcal{G}(d + nc, 0; D) = \mathcal{G}(d, 0, D) \) and therefore \( \varepsilon_D(nc + d) = \varepsilon_D.d \). It remains to show that \( \varepsilon_D(X) = \varepsilon_D(A) \). If the signature of \( D \) is even then \( \varepsilon_D(X) = \varepsilon_D(A) = 1 \). Assume that the signature is odd and \( c \neq 0 \). Recall the quadratic reciprocity law for the Kronecker symbol: if \( x \) and \( y \) are any non-zero integers then
\[
\left( \frac{x}{y} \right) = (x, y)_\infty \left( \frac{y}{x} \right) e_8((x_2 - 1)(y_2 - 1)),
\]
where \( x_2 \) and \( y_2 \) denote the odd parts of \( x \) and \( y \). By using (5.7) twice together with elementary properties of the Kronecker and Hilbert symbols it is easy to show that \( \left( \frac{c}{nc + d} \right) = \left( \frac{x}{y} \right) e_8((c_2 - 1)cn) \). Since the signature is odd we know that \( 4 | c \) and therefore \( \varepsilon_D(X) = \left( \frac{c}{nc + d} \right) = \left( \frac{c}{d} \right) = \varepsilon_D(A) \). Observe that if \( c = 0 \) then \( A = T^b \) if \( a = 1 \), and \( ZT^{-b} \) if \( a = -1 \). In the second case we obtain the desired formula by using (5.3).

Remark 5.7 It should be remarked that it is possible prove Lemma 5.6 directly by using the generators of \( \Gamma_0(N) \) and some very meticulous calculations.

6 The main theorem

Definition 6.1 Let \( D \) be a finite quadratic module with a given Jordan decomposition and \( a \) and \( c \) relatively prime integers. If \( c \neq 0 \) then we define the eighth root of unity
\[
\xi(a, c) = e_4(-\text{sign}(D))\xi_0\xi_2\prod_{J} \xi(J)
\]
where the product is taken over all non-trivial Jordan components, \( J \), of \( D \) and the factors are defined as follows. If \( p \) is a prime and \( J \) has order \( p^k \) with \( k > 0 \) then
\[
\xi(J) = \mathcal{G}(c, 0; J) \quad \text{if} \quad p \nmid c,
\]
\[
\xi(J) = \left( \frac{-d}{|J|} \right) \mathcal{G}(-ac, x_c; J) \quad \text{if} \quad p | c.
\]
If the signature of \( D \) is even then we set \( \xi_0 = \xi_2 = 1 \). If the signature of \( D \) is odd then
\[
\xi_0 = \left( \frac{-a}{c} \right) (−a, c)_\infty
\]
and
\[
\xi_2 = \begin{cases} 1 & \text{if } c \text{ is odd,} \\ e_8(-(a + 1)(c_2 - 1 + \text{sign}(D2))) & \text{if } c \text{ is even,} \end{cases}
\]
where \( c_2 \) is the odd part of \( c \). The definition is then completed by setting \( \xi(1, 0) = 1 \) and \( \xi(-1, 0) = e_4(-\text{sign}(D)) \). For the case \( a = 0 \) recall that by our definitions in Sect. 1.2 we have \( (0, 1) = (0, \pm 1)_\infty = 1 \).

Remark 6.2 Observe that the values of \( \mathcal{G}(c, 0; J) \) and \( \mathcal{G}(-ac, x_c; J) \) are given by simple arithmetic functions, explicitly obtained from Lemmas 3.6–3.8.
Remark 6.3 From the definitions of the Gauss sums, together with the fact that any odd prime which divides $|D|$ also divides $N$, it follows immediately that if the signature of $D$ is even then $\xi(a, c)$ depends only on the values of $a$ and $c$ modulo $N$.

Theorem 6.4 Let $D = (D, Q)$ be a finite quadratic module with bilinear form $B$ and $\rho_D$ the associated Weil representation. If $A = \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in \text{SL}_2(\mathbb{Z})$ and $x \in D$ then

$$\rho_D(A)e_x = \xi(a, c) \sqrt{|D[c]|/|D|} \sum_{y \in D/D[c]} f_A(x, y)e(B(x_c, bx + y))e_{dx + cy + x_c},$$

where $\xi(a, c)$ is given by Definition 6.1, $x_c$ is any element in $D$ such that $cQ(y) = B(x_c, y)$ for all $y \in D[c]$ and

$$f_A(x, y) = e(bdQ(x) + acQ(y) + bcB(x, y)).$$

Proof Let $N$ be the level of $D$. If $c = 0$ then $A \in \Gamma_0(N)$ and the theorem follows directly from Lemma 5.6. Assume that $c \neq 0$. We first observe that it is possible to choose coset representatives of $\Gamma_0(N) \setminus \text{SL}_2(\mathbb{Z})$ of the form $V_{m, n} = ST^m ST^n$. Let $m$ and $n$ be integers, with $m$ positive, such that:

1. $cn - d > 0$, $(cn - d, N) = 1$, $(cn - d)m \equiv c \pmod{N}$, \hspace{1cm} (6.1)
2. $cn - d - 1 \equiv m - c \equiv 0 \pmod{8}$ if $2 \mid c$ and \hspace{1cm} (6.2)
3. $an - b \equiv m + ac \equiv 0 \pmod{8}$ if $2 \mid c$. \hspace{1cm} (6.3)

To show that it is possible to choose such $m$ and $n$ we use elementary facts about solutions of linear congruence equations. We then define $X \in \Gamma_0(N)$

$$X = AV_{m, n}^{-1} = \left( \begin{array}{cc} a' & b' \\ c' & d' \end{array} \right) = \left( \begin{array}{cc} (an - b)m - a & an - b \\ (cn - d)m - c & cn - d \end{array} \right).$$

(6.4)

Hence $A = XV_{m, n}$ and by Lemma 4.4 it follows that $\rho_D(A) = \rho_D(X)\rho_D(V_{m, n})$. The factor $\rho_D(V_{m, n})$ is evaluated with the help of Lemmas 4.3 and 5.2. By applying $\rho_D(X)$ to $e_{xm + my - x}$ in the inner sum and using the definition of $\chi_D(X)$ we obtain

$$\rho_D(A)e_x = \sigma_w(D)^2 \sqrt{|D[m]|/|D|} \chi_D(X)\sigma_w(D)\mathcal{G}(m, x_m, D)\mathcal{G}(d', 0; D) \sum_{z \in D/D[m]} e((nQ(x) - mQ(z) - B(x_m, z) + b'd'Q(x_m + mz - x))e_{d'(x_m + mz - x)}.$$ 

Since $(d', N) = 1$ it follows that $(m, N) = (c, N)$, $|D[m]| = |D[c]|$ and $x_c = x_m$. Hence

$$d'(x_m + mz - x) = cx_c + cz - (cn - d)x = cx_c + cy + dx$$

where $y = z - nx$. Note that if $x_c \neq 0$ then $c$ is even and by assumption $an \equiv b \pmod{8}$. In this case $a$ is odd and therefore $n \equiv b \pmod{2}$ and thus $B(x_m, z) = B(x_c, nx + y) = B(x_c, bx + y)$. If we now define

$$\tilde{f}_A(x, y) = e(nQ(x) - mQ(y + nx) + b'd'Q(x_m + m(y + nx) - x))$$

and

$$\tilde{\xi}(a, c) = \varepsilon_D(X)\mathcal{G}(-1, 0; D)^3\mathcal{G}(m, x_c, D)\mathcal{G}(d', 0, D)$$

then

$$\rho_D(A)e_x = \tilde{\xi}(a, c) \sqrt{|D[c]|/|D|} \sum_{y \in D/D[c]} \tilde{f}_A(x, y)e(B(x_c, bx + y))e_{x_c + cy + dx}.$$
and it is clear that it remains only to show that \( \tilde{\xi}(a, c) = \xi(a, c) \) and \( \tilde{f}_A(x, y) = f_A(x, y) \) (independent of the choice of \( n \) and \( m \)).

We begin with the simpler case of \( f_A \). If \( x_c \neq 0 \) then \( b' \equiv 0 \pmod{8} \), which implies that \( b'Q(x_c) = 0 \) and therefore

\[
\tilde{f}_A(x, y) = e(acQ(y + nx) + (b'd' + n)Q(x) - b'cB(y + nx, x))
\]

where we used that \( d'm \equiv c \pmod{N} \) and \( b'c - m \equiv mad' \equiv ac \pmod{N} \). By expanding \( Q(y + nx) \) and \( B(y + nx, x) \) and collecting terms we obtain

\[
\tilde{f}_A(x, y) = e(acQ(y) + (b'd' + n + acn^2 - 2b'cn)Q(x) + (acn - b'c)B(y, x)).
\]

Using the definitions \( b' = an - b \) and \( d' = cn - d \) we see that

\[
b'd' + n + acn^2 - 2b'cn = b'(-d - cn) + n + acn^2 = bd + n(1 + cb - ad) = bd
\]

and it follows immediately that \( \tilde{f}_A(x, y) = e(acQ(y) + bdQ(x) + bcB(y, x)) = f_A(x, y) \).

It remains to show that \( \tilde{\xi}(a, c) = \xi(a, c) \). By orthogonality it is clear that

\[
\tilde{\xi}(a, c) = \varepsilon_D(X)\mathcal{G}(-1, 0; J)^2 \prod_f \mathcal{G}(-1, 0; J)\mathcal{G}(m, x_c, J)\mathcal{G}(d', 0; J)
\]

where the product is taken over all non-trivial Jordan components, \( J \), of \( D \). First of all, observe that if the signature of \( D \) is even then \( \varepsilon_D(X) = 1 \). Otherwise, if the signature is odd, then it follows from Lemma 6.11 that \( \varepsilon_D(X) = (-a, c)\infty(\frac{ac}{c}) \) if \( c \) is odd and \( (-a, c)\infty(\frac{ac}{c})e_8((a + 1)(c_2 + 1)) \) if \( c \) is even.

Let \( p > 2 \) be a prime which divides \( N \). If \( p \nmid c \) then \( md' \equiv c \pmod{p} \) and if \( p \mid c \) then \( md' \equiv m(cn - d) \equiv -md \pmod{p} \) and \( ad \equiv 1 \pmod{p} \). Together with the explicit formula in Lemma 3.6 it follows that if \( J = A_{p^k}^f \) then

\[
\mathcal{G}(-1, 0; J)\mathcal{G}(m, 0, J)\mathcal{G}(d', 0; J) = \begin{cases} \mathcal{G}(c, 0; J) & \text{if } p \nmid c \\ \left(\frac{-1}{p}\right)\mathcal{G}(-ac, 0; A_{p^k}^f) & \text{otherwise.} \end{cases}
\]

(6.7)

If \( p = 2 \) then (6.7) holds in this case as well, with the modification that the second row is multiplied by \( e_8(-\text{sign}(J)(a + 1)) \). This is easy to show if \( J \) is of the form \( B_{2^k} \) or \( C_{2^k} \). The most complicated case, which is also not covered by [15], is that of \( J = A_{2^k}^f \). For clarity we present the details for this case in Lemma 6.10.

\( \square \)

Remark 6.5 It should now be evident that in order to treat the case of odd signature (which is the case not covered by the analogous results in [15]) we had to deal with three major obstacles. The first two are related to the metaplectic group and consist of determining \( \varepsilon_D(X) \) and evaluating the the cocycle \( \sigma(A, B) \) explicitly (for various choices of \( A \) and \( B \)). The third problem is related to the Jordan components of the type \( A_{2^k}^f \) and consists of calculating \( \mathcal{G}(-1, 0; J)\mathcal{G}(m, 0, J)\mathcal{G}(d', 0; J) \) for this component and show that the resulting expression is independent of the parameters \( m \) and \( n \).

Remark 6.6 Note that the formula of the main theorem is a priori dependent on the choice of Jordan decomposition, as well as possibly a choice of \( x_c \). However, since the definition of \( \rho \) does not depend on these choices it is clear that the left-hand side, and therefore also the right-hand side of the formula are in fact both independent of these choices (for each \( x \in D \)).

Remark 6.7 It is not difficult to verify that when the signature of \( D \) is even then the formula of Theorem 6.4 coincides with the one in [15, Thm. 4.7] for the dual representation defined by \( \rho_D^*(A) = \tilde{\rho}_D(A) \). Observe that, in this case, \( \rho_D^*(A) = \rho_D(A^{-1})^T \) where \( T \) denotes the matrix transpose.
Remark 6.8 If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and \( x, z \in D \) then \( \rho_{D}(A) \) has matrix coefficients

\[
\rho_{D}(A)_{x,z} = \xi(a,c)\sqrt{|D|/|D|}f_A(x,y)e(B(x_c,bx+y)), \quad x, z \in D
\]

if there is an element \( y \in D \) such that \( z = dx + xc + cy \) and otherwise \( \rho_{D}(A)_{x,z} = 0 \).

Example 6.9 Let \( N \in \mathbb{Z}^+ \) and consider \( D_N = (\mathbb{Z}/(2N), \mathbb{Z}/(2N)) \) and the associated Weil representation \( \rho_{D_N} \). In this case it is possible to obtain a very simple expression for the root of unity, \( \xi(a,c) \). If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \text{SL}_2(\mathbb{Z}) \) and \( c \neq 0 \) then

\[
\xi(a,c) = (a,c)_{\infty} = (a2N/(2N,c) / (c/(2N,c)) \quad e_8(c2N\delta a \equiv c(2N_2,c))
\]

where \( \delta = 1 \) if \( |2N/c| \geq 1 \) and otherwise \( \delta = 0 \). To prove this we have to use the explicit formulas for the Gauss sums and the quadratic reciprocity law (5.7). It is not difficult to show that the above expression is equivalent to that given in [14, Thm. 3].

In general it does not seem to be possible to simplify \( \xi(a,c) \) for an arbitrary matrix \( A \). However, if \( D \) has level \( N \) and \( A \in \Gamma_0(N) \) then it is possible to simplify the expression for \( \chi_{D}(A) \) using Lemma 3.9. If \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \Gamma_0(N) \) then \( \chi_{D}(A) = \left( \frac{d}{|D|} \right) \) if \( 4 \nmid N \) and otherwise, if we set \( s = \text{sign}(D) \) and \( r = \text{sign}(D) + \left( \frac{-1}{|D|} \right) - 1 \) then

\[
\chi_{D}(A) = \left( \frac{d}{|D|^{2s}} \right) \left( \frac{c}{d} \right)^{s} \varepsilon_{d}^{r} = \left( \frac{d}{|D|^{2s}} \right) \times \begin{cases} 
\nu_{0}(A) & \text{if } r \equiv 1 \text{ (mod 4)}, \\
\nu_{0}(A) & \text{if } r \equiv 3 \text{ (mod 4)}, \\
\left( \frac{-d}{d} \right) & \text{if } r \equiv 2 \text{ (mod 4)}, \\
1 & \text{if } r \equiv 0 \text{ (mod 4)}.
\end{cases}
\]

To compare with similar formulas by Borchers [2] note that \( \overline{\nu}_{0}(A) = \left( \frac{-1}{d} \right) \nu_{0}(A) \).

6.1 Two lemmas containing details for the proof of the main theorem

Lemma 6.10 Let the notation be as in Theorem 6.4 with \( c \neq 0 \). Assume that \( m, n, X, a', b', c' \) and \( d' \) are as in (6.1)–(6.4). If \( q = 2^{k} \) with \( k > 1 \) and \( A_q \) is a non-trivial Jordan component of \( D \) then \( \mathcal{G}(d',0; A_q) \mathcal{G}(m,x_m; A_q) \) equals

\[
\mathcal{G}(1,0; A_q) \times \begin{cases} 
\mathcal{G}(c,0; A_{2q}) & \text{if } c \equiv 1 \text{ (mod 4)}, \\
\mathcal{G}(-ac, x_c; A_q) \left( \frac{-q}{d} \right) e_8(-\text{sign}(A_q)(a+1)) & \text{if } c \equiv 0 \text{ (mod 4)}.
\end{cases}
\]

Proof Assume that \( c \equiv 0 \) and \( q \nmid c \). Then \( b' \equiv 0 \text{ (mod 8)} \) and \( d'a' = b'c' + 1 \equiv 1 \text{ (mod 8)} \). It follows that \( d' \equiv a' \equiv -a \equiv 1 \text{ (mod 8)} \). If \( q \) is even then \( (m, c) = q \) and by Lemma 3.7 we immediately obtain

\[
\mathcal{G}(d',0; A_q) \mathcal{G}(m,0; A_q) = \left( \frac{-at}{q} \right) e_8(-ta) \left( \frac{tm/q_c}{q_c} \right) e_8(tm/q_c).
\]

Since \( q \nmid c \) and the level of the component \( A_q \) is \( 2q \) it follows that \( 4 \nmid N/q_c \) and therefore \( m/q_c \equiv d'/c'_q \equiv -u/c' \text{ (mod 4)} \). By using (5.6) we see that

\[
e_8(tm/q_c) = \left( \frac{tm}{2} \right) e_8(1) \varepsilon_{im/q_c}^{-1} = \left( \frac{-mac/q_c^2}{2} \right) e_8(-act/q_c).
\]
Furthermore, if $q/q_c \geq 2$ then $2q/q_c$ is either equal to 4 or $N/q_c$ is divisible by 8. In the latter case $d'/d'' \equiv -ad'' \equiv 1 \pmod{8}$ and $m/q_c \equiv -ac/q_c \pmod{8}$. In both cases it is clear that 

$$
\left(\frac{tm/q_c}{q/q_c}\right)e_8(tm/q_c) = \left(\frac{-ac/t/q_c}{q/q_c}\right)e_8(-act/q_c).
$$

We conclude that

$$
\mathcal{G}(d', 0; A_q^t)\mathcal{G}(m, 0; A_q^t) = \left(\frac{t}{q}\right)\left(-\frac{a}{q}\right)e_8(-ta - ac/q_c)\left(-\frac{act/q_c}{q/q_c}\right)
$$

$$
= \mathcal{G}(1, 0; A_q^t)\mathcal{G}(-ac, 0; A_q^t)\left(-\frac{a}{q}\right)e_8(-(a + 1)t).
$$

Since $a$ is odd it follows from Lemma 3.7 that $e_8(-(a + 1)t) = e_8(-(a + 1)\text{sign}(A_q^t))$. This proves the lemma in this case. The cases of odd $c$ and $q | c$ are analogous. The only difference is that when $2^k \parallel c$ then $\mathcal{G}(m, x_m, A_q^t) = \mathcal{G}(-ac, x_c; A_q^t) = 1$.

**Lemma 6.11** Let the notation be as in Theorem 6.4 and assume that the signature of $D$ is odd. Let $m, n$ and $X$ be as in (6.1)–(6.4) and let $c_2$ be the odd part of $c$. Then

$$
\varepsilon_D(X) = \left\{ \begin{array}{ll}
1 & \text{if } c \text{ is odd}, \\
-1 & \text{if } c \text{ is even}.
\end{array} \right.
$$

**Proof** By definition $\varepsilon_D(X) = \left(\frac{(cn-d)m-c}{cn-d}\right)$. Since $cn - d$ is positive and odd it follows that $(\frac{cn-d}{cn-d}) = \left(\frac{-c}{cn-d}\right)$. By the quadratic reciprocity law we see that $(\frac{-c}{cn-d}) = (\frac{-c}{cn-d})_8((c_2 - 1)(cn - d - 1))$. If $c$ is odd then $cn - d \equiv 1 \pmod{8}$ and the statement then follows from the fact that $ad \equiv 1 \pmod{c}$ and $(\frac{-a}{c}) = (\frac{-a}{c})(c, -a)_{\infty}$. If $c$ is even we use that $cn - d \equiv -a \pmod{8}$. 
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