ALGEBRAIC TOPOLOGY

C. R. F. MAUNDER
INTRODUCTION

Most of this book is based on lectures to third-year undergraduate and first-year postgraduate students. It aims to provide a thorough grounding in the more elementary parts of algebraic topology, although these are treated wherever possible in an up-to-date way. The reader interested in pursuing the subject further will find suggestions for further reading in the notes at the end of each chapter.

Chapter 1 is a survey of results in algebra and analytic topology that will be assumed known in the rest of the book. The knowledgeable reader is advised to read it, however, since in it a good deal of standard notation is set up. Chapter 2 deals with the topology of simplicial complexes, and Chapter 3 with the fundamental group. The subject of Chapters 4 and 5 is homology and cohomology theory (particularly of simplicial complexes), with applications including the Lefschetz Fixed-Point Theorem and the Poincaré and Alexander duality theorems for triangulable manifolds. Chapters 6 and 7 are concerned with homotopy theory, homotopy groups and CW-complexes, and finally in Chapter 8 we shall consider the homology and cohomology of CW-complexes, giving a proof of the Hurewicz theorem and a treatment of products in cohomology.

A feature of this book is that we have included in Chapter 2 a proof of Zeeman's version of the relative Simplicial Approximation Theorem. We believe that the small extra effort needed to prove the relative rather than the absolute version of this theorem is more than repaid by the easy deduction of the equivalence of singular and simplicial homology theory for polyhedra.

Each chapter except the first contains a number of exercises, most of which are concerned with further applications and extensions of the theory. There are also notes at the end of each chapter, which are partly historical and partly suggestions for further reading.

Each chapter is divided into numbered sections, and Definitions, Propositions, Theorems, etc., are numbered consecutively within each section: thus for example Definition 1.2.6 follows Theorem 1.2.5 in the second section (Section 1.2) of Chapter 1. A reference to Exercise n denotes Exercise n at the end of the chapter in which the reference is made; if reference is made to an exercise in a different chapter, then the number of that chapter will also be specified. The symbol denotes
the end (or absence) of a proof, and is also used to indicate the end of an example in the text. References are listed and numbered at the end of the book, and are referred to in the text by numbers in brackets: thus for example [73] denotes the book *Homotopy Theory* by S.-T. Hu.

Finally, it is a pleasure to acknowledge the help I have received in writing this book. My indebtedness to the books of Seifert and Threlfall [124] and Hu [73], and papers by Puppe [119], G. W. Whitehead [155], J. H. C. Whitehead [160] and Zeeman [169] will be obvious to anyone who has read them, but I should also like to thank D. Barden, R. Brown, W. B. R. Lickorish, N. Martin, R. Sibson, A. G. Tristram and the referee for many valuable conversations and suggestions.
# CONTENTS

Introduction

**Chapter 1 Algebraic and Topological Preliminaries**

1.1 Introduction 1  
1.2 Set theory 1  
1.3 Algebra 3  
1.4 Analytic topology 15

**Chapter 2 Homotopy and Simplicial Complexes**

2.1 Introduction 23  
2.2 The classification problem; homotopy 23  
2.3 Simplicial complexes 31  
2.4 Homotopy and homeomorphism of polyhedra 40  
2.5 Subdivision and the Simplicial Approximation Theorem 45  
Exercises 59  
Notes on Chapter 2 61

**Chapter 3 The Fundamental Group**

3.1 Introduction 63  
3.2 Definition and elementary properties of the fundamental group 63  
3.3 Methods of calculation 71  
3.4 Classification of triangulable 2-manifolds 87  
Exercises 99  
Notes on Chapter 3 103

**Chapter 4 Homology Theory**

4.1 Introduction 104  
4.2 Homology groups 104  
4.3 Methods of calculation: simplicial homology 113  
4.4 Methods of calculation: exact sequences 124
## CONTENTS

### 4.5 Homology groups with arbitrary coefficients, and the Lefschetz Fixed-Point Theorem

- Exercises
- Notes on Chapter 4

### Chapter 5 Cohomology and Duality Theorems

- 5.1 Introduction
- 5.2 Definitions and calculation theorems
- 5.3 The Alexander–Poincaré Duality Theorem
- 5.4 Manifolds with boundary and the Lefschetz Duality Theorem
- Exercises
- Notes on Chapter 5

### Chapter 6 General Homotopy Theory

- 6.1 Introduction
- 6.2 Some geometric constructions
- 6.3 Homotopy classes of maps
- 6.4 Exact sequences
- 6.5 Fibre and cofibre maps
- Exercises
- Notes on Chapter 6

### Chapter 7 Homotopy Groups and CW-Complexes

- 7.1 Introduction
- 7.2 Homotopy groups
- 7.3 CW-complexes
- 7.4 Homotopy groups of CW-complexes
- 7.5 The theorem of J. H. C. Whitehead and the Cellular Approximation Theorem
- Exercises
- Notes on Chapter 7

### Chapter 8 Homology and Cohomology of CW-Complexes

- 8.1 Introduction
- 8.2 The Excision Theorem and cellular homology
- 8.3 The Hurewicz theorem
CHAPTER 1

ALGEBRAIC AND TOPOLOGICAL PRELIMINARIES

1.1 Introduction

In this chapter we collect together some elementary results in set theory, algebra and analytic topology that will be assumed known in the rest of the book. Since the reader will probably be familiar with most of these results, we shall usually omit proofs and give only definitions and statements of theorems. Proofs of results in set theory and analytic topology will be found in Kelley [85], and in algebra in Jacobson [77]; or indeed in almost any other standard textbook. It will be implicitly assumed that the reader is familiar with the concepts of sets (and subsets), integers, and rational, real and complex numbers.

1.2 Set theory

The notation \(a \in A\) means that \(a\) is an element of the set \(A\); \(A \subset B\) that \(A\) is a subset of \(B\). \(\{a \in A \mid \ldots\}\) means the subset of \(A\) such that \(\ldots\) is true, and if \(A, B\) are subsets of some set \(C\), then \(A \cup B, A \cap B\) denote the union and intersection of \(A\) and \(B\) respectively: thus \(A \cup B = \{c \in C \mid c \in A\ or c \in B\}\) and \(A \cap B = \{c \in C \mid c \in A\ and c \in B\}\). Unions and intersections of arbitrary collections of sets are similarly defined.

**Definition 1.2.1** Given sets \(A\) and \(B\), the *product set* \(A \times B\) is the set of all ordered pairs \((a, b)\), for all \(a \in A, b \in B\). A *relation* between the sets \(A\) and \(B\) is a subset \(R\) of \(A \times B\); we usually write \(aRb\) for the statement \(\{(a, b) \in R\}\).

**Definition 1.2.2** A *partial ordering* on a set \(A\) is a relation \(<\) between \(A\) and itself such that, whenever \(a < b\) and \(b < c\), then \(a < c\). A *total ordering* on \(A\) is a partial ordering \(<\) such that

(a) if \(a < b\) and \(b < a\), then \(a = b\);
(b) given \(a, b \in A\), either \(a < b\) or \(b < a\).

**Proposition 1.2.3** Given a finite set \(A\) containing \(n\) distinct elements, there exist \(n!\) distinct total orderings on \(A\).
Definition 1.2.4 A relation $R$ between a set $A$ and itself is called an equivalence relation on $A$ if

(a) for all $a \in A$, $aRa$;
(b) if $aRb$, then $bRa$;
(c) if $aRb$ and $bRc$, then $aRc$.

The equivalence class $[a]$ of an element $a \in A$ is defined by $[a] = \{b \in A \mid aRb\}$.

Theorem 1.2.5 If $R$ is an equivalence relation on $A$, then each element of $A$ is in one and only one equivalence class. $lacksquare$

Definition 1.2.6 Given sets $A$ and $B$, a function $f$ from $A$ to $B$ is a relation between $A$ and $B$ such that, for each $a \in A$, there exists a unique $b \in B$ such that $afb$. We write $b = f(a)$, or $f(a) = b$, for the statement 'afb', and $f: A \to B$ for 'f is a function from $A$ to $B$'.

Example 1.2.7 Given any set $A$, the identity function $1_A: A \to A$ is defined by $1_A(a) = a$ for all $a \in A$ (we shall often abbreviate $1_A$ to 1, if no ambiguity arises). $lacksquare$

Definition 1.2.8 If $f: A \to B$ is a function and $C$ is a subset of $A$, the restriction $(f|C): C \to B$ is defined by $(f|C)(c) = f(c)$ for all $c \in C$. Given two functions $f: A \to B$, $g: B \to C$, the composite function $gf: A \to C$ is defined by $gf(a) = g(f(a))$. The image $f(A)$ of $f: A \to B$ is the subset of $B$ of elements of the form $f(a)$, for some $a \in A$; $f$ is onto if $f(A) = B$; $f$ is one-to-one (written (1-1) if, whenever $f(a_1) = f(a_2)$, then $a_1 = a_2$; $f$ is a (1-1)-correspondence if it is both onto and (1-1). Two sets $A$ and $B$ are said to be in (1-1)-correspondence if there exists a (1-1)-correspondence $f: A \to B$.

Proposition 1.2.9 Let $f: A \to B$ be a function.

(a) $f: A \to B$ is onto if and only if there exists a function $g: B \to A$ such that $fg = 1_B$.
(b) $f: A \to B$ is (1-1) if and only if there exists a function $g: B \to A$ such that $gf = 1_A$ (provided $A$ is non-empty).
(c) $f: A \to B$ is a (1-1)-correspondence if and only if there exists a function $g: B \to A$ such that $fg = 1_B$ and $gf = 1_A$. In this case $g$ is unique and is called the 'inverse function' to $f$. $lacksquare$

Definition 1.2.10 A set $A$ is countable (or enumerable) if it is in (1-1)-correspondence with a subset of the set of positive integers.

Proposition 1.2.11 If the sets $A$ and $B$ are countable, so is $A \times B$. $lacksquare$
Definition 1.2.12 A permutation of a set $A$ is a (1-1)-correspondence from $A$ to itself; a transposition is a permutation that leaves fixed all but two elements of $A$, which are interchanged. If $A$ is a finite set, a permutation is even if it is a composite of an even number of transpositions and odd if it is a composite of an odd number of transpositions.

1.3 Algebra

Definition 1.3.1 A group $G$ is a set, together with a function $m: G \times G \to G$, called a multiplication, satisfying the following rules.

(a) $m(m(g_1, g_2), g_3) = m(g_1, m(g_2, g_3))$ for all $g_1, g_2, g_3 \in G$.
(b) There exists an element $e \in G$, called the unit element, such that $m(g, e) = g = m(e, g)$ for all $g \in G$.
(c) For each $g \in G$, there exists $g' \in G$ such that $m(g, g') = e = m(g', g)$.

The element $m(g_1, g_2)$ is regarded as the 'product' of $g_1$ and $g_2$, and is normally written $g_1g_2$, so that rule (a), for example, becomes $(g_1g_2)g_3 = g_1(g_2g_3)$ (this is usually expressed by saying that the product is associative; we may unambiguously write $g_1g_2g_3$ for either $(g_1g_2)g_3$ or $g_1(g_2g_3)$). We shall often write 1 instead of $e$ in rule (b), and $g^{-1}$ instead of $g'$ in rule (c) ($g^{-1}$ is the inverse of $g$).

The order of $G$ is the number of elements in it, if this is finite; the order of the element $g \in G$ is the smallest positive integer $n$ such that $g^n = e$ (where $g^n$ means the product of $g$ with itself $n$ times).

A group with just one element is called a trivial group, often written 0.

A subset $H$ of a group $G$ is called a subgroup if $m(H \times H) \subseteq H$ and $H$ satisfies rules (a)–(c) with respect to $m$.

Proposition 1.3.2 A non-empty subset $H$ of $G$ is a subgroup if and only if $g_1g_2^{-1} \in H$ for all $g_1, g_2 \in H$.

Theorem 1.3.3 If $H$ is a subgroup of a finite group $G$, the order of $H$ divides the order of $G$.

Definition 1.3.4 Given groups $G$ and $H$, a homomorphism $\theta: G \to H$ is a function such that $\theta(g_1g_2) = \theta(g_1)\theta(g_2)$ for all $g_1, g_2 \in G$. $\theta$ is an isomorphism (or is isomorphic) if it is also a (1-1)-correspondence; in this case $G$ and $H$ are said to be isomorphic, written $G \cong H$. We write $\text{Im} \, \theta$ for $\theta(G)$, and the kernel of $\theta$, $\text{Ker} \, \theta$, is the subset $\{g \in G \mid \theta(g) = e\}$, where $e$ is the unit element of $H$. 
Example 1.3.5  The identity function $1_G: G \to G$ is an isomorphism, usually called the identity isomorphism.

Proposition 1.3.6
(a) The composite of two homomorphisms is a homomorphism.
(b) If $\theta$ is an isomorphism, the inverse function is also an isomorphism.
(c) If $\theta: G \to G$ is a homomorphism, $\text{Im} \theta$ is a subgroup of $H$ and $\text{Ker} \theta$ is a subgroup of $G$. $\theta$ is (1-1) if and only if $\text{Ker} \theta$ contains only the unit element of $G$.

Definition 1.3.7  Two elements $g_1, g_2 \in G$ are conjugate if there exists $h \in G$ such that $g_2 = h^{-1}g_1h$. A subgroup $H$ of $G$ is normal (self-conjugate) if $g^{-1}hg \in H$ for all $h \in H$ and $g \in G$.

Given a normal subgroup $H$ of a group $G$, define an equivalence relation $R$ on $G$ by the rule $g_1Rg_2$ if and only if $g_1g_2^{-1} \in H$; then $R$ is an equivalence relation and the equivalence class $[g]$ is called the coset of $g$.

Theorem 1.3.8  The set of distinct cosets can be made into a group by setting $[g_1][g_2] = [g_1g_2]$.

Definition 1.3.9  The group of Theorem 1.3.8 is called the quotient group of $G$ by $H$, and is written $G/H$.

Proposition 1.3.10  The function $p: G \to G/H$, defined by $p(g) = [g]$, is a homomorphism, and is onto. $\text{Ker} p = H$.

Theorem 1.3.11  Given groups $G, G'$, normal subgroups $H, H'$ of $G, H'$ respectively, and a homomorphism $\theta: G \to G'$ such that $\theta(H) \subseteq H'$, there exists a unique homomorphism $\bar{\theta}: G/H \to G'/H'$ such that $\bar{\theta}[g] = [\theta(g)]$.

Proposition 1.3.12  Given a homomorphism $\theta: G \to H$, $\text{Ker} \theta$ is a normal subgroup of $G$, and $\bar{\theta}: G/\text{Ker} \theta \to \text{Im} \theta$ is an isomorphism.

Definition 1.3.13  Given a collection of groups $G_a$, one for each element $a$ of a set $A$ (not necessarily finite), the direct sum $\bigoplus_{a \in A} G_a$ is the set of collections of elements $(g_a)$, one element $g_a$ in each $G_a$, where all but a finite number of the $g_a$'s are unit elements. The multiplication in $\bigoplus_{a \in A} G_a$ is defined by $(g_a)(g'_a) = (g_a g'_a)$, that is, corresponding elements in each $G_a$ are multiplied together.
We shall sometimes write $\oplus G_a$ instead of $\oplus_{a \in A} G_a$, if no ambiguity can arise; and if $A$ is the set of positive integers we write $\bigoplus_{n=1}^{\infty} G_n$ (similarly $\bigoplus_{r=1}^{n} G_r$ or even $G_1 \oplus G_2 \oplus \cdots \oplus G_n$ if $A$ is the set of the first $n$ positive integers). In the latter case, we prefer the notation $g_1 \oplus g_2 \oplus \cdots \oplus g_n$ rather than $(g)$ for a typical element.

**Proposition 1.3.14** Given homomorphisms $\theta_a : G_a \to H_a$ ($a \in A$), the function $\bigoplus_{a \in A} \theta_a : \bigoplus_{a \in A} G_a \to \bigoplus_{a \in A} H_a$, defined by $\bigoplus_{a \in A} \theta(a(g_a)) = (\theta(a)(g_a))$, is a homomorphism, which is isomorphic if each $\theta_a$ is.

Once again, we prefer the notation $\theta_1 \oplus \theta_2 \oplus \cdots \oplus \theta_n$ if $A$ is the set of the first $n$ integers.

**Definition 1.3.15** Given a set $A$, the *free group generated by* $A$, $Gp\{A\}$, is defined as follows. A *word* $w$ in $A$ is a formal expression

$$w = a_1^{e_1} \cdots a_n^{e_n},$$

where $a_1, \ldots, a_n$ are (not necessarily distinct) elements of $A$, $e_i = \pm 1$, and $n \geq 0$ (if $n = 0$, $w$ is the 'empty word', and is denoted by 1). Define an equivalence relation $R$ on the set of words in $A$ by the rule: $w_1 Rw_2$ if and only if $w_2$ can be obtained from $w_1$ by a finite sequence of operations of the form 'replace $a_1^{e_1} \cdots a_n^{e_n}$ by $a_1^{e_1} \cdots a_i^{e_i} a^{-1} a_i^{e_i} \cdots a_n^{e_n}$ or $a_1^{e_1} \cdots a_i^{e_i} a^{-1} a_i^{e_i} \cdots a_n^{e_n}$ ($0 \leq r \leq n$), or vice versa'. The elements of $Gp\{A\}$ are the equivalence classes $[w]$ of words in $A$, and the multiplication is defined by

$$[a_1^{e_1} \cdots a_n^{e_n}] [a_n^{e_n+1} \cdots a_m^{e_m}] = [a_1^{e_1} \cdots a_n^{e_n} a_n^{e_n+1} \cdots a_m^{e_m}].$$

Normally the elements of $Gp\{A\}$ are written without square brackets, and by convention we write $a$ for $a_1^{e_1}$, $a^2$ for $a_1^{e_1} a_1^{e_1}$, $a^{-2}$ for $a^{-1} a^{-1}$, and so on. The omission of square brackets has the effect of introducing equalities such as $a^2 a^{-1} = a$, $aa^{-1} = 1$ (note that 1 is the unit element of $Gp\{A\}$).

**Example 1.3.16** The group of integers under addition (usually denoted by $\mathbb{Z}$) is isomorphic to $Gp\{a\}$, where $a$ denotes a set consisting of just one element $a$.

**Proposition 1.3.17** Given a set $A$, a group $G$ and a function $\theta : A \to G$, there exists a unique homomorphism $\tilde{\theta} : Gp\{A\} \to G$ such that $\tilde{\theta}(a) = \theta(a)$ for each $a \in A$. 


Definition 1.3.18 Given a set $B$ of elements of $G$ (finite), let $\bar{B}$ be the intersection of all the normal subgroups of $G$ that contain $B$. $\bar{B}$ is itself a normal subgroup (called the subgroup generated by $B$), and the quotient group $G/\bar{B}$ is called the group generated by $A$, subject to the relations $B$, and is written $G(A; B)$. The elements of $G(A; B)$ are still written in the form of words in $A$, and the effect of the relations $B$ is to introduce new equalities of the form $b = 1$, for each element $b \in B$.

A group $G$ is finitely generated if $G \simeq G(A; B)$ for some finite set $A$; in particular, if $A$ has only one element, $G$ is said to be cyclic.

Example 1.3.19 For each integer $n \geq 2$, the group $\mathbb{Z}_n$ of integers modulo $n$, under addition mod $n$, is a cyclic group, since $\mathbb{Z}_n \simeq G(a; an)$.

In fact every group $G$ is isomorphic to a group of the form $G(A; B)$, since we could take $A$ to be the set of all the elements of $G$. Of course, this representation is not in general unique: for example, $G(a; a^2) \cong G(a, b; a^2, b)$.

Proposition 1.3.20 A function $\theta: A \to G$, such that $\theta(b) = e$ (the unit element of $G$) for all $b \in B$, defines a unique homomorphism $\bar{\theta}: G(A; B) \to G$, such that $\bar{\theta}(a) = \theta(a)$ for all $a \in A$.

Definition 1.3.21 A group $G$ is said to be abelian (commutative) if $g_1 g_2 = g_2 g_1$ for all $g_1, g_2 \in G$. In an abelian group, the notation $g_1 + g_2$ is normally used instead of $g_1 g_2$ (and the unit element is usually written $0$). Similarly, one writes $-g$ instead of $g^{-1}$.

Observe that every subgroup of an abelian group is normal, and that every quotient group of an abelian group is abelian, as also is every direct sum of a collection of abelian groups.

Definition 1.3.22 Given a group $G$ (not necessarily abelian), the commutator subgroup $[G, G]$ is the set of all (finite) products of elements of the form $g_1 g_2 g_1^{-1} g_2^{-1}$.

Proposition 1.3.23 $[G, G]$ is a normal subgroup of $G$, and $G/[G, G]$ is abelian. Given any homomorphism $\theta: G \to H$ into an abelian group, $[G, G] \subset \text{Ker } \theta$.

Proposition 1.3.24 If $G \simeq H$, then $G/[G, G] \simeq H/[H, H]$.

Definition 1.3.25 Given a set $A$, the free abelian group generated by $A$, $\text{Ab} \{A\}$, is the group $G(A)/[G(A), G(A)]$. 
Proposition 1.3.26 \( \text{Ab}\{A\} \cong \text{Gp}\{A; B\} \), where \( B \) is the set of all elements of \( \text{Gp}\{A\} \) of the form \( a_1a_2a_1^{-1}a_2^{-1} \).

The elements of \( \text{Ab}\{A\} \) will normally be written in the form \( \varepsilon_1a_1 + \cdots + \varepsilon_na_n \) (\( \varepsilon_i = \pm 1 \)), and the coset of \( 1 \) will be denoted by \( 0 \).

Definition 1.3.27 If \( B \) is a set of elements of \( \text{Ab}\{A\} \), let \( \overline{B} \) be the intersection of all the subgroups of \( \text{Ab}\{A\} \) that contain \( B \): thus \( \overline{B} \) is a subgroup and consists of all finite sums of elements of \( B \) (or their negatives), together with \( 0 \). The quotient group \( \text{Ab}\{A\}/\overline{B} \) is called the abelian group generated by \( A \), subject to the relations \( B \), and is written \( \text{Ab}\{A; B\} \).

As in Definition 1.3.18, the elements of \( \text{Ab}\{A; B\} \) are still written in the form of 'additive' words in \( A \).

Proposition 1.3.28 If \( G = \text{Gp}\{A; B\} \), and \( p: G \to G/[G, G] \) is the homomorphism of Proposition 1.3.10, then \( G/[G, G] \cong \text{Ab}\{A; p(B)\} \).

Examples 1.3.29 Particular examples of abelian groups include \( Z \) and \( Z_n \): observe that \( Z \cong \text{Ab}\{a\} \) and \( Z_n \cong \text{Ab}\{a; na\} \). We shall also make frequent use of the groups of rational, real and complex numbers, under addition: these are denoted by \( R \), \( Q \) and \( C \) respectively.

There is a very useful theorem giving a standard form for the finitely generated abelian groups.

Theorem 1.3.30 Let \( G \) be a finitely generated abelian group. There exists an integer \( n > 0 \), primes \( p_1, \ldots, p_m \) and integers \( r_1, \ldots, r_m \) (\( m > 0, r_i \geq 1 \)), such that

\[
G \cong nZ \oplus Z_{p_1^{r_1}} \oplus \cdots \oplus Z_{p_m^{r_m}}.
\]

(Here, \( nZ \) denotes the direct sum of \( n \) copies of \( Z \).) Moreover, if

\[
H \cong lZ \oplus Z_{q_1^{s_1}} \oplus \cdots \oplus Z_{q_k^{s_k}}
\]

then \( G \cong H \) if and only if \( n = l \), \( p_i = q_i \) and the numbers \( r_i \), \( s_i \) are equal in pairs.

Definition 1.3.31 A sequence of groups and homomorphisms

\[
\cdots \to G \overset{\theta_i}{\to} G_{i+1} \overset{\theta_{i+1}}{\to} G_{i+2} \to \cdots
\]

is called an exact sequence if, for each \( i \), \( \text{Ker} \theta_i = \text{Im} \theta_{i-1} \) (if the sequence terminates in either direction, for example \( G_0 \to G_1 \to \cdots \))
or $\cdots \longrightarrow G_{n-1} \xrightarrow{\theta_{n-1}} G_n$, then no restriction is placed on $\text{Ker } \theta_0$ or $\text{Im } \theta_{n-1}$).

**Example 1.3.32** The sequence $0 \rightarrow G \xrightarrow{\theta} H \rightarrow 0$ is exact if and only if $\theta$ is an isomorphism. (Here, $0$ denotes the trivial group, and $0 \rightarrow G, H \rightarrow 0$ the only possible homomorphisms.) This follows immediately from the definitions.

Similarly, if $H$ is a normal subgroup of $G$ and $i: H \rightarrow G$ is defined by $i(h) = h$ for all $h \in H$, then

$$0 \rightarrow H \xrightarrow{i} G \xrightarrow{\phi} G/H \rightarrow 0$$

is an exact sequence. 

**Proposition 1.3.33** Given exact sequences

$$0 \rightarrow G_a \xrightarrow{\theta_a} H_a \xrightarrow{\phi_a} K_a \rightarrow 0,$$

one for each element $a$ of a set $A$, the sequence

$$0 \longrightarrow \bigoplus_{a \in A} G_a \xrightarrow{\bigoplus \theta_a} \bigoplus_{a \in A} H_a \xrightarrow{\bigoplus \phi_a} \bigoplus_{a \in A} K_a \longrightarrow 0$$

is also exact. 

**Definition 1.3.34** A square of groups and homomorphisms

$$
\begin{array}{ccc}
G_1 & \xrightarrow{\theta_1} & G_2 \\
\phi_1 & & \phi_2 \\
H_1 & \xrightarrow{\theta_2} & H_2
\end{array}
$$

is said to be commutative if $\phi_2 \theta_1 = \theta_2 \phi_1$. Commutative triangles, etc., are similarly defined, and in general any diagram of groups and homomorphisms is commutative if each triangle, square, ... in it is commutative.

**Proposition 1.3.35** Given a commutative diagram of groups and homomorphisms

$$
\begin{array}{cccccccc}
G_1 & \xrightarrow{\theta_1} & G_2 & \xrightarrow{\theta_2} & G_3 & \xrightarrow{\theta_3} & G_4 & \xrightarrow{\theta_4} & G_5 \\
\psi_1 & & \psi_2 & & \psi_3 & & \psi_4 & & \psi_5 \\
H_1 & \xrightarrow{\phi_1} & H_2 & \xrightarrow{\phi_2} & H_3 & \xrightarrow{\phi_3} & H_4 & \xrightarrow{\phi_4} & H_5
\end{array}
$$

in which the rows are exact sequences, and $\psi_2, \psi_4$ are isomorphisms, $\psi_1$ is onto and $\psi_5$ is (1-1), then $\psi_3$ is an isomorphism.
Proof. To show that \( \psi_3 \) is (1-1), consider an element \( x \in G_3 \) such that \( \psi_3(x) = 1 \) (we shall write 1 indiscriminately for the unit element of each group). Then \( \psi_4 \theta_3(x) = \phi_3 \psi_3(x) = 1 \), so that \( \theta_3(x) = 1 \) since \( \psi_4 \) is isomorphic. By exactness, therefore, \( x = \theta_2(y) \) for some \( y \in G_2 \); and then \( \phi_2 \psi_2(y) = \psi_2 \theta_2(y) = 1 \). By exactness again, \( \psi_2(y) = \phi_1(x) \) for some \( x \in H_1 \); and \( x = \psi_1(w) \) for some \( w \in G_1 \) since \( \psi_1 \) is onto. Thus \( \psi_2 \theta_1(w) = \phi_1 \psi_1(w) = \psi_2(y) \), so that \( \theta_1(w) = y \); but then \( x = \theta_2(y) = \theta_2 \theta_1(w) = 1 \).

The proof that \( \psi_3 \) is onto is rather similar. This time, choose an element \( x \in H_3 \); then \( \phi_3(x) = \psi_4(y) \) for some \( y \in G_4 \), since \( \psi_4 \) is isomorphic. Thus \( \psi_4 \theta_4(y) = \phi_4 \psi_4(y) = \phi_4 \phi_3(x) = 1 \), so that \( \theta_4(y) = 1 \) since \( \psi_5 \) is (1-1). Hence by exactness \( y = \theta_3(x) \) for some \( x \in G_3 \). Unfortunately there is no reason why \( \psi_3(x) \) should be \( x \), but it is at least true that \( \phi_3((\psi_3(x))^{-1}x) = (\psi_4 \theta_3(x))^{-1}(\phi_3(x)) = 1 \), so that \( (\psi_3(x))^{-1}x = \phi_2 \psi_2(w) \) for some \( w \in G_2 \), since \( \psi_2 \) is isomorphic. Thus \( \psi_3(x, \theta_2(w)) = (\psi_3(x)) \phi_2 \psi_2(w) = (\psi_3(x))(\psi_3(x))^{-1}x = x \), and hence \( \psi_3 \) is onto.

**Proposition 1.3.36** Given an exact sequence of abelian groups and homomorphisms

\[
0 \to G \xrightarrow{\theta} H \xrightarrow{\phi} K \to 0,
\]

and a homomorphism \( \psi: K \to H \) such that \( \phi \psi = 1_K \), then \( H \cong G \oplus K \).

**Proof.** Define \( \alpha: G \oplus K \to H \) by \( \alpha(g \oplus k) = \theta(g) + \psi(k) \); it is easy to see that \( \alpha \) is a homomorphism. Also \( \alpha \) is (1-1), for if \( \alpha(g \oplus k) = 0 \), we have

\[
0 = \phi(\theta(g) + \psi(k)) = \phi \psi(k) = k;
\]

but then \( \theta(g) = 0 \), so that \( g = 0 \) since \( \theta \) is (1-1).

Moreover \( \alpha \) is onto, since given \( h \in H \) we have

\[
\phi(h - \psi \phi(h)) = \phi(h) - \phi \psi \phi(h) = 0.
\]

Thus there exists \( g \in G \) such that \( h - \psi \phi(h) = \theta(g) \), that is,

\[
h = \theta(g) + \psi \phi(h) = \alpha(g \oplus \phi(h)).
\]

An exact sequence as in the statement of Proposition 1.3.36 is called a split exact sequence.

Of course, it is not true that all exact sequences \( 0 \to G \to H \to K \to 0 \) split. However, this is true if \( K \) is a free abelian group.

**Proposition 1.3.37** Given abelian groups and homomorphisms \( G \xrightarrow{\theta} H \xleftarrow{\phi} K \), where \( \theta \) is onto and \( K \) is free abelian, there exists a homomorphism \( \psi: K \to G \) such that \( \theta \psi = \phi \).
Proof. Suppose $K = \text{Ab} \{A\}$. For each $a \in A$, choose $g_a \in G$ such that $\theta(g_a) = \phi(a)$. By Proposition 1.3.20, there is a unique homomorphism $\psi: K \rightarrow G$ such that $\psi(a) = g_a$; and then clearly $\theta \psi = \phi$.

**Corollary 1.3.38** Given an exact sequence of abelian groups

$$0 \rightarrow G \xrightarrow{\phi} H \xrightarrow{\psi} K \rightarrow 0,$$

if $K$ is free abelian, the sequence splits and $H \cong G \oplus K$.

**Proof.** By Proposition 1.3.37 there exists a homomorphism $\psi: K \rightarrow H$ such that $\phi \psi = 1_G$.

**Definition 1.3.39** A ring $R$ is an abelian group, together with a function $m: R \times R \rightarrow R$, such that the following rules are satisfied for all $r_1$, $r_2$, and $r_3$ in $R$.

(a) $m(m(r_1, r_2), r_3) = m(r_1, m(r_2, r_3))$.
(b) $m(r_1, r_2 + r_3) = m(r_1, r_2) + m(r_1, r_3)$.
(c) $m(r_1 + r_2, r_3) = m(r_1, r_2) + m(r_1, r_3)$.

Since $R$, considered as a group, is abelian, we use the notation $+$ for the addition, and refer to $m$ as the multiplication; and following the convention for groups we shall write $r_1 r_2$ for $m(r_1, r_2)$.

A ring $R$ is commutative if $r_1 r_2 = r_2 r_1$ for all $r_1, r_2 \in R$, and $R$ has an identity element (or has a 1) if there exists an element $1 \in R$ such that $1 r = r = r 1$ for all $r \in R$.

**Examples 1.3.40** $\mathbb{Z}$ and $\mathbb{Z}_n$ are commutative rings with 1, as also are $Q$, $R$ and $C$. If $R$ is any ring with a 1, we can form a new ring $R[x]$, the polynomial ring, whose elements are formal polynomials

$$r_0 + r_1 x + r_2 x^2 + \cdots + r_n x^n \quad (r_1, \ldots, r_n \in R, n \geq 0),$$

with the obvious addition and multiplication.

**Definition 1.3.41** A subgroup $S$ of a ring $R$ is called a subring if $s_1 s_2 \in S$ for all $s_1, s_2 \in S$, and an ideal if $rs, sr \in S$ for all $s \in S$. $r \in R$.

Given two rings $R$ and $S$, a homomorphism $\theta: R \rightarrow S$ is a ring homomorphism if $\theta(r_1 r_2) = \theta(r_1) \theta(r_2)$ for all $r_1, r_2 \in R$. $\theta$ is a ring isomorphism if it is a ring homomorphism and a (1-1)-correspondence. In any case, $\text{Im } \theta$ is a subring of $S$ and $\text{Ker } \theta$ is an ideal of $R$.

Given rings $R$ and $S$, the direct sum $R \oplus S$ can be made into a ring by defining $(r_1 \oplus s_1)(r_2 \oplus s_2) = (r_1 s_1) \oplus (r_2 s_2)$.

**Definition 1.3.42** A field $F$ is a commutative ring with 1, in which the non-zero elements form a group under multiplication.
Examples 1.3.43  \( Q, R \) and \( C \) are fields, as also is \( Z_p \) if \( p \) is a prime. However, \( Z \) and \( Z_n \) (\( n \) not prime) are not fields.

Definition 1.3.44  A vector space \( V \) over a field \( F \) is an abelian group \( V \), together with a function \( F \times V \rightarrow V \), in which the image of \((\lambda, v)\) is written \( \lambda v \). The following rules are also satisfied.

(a) \( 1v = v \), and \( \lambda_1(\lambda_2v) = (\lambda_1\lambda_2)v \) for all \( \lambda_1, \lambda_2 \in F \), \( v \in V \).
(b) \( (\lambda v_1 + v_2) = \lambda v_1 + \lambda v_2 \), \( (\lambda_1 + \lambda_2)v = \lambda_1v + \lambda_2v \), for all \( \lambda, \lambda_1, \lambda_2 \in F \), \( v_1, v_2, v \in V \).

A subgroup \( W \) of \( V \) is called a subspace if \( \lambda w \in W \) for all \( \lambda \in F \), \( w \in W \); the quotient group \( V/W \) is also a vector space over \( F \), called the quotient space. If \( V \) and \( W \) are vector spaces over \( F \), the direct sum \( V + W \) is the direct sum of the groups, with \( \lambda(v + w) \) defined to be \((\lambda v) + (\lambda w)\).

Examples 1.3.45  Any field \( F \) is a vector space over itself, using the multiplication in \( F \). More generally, so is \( F^n \), the direct sum of \( n \) copies of \( F \). Rather perversely, it is more usual to revert to the notation \((\lambda_1, \ldots, \lambda_n)\) instead of \( \lambda_1 + \cdots + \lambda_n \), for elements of \( F^n \). Often \((\lambda_1, \ldots, \lambda_n)\) is abbreviated to a single letter, \( x \) say, so that \( \lambda x \) means \((\lambda\lambda_1, \ldots, \lambda\lambda_n)\).

Definition 1.3.46  If \( x, y \) are two points (elements) in a vector space \( V \) over \( F \), the straight-line segment joining \( x \) and \( y \) is the subset of points of the form \( \lambda x + (1 - \lambda)y \) \((0 \leq \lambda \leq 1)\). A subset \( A \) of \( V \) is convex if, for all \( x, y \in A \), the straight-line segment joining \( x \) and \( y \) is contained in \( A \).

Definition 1.3.47  Given vector spaces \( V \) and \( W \) over \( F \), a homomorphism \( \theta: V \rightarrow W \) is called a linear map if \( \theta(\lambda v) = \lambda \theta(v) \), for all \( \lambda \in F \), \( v \in V \). If \( \theta \) is also a (1-1)-correspondence, it is called a linear (or vector space) isomorphism.

Definition 1.3.48  A set of elements \( v_1, \ldots, v_n \) in a vector space \( V \) over a field \( F \) is linearly dependent if there exist elements \( \lambda_1, \ldots, \lambda_n \in F \), not all zero, such that \( \lambda_1v_1 + \cdots + \lambda_nv_n = 0 \); otherwise \( v_1, \ldots, v_n \) are linearly independent. A set of elements \( v_1, \ldots, v_n \) forms a base of \( V \) if it is linearly independent, and given any element \( v \in V \) there exist elements \( \lambda_1, \ldots, \lambda_n \in F \) such that \( v = \lambda_1v_1 + \cdots + \lambda_nv_n \). If \( V \) possesses a (finite) base, \( V \) is finite-dimensional.

Proposition 1.3.49

(a) If \( V \) is a finite-dimensional vector space over \( F \), any two bases have the same number of elements.
(b) If \( W \) is a subspace of a finite-dimensional vector space \( V \), then \( W \) is finite-dimensional and any base of \( W \) can be extended to a base of \( V \).

The number of elements in a base is called the dimension of \( V \). It is easy to see that two finite-dimensional vector spaces over \( F \) are isomorphic if and only if they have the same dimension; in particular, if \( V \) has dimension \( n \), then \( V \cong F^n \).

**Proposition 1.3.50** Given an exact sequence of vector spaces over \( F \) and linear maps:

\[
0 \rightarrow V_1 \overset{\theta}{\rightarrow} V_2 \overset{\phi}{\rightarrow} V_3 \rightarrow 0,
\]

in which \( V_3 \) is finite-dimensional, the sequence splits and

\[
V_2 \cong V_1 \oplus V_3.
\]

**Definition 1.3.51** Finite-dimensional spaces \( V \) and \( W \) over \( F \) are said to be dual spaces if there exists a function \( V \times W \rightarrow F \), the image of \( (v, w) \) being written \( \langle v, w \rangle \), with the following properties.

(a) \( \langle v_1 + v_2, w \rangle = \langle v_1, w \rangle + \langle v_2, w \rangle \), \( \langle v, w_1 + w_2 \rangle = \langle v, w_1 \rangle + \langle v, w_2 \rangle \), \( \langle \lambda v, w \rangle = \lambda \langle v, w \rangle = \langle v, \lambda w \rangle \), for all \( v_1, v_2, v \in V \), \( w, w_1, w_2 \in W \) and \( \lambda \in F \).

(b) \( \langle v, w \rangle = 0 \) for all \( w \in W \) implies \( v = 0 \); \( \langle v, w \rangle = 0 \) for all \( v \in V \) implies \( w = 0 \).

**Proposition 1.3.52** Given \( V \), of dimension \( n \), there exists \( W \) such that \( V, W \) are dual spaces. Moreover, any such \( W \) has dimension \( n \).

**Proposition 1.3.53** Given pairs of dual spaces \( V_1, W_1 \) and \( V_2, W_2 \), and a linear map \( \theta : V_1 \rightarrow V_2 \), there exists a unique linear map \( \theta' : W_2 \rightarrow W_1 \) such that

\[
\langle \theta(v_1), w_2 \rangle = \langle v_1, \theta'(w_2) \rangle,
\]

for all \( v_1 \in V_1, w_2 \in W_2 \).

\( \theta' \) is called the dual linear map to \( \theta \).

**Definition 1.3.54** Given a pair of dual spaces \( V, W \), and a subspace \( U \) of \( V \), the annihilator of \( U \) is the subspace \( \mathcal{A}(U) \) of \( W \) of elements \( w \) such that \( \langle u, w \rangle = 0 \) for all \( u \in U \).

**Proposition 1.3.55** For any subspace \( U \) of \( V \), \( \mathcal{A}(\mathcal{A}(U)) = U \). If \( U_1 \subset U_2 \) are subspaces of \( V \), then \( \mathcal{A}(U_2) \subseteq \mathcal{A}(U_1) \), and \( U_2/U_1 \), \( \mathcal{A}(U_1)/\mathcal{A}(U_2) \) are dual spaces.
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Definition 1.3.56 An \((m \times n)\) matrix \(A\) over a field \(F\) is a set \((A_{ij})\) of elements of \(F\) \((1 \leq i \leq m, 1 \leq j \leq n)\). Given two \((m \times n)\) matrices \(A\) and \(B\), the sum \(A + B\) is the \((m \times n)\) matrix defined by \((A + B)_{ij} = A_{ij} + B_{ij}\), and given an \((n \times p)\) matrix \(C\), the product \(AC\) is the \((m \times p)\) matrix defined by \((AC)_{ij} = \sum_{k=1}^{n} A_{ik}C_{kj}\). The identity \((n \times n)\) matrix \(I\) is defined by

\[(I)_{ij} = \begin{cases} 1, & i = j \\ 0, & \text{otherwise,} \end{cases} \]

and the \((n \times n)\) matrix \(A\) has an inverse \(A^{-1}\) if \(AA^{-1} = I = A^{-1}A\) if \(A\) has an inverse it is said to be non-singular.

Proposition 1.3.57 Given finite-dimensional vector spaces \(V, W\) over \(F\), and bases \(v_1, \ldots, v_n\) of \(V\), \(w_1, \ldots, w_m\) of \(W\), there is a \((1-1)\)-correspondence between the linear maps \(\theta: V \rightarrow W\) and the \((m \times n)\) matrices \(A\) over \(F\), defined by \(\theta(v_i) = \sum_{i=1}^{m} A_{ij}w_i\). Moreover the product of two matrices corresponds to the composite of the corresponding linear maps.

Definition 1.3.58 The trace of an \((n \times n)\) matrix \(A = (A_{ij})\), written \(\text{tr} (A)\), is \(\sum_i A_{ii}\), the sum of the diagonal elements.

Proposition 1.3.59 Let \(\theta: V \rightarrow V\) be a linear map of the \(n\)-dimensional vector space \(V\). Let \(A, B\) be the matrices representing \(\theta\) with respect to two bases \((v_1, \ldots, v_n)\) and \((w_1, \ldots, w_n)\) of \(V\). Then \(\text{tr} (A) = \text{tr} (B)\).

Proof. By Proposition 1.3.57, there exists a non-singular matrix \(P\) such that \(A = P^{-1}BP\). Let \(P = (P_{ij})\) and \(P^{-1} = (Q_{ij})\); then

\[
\text{tr} (A) = \sum_i A_{ii} = \sum_{i,j,k} Q_{ij}B_{jk}P_{kl} = \sum_{j,k} \left( B_{jk} \sum_k P_{kl}Q_{lj} \right) = \sum_{j,k} B_{jk} \delta_{kj}, \quad \text{where} \quad \delta_{kj} = \begin{cases} 1, & \text{if} \ k = j \\ 0, & \text{otherwise,} \end{cases}
\]

\[
= \sum_j B_{jj} = \text{tr} (B).
\]

Thus we can unambiguously write \(\text{tr} (\theta)\) for this common value.
Proposition 1.3.60  Let \( \theta : V \to V \) be a linear map, and let \( W \) be a subspace of \( V \) such that \( \theta(W) \subset W \). Let \( \phi : W \to W \) be the restriction of \( \theta \) to \( W \), and let \( \psi : V/W \to V/W \) be the linear map induced by \( \theta \). Then

\[
\text{tr} (\theta) = \text{tr} (\phi) + \text{tr} (\psi).
\]

Proof. Let \( w_1, \ldots, w_r \) be a base of \( W \); extend to a base \( w_1, \ldots, w_r, v_{r+1}, \ldots, v_n \) of \( V \). If \( A \) is the matrix of \( \theta \) with respect to this base,

\[
\text{tr} (\theta) = \sum_{i=1}^{r} A_{ii} + \sum_{i=r+1}^{n} A_{ii}.
\]

But \( \sum_{i=1}^{r} A_{ii} = \text{tr} (\phi) \), and \( \sum_{i=r+1}^{n} A_{ii} = \text{tr} (\psi) \), since the cosets \([v_{r+1}], \ldots, [v_n]\) obviously form a base for \( V/W \). \( \blacksquare \)

Definition 1.3.61  The determinant \( \det A \) of an \((n \times n)\) matrix \( A \) over \( F \) is the element of \( F \) defined by

\[
\det A = \sum_{\rho} \epsilon_{\rho} A_{1,\rho(1)} \cdots A_{n,\rho(n)},
\]

where \( \rho \) runs over all permutations of \( 1, \ldots, n \), and \( \epsilon_{\rho} \) is \( +1 \) or \( -1 \) according as \( \rho \) is even or odd.

Proposition 1.3.62

(a) \( \det (AB) = \det (A) \det (B) \).

(b) \( \det A \neq 0 \) if and only if \( A \) is non-singular. \( \blacksquare \)

Corollary 1.3.63  A set of equations

\[
\sum_{i=1}^{n} A_{ij}x_i = 0 \quad (j = 1, 2, \ldots, n)
\]

has a solution, other than \( x_i = 0 \) for all \( i \), if and only if \( \det A = 0 \). \( \blacksquare \)

Definition 1.3.64  Let \( V \) be a vector space over \( R \). An inner product on \( V \) is a function \( V \times V \to R \), where the image of \((v_1, v_2)\) is written \([v_1, v_2]\), satisfying the following rules.

(a) \([v_1, v_2] = [v_2, v_1]\) for all \( v_1, v_2 \in V \).

(b) \([v, v] \geq 0; [v, v] = 0 \) if and only if \( v = 0 \).

(c) \([v_1 + v_2, v_3] = [v_1, v_3] + [v_2, v_3]\), for all \( v_1, v_2, v_3 \in V \).

(d) \([rv_1, v_2] = r[v_1, v_2]\), for all \( r \in R, v_1, v_2 \in V \).

The length (or norm) of \( v \), \( \|v\| \), is defined to be \([v, v]^{1/2}\).
Example 1.3.65 There is an inner product on $\mathbb{R}^n$, defined by
$$[(r_1, \ldots, r_n), (r'_1, \ldots, r'_n)] = r_1 r'_1 + \cdots + r_n r'_n.$$ $\mathbb{R}^n$, together with this inner product, is sometimes referred to as $n$-dimensional Euclidean space.

1.4 Analytic topology

Definition 1.4.1 A topological space $X$ (or just space when no ambiguity arises) is a set, together with a set of subsets called open sets, such that the following rules are satisfied.

(a) The empty set $\emptyset$, and $X$ itself, are open sets.
(b) The intersection of two open sets is an open set.
(c) The union of any collection of open sets is an open set.

The set of open sets is called a topology for $X$, and the elements of $X$ are usually called points.

A subset of $X$ is called closed if its complement is open. Both $X$ and $\emptyset$ are closed, as also are the union of two closed sets and the intersection of any collection of closed sets. Given a subset $U$ of $X$, the closure $\overline{U}$ is the intersection of all closed sets that contain $U$; $\overline{U}$ is itself closed, and $\overline{U} = U$ if and only if $U$ is closed.

If $x$ is a point of $X$, an (open) neighbourhood of $x$ is an open set that contains $x$.

Example 1.4.2 Any set $X$ can be made into a topological space, by calling every subset an open set. This is called the discrete topology on $X$, and $X$ with this topology is called a discrete space.

Definition 1.4.3 The subspace topology for a subset $Y$ of a space $X$ consists of all subsets of $Y$ of the form $Y \cap U$, where $U$ is an open set of $X$. A subspace $Y$ of $X$ is a subset $Y$ with the subspace topology.

Definition 1.4.4 A space $X$ is Hausdorff if, given two distinct points $x_1, x_2 \in X$, there exist neighbourhoods $U_1, U_2$ of $x_1, x_2$ respectively, such that $U_1 \cap U_2 = \emptyset$. $X$ is regular if, given a point $x \in X$ and a closed set $F$, not containing $x$, there exist open sets $U_1, U_2$ such that $x \in U_1$, $F \subset U_2$ and $U_1 \cap U_2 = \emptyset$. $X$ is normal if a similar property holds given two closed sets $F_1, F_2$ whose intersection is empty.

Definition 1.4.5 A space $X$ is connected if, given any two non-empty open sets $U_1, U_2$ such that $X = U_1 \cup U_2$, we have $U_1 \cap U_2 \neq \emptyset$. If $X$ is not connected, it is said to be disconnected.
Proposition 1.4.6 If $U$ is a connected subspace of a space $X$, and $U \subset V \subset U$, then $V$ is a connected subspace.

Definition 1.4.7 A space $X$ is compact if, given any open covering \( \{U_a\} \) (that is, a set of open sets, indexed by a set $A$, whose union is $X$) there exists a finite subset of $A$, $a_1, \ldots, a_n$, such that $X = U_{a_1} \cup \cdots \cup U_{a_n}$. A subset $Y$ of $X$ is compact if it is compact as a subspace. $X$ is locally compact if, given any point $x \in X$, there exists a neighbourhood $U$ and a compact subset $C$ such that $x \in U \subset C$.

Proposition 1.4.8

(a) A compact space is locally compact.
(b) In a Hausdorff space, a compact subset is closed.
(c) A compact Hausdorff space is regular.

Proposition 1.4.9 Let $X$ be a locally compact Hausdorff space. Given a point $x \in X$ and a neighbourhood $U$ of $x$, there exists an open set $V$ such that $x \in V \subset V \subset U$, and $V$ is compact.

Definition 1.4.10 Given a space $X$, a base of open sets of $X$ is a set of open sets $U_a$ ($a \in A$) such that every open set of $X$ is a union of sets $U_a$. A set of open sets $U_a$ ($a \in A$) is called a sub-base if every open set of $X$ is a union of finite intersections of sets $U_a$.

Proposition 1.4.11 The set of $U_a$ ($a \in A$) is a sub-base of open sets of $X$ if and only if, given $x \in X$ and a neighbourhood $V$ of $x$, there exist $a_1, \ldots, a_n \in A$ such that $x \in U_{a_1} \cap \cdots \cap U_{a_n} \subset V$.

Definition 1.4.12 Given spaces $X$ and $Y$, a function $f: X \to Y$ is said to be continuous (or a continuous map, or usually just a map) if, for each open set $U \subset Y$, the set $f^{-1}(U) = \{x \in X \mid f(x) \in U\}$ is open in $X$. Alternatively, $f$ is continuous if $f^{-1}(V)$ is closed for each closed set $V \subset Y$. $f$ is a homeomorphism if it is also a (1-1)-correspondence, and the inverse function is continuous; in this case, $X$ and $Y$ are said to be homeomorphic.

Example 1.4.13 If $Y$ is a subspace of a space $X$, the inclusion map $i: Y \to X$, defined by $i(y) = y$ for all $y \in Y$, is a continuous map. And for any space $X$, the identity function $1_X: X \to X$ is a homeomorphism (usually called the identity map).

Proposition 1.4.14 The relation between spaces of being homeomorphic is an equivalence relation on any set of spaces.
Proposition 1.4.15

(a) The composite of continuous maps is again continuous.
(b) Given a function $f: X \to Y$, $f$ is continuous if $f^{-1}(U)$ is open for each member $U$ of a base of open sets of $Y$, or even for each member of a sub-base.
(c) If $f: X \to Y$ is continuous, and $C \subseteq X$ is compact, then $f(C)$ is compact.
(d) If $A$ and $B$ are closed subspaces of a space $X$, where $X = A \cup B$, and if $f: A \to Y$, $g: B \to Y$ are continuous maps such that $f(x) = g(x)$ for all $x \in A \cap B$, then $h: X \to Y$, defined by

$$h(x) = \begin{cases} f(x), & x \in A \\ g(x), & x \in B, \end{cases}$$

is also continuous.

Proposition 1.4.16 The properties of being Hausdorff, regular, normal, connected, compact or locally compact are preserved under homeomorphism.

Definition 1.4.17 A pair of spaces $(X, Y)$ is a space $X$, together with a subspace $Y$. Given pairs $(X, Y)$ and $(A, B)$, a map of pairs $f: (X, Y) \to (A, B)$ is a map $f: X \to A$ such that $f(Y) \subseteq B$. $f$ is a homeomorphism of pairs if $f$ is a homeomorphism and the inverse map to $f$ is a map of pairs $(A, B) \to (X, Y)$ (thus $f|Y: Y \to B$ is also a homeomorphism). Triples, etc., of spaces, and maps between them, are similarly defined: a triple $(X, Y, Z)$ for example consists of a space $X$, a subspace $Y$ and a subspace $Z$ of $Y$.

Definition 1.4.18 Given a collection of (disjoint) spaces $X_a$ ($a \in A$), the disjoint union $\bigcup_{a \in A} X_a$ is the union of the sets, with topology given by open sets of the form $\bigcup_{a \in A} U_a$, where each $U_a$ is an open set in $X_a$. As usual, we shall use the notation $X \cup Y$, for example, if the set $A$ is finite.

Proposition 1.4.19 Given a collection of spaces $X_a$ ($a \in A$), and maps $f_a: X_a \to Y$, for all $a \in A$, the function $f: \bigcup_{a \in A} X_a \to Y$ defined by $f(x) = f_a(x)$, $x \in X_a$, is continuous.

Definition 1.4.20 Given a collection of spaces $X_a$ ($a \in A$), the product $\prod_{a \in A} X_a$ is the set of collections of elements $(x_a)$, one element
The topology is given by a base of open sets of the form

\[ U_{a_1, \ldots, a_n} = \{ (x_a) \mid x_{a_i} \in U_{a_i}, \ldots, x_{a_n} \in U_{a_n} \}, \]

where \( a_1, \ldots, a_n \) is any finite set of elements of \( A \), and each \( U_{a_i} \) is open in \( X_{a_i} \). Once again, we shall write \( X \times Y \), for example, if \( A \) is finite: note that the open sets of \( X \times Y \) are all unions of sets of the form \( U \times V \), where \( U \) is open in \( X \) and \( V \) is open in \( Y \).

**Proposition 1.4.21**

(a) Given spaces \( X \) and \( Y \), and points \( x \in X \), \( y \in Y \), the subspaces \( X \times y \) and \( x \times Y \) of \( X \times Y \) are homeomorphic to \( X \), \( Y \) respectively.

(b) The product of a collection of Hausdorff spaces is Hausdorff, and the product of a collection of compact spaces is compact.

(c) Each projection map \( p_a : \prod_{a \in A} X_a \to X_a \), defined by \( p_a((x_a)) = x_a \), is continuous, and a function \( f : Y \to \prod_{a \in A} X_a \) is continuous if and only if each \( p_a \cdot f \) is continuous. In particular, given maps \( f_a : X_a \to Y_a \), for each \( a \in A \), the product map \( \times f_a : \prod_{a \in A} X_a \to \prod_{a \in A} Y_a \), defined by \( \times f_a((x_a)) = (f(x_a)) \), is continuous. \( \square \)

**Definition 1.4.22** Given a space \( X \) and an equivalence relation \( R \) on \( X \), the identification space \( X/R \) consists, as a set, of the disjoint equivalence classes \([x]\) of elements of \( X \), and the topology is defined by specifying that a set \( U \subset X/R \) is open if and only if \( p^{-1}(U) \) is open, where \( p : X \to X/R \) is the function defined by \( p(x) = [x] \) (thus \( p \) is certainly continuous). Alternatively, we can specify that \( V \subset X/R \) is closed if and only if \( p^{-1}(V) \) is closed.

In particular, given a subspace \( Y \) of \( X \), the quotient space \( X/Y \) is defined to be \( X/R \), where \( R \) is the equivalence relation on \( X \) defined by \( x_1Rx_2 \iff x_1 = x_2 \) or \( x_1, x_2 \in Y \). Thus the points of \( X/Y \) are those of \( X - Y \), together with a single point \((Y)\) representing the whole of \( Y \). If \( Y \) happens to be the empty set, it is usually convenient to interpret \( X/Y \) as the disjoint union of \( X \) with another point.

More generally, a map \( p : X \to Y \) is called an identification map if it is onto, and \( U \subset Y \) is open if and only if \( p^{-1}(U) \) is open. Clearly such a map defines an equivalence relation \( R \) on \( X \), by setting \( x_1Rx_2 \iff p(x_1) = p(x_2) \), and \( X/R \) is homeomorphic to \( Y \). Conversely, if \( R \) is an equivalence relation on \( X \), then \( p : X \to X/R \), defined by \( p(x) = [x] \), is an identification map.
§1.4 ANALYTIC TOPOLOGY

Proposition 1.4.23

(a) If \( p : X \to Y \) is an identification map, a function \( f : Y \to Z \) is continuous if and only if \( fp \) is continuous.

(b) The composite of two identification maps is an identification map.

Example 1.4.24 Let \((X, Y)\) and \((A, B)\) be pairs of spaces, and let \( f : Y \to B \) be any function. Define an equivalence relation \( R \) on the disjoint union \( X \cup A \), by setting \( pRq \iff p = q \), or \( p \in Y \) and \( q = f(p) \), or \( q \in Y \) and \( p = f(q) \), or \( p, q \in Y \) and \( f(p) = f(q) \). The space \((X \cup A)/R\) is often referred to as the space obtained from \( X \) and \( A \) by ‘identifying together corresponding points of \( Y \) and \( B \)’. For example, if \( A \) and \( B \) are closed subspaces of a space \( X \), then on \( A \cup B \subset X \), the topologies as a subspace of \( X \), and as the space obtained from the disjoint union of disjoint copies of \( A \) and \( B \) by identifying together corresponding points of \( A \cap B \) (using the identity map), are the same.

Example 1.4.25 In particular, given (disjoint) spaces \( X \) and \( Y \), a subspace \( A \) of \( X \), and a map \( f : A \to Y \), the adjunction space \( Y \sqcup X \) is the space \((X \cup Y)/R\), where \( R \) is the equivalence relation defined by \( pRq \iff p = q \), or \( p \in A \) and \( q = f(p) \), or \( q \in A \) and \( p = f(q) \), or \( p, q \in A \) and \( f(p) = f(q) \). This is sometimes thought of as the space obtained from \( Y \) by attaching the space \( X \) by the map \( f \).

Proposition 1.4.26 Given spaces \( X \) and \( Y \), identification maps \( p : X \to Z \), \( q : Y \to W \), and a map \( f : X \to Y \), a function \( g : Z \to W \) such that \( gp = qf \), is continuous. In particular, a map of pairs \( (X, Y) \to (A, B) \) gives rise to a (unique) map \( \tilde{f} : X/Y \to A/B \) in this way, which is a homeomorphism if \( f \) is a homeomorphism of pairs.

Definition 1.4.27 A metric space \( X \) is a set, together with a function \( d : X \times X \to \mathbb{R} \) (the real numbers), called a metric or distance, satisfying the following rules.

(a) \( d(x, y) = d(y, x) \).

(b) \( d(x, y) = 0 \) if and only if \( x = y \).

(c) \( d(x, y) + d(y, z) \geq d(x, z) \). (For all \( x, y, z \in X \).)

Definition 1.4.28 A subset \( U \) of a metric space \( X \) is called open if, given any point \( x \in U \), there exists \( \delta > 0 \) such that the set \( \{ y \in X \mid d(x, y) < \delta \} \) is contained in \( U \). The set \( \{ y \in X \mid d(x, y) < \delta \} \) is called the \( \delta \)-neighbourhood of \( x \).
Proposition 1.4.29  This definition of open set makes $X$ into a topological space, which is Hausdorff, regular and normal. Any subset $Y$ of $X$ is a metric space, with the same metric; and the topologies of $Y$, as a subspace and given by the metric, coincide. Moreover, a function $f: X \to Y$, between metric spaces with metrics $d$, $d'$ respectively, is continuous if and only if, for each point $x \in X$ and each $\varepsilon > 0$, there exists $\delta > 0$ such that $d'(f(x), f(y)) < \varepsilon$ whenever $d(x, y) < \delta$.

Definition 1.4.30  A topological space $X$ is metrizable if there exists a metric $d$ on $X$, such that the topology on $X$ defined by $d$ coincides with the original topology.

Example 1.4.31  The most important example of a metric space is $\mathbb{R}^n$, in which a metric can easily be constructed from the inner product of Example 1.3.65 by setting

$$d(x, y) = \|x - y\| = \|x - y, x - y\|^{1/2}.$$ 

With this metric, $\mathbb{R}^n$ is a connected locally compact space, and is homeomorphic to the product of $n$ copies of $\mathbb{R}^1$.

Definition 1.4.32  Let $X$ be a metric space, and let $x$ be a point and $Y$ be a subset. The distance $d(x, Y)$ is defined to be $\inf_{y \in Y} d(x, y)$. The diameter of $Y$ is $\sup_{y_1, y_2 \in Y} d(y_1, y_2)$.

Proposition 1.4.33  If $Y$ is closed, $d(x, Y) = 0$ if and only if $x \in Y$.

Proposition 1.4.34  A subset $X$ of $\mathbb{R}^n$ is compact if and only if it is closed, and has finite diameter.

Theorem 1.4.35  Let $X$ be a compact metric space. Given an open covering $\{U_a\}$ ($a \in A$), there exists a real number $\delta > 0$ (called a Lebesgue number of $\{U_a\}$), such that any subset of diameter less than $\delta$ is contained in one of the sets $U_a$.

Proof.  Since $X$ is compact, we may as well assume that $A$ is finite, say $A = \{1, 2, \ldots, n\}$. For each $x \in X$ and $r \in A$, let $f_r(x) = d(x, X - U_r)$; it is easy to see that $f_r$ is continuous, as also is $f(x) = \max f_r(x)$. Now by Proposition 1.4.15(c) $f(X)$ is a compact subspace of $\mathbb{R}^1$, and so by Proposition 1.4.33 there exists $\delta > 0$ such that $f(x) > \delta$ for all $x \in X$. It follows that any set containing $x$, of diameter less than $\delta$, must be contained in one $U_r$. 

We end this chapter with a description of a few particular spaces and maps, that will be of importance in the rest of this book.

Definition 1.4.36 The unit interval $I$ is the subspace of $\mathbb{R}^1$ consisting of points $x$ such that $0 \leq x \leq 1$; similarly the double unit interval $J$ is the subspace of $x$ such that $-1 \leq x \leq 1$. The $n$-cell $E^n$ is the subspace $\{x \in \mathbb{R}^n \mid d(x, 0) \leq 1\}$, and the $(n - 1)$-sphere $S^{n-1}$ is $\{x \in \mathbb{R}^n \mid d(x, 0) = 1\}$ ($E^0$ is a single point, and $S^{-1}$ is empty). When necessary, $R^n$ is regarded as the subspace $R^n \times 0$ of $R^n \times M = \mathbb{R}^n$, similarly with $E^n$ and $S^{n-1}$; thus $S^{n-1}$, for example, is the subspace of $S^n$ of points $(x_1, \ldots, x_{n+1})$ such that $x_{n+1} = 0$.

Proposition 1.4.37 $I$, $J$, $E^n$ and $S^{n-1}$ ($n > 1$) are compact connected spaces.

We shall frequently need to use certain standard maps between these spaces, for example $l: I \rightarrow J$, defined by $l(x) = 2x - 1$, $0 \leq x \leq 1$, and a map of pairs $\theta: (E^n, S^{n-1}) \rightarrow (S^n, (-1, 0, \ldots, 0))$ ($n \geq 0$), defined by $\theta(x_1, \ldots, x_n) = (\cos \pi r, (x, /r) \sin \pi r, \ldots, (x_n/r) \sin \pi r)$, where $r = (x_1^2 + \cdots + x_n^2)^{1/2}$, and $(\sin \pi r)\tilde{r}$ is interpreted as $\pi$ if $r = 0$. It is easy to see that $l$ and $\theta$ are continuous; moreover by Proposition 1.4.26 $\theta$ gives rise to a map $\tilde{\theta}: E^n/S^{n-1} \rightarrow S^n$ (if $n = 0$ we interpret $E^0/S^{-1}$ as the disjoint union of $E^0$ with another point, this point being mapped by $\theta$ to $-1$ in $S^0$).

Proposition 1.4.38 $\tilde{\theta}: E^n/S^{n-1} \rightarrow S^n$ is a homeomorphism ($n \geq 0$).

Another useful map is the homeomorphism $\rho: E^n \rightarrow J^n$ (the product of $n$ copies of $J$), defined by magnifying straight lines through the origin by suitable amounts: more precisely, for points $x \in E^n$ other than the origin, we define $\rho(x) = \lambda x$, where $x = (x_1, \ldots, x_n)$, and $\lambda = \|x\|/\max |x_i|$. Since $1 \leq \lambda \leq n^{1/2}$, Proposition 1.4.29 shows that $\rho$ and its inverse are continuous.

Lastly, the standard homeomorphism $h_{m,n}: E^{m+n} \rightarrow E^m \times E^n$ is defined to be the composite

$$E^{m+n} \xrightarrow{\rho} J^{m+n} = J^m \times J^n \xrightarrow{\theta \times \theta} E^m \times E^n.$$ 

Definition 1.4.39 Real projective space $RP^n$ ($n \geq 0$) is defined to be $(R^{n+1} - 0)/S$, where $S$ is the equivalence relation defined by $xSy \Leftrightarrow x = ry$ for some real number $r$. We write $[x_1, \ldots, x_{n+1}]$ for the equivalence class of $(x_1, \ldots, x_{n+1})$. 
Proposition 1.4.40  \( RP^n \) is homeomorphic to

(a) \( S^n/T, \) where \( xTy \iff x = \pm y; \)
(b) \( E^n/U, \) where \( xUy \iff x = y, \) or \( x, y \in S^{n-1} \) and \( x = -y. \)

Proof.

(a) The inclusion map \( i: S^n \to (R^{n+1} - 0) \) induces \( i: S^n/T \to Rl^n, \)
by Proposition 1.4.26, and the map \( f: (R^{n+1} - 0) \to S^n \) given by
\[
f(x) = x/\|x\|
\]
induces \( \tilde{f}: RP^n \to S^n/T. \) Clearly \( i \) and \( \tilde{f} \) are inverses to each other, and so are homeomorphisms.

(b) There is a homeomorphism \( \phi: (E^n, S^{n-1}) \to (S^n, S^{n-1}) \)
(where \( S^n_+ \) is the subspace of \( S^n \) defined by \( x_{n+1} > 0 \)), given by
\[
\phi(x_1, \ldots, x_n) = ((x_1/r) \sin \pi r/2, \ldots, (x_n/r) \sin \pi r/2, \cos \pi r/2).
\]
This induces \( \overline{\phi}: E^n/U \to S^n/T, \) which can easily be seen to be a homeomorphism.
2.1 Introduction

We have seen in Section 1.4 that the relation between spaces of being homeomorphic is an equivalence relation, and so divides any set of spaces into disjoint equivalence classes. The main problem of topology is thus the classification of topological spaces: given two spaces $X$ and $Y$, are they homeomorphic? This is usually a very difficult question to answer without employing some fairly sophisticated machinery, and the idea of algebraic topology is that one should transform such topological problems into algebraic problems, which may have a better chance of solution. This transformation process will be explained in a little more detail in Section 2.2. It turns out, however, that the algebraic techniques are usually not delicate enough to classify spaces up to homeomorphism, and so in Section 2.2 we shall also introduce the notion of homotopy, in order to define a somewhat coarser classification.

In the rest of this chapter we shall make a start on the general classification problem. Instead of considering all topological spaces, we shall show in Section 2.3 how a large class of spaces, called polyhedra, may be built up from certain very simple spaces called simplexes. This not only simplifies the geometry, but gives a reasonable hope of constructing algebraic invariants, by examining how the simplexes are fitted together. The general theory will be explained in Section 2.3, and in Section 2.4 we shall establish some geometrical properties of polyhedra that will be useful in later chapters. Finally, Section 2.5 is concerned with the homotopy theory of polyhedra, the vital result being the Simplicial Approximation Theorem. This theorem is the most important tool in the study of polyhedra, and is the fundamental result used in Chapters 3, 4 and 5.

2.2 The classification problem; homotopy

If we are presented with two spaces $X$ and $Y$, the problem of deciding whether or not they are homeomorphic is formidable: we
have either to construct a homeomorphism \( f: X \to Y \) or, worse still, to prove that no such homeomorphism exists. We therefore wish to reflect the problem algebraically. Suppose there is some means of associating a group with each topological space: say the group \( G(X) \) is associated with the space \( X \). Suppose also that, whenever we have a continuous map (not necessarily a homeomorphism) \( f: X \to Y \), there is associated with \( f \) a homomorphism \( f_*: G(X) \to G(Y) \), in such a way that

(a) the identity isomorphism \( 1: G(X) \to G(X) \) is associated with the identity homeomorphism \( 1: X \to X \); and

(b) given another continuous map \( g: Y \to Z \), where \( Z \) is a third space, then \( (gf)_* = g_*f_* \).

Given this machinery, we can readily see that if \( f: X \to Y \) happens to be a homeomorphism, then \( f_*: G(X) \to G(Y) \) is an isomorphism. For if \( g: Y \to X \) is the inverse map to \( f \), we have

\[
gf = 1: X \to X \quad \text{and} \quad fg = 1: Y \to Y.
\]

Hence, using properties (a) and (b), we obtain

\[
g_*f_* = 1: G(X) \to G(X), \quad f_*g_* = 1: G(Y) \to G(Y),
\]

whence it follows that \( f_* \) is an isomorphism. Thus if \( X \) and \( Y \) are homeomorphic, \( G(X) \) and \( G(Y) \) are isomorphic. The converse to this result is not in general true, however, since there is nothing to guarantee that \( G(X) \) and \( G(Y) \) will be non-isomorphic if \( X \) and \( Y \) are not homeomorphic. As a general principle, therefore, if we wish to prove that \( X \) and \( Y \) are homeomorphic, we must construct an explicit homeomorphism, but if we wish to prove that they are not homeomorphic, we design algebraic machinery of the sort outlined above, and try to show that \( G(X) \) and \( G(Y) \) are not isomorphic. Most of this book will be concerned with ways of constructing such algebraic invariants.

In practice, however, the situation is a little more complicated. Virtually all the algebraic invariants known at present are 'homotopy-type' invariants, that is, all 'homotopy equivalences' give rise to isomorphisms. Since 'homotopy equivalence' is a weaker relation than homeomorphism, this means that the algebraic invariants will never distinguish between spaces that are homotopy equivalent but not homeomorphic. Thus we may as well abandon—temporarily, at least—any attempt to make a homeomorphism classification, and concentrate on homotopy instead.
The first step is obviously to define homotopy precisely. Two continuous maps \( f, g : X \rightarrow Y \) are said to be homotopic if \( f \) can be continuously deformed into \( g \). That is to say, if there exists a continuous family of maps \( f_t : X \rightarrow Y \) (0 \( \leq t \leq 1 \)), such that \( f_0 = f \) and \( f_1 = g \); see Fig. 2.1.

**Fig. 2.1**

This definition is still not quite precise, since we have not made clear what is meant by a 'continuous family'. However, it will be seen that instead of considering a family of maps \( f_t : X \rightarrow Y \), we can equally well consider a single map \( F : X \times I \rightarrow Y \) (where as usual \( I \) is the unit interval), defined by the rule

\[
F(x, t) = f_t(x) \quad (x \in X, t \in I).
\]

When we say that the maps \( f_t \) form a continuous family, we merely mean that \( F \) is continuous with respect to \( t \) as well as \( x \), that is, \( F \) is continuous as a map of the product \( X \times I \) to \( Y \). To sum up, the following is the official definition.

**Definition 2.2.1** Two continuous maps \( f, g : X \rightarrow Y \) are homotopic (or '\( f \) is homotopic to \( g \)') if there exists a continuous map \( F : X \times I \rightarrow Y \), such that

\[
F(x, 0) = f(x)
\]

and

\[
F(x, 1) = g(x),
\]

for all \( x \in X \). The map \( F \) is said to be a homotopy, and we write \( f \simeq g \) for '\( f \) is homotopic to \( g \)' (or \( F : f \simeq g \) if we wish to specify the homotopy).

**Proposition 2.2.2** Given a \( \simeq \) map \( f : X \rightarrow Y \), \( f \simeq f \).
Proof. Define \( F: X \times I \to I \) by \( F(x, t) = f(x) \) (\( x \in X, t \in I \)). Then \( F \) is continuous (why?) and is clearly a homotopy between \( f \) and itself.

For a more interesting example of a homotopy, we prove the very useful result that, given \( f, g: X \to Y \) with the property that for all \( x \), \( f(x) \) and \( g(x) \) can be joined by a straight line in \( Y \), then \( f \) and \( g \) are homotopic. For this to make sense, of course, we must assume that \( Y \) is a subspace of some Euclidean space \( \mathbb{R}^n \).

**Theorem 2.2.3** Let \( Y \) be a subspace of \( \mathbb{R}^n \), and let \( f, g: X \to Y \) be two maps. If, for each \( x \in X \), \( f(x) \) and \( g(x) \) can be joined by a straight-line segment in \( Y \), then \( f \simeq g \).

Proof. Define a homotopy (called a linear homotopy) \( F: X \times I \to Y \) by the rule \( F(x, t) = (1 - t).f(x) + t.g(x) \) (\( x \in X, t \in I \)); in other words ‘deform \( f \) to \( g \) along the straight-line segments’. Certainly \( F(x, 0) = f(x) \) and \( F(x, 1) = g(x) \), so it remains to prove that \( F \) is continuous.

Now if \( x' \in X \) and \( t' \in I \), we have

\[
F(x', t') - F(x, t) = (t' - t).f(x') + (1 - t).f(x) + t.g(x') - g(x),
\]

so that if \( d \) is the metric in \( \mathbb{R}^n \) we have

\[
d(F(x', t'), F(x, t)) \leq |t' - t'|d(f(x'), f(x)) + (1 - t).d(f(x'), f(x)) + t.d(g(x'), g(x)).
\]

But given \( \epsilon > 0 \), there exist open neighbourhoods \( U_1, U_2 \) of \( x \) in \( X \), such that

\[
x' \in U_1 \Rightarrow d(f(x'), f(x)) < \epsilon/3,
\]

\[
x' \in U_2 \Rightarrow d(g(x'), g(x)) < \epsilon/3.
\]

Thus if \( x' \in U_1 \cap U_2 \), then \( d(g(x'), f(x')) < K \), where \( K \) is the constant \( d(f(x'), f(x)) + 2\epsilon/3 \); and if also \( |t' - t| < \epsilon/3K \), then \( d(F(x', t'), F(x, t)) < \epsilon \). Since the set

\[
(U_1 \cap U_2) \times (t - \epsilon/3K, t + \epsilon/3K)
\]

is open in \( X \times I \), this proves that \( F \) is continuous.

Thus for example any two maps \( f, g: X \to \mathbb{R}^n \) must be homotopic. Indeed, almost any two maps into \( S^{n-1} \) are homotopic.
Corollary 2.2.4 Let \( X \) be any space, and let \( f, g: X \rightarrow S^{n-1} \) be two maps such that \( f(x) \neq -g(x) \) for all \( x \in X \). Then \( f \simeq g \).

Proof. Considered as maps into \( \mathbb{R}^n - 0 \), \( f \) and \( g \) are homotopic by Theorem 2.2.3, since the line segment joining \( f(x) \) and \( g(x) \) does not pass through \( 0 \). Compose this homotopy with the map \( \phi: (\mathbb{R}^n - 0) \rightarrow S^{n-1} \) defined by \( \phi(x) = x/\|x\| \) (this is the identity map on \( S^{n-1} \) itself).

Sometimes it is necessary to consider homotopies between maps of pairs, triples, etc., of spaces. Definition 2.2.1 is easily extended.

Definition 2.2.5 Given pairs \( (X, A) \) and \( (Y, B) \), two maps of pairs \( f, g: (X, A) \rightarrow (Y, B) \) are homotopic if there exists a map of pairs \( F: (X \times I, A \times I) \rightarrow (Y, B) \), such that

\[
F(x, 0) = f(x)
\]

and

\[
F(x, 1) = g(x) \quad \text{for all } x \in X.
\]

As before, we write \( f \simeq g \). Homotopies of triples, etc., are similarly defined. Sometimes it is useful to consider a more restrictive kind of homotopy of pairs: if \( f, g: (X, A) \rightarrow (Y, B) \) are maps of pairs such that \( f|A = g|A \), \( f \) and \( g \) are homotopic relative to \( A \) if there exists a homotopy \( F: (X \times I, A \times I) \rightarrow (Y, B) \) such that \( F(a, t) = f(a) = g(a) \) for all \( a \in A, t \in I \) (that is, \( F \) is 'fixed' on \( A \)). In this case we write \( f \simeq g \) rel \( A \).

For example, in Theorem 2.2.3 or Corollary 2.2.4, if \( A \) is the subspace of \( X \) of those points \( x \) such that \( f(x) = g(x) \), then \( f \simeq g \) rel \( A \).

The notion of homotopy equivalence of topological spaces (pairs, triples, etc.) follows easily from Definitions 2.2.1 and 2.2.5.

Definition 2.2.6 Two spaces \( X \) and \( Y \) are homotopy-equivalent (or of the same homotopy type) if there exist maps \( f: X \rightarrow Y \) and \( g: Y \rightarrow X \), such that \( gf \simeq 1_X \) and \( fg \simeq 1_Y \), where \( 1_X \) and \( 1_Y \) are the identity maps of \( X \) and \( Y \) respectively. In this case \( f \) is a homotopy equivalence and \( g \) is a homotopy inverse to \( f \). We write \( X \simeq Y \) for '\( X \) is homotopy-equivalent to \( Y \)' (notice that the symbol \( \simeq \) has two distinct meanings, depending on the context).

Similarly two pairs \( (X, A) \) and \( (Y, B) \) are homotopy-equivalent (written \( (X, A) \simeq (Y, B) \)) if there exist maps (of pairs) \( f: (X, A) \rightarrow (Y, B) \), \( g: (Y, B) \rightarrow (X, A) \) such that \( gf \simeq 1_X \) and \( fg \simeq 1_Y \), the homotopies being homotopies of pairs.
As the name suggests, homotopy equivalence is an equivalence relation on any set of spaces. In order to prove this, we first prove that homotopy is an equivalence relation on the set of all maps between two given spaces.

**Proposition 2.2.7** Given two spaces $X$ and $Y$, the relation between maps from $X$ to $Y$ of being homotopic is an equivalence relation. Similarly, given two pairs $(X, A)$ and $(Y, B)$, the relation between maps of pairs from $(X, A)$ to $(Y, B)$ of being homotopic as maps of pairs is an equivalence relation, and the relation between a set of maps coinciding on each point of $A$, of being homotopic relative to $A$, is also an equivalence relation.

**Proof.** Consider maps $f, g, \ldots$ from $X$ to $Y$. Certainly $f \simeq f$ for each $f$, by Proposition 2.2.2. Moreover if $F: f \simeq g$, then $G: g \simeq f$, where $G: X \times I \to Y$ is defined by

$$G(x, t) = F(x, 1 - t).$$

Lastly, if $F: f \simeq g$ and $G: g \simeq h$, then $H: f \simeq h$, where

$$H(x, t) = \begin{cases} F(x, 2t) & (0 \leq t \leq \frac{1}{2}) \\ G(x, 2t - 1) & (\frac{1}{2} \leq t \leq 1). \end{cases}$$

Here, $H$ is continuous by Proposition 1.4.15(d).

This proves that homotopy is an equivalence relation on the set of maps from $X$ to $Y$; the other two statements are proved similarly. \[\Box\]

**Corollary 2.2.8** Given spaces $X$, $Y$ and $Z$, and maps $f_0, f_1: X \to Y$, $g_0, g_1: Y \to Z$, such that $f_0 \simeq f_1$ and $g_0 \simeq g_1$, then $g_0f_0 \simeq g_1f_1$.

**Proof.** Let $F$ be the homotopy between $f_0$ and $f_1$, and $G$ that between $g_0$ and $g_1$. Let $H_1 = g_0F: X \times I \to Z$: it is clear that $H_1$ is a homotopy between $g_0f_0$ and $g_0f_1$. But $H_2 = G(f_1 \times 1_I)$ is a homotopy between $g_0f_1$ and $g_1f_1$; hence $g_0f_0 \simeq g_1f_1$ by Proposition 2.2.7. \[\Box\]

Of course, similar results hold for homotopies of pairs and for homotopies relative to a subspace. The details are left to the reader.

**Proposition 2.2.9** The relation between spaces (pairs, triples, etc.) of being homotopy-equivalent is an equivalence relation.

**Proof.** Clearly every space is homotopy-equivalent to itself (the identity map is a homotopy equivalence). Equally obviously, if $X \simeq Y$, then $Y \simeq X$. It remains only to show that if $X \simeq Y$ and
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Y ∼ Z, then X ∼ Z. But if the relevant homotopy equivalences and homotopy inverses are \( f: X \rightarrow Y \), \( f': Y \rightarrow X \), \( g: Y \rightarrow Z \), \( g': Z \rightarrow Y \), then

\[
f'g'gf \simeq f'f, \quad \text{by Corollary 2.2.8}
\]

\[
\simeq 1_X,
\]

and similarly \( gff'g' \simeq 1_Z \).

Again, the proof for pairs, triples, etc. is similar.

It is easy to see that two homeomorphic spaces are homotopy-equivalent (just use Proposition 2.2.2 again). Thus the classification of spaces up to homotopy equivalence is coarser than the homeomorphism classification. Indeed, it is strictly coarser, as the following example shows.

**Example 2.2.10** Let X be the unit circle \( S^1 \) in \( \mathbb{R}^2 \), and let Y be \( S^1 \), together with the closed line segment joining (1, 0) and (2, 0): see Fig. 2.2.

![Fig. 2.2](image_url)

Now X and Y are not homeomorphic, since the removal of the point (1, 0) from Y disconnects Y, whereas the removal of any point from X leaves X connected. On the other hand X and Y are homotopy-equivalent. To prove this, define \( f: X \rightarrow Y \) by \( f(x) = x \), for all \( x \in X \), and \( g: Y \rightarrow X \) by

\[
g(y) = \begin{cases} 
y, & \text{if } y \in S^1 \\
(1, 0), & \text{if } y \text{ lies between } (1, 0) \text{ and } (2, 0).\end{cases}
\]

Clearly \( f \) and \( g \) are continuous, and \( gf \simeq 1_X \). Also \( fg \simeq 1_Y \) by Theorem 2.2.3, since \( fg: Y \rightarrow Y \) is given by the same formula as \( g \). Hence \( f \) is a homotopy equivalence.
In fact the equivalence between $X$ and $Y$ in Example 2.2.10 is of a special type, known as a (strong) deformation retraction.

**Definition 2.2.11** A subspace $A$ of a topological space $X$ is a retract of $X$ if there exists a map $r: X \to A$ (called a retraction), such that $r(a) = a$ for all $a \in A$. If $i: A \to X$ denotes the inclusion map, then $r$ is a deformation retraction (and $A$ is a deformation retract of $X$) if $ir \simeq 1_X$. If also $ir \simeq 1_X$ rel $A$, then $r$ is a strong deformation retraction, and $A$ is a strong deformation retract of $X$.

For example, the map $g$ in Example 2.2.10 is a strong deformation retraction.

**Proposition 2.2.12** If $A$ is a deformation retract of $X$, then $A \simeq X$.

**Example 2.2.13** If $E^2$ is the standard 2-cell in $R^2$, and 0 is the origin, then 0 is a strong deformation retract of $E^2$. For $r: E^2 \to 0$, defined by $r(x) = 0$ for all $x \in E^2$, is clearly a retraction, and is a strong deformation retraction by Theorem 2.2.3.

Thus $E^2$ is homotopy-equivalent to the point 0. It is convenient to have a special name for such spaces.

**Definition 2.2.14** A space $X$, homotopy-equivalent to a point, is called contractible.

Other examples of contractible spaces are $E^n$, the letter $Y$, and an empty bottle. The space $S^1$ is an example of a space that is not contractible (see Exercise 17).

We end this section with some remarks about the set of all continuous maps from a space $X$ to a space $Y$. Now by Proposition 2.2.7 this set of maps splits up into disjoint equivalence classes, called homotopy classes. Let us write $[X, Y]$ for the set of homotopy classes of maps from $X$ to $Y$; by keeping $X$ fixed and varying $Y$, this set is an invariant of the homotopy type of $Y$, in the sense that there is a (1-1) correspondence between the sets corresponding to homotopy-equivalent spaces: see Exercise 5. Indeed, as we shall see in Chapter 6, the set $[X, Y]$ can often be endowed, in a natural way, with the structure of a group, and we then obtain exactly the sort of algebraic invariant described at the beginning of this section. Alternatively, we can keep $Y$ fixed and vary $X$: once again a homotopy invariant results, which is in some ways easier to handle.

Of course, given two pairs $(X, A)$ and $(Y, B)$, we can similarly consider the set of homotopy classes of maps of pairs from $(X, A)$ to
This arises most frequently in the case where \( A \) and \( B \) are single points of \( X \) and \( Y \) respectively, called \textit{base points}: a map of pairs is then called a \textit{base-point-preserving} (or \textit{based}) map, and a homotopy of maps of pairs is called a \textit{based} homotopy. Notice that in this situation 'homotopy of maps of pairs' and 'homotopy relative to \( A \)' mean exactly the same.

2.3 Simplicial complexes

This section is concerned with building up spaces called \textit{polyhedra}, from certain elementary spaces called \textit{simplexes}. A simplex is just a generalization to \( n \) dimensions of a triangle or tetrahedron, and these are fitted together in such a way that two simplexes meet (if at all) in a common edge or face. In order to give the precise definition of a simplex, we must first explain what is meant by 'independent points' in Euclidean space.

\textbf{Definition 2.3.1} A set of \((n + 1)\) points \( a^0, a^1, \ldots, a^n \) in \( R^n \) is said to be \textit{independent} if the vectors \( a^1 - a^0, a^2 - a^0, \ldots, a^n - a^0 \) are linearly independent. It is easy to see that this is equivalent to the statement that the equations

\[
\sum_{i=0}^{n} \lambda_i a^i = 0, \quad \sum_{i=0}^{n} \lambda_i = 0
\]

(where \( \lambda_0, \lambda_1, \ldots, \lambda_n \) are real numbers) imply that \( \lambda_0 = \lambda_1 = \cdots = \lambda_n = 0 \); hence the definition of independence does not depend on the order of the points \( a^0, a^1, \ldots, a^n \).

For example, points \( a^0, a^1, a^2 \) in \( R^2 \) are independent if they are not collinear.

\textbf{Definition 2.3.2} A \textit{geometric} \( n \)-\textit{simplex} \( \sigma_n \) is the set of points \( \sum_{i=0}^{n} \lambda_i a^i \), where \( a^0, a^1, \ldots, a^n \) are independent points in some Euclidean space \( R^n \), and the \( \lambda_i \) are real numbers such that \( \lambda_i \geq 0 \) for all \( i \) and \( \sum_{i=0}^{n} \lambda_i = 1 \). This defines \( \sigma_n \) as a subset of \( R^n \); \( \sigma_n \) is given the subspace topology.

The points \( a^0, a^1, \ldots, a^n \) are called the \textit{vertices} of \( \sigma_n \), and are said to \textit{span} \( \sigma_n \): we write \((a^0, a^1, \ldots, a^n)\) for \( \sigma_n \) if we wish to specify the vertices.

The subspace of \( \sigma_n \) of those points \( \sum_{i=0}^{n} \lambda_i a^i \) such that \( \lambda_i > 0 \) for all \( i \) is called the \textit{interior} of \( \sigma_n \) (note that this is not the same as the 'interior'
as defined in analytic topology: for example a 0-simplex coincides with its interior). One particular point in the interior of $\sigma_n$ is the barycentre

$$\hat{\sigma}_n = \left( \frac{1}{n+1} \right) (a^0 + a^1 + \cdots + a^n).$$

If $a^0, a^1, \ldots, a^v$ is any subset of vertices of $\sigma_n$, the subspace of $\sigma_n$ of those points linearly dependent on $a^0, a^1, \ldots, a^v$ is called a face of $\sigma_n$. Note that a face could quite well be empty or, at the other extreme, the whole of $\sigma_n$; a face is proper if it is neither of these.

Finally, the number $n$ is called the dimension of $\sigma_n$.

**Proposition 2.3.3** A geometric n-simplex $\sigma_n$ is a closed convex compact connected subspace of $\mathbb{R}^n$, and is the closure of its interior. A face is a closed subspace of $\sigma_n$, and is itself a simplex. Moreover, a simplex determines its vertices, so that two simplexes coincide if and only if they have the same set of vertices.

**Proof.** We prove only the assertion that a simplex $\sigma_n$ determines its vertices. And this is almost immediate, since a point of $\sigma_n$ is a vertex if and only if it is not a point of an open line segment lying within $\sigma_n$.

We write $\tau \prec \sigma$ (or $\sigma \succ \tau$) for the statement 'the simplex $\tau$ is a face of the simplex $\sigma$'.

Now suppose that $\sigma_n = (a^0, a^1, \ldots, a^n)$ is a geometric n-simplex in $\mathbb{R}^n$, and that $\tau_n = (b^0, b^1, \ldots, b^n)$ is a geometric n-simplex in $\mathbb{R}^p$. Then $\sigma_n$ and $\tau_n$ are homeomorphic, in a rather special way.

**Proposition 2.3.4** $\sigma_n$ and $\tau_n$ are linearly homeomorphic, that is, there exists a homeomorphism $f: \sigma_n \rightarrow \tau_n$, such that

$$f \left( \sum_{i=0}^{n} \lambda_i a^i \right) = \sum_{i=0}^{n} \lambda_i b^i,$$

for all points of $\sigma_n$.

**Proof.** Define $f: \sigma_n \rightarrow \tau_n$ by the formula $f(\sum \lambda_i a^i) = \sum \lambda_i b^i$. It is easy to see that $f$ is continuous, and it is then obvious that $f$ is a homeomorphism.

It follows that a geometric n-simplex is completely characterized, up to homeomorphism, by its dimension.

We now wish to consider how simplexes may be fitted together to make more complicated spaces.
Definition 2.3.5 A geometric simplicial complex $K$ is a finite set of simplexes, all contained in some Euclidean space $\mathbb{R}^m$. Furthermore

(a) if $\sigma_n$ is a simplex of $K$, and $\tau_p$ is a face of $\sigma_n$, then $\tau_p$ is in $K$;
(b) if $\sigma_n$ and $\tau_p$ are simplexes of $K$, then $\sigma_n \cap \tau_p$ either is empty, or is a common face of $\sigma_n$ and $\tau_p$.

The dimension of $K$, $\dim K$, is the maximum of the dimensions of its simplexes.

A subcomplex $L$ of $K$ is a subset of simplexes of $K$, satisfying property (a) (and hence also (b): see Proposition 2.3.6(c)). In particular, for each $r \geq 0$ the $r$-skeleton of $K$, $K^r$, is the subset of simplexes of dimension at most $r$.

A simplicial pair $(K, L)$ consists of a simplicial complex $K$ and a subcomplex $L$. Simplicial triples, etc., are similarly defined.

It is important to remember that a geometric simplicial complex $K$ is not a topological space; it is merely a set whose elements are geometric simplexes. However, the set of points of $\mathbb{R}^m$ that lie in at least one of the simplexes of $K$, topologized as a subspace of $\mathbb{R}^m$, is a topological space, called the polyhedron of $K$, written $|K|$; if $L$ is a subcomplex of $K$, then $|L|$ is called a subpolyhedron of $|K|$. To illustrate this point, consider a single $n$-simplex $\sigma_n$ in $\mathbb{R}^m$. It is not itself a simplicial complex, but we can form a simplicial complex $K(\sigma_n)$ by taking as its elements $\sigma_n$, together with all faces of $\sigma_n$. The reader is invited to prove that $K(\sigma_n)$ is indeed a simplicial complex, and that $|K(\sigma_n)| = \sigma_n$; also that the set of all faces of $\sigma_n$ other than $\sigma_n$ itself forms a subcomplex of $K(\sigma_n)$, called the boundary of $\sigma_n$, written $\partial_n$.

Some elementary but important properties of simplicial complexes and polyhedra are collected together in the next proposition.

Proposition 2.3.6

(a) If $K$ is a simplicial complex, $|K|$ is a closed compact subspace of $\mathbb{R}^m$.
(b) Every point of $|K|$ is in the interior of exactly one simplex of $K$. Conversely, if $K$ is a set of simplexes in $\mathbb{R}^m$ satisfying Definition 2.3.5(a), and such that the interiors of distinct simplexes have empty intersection, then $K$ is a simplicial complex.
(c) A subcomplex $L$ of a simplicial complex $K$ is itself a simplicial complex, and $|L|$ is a closed subspace of $|K|$.
(d) If $L$ and $M$ are subcomplexes of $K$, so are $L \cup M$ and $L \cap M$.

Proof. Parts (a), (c) and (d) are easy, and are left as exercises for the reader. As for part (b), if $K$ is a simplicial complex, every point of $|K|$ is obviously in the interior of at least one simplex; and if the
interiors of two simplexes $\sigma$ and $\tau$ meet, the common face $\mu$, in which $\sigma$ and $\tau$ intersect, meets the interiors of $\sigma$ and $\tau$, so that $\sigma = \mu = \tau$. Conversely, suppose that $K$ is a set of simplexes in $R^m$, satisfying (a) of Definition 2.3.5, and such that the interiors of distinct simplexes are disjoint. Let

$$\sigma = (a^0, \ldots, a^r, b^{r+1}, \ldots, b^s) \text{ and } \tau = (a^0, \ldots, a^r, c^{r+1}, \ldots, c^t)$$

be two simplexes of $K$, with no $b^i$ equal to any $c^j$. Obviously the simplex $(a^0, \ldots, a^r)$ is contained in $\sigma \cap \tau$; and if $x$ is any point of $\sigma \cap \tau$ we can write

$$x = \sum_{i=0}^{r} \lambda_i a^i + \sum_{i=r+1}^{s} \lambda_i b^i = \sum_{i=0}^{r} \mu_i a^i + \sum_{i=r+1}^{t} \mu_i c^i,$$

where $\sum \lambda_i = \sum \mu_i = 1$. Then $\lambda_{r+1} = \cdots = \lambda_s = \mu_{r+1} = \cdots = \mu_t = 0$, for otherwise by Proposition 2.3.3 $x$ would be in the interior of two distinct simplexes. Hence also $\sigma \cap \tau$ is contained in $(a^0, \ldots, a^r)$, so that $\sigma \cap \tau$ is exactly the common face $(a^0, \ldots, a^r)$. Thus $K$ satisfies (b) of Definition 2.3.5 and so is a simplicial complex.

It is clear that if $L$ is a subcomplex of $K$, $K - L$ is not in general a subcomplex, since a face of a simplex in $K - L$ could quite well be in $L$. However, we do at least have the following result.

**Proposition 2.3.7** There exists a subcomplex $M$ of $K$, such that $|M| = |K| - |L|$ ($M$ is called the closure of $K - L$, written $\text{cl}(K - L)$).

**Proof.** Let $M$ be the set of simplexes of $K$, that are faces of simplexes of $K - L$. Clearly $M$ is a subcomplex, and since each point of $K$ is in the interior of a unique simplex, $|K| - |L| \subseteq |M|$, which is closed. But if $x$ is any point in $|M|$, $x$ is in a simplex that is a face of a simplex $\sigma$ of $K - L$. Hence $x \in \sigma$, and every open neighbourhood of $x$ meets $|K| - |L|$, at a point in the interior of $\sigma$. Thus

$$|M| \subseteq |K| - |L|.$$ 

$|K|$ has of course already been topologized, as a subspace of $R^m$. However, it is often more convenient to have the following alternative description of the topology.

**Proposition 2.3.8** A subset $X$ of $|K|$ is closed if and only if $X \cap \sigma$ is closed in $\sigma$, for each simplex $\sigma$ in $K$.

**Proof.** Since each simplex $\sigma$ is closed in $R^m$, it is also closed in $|K|$. Hence if $X \cap \sigma$ is closed in $\sigma$, it is also closed in $|K|$. Thus $X =$
\[ \bigcup_{\sigma \in K} X \cap \sigma \text{ is closed, since } K \text{ is a finite set of simplexes. The converse is trivial.} \]

**Corollary 2.3.9** The topology of \(|K|\) as a subspace of \(R^n\) is the same as the topology of \(|K|\), considered as the space obtained from its simplexes by identifying together the various intersections.

So far we have been concerned exclusively with spaces, in the form of polyhedra and their associated simplicial complexes, and have said nothing about continuous maps. At first sight there is nothing to be said: given polyhedra \(|K|\) and \(|L|\) there seems to be no reason why a map from \(|K|\) to \(|L|\) should be anything more than continuous. However, \(|K|\) and \(|L|\) are more than just topological spaces: the simplicial complexes \(K\) and \(L\) endow them with further structure, and we ought to concentrate our attention on those maps \(f: |K| \to |L|\) that in some sense preserve the simplicial structure. (The reader may like to compare the notion of a ring homomorphism: although every ring is a group, there is little point in considering group homomorphisms between rings that do not also ‘preserve the multiplication’.) To this end, we make the following definition.

**Definition 2.3.10** Given simplicial complexes \(K\) and \(L\), a simplicial map \(f: |K| \to |L|\) is a function from \(|K|\) to \(|L|\) with the following properties.

(a) If \(a\) is a vertex of a simplex of \(K\), then \(f(a)\) is a vertex of a simplex of \(L\).

(b) If \((a^0, a^1, \ldots, a^n)\) is a simplex of \(K\), then \(f(a^0), f(a^1), \ldots, f(a^n)\) span a simplex of \(L\) (possibly with repeats).

(c) If \(x = \sum \lambda_i a^i\) is in a simplex \((a^0, a^1, \ldots, a^n)\) of \(K\), then \(f(x) = \sum \lambda_i f(a^i)\); in other words, \(f\) is ‘linear’ on each simplex.

A simplicial map of simplicial pairs \(f: (|K|, |L|) \to (|M|, |N|)\) is, of course, just a simplicial map \(f: |K| \to |M|\) such that \(f(|L|) \subseteq |N|\).

It is clear that the composite of two simplicial maps is another simplicial map.

We did not specify in Definition 2.3.10 that \(f\) was continuous, since this follows automatically from properties (a)–(c).

**Proposition 2.3.11** A simplicial map \(f: |K| \to |L|\) is continuous.

**Proof.** If \(X\) is a closed subset of \(|L|\), \(X \cap \tau\) is closed in \(\tau\) for each simplex \(\tau\) of \(L\). But the restriction of \(f\) to any simplex of \(K\), being linear, is continuous: thus \(f^{-1}(X) \cap \sigma\) is closed in \(\sigma\) for each \(\sigma\) in \(K\).
Hence $f^{-1}(X)$ is closed in $|K|$, by Proposition 2.3.8, and so $f$ is continuous. 

Simplicial maps, then, are the correct ‘structure-preserving’ continuous maps between polyhedra. Indeed, as we shall see in the Simplicial Approximation Theorem, every continuous map between polyhedra can be approximated by a simplicial map, so that there is hardly any loss of generality in confining attention to simplicial maps.

There is a slight difficulty in the use of polyhedra, in that not every topological space that is homeomorphic to a polyhedron is itself a polyhedron. This difficulty is evaded by making another definition.

**Definition 2.3.12** Given a topological space $X$, a triangulation of $X$ consists of a simplicial complex $K$ and a homeomorphism $h: |K| \to X$. A space with a triangulation is called a triangulated space. Similarly, if $(X, A)$ is a pair of spaces, a triangulation consists of a simplicial pair $(K, L)$ and a homeomorphism (of pairs) $h: (|K|, |L|) \to (X, A)$; $(X, A)$ is a triangulated pair. Usually the particular homeomorphism $h$ involved does not matter, and so we shall often refer—loosely—to $K$ alone as a ‘triangulation of $X$’.

It follows from Proposition 2.3.6 that a triangulated space is compact, normal and metrizable.

**Example 2.3.13** In $\mathbb{R}^n$, let $E^n$ be the set of points $(x_1, x_2, \ldots, x_n)$ satisfying $\sum_{i=1}^{n} |x_i| \leq 1$, and let $S^{n-1}$ be the subset where $\sum_{i=1}^{n} |x_i| = 1$. As in Section 1.4, the pair $(E^n, S^{n-1})$ is homeomorphic to the pair $(\mathbb{E}^n, S^{n-1})$, by a homeomorphism that magnifies lines through the origin by suitable amounts: see Fig. 2.3 in the case $n = 2$.
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We claim that $E^n$ is a polyhedron, and $S^{n-1}$ is a subpolyhedron. To prove this, take vertices $a_0$ at 0, $a_i$ at $x_i = 1$ and $a'_i$ at $x_i = -1$. Let $K$ be the simplicial complex whose simplexes are all those of the form $(b_{i_0}, b_{i_1}, \ldots, b_{i_l})$, where $i_0 < i_1 < \cdots < i_l$ and $b_{i_l}$ denotes $a_i$ or $a'_i$. Certainly all such sets of vertices are independent, and $K$ satisfies (a) and (b) of Definition 2.3.5, so that $K$ is indeed a simplicial complex. Moreover if $L$ denotes the subset of those simplexes not involving $a_0$, then $L$ is a subcomplex of $K$, and $(|K|, |L|) = (E^n, S^{n-1})$. Hence $(K, L)$ is a triangulation of $(E^n, S^{n-1})$.

Alternatively, another triangulation of $(E^n, S^{n-1})$ is $(K(\sigma), \sigma)$, where $\sigma$ is any $n$-simplex. For if $\sigma$ is an $n$-simplex in $R^n$, whose barycentre $\delta$ is at the origin, then since $\sigma$ is convex, suitable magnification of lines through the origin provides a homeomorphism of the pair $(|K(\sigma)|, |\sigma|)$ with $(E^n, S^{n-1})$. And by Proposition 2.3.4 $(|K(\sigma)|, |\sigma|)$ is determined up to homeomorphism by the dimension $n$ of $\sigma$.

So far simplicial complexes have been sets of simplexes lying in one particular Euclidean space $R^n$, and we should now like to free ourselves of this restriction, by establishing an analogue for simplicial complexes of Proposition 2.3.4. In order to state this result precisely, it is necessary to introduce the notion of an abstract simplicial complex.

**Definition 2.3.14** An abstract simplicial complex $\mathcal{K}$ is a finite set of elements $a^0, a^1, \ldots$, called (abstract) vertices, together with a collection of subsets $(a^0, a^1, \ldots, a^k), \ldots$, called (abstract) simplexes, with the property that any subset of a simplex is itself a simplex. The dimension of an abstract simplex is one less than the number of vertices in it, and the dimension of $\mathcal{K}$ is the maximum of the dimensions of its simplexes.

Let $K$ be a geometric simplicial complex, and let $\mathcal{K}$ be an abstract simplicial complex whose vertices are in (1-1) correspondence with the vertices of $K$, a subset of vertices being a simplex of $\mathcal{K}$ if and only if they correspond to the vertices of some simplex of $K$. $\mathcal{K}$ is called an abstraction of $K$, and any geometric simplicial complex having $\mathcal{K}$ as an abstraction is called a realization of $\mathcal{K}$.

The point of this definition is that we can now state the analogue of Proposition 2.3.4 in the form: 'if $K_1$ and $K_2$ are any two realizations of an abstract simplicial complex $\mathcal{K}$, then $|K_1|$ and $|K_2|$ are simplicially homeomorphic'.

**Theorem 2.3.15** Let $K_1$ and $K_2$ be two realizations of an abstract simplicial complex $\mathcal{K}$. Then there exists a simplicial map $f: |K_1| \to |K_2|$, etc.
such that $f$ is a homeomorphism (that is, $f$ is a 'simplicial homeomorphism').

Proof. Since $K_1$ and $K_2$ are both realizations of $\mathcal{K}$, there is a (1-1) correspondence between their vertices. Denote the vertices of $K_1$ by $a^0, a^1, \ldots$, and the vertices of $K_2$ by $b^0, b^1, \ldots$, where $b^i$ corresponds to $a^i$. Thus $a^0, a^1, \ldots, a^n$ span a simplex of $K_1$ if and only if $b^0, b^1, \ldots, b^n$ span a simplex of $K_2$. We can therefore define a simplicial map $f: |K_1| \rightarrow |K_2|$ by setting $f(a^i) = b^i$ (all $i$), and requiring that $f$ is linear on each simplex. Since it is obvious that $f$ has a (simplicial) inverse, $f$ is also a homeomorphism.

This theorem allows us to forget about the particular Euclidean space in which a geometric simplicial complex lies, and to specify it by an abstraction. To justify this approach, however, we ought to establish that not only does every geometric simplicial complex have an abstraction, but also every abstract simplicial complex has a realization.

Theorem 2.3.16 An $n$-dimensional abstract simplicial complex $\mathcal{K}$ has a realization in $\mathbb{R}^{2n+1}$.

Proof. Let the vertices of $\mathcal{K}$ be $a^0, a^1, \ldots, a^m$. We first choose $(m + 1)$ points in $\mathbb{R}^{2n+1}$, with the property that any $(2n + 2)$ of them are independent (such points are said to be in general position). This can be done by defining $A^r = (r, r^2, \ldots, r^{2n+1})$ ($0 \leq r \leq m$); if say $A^{r_1}, A^{r_2}, \ldots, A^{r_{2n+2}}$ are not independent, there exist real numbers $\lambda_1, \lambda_2, \ldots, \lambda_{2n+2}$, not all zero, such that

$$\lambda_1 + \lambda_2 + \cdots + \lambda_{2n+2} = 0,$$

$$\lambda_1 r_1 + \lambda_2 r_2 + \cdots + \lambda_{2n+2} r_{2n+2} = 0,$$

$$\cdots$$

$$\lambda_1 r_1^{2n+1} + \lambda_2 r_2^{2n+1} + \cdots + \lambda_{2n+2} r_{2n+2}^{2n+1} = 0.$$  
But the determinant of this set of linear equations is $\prod_{i>j} (r_i - r_j)$. This is non-zero, so that no such numbers $\lambda_i$ can exist, and $A^0, A^1, \ldots, A^m$ are in general position.

Now let the point $A^r$ correspond to $a^r$ ($0 \leq r \leq m$), and 'fill in' simplexes in $\mathbb{R}^{2n+1}$ corresponding to the simplexes of $\mathcal{K}$: since $\mathcal{K}$ is $n$-dimensional, the points corresponding to any simplex of $\mathcal{K}$ are independent. It is also clear that property (a) of Definition 2.3.5 is
satisfied, so that it remains to check property (b). To do so, let \( \sigma_p \) and \( \tau_q \) be two of the simplexes (of dimensions \( p \) and \( q \) respectively) that we have 'filled in', and suppose that \( \sigma_p \) and \( \tau_q \) have \( r \) vertices in common. The number of vertices in either \( \sigma_p \) or \( \tau_q \) is thus \( p + q - r + 2 \leq 2n + 2 \), so that these vertices are independent, and could be taken to be the vertices of a \((p + q - r + 1)\)-simplex having \( \sigma_p \) and \( \tau_q \) as faces. Thus \( \sigma_p \cap \tau_q \) is either empty or a common face.

The result of Theorem 2.3.16 is 'best possible', in the sense that for each \( n \geq 0 \), there exists an \( n \)-dimensional abstract simplicial complex that cannot be realized in \( \mathbb{R}^{2n} \): see Exercise 9. Of course, a particular complex \( \mathcal{K} \) may be realizable in Euclidean space of dimension less than \((2n + 1)\): the determination of this dimension in special cases is one of the most interesting problems of algebraic topology.

We end Section 2.3 with another example of the use of abstract simplicial complexes, in defining the join of two simplicial complexes.

**Definition 2.3.17** Let \( K \) and \( L \) be two geometric simplicial complexes, and let \( \mathcal{K} \) and \( \mathcal{L} \) be abstractions, with vertices \( a^0, a^1, \ldots \) and \( b^0, b^1, \ldots \) respectively. The join \( \mathcal{K} \ast \mathcal{L} \) is defined to be the abstract simplicial complex whose vertices are \( a^0, a^1, \ldots, b^0, b^1, \ldots \), and whose simplexes are all subsets \((a^0, a^1, \ldots, b^0, b^1, \ldots)\) such that \((a^0, a^1, \ldots)\) is a simplex of \( \mathcal{K} \) and \((b^0, b^1, \ldots)\) is a simplex of \( \mathcal{L} \) (the special cases \((a^0, a_1, \ldots)\) and \((b^0, b^1, \ldots)\) are allowed as simplexes of \( \mathcal{K} \ast \mathcal{L} \)). Any realization of \( \mathcal{K} \ast \mathcal{L} \) is called the join of \( K \) and \( L \), written \( K \ast L \); this is defined up to simplicial homeomorphism, by Theorem 2.3.15.

It is clear that the join construction is associative, in the sense that \((K \ast L) \ast M = K \ast (L \ast M)\). Thus we can write \( K \ast L \ast M \ast \ldots \) unambiguously for the join of more than two simplicial complexes.

**Example 2.3.18** The triangulation \( L \) of \( S^{n-1} \), constructed in Example 2.3.13, can be regarded as \( L_1 \ast L_2 \ast \ldots \ast L_n \), where \( L_r \) is the simplicial complex consisting only of the two 0-simplexes \( a_r \) and \( a_r' \). Similarly the triangulation \( K \) of \( E^n \) is \( a^0 \ast L \).

If \( K \) is a simplicial complex in \( \mathbb{R}^m \) and \( L \) is a simplicial complex in \( \mathbb{R}^n \), we can construct a representative for \( K \ast L \) in \( \mathbb{R}^{m+n+1} \) as follows. Since \( \mathbb{R}^{m+n+1} = \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^1 \), a point of \( \mathbb{R}^{m+n+1} \) can be specified by three co-ordinates \((x, y, z)\), where \( x \in \mathbb{R}^m \), \( y \in \mathbb{R}^n \) and \( z \in \mathbb{R}^1 \); also \( K \) and \( L \) may be thought of as simplicial complexes in \( \mathbb{R}^{m+n+1} \), by regarding \( \mathbb{R}^m \) as \((\mathbb{R}^m, 0, 0)\) and \( \mathbb{R}^n \) as \((0, \mathbb{R}^n, 1)\). Now if \((a^0, \ldots, a^i)\) and \((b^0, \ldots, b^j)\) are simplexes of \( K \) and \( L \) respectively, the points
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(a_0, 0, 0), \ldots, (a_t, 0, 0), (0, b_0, 1), \ldots, (0, b_t, 1) are independent, since the equations

\[ \lambda_0 + \cdots + \lambda_r + \mu_0 + \cdots + \mu_s = 0, \]
\[ \lambda_0(a_0, 0, 0) + \cdots + \lambda_r(a_t, 0, 0) + \mu_0(0, b_0, 1) + \cdots + \mu_s(0, b_t, 1) = (0, 0, 0) \]

clearly imply \( \lambda_0 = \cdots = \lambda_r = \mu_0 = \cdots = \mu_s = 0 \). Thus all the simplexes of \( K \ast L \) can be filled in; and to show that this has constructed a realization of \( \mathcal{K} \ast \mathcal{L} \), it is sufficient, by Proposition 2.3.6(b), to show that the interiors of distinct simplexes are disjoint. This is obvious for simplexes of \( K \) or \( L \), and if \( x \) is in the interior of \((a_0, \ldots, a_t, b'_0, \ldots, b'_t)\), it is easy to see that \( x \) has the form \((1 - \lambda)y, \lambda z, \lambda\), where \( y \) is in the interior of \((a_0, \ldots, a_t)\), \( z \) is in the interior of \((b'_0, \ldots, b'_t)\), and \( 0 < \lambda < 1 \). But the coordinates of \( x \) fix \( \lambda, y \) and \( z \), so that \( x \) cannot be in the interior of any other simplex.

It follows that \( |K \ast L| \) may be regarded as the set of points \(((1 - \lambda)y, \lambda z, \lambda)\) in \( R^{n+s+1} \), for all \( y \in |K|, z \in |L| \) and \( 0 \leq \lambda \leq 1 \).

Consequently, given two more simplicial complexes \( M \) and \( N \), and continuous (not necessarily simplicial) maps \( f: |K| \rightarrow |M|, g: |L| \rightarrow |N| \), we obtain a continuous map \( f \ast g: |K \ast L| \rightarrow |M \ast N| \) by setting \((f \ast g)((1 - \lambda)y, \lambda z, \lambda) = ((1 - \lambda)f(y), \lambda g(z), \lambda)\). In particular, if \( f \) and \( g \) are homeomorphisms, so is \( f \ast g \), since it has an obvious inverse. This means that we can unambiguously write \( |K| \ast |L| \) for \( |K \ast L| \): for example, since each \( L \), in Example 2.3.18 is a triangulation of \( S^0 \), it makes sense to say that \( S^{n-1} \) is homeomorphic to the join of \( n \) copies of \( S^0 \). (Indeed, one can define the join of any two topological spaces: see Chapter 6, Exercise 3.)

### 2.4 Homotopy and homeomorphism of polyhedra

This section is concerned with some general results about homotopy and homeomorphism of polyhedra that will be needed later. The reader may care to miss this section at first reading, therefore, and return to it when necessary for the proofs of these results.

The first theorem states that polyhedral pairs possess the absolute homotopy extension property: that is, any homotopy of the subpolyhedron can be extended to a homotopy of the large polyhedron, so as to start with any given continuous map.

**Theorem 2.4.1** Let \( (K, L) \) be a simplicial pair. Given a space \( X \), a homotopy \( F: |L| \times I \rightarrow X \), and a map \( g: |K| \rightarrow X \) such that the
restriction of \( g \) to \(|L| \times 0\), there exists a homotopy \( G: |K| \times I \to X \), such that the restriction of \( G \) to \(|K| \times 0 \) is \( g \) and the restriction of \( G \) to \(|L| \times I \) is \( F \).

**Proof.** Given a simplex \( \sigma \) of \( K \), let \( \rho: \sigma \times I \to (|\hat{\sigma}| \times I) \cup (\sigma \times 0) \) be the projection map from \((\hat{\sigma}, 2)\), where \( \hat{\sigma} \) is the barycentre of \( \sigma \). Clearly \( \rho \) is a retraction: see Fig. 2.4.
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Now if we write \( M^r \) for \(|K^r| \cup |L|\), these retractions can be fitted together, by Proposition 1.4.15(d), to yield a retraction

\[
\rho: (M^r \times I) \cup (|K| \times 0) \to (M^{r-1} \times I) \cup (|K| \times 0)
\]

and hence, by induction on \( r \), a retraction

\[
\rho: (|K| \times I) \to (|L| \times I) \cup (|K| \times 0).
\]

But \( F \) and \( g \) fit together to give a map \( F \), say, from \((|L| \times I) \cup (|K| \times 0) \to X\); the composite \( F \rho: |K| \times I \to X \) is then the homotopy \( G \) that we require.

For an example of a pair of spaces that does not possess the absolute homotopy extension property, see Exercise 11.

The other important theorem in this section concerns the problem of deciding when two polyhedra are homeomorphic. The usual practical method is that outlined at the beginning of Section 2.2, which
will be developed further in Chapters 3 and 4. As has already been pointed out, however, the algebraic invariants constructed there suffer from the disadvantage that they are homotopy-type invariants, and so at first sight are useless for distinguishing between two polyhedra that are homotopy-equivalent, but not homeomorphic.

There is however a trick that can sometimes be used to overcome this disadvantage. The idea is that, given simplicial complexes $K$ and $L$, one should construct certain subcomplexes whose polyhedra are homotopy-equivalent if $|K|$ and $|L|$ are homeomorphic, but not necessarily if $|K|$ and $|L|$ are merely homotopy-equivalent. The algebraic machinery can be applied in favourable circumstances to show that the subpolyhedra are not homotopy-equivalent, so that $|K|$ and $|L|$ are not homeomorphic, even though it may happen that $|K| \simeq |L|$.

In order to state and prove the theorem involved, a few preliminary definitions and results are necessary.

**Definition 2.4.2** Let $K$ be a simplicial complex. For each point $x$ of $|K|$, the *simplicial neighbourhood* of $x$, $N_K(x)$, is the set of simplexes of $K$ that contain $x$, together with all their faces. The *link* of $x$, $L_K(x)$, is the subset of simplexes of $N_K(x)$ that do not contain $x$. Clearly $N_K(x)$ and $L_K(x)$ are subcomplexes of $K$.

For each simplex $\sigma$ of $K$, the *star* of $\sigma$, $st_K(\sigma)$, is the union of the interiors of the simplexes of $K$ that have $\sigma$ as a face.

The suffix $K$ will often be omitted, if it is clear to which complex we refer.

For examples of $N(x)$, $Lk(x)$ and $st(\sigma)$, see Fig. 2.5.
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Now Proposition 2.3.6(b) shows that each $x$ in $|K|$ is in the interior of a unique simplex $\sigma$ of $K$, so that it is easy to relate $N(x)$, $Lk(x)$ and $st(\sigma)$. 
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**Proposition 2.4.3** For each simplex $\sigma$ of $K$, $\text{st}(\sigma)$ is an open set. If $x$ is any point in the interior of $\sigma$, then

$$\text{st}(\sigma) = |N(x)| - |Lk(x)|.$$  

**Proof.** Let $K_0$ be the set of simplexes of $K$ that do not have $\sigma$ as a face. Clearly $K_0$ is a subcomplex, so that $|K_0|$ is closed by Proposition 2.3.6(c). But Proposition 2.3.6(b) shows that $\text{st}(\sigma) = |K| - |K_0|$, which is therefore open. Similarly $\text{st}(\sigma) = |N(x)| - |Lk(x)|$ for any $x$ in the interior of $\sigma$. 

$N(x)$ and $Lk(x)$ also have convenient 'convexity' properties.

**Proposition 2.4.4** If $y \in |N(x)|$, then all points on the straight-line segment $xy$ lie in $|N(x)|$. Moreover, each straight-line segment starting from $x$ meets $Lk(x)$ in exactly one point.

**Proof.** If $y \in |N(x)|$, then $y$ is in a simplex $\tau$ that contains $x$. By Proposition 2.3.3, $\tau$ is convex, so that all points of the segment $xy$ lie in $\tau$, and hence are in $|N(x)|$.

Now consider a straight-line segment $l$ starting from $x$, and let $y$ be the 'last point' in $l \cap |N(x)|$; more precisely, let $y$ be the point on $l$ for which $d(x, y) = \sup \{d(x, y') \mid y' \in l \cap |N(x)|\}$: see Fig. 2.6.

Then $y \neq x$, since $|N(x)| \supset \text{st}(\sigma)$, which is open ($\sigma$ is the simplex that contains $x$ in its interior). On the other hand $|N(x)|$ is closed, and so contains $y$. Thus $y$ is in the interior of $\tau$, say, where $x \notin \tau$, for otherwise we could produce the segment $xy$ further and still remain in $|N(x)|$. That is, $y \in |Lk(x)|$.

It remains to prove that no other point of $l$ is in $|Lk(x)|$. Now points of $l$ further from $x$ than $y$ are not in $|N(x)|$, and so are certainly
not in $|\text{Lk}(x)|$. On the other hand, if $\xi$ is the simplex spanned by the vertices of $\sigma$ and $\tau$, then all points of $xy$ other than $x$ and $y$ are in the interior of $\xi$ ($\xi$ exists since $\tau$ must be a face of a simplex containing $x$, and so containing $\sigma$). Thus all points of $xy$ except $y$ are in $\text{st}(\sigma)$, and so are not in $|\text{Lk}(x)|$.

The main theorem states that, given simplicial complexes $K$ and $L$, and a homeomorphism $f: |K| \to |L|$, then $|\text{Lk}_K(x)| \simeq |\text{Lk}_L(f(x))|$ for each $x \in |K|$. It is convenient, however, to prove a slightly more general result.

**Theorem 2.4.5** Let $K$ and $L$ be simplicial complexes, and let $f: |K| \to |L|$ be a homeomorphism onto a subspace of $|L|$. Then for each $x \in |K|$ such that $f(x)$ is contained in an open set $U$ of $|L|$, with $U$ contained in $f(|K|)$, we have $|\text{Lk}_K(x)| \simeq |\text{Lk}_L(f(x))|$. 

**Proof.** Suppose that $f(x)$ is in the interior of a simplex $\sigma$ of $L$. Then $f(x) \in U \cap \text{st}(\sigma) \subseteq |\text{N}_L(f(x))|$, so that $f^{-1}(U \cap \text{st}(\sigma))$ is an open set containing $x$, whose image under $f$ is contained in $|\text{N}(f(x))|$. For each real number $\lambda$, with $0 < \lambda \leq 1$, let $\lambda|\text{N}_K(x)|$ be the set of points of $|\text{N}(x)|$ of the form $(1 - \lambda)x + \lambda y$, where $y \in |\text{N}(x)|$: thus $\lambda|\text{N}(x)|$ is $|\text{N}(x)|$ 'magnified by a factor $\lambda$', and $\lambda|\text{N}(x)|$ is homeomorphic to $|\text{N}(x)|$. Since $f^{-1}(U \cap \text{st}(\sigma))$ is open, and $|\text{N}(x)|$ is bounded, there exists such a $\lambda$, so that 

$$x \in \lambda|\text{N}(x)| \subseteq f^{-1}(U \cap \text{st}(\sigma)),$$

and hence 

$$f(x) \in f(\lambda|\text{N}(x)|) \subseteq |\text{N}(f(x))|.$$ 

Similarly, there exist $\mu$ and $\nu$, such that 

$$f(x) \in f(\nu|\text{N}(x)|) \subseteq \mu|\text{N}(f(x))| \subseteq f(\lambda|\text{N}(x)|) \subseteq |\text{N}(f(x))|.$$ 

see Fig. 2.7.
With an obvious notation, let \( y \) be a point of \( \mu|\text{Lk}(f(x))| \). By Proposition 2.4.4, we can define a map \( \phi: \mu|\text{Lk}(f(x))| \rightarrow f(\nu|\text{Lk}(x)|) \) by projecting \( f^{-1}(y) \) along the straight line through \( x \) in \( \lambda|N(x)| \) and then applying \( f \). Similarly, we can define \( \psi: f(\nu|\text{Lk}(x)|) \rightarrow \mu|\text{Lk}(f(x))| \) by radial projection from \( f(x) \) in \( \mu|N(f(x))| \); see Fig. 2.7.

Now let \( F: \mu|\text{Lk}(f(x))| \times I \rightarrow |N(f(x))| - f(x) \) be the homotopy formed by ‘sticking together’, as in the proof of Proposition 2.2.7, the linear homotopy between \( f^{-1} \) and \( f^{-1}\phi \), composed with \( f \), and the linear homotopy between \( \phi \) and \( \psi\phi \). Thus \( F \) is a homotopy between \( I \) and \( \psi\phi \). So if \( g: |N(f(x))| - f(x) \rightarrow \mu|\text{Lk}(f(x))| \) is the radial projection map from \( f(x) \), the composite

\[
gF: \mu|\text{Lk}(f(x))| \times I \rightarrow \mu|\text{Lk}(f(x))|
\]

is a homotopy between \( I \) and \( \psi\phi \). Similarly \( \phi\psi \simeq 1 \), so that \( \mu|\text{Lk}(f(x))| \simeq f(\mu|\text{Lk}(x)|) \). Since \( \mu|\text{Lk}(f(x))| \) is homeomorphic to \( |\text{Lk}(f(x))| \) and \( f(\mu|\text{Lk}(x)|) \) to \( |\text{Lk}(x)| \), this proves that \( |\text{Lk}(f(x))| \simeq |\text{Lk}(x)| \).

The result of Theorem 2.4.5 need not be true if \( f: |K| \rightarrow |L| \) is merely a homotopy equivalence. For example, let \( K = K(\sigma) \), where \( \sigma \) is a 2-simplex, and let \( L \) be a single vertex. Certainly \( |K| \simeq |L| \) as in Example 2.2.13; but if \( x \) is in the interior of \( \sigma \), then \( |\text{Lk}_K(x)| \) is homeomorphic to \( S^1 \), and if \( a \) is the vertex of \( L \), \( |\text{Lk}_L(a)| \) is empty.

It follows, of course, that \( |K| \) is not homeomorphic to \( |L| \). Indeed, the same method will show that no two simplicial complexes of different dimensions can have homeomorphic polyhedra, although since the proof involves some homology theory, we must postpone it to Chapter 4.

### 2.5 Subdivision and the Simplicial Approximation Theorem

When simplicial maps were introduced in Section 2.3, it was remarked that any continuous map between polyhedra may be approximated by a simplicial map. The purpose of this section is to make this statement precise, and to prove it.

A map \( g \) is regarded as an ‘approximation’ to a map \( f \) if \( f \) and \( g \) are homotopic. Thus we seek to construct simplicial maps that are homotopic to a given continuous map, and these simplicial maps will usually be simplicial approximations, in the sense of the following definition.

**Definition 2.5.1** Given simplicial complexes \( K \) and \( L \), and a continuous map \( f: |K| \rightarrow |L| \), a simplicial map \( g: |K| \rightarrow |L| \) is called...
a simplicial approximation to \( f \) if, for each vertex \( a \) of \( K \), \( f(\text{st}_K(a)) \subseteq \text{st}_L(g(a)) \) (see Definition 2.4.2).

Notice that a simplicial map is always a simplicial approximation to itself. For if \( f \) is a simplicial map, any simplex of \( K \) having \( a \) as a vertex is mapped by \( f \) to a simplex of \( L \) having \( f(a) \) as a vertex; hence \( f(\text{st}_K(a)) \subseteq \text{st}_L(f(a)) \) for each vertex \( a \) of \( K \).

Before justifying the introduction of simplicial approximations, by showing that they are always homotopic to the original maps, it is useful to have a criterion for their existence.

**Proposition 2.5.2** Let \( K \) and \( L \) be simplicial complexes, and let \( f: |K| \to |L| \) be a continuous map. If, for each vertex \( a \) of \( K \), a vertex \( b \) of \( L \) can be found, such that \( f(\text{st}_K(a)) \subseteq \text{st}_L(b) \), then there exists a simplicial approximation \( g \) to \( f \), such that \( g(a) = b \) for each vertex of \( K \).

**Proof.** It is necessary only to check that \( g(a^0), g(a^1), \ldots, g(a^n) \) span a simplex of \( L \) whenever \( a^0, a^1, \ldots, a^n \) span a simplex of \( K \), since \( g \) can then be extended linearly to the interiors of the simplexes of \( K \).

Let \( x \) be a point in the interior of the simplex \( (a^0, a^1, \ldots, a^n) \). Then
\[
x \in \text{st}(a^0) \cap \text{st}(a^1) \cap \cdots \cap \text{st}(a^n).
\]
Thus
\[
\begin{align*}
f(x) & \in f(\text{st}(a^0)) \cap f(\text{st}(a^1)) \cap \cdots \cap f(\text{st}(a^n)) \\
& \subseteq \text{st}(g(a^0)) \cap \text{st}(g(a^1)) \cap \cdots \cap \text{st}(g(a^n)).
\end{align*}
\]
So the unique simplex of \( L \) that contains \( f(x) \) in its interior must have each \( g(a^i) \) as a vertex, and so has a face spanned by \( g(a^0), g(a^1), \ldots, g(a^n) \).

We show now that a simplicial approximation is homotopic to the original map.

**Theorem 2.5.3** Let \( K \) and \( L \) be simplicial complexes, and let \( f: |K| \to |L| \) be a continuous map. Then any simplicial approximation \( g \) to \( f \) is homotopic to \( f \). Moreover, the homotopy is relative to the subspace of \( |K| \) of those points \( x \) such that \( f(x) = g(x) \).

**Proof.** Take a point \( x \) of \( |K| \), and suppose that \( x \) is in the interior of the simplex \( (a^0, a^1, \ldots, a^n) \). By the proof of Proposition 2.5.2, \( f(x) \) lies in the interior of a simplex of \( L \) that has each \( g(a^i) \) as a vertex, and so also contains \( g(x) \). It follows that the straight-line segment joining \( f(x) \) and \( g(x) \) is contained in \( |L| \), and so \( f \) and \( g \) are homotopic by Theorem 2.2.3. By construction, this homotopy is relative to the subspace of \( |K| \) where \( f \) and \( g \) coincide.
Corollary 2.5.4 Let \((K, L)\) and \((M, N)\) be simplicial pairs, and let \(f: (|K|, |L|) \to (|M|, |N|)\) be a map of pairs. If \(g\) is any simplicial approximation to \(f: |K| \to |M|\), then \(g(|L|) \subset |N|\), and \(f \simeq g\) as maps of pairs.

Proof. Let \(x\) be any point of \(|L|\). Then \(f(x)\), being in \(|N|\), is in the interior of a unique simplex of \(N\), that also contains \(g(x)\): that is, \(g(x) \in |N|\). Moreover, the line segment joining \(f(x)\) and \(g(x)\) is also contained in \(|N|\).

Not surprisingly, the composite of two simplicial approximations is again a simplicial approximation.

Proposition 2.5.5 Given simplicial complexes \(K\), \(L\), and \(M\), continuous maps \(f_1: |K| \to |L|\) and \(f_2: |L| \to |M|\), and simplicial approximations \(g_1\), \(g_2\) to \(f_1\), \(f_2\) respectively, then \(g_2g_1\) is a simplicial approximation to \(f_2f_1\).

Proof. For each vertex \(a\) of \(K\),
\[
\begin{align*}
f_2f_1(st_K(a)) & \subset f_2(st_L(g_1(a))) \\
& \subset st_M(g_2g_1(a)).
\end{align*}
\]

Example 2.5.6 Let \(K\) be the simplicial complex consisting of 1-simplexes \((a^0, a^1), (a^1, a^2), (a^2, a^3)\) and all their vertices, and let \(L\) be the simplicial complex consisting of 2-simplexes \((b^0, b^1, b^2), (b^0, b^2, b^3), (b^1, b^2, b^3), (b^1, b^3, b^4)\) and all their faces. Let \(f: |K| \to |L|\) be the continuous map taking \(a^i\) to \(c^i\) \((0 \leq i \leq 3)\), as shown in Fig. 2.8.
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Now
\[
\begin{align*}
f(st(a^0)) & = st(b^0) \cap st(b^2), \\
f(st(a^1)) & = st(b^2), \\
f(st(a^2)) & = st(b^1), \\
f(st(a^3)) & = st(b^1) \cap st(b^3).
\end{align*}
\]
Thus one possible simplicial approximation to \( f \) is \( g \), the simplicial map sending \( a^0, a^1, a^2, a^3 \) to \( b^0, b^2, b^1, b^1 \) respectively.

Two points should be noticed about Example 2.5.6.

(a) Another simplicial approximation to \( f \) is \( g' \), the simplicial map sending \( a^0, a^2, a^3 \) to \( b^2, b^2, b^1 \) respectively. Thus if a simplicial approximation exists, it may not be unique. However, Theorem 2.5.3 assures us that any two simplicial approximations to \( f \) are each homotopic to \( f \), and so are themselves homotopic.

(b) If the vertices \( a^1 \) and \( a^2 \) were removed from \( K \), thus making \( K \) into \( K(a^0, a^3) \), there would be no simplicial approximation to \( f \), since then \( f(\text{st}(a^0)) \) would be \( f(|K|) \), which is not contained in the star of any vertex of \( L \). Thus not every map has a simplicial approximation.

At first sight the situation revealed in (b) means that our search for simplicial approximations is bound to fail in general. However, the reason for the lack of a simplicial approximation in (b) is that the simplexes of \( K(a^0, a^3) \) are too large: if \( (a^0, a^3) \) is subdivided by reintroducing the vertices \( a^1 \) and \( a^2 \), the simplexes are then small enough to make the method of Proposition 2.5.2 work. This is the situation we face in general: there may be no simplicial approximation to a given continuous map \( f: |K| \rightarrow |L| \), but if the simplexes of \( K \) are subdivided enough, a simplicial approximation can always be shown to exist, by using Theorem 1.4.35.

We must obviously investigate more closely the idea of subdivision. In general, a subdivision of a simplicial complex \( K \) is another simplicial complex \( K' \), obtained by 'chopping up' the simplexes of \( K \). A systematic way of doing this is to introduce a new vertex at the barycentre of each simplex of \( K \), and then to join up the vertices. For example, let \( K \) be the complex \( K(a^0, a^1, a^2) \) formed from a single 2-simplex. The new vertices are \( b^0 = \frac{1}{3}(a^1 + a^2), b^1 = \frac{1}{3}(a^2 + a^0), b^2 = \frac{1}{3}(a^0 + a^1) \) and \( c = \frac{1}{3}(a^0 + a^1 + a^2) \); these are joined up as in Fig. 2.9.

[Fig. 2.9]
In this way $K$ is replaced by a new simplicial complex $K'$, that has more, but smaller, simplexes than $K$. Obviously the process of 'barycentric subdivision' could be repeated as often as necessary to make the simplexes as small as we please.

In practice it may be necessary to subdivide only a part of a simplicial complex $K$, so as to leave alone a given subcomplex. For example, in Fig. 2.9 we might not wish to subdivide the subcomplex $L = K(a^0, a^2)$. This can be done by omitting the vertex $b^1$ and the simplex $(c, b^1)$ in the subdivision, so as to retain $(a^0, a^2, c)$ as a single simplex. Such a subdivision is called a subdivision relative to $L$, and the subdivided simplicial complex is called the derived complex of $K$, relative to $L$.

The precise definition proceeds by induction on the dimensions of the skeletons of $K$.

**Definition 2.5.7** Let $L$ be a subcomplex of a simplicial complex $K$. The derived complex of $K$, relative to $L$, written $(K, L)'$, is defined as follows.

Let $M^n = K^n \cup L$, a subcomplex of $K$ that contains $L$. Define $(M^0, L)' = M^0$, and suppose, inductively, that $(M^r, L)'$ has been defined for all $0 \leq r < n$, in such a way that

(a) $(M^r, L)'$ is a simplicial complex, containing $L$ as a subcomplex;
(b) $|(M^r, L)'| = |M^r|$;
(c) each simplex of $(M^r, L)'$ is contained in a simplex of $M^r$;
(d) if $N$ is a subcomplex of $M^r$, there exists a subcomplex $N'$ of $(M^r, L)'$ such that $|N| = |N'|$.

Certainly (a)–(d) are satisfied if $r = 0$. Now if $\sigma$ is an $n$-simplex of $K - L$, the boundary $\partial \sigma$ is a subcomplex of $M^{n-1}$, so that by (d) there exists a subcomplex $(\partial \sigma)'$ of $(M^{n-1}, L)'$ such that $|\partial \sigma| = |(\partial \sigma)'|$. If $r = (b^0, b^1, \ldots, b')$ is a simplex of $(\partial \sigma)'$, write $\partial \tau$ for the simplex $(\partial, b^0, b^1, \ldots, b')$, where $\partial$ is the barycentre of $\sigma$ (it follows from (c) that the vertices of $\partial \tau$ are independent). Define

$$(M^n, L)' = (M^{n-1}, L)' \cup \{(\partial)\} \cup \{(\partial\sigma)\},$$

where $\sigma$ runs through all $n$-simplexes of $K - L$, and $\tau$ through all simplexes in each $(\partial \sigma)'$.

To justify this definition, we must check that $(M^n, L)'$ also satisfies conditions (a)–(d).

**Proposition 2.5.8** $(M^n, L)'$ satisfies (a)–(d).

**Proof.**

(a) We have to check (a) and (b) of Definition 2.3.5. In (b), three cases arise.
(i) Let $\xi \in (M^{n-1}, L)'$, and $\eta$ be of form $\partial \tau$: then $\xi \cap \eta = \xi \cap \tau$
since $\sigma \notin M^{n-1}$, which by induction either is empty or is a common
face.

(ii) If $\xi, \eta$ are of form $\partial \tau, \partial \mu$ respectively, then $\xi \cap \eta = \partial(\tau \cap \mu)$;
again $\tau \cap \mu$ is either empty or a common face.

(iii) Lastly, if $\xi, \eta$ are of form $\partial \tau, \partial \mu$, where $\sigma \neq \nu$, then $\xi \cap \eta = 
\tau \cap \mu$.

To prove (a), it is sufficient to consider a simplex of the form $\partial \tau$, where $\sigma$ is an $n$-simplex of $K - L$. Its faces are of the form $(\partial)$, $\xi$, or $\partial \xi$, where $\xi$ is a face of $\tau$; clearly each of these is in $(M^n, L)'$.

(b) We have

$$|(M^n, L)'| = |(M^{n-1}, L)'| \cup \cup (\partial \tau)$$

$$= |M^{n-1}| \cup \cup (\partial \tau).$$

On the other hand $|M^n| = |M^{n-1}| \cup \cup (\sigma)$, where $\sigma$ runs over the
$n$-simplexes of $K - L$. For each such $\sigma$, and $\tau \in (\partial)'$, we have
$\partial \tau \subseteq \sigma$ since $\tau \subseteq |\sigma|$; conversely $\sigma \subseteq \cup (\partial \tau)$, for $\tau \in (\partial)'$, since the
union of such $\tau$ is $|(\partial)'| = |\sigma|$. Hence $\cup (\partial \tau) = \cup (\sigma)$, and

$$|(M^n, L)'| = |M^n|.$$ 

(c) Obviously if $\tau$ is contained in a simplex of $\partial$, then $\partial \tau \subseteq \sigma$.

(d) $N \cap M^{n-1}$ is a subcomplex of $M^{n-1}$, by Proposition 2.3.6(d).

Thus there exists a subcomplex $P'$ of $(M^{n-1}, L)'$, such that
$|N \cap M^{n-1}| = |P'|$. Define

$$N' = P' \cup (\partial \tau) \cup \{(\partial)\},$$

for all $n$-simplexes $\sigma$ of $(K - L) \cap N$, and all $\tau$ in each $(\partial)'$. As in the
proof of (a) and (b), $N'$ is a subcomplex of $(M^n, L)'$, and $|N| = |N'|$.
(Really all we have done is to define $N' = (N, L \cap N)'$.)

Finally, define $(K, L)' = (M^n, L)'$, where $K$ has dimension $m$.

Thus $(K, L)'$ is a simplicial complex such that $|(K, L)'| = |K|$, every simplex of $(K, L)'$ is contained in a simplex of $K$, and for any
subcomplex $N$ of $K$, there exists a subcomplex $N'$ of $(K, L)'$ such that
$|N| = |N'|$.

If $L$ happens to be empty, $K$ is called just the derived complex of $K$, and is usually written $K'$.

**Example 2.5.9** Let $K$ be the simplicial complex consisting of the
2-simplexes $(a^0, a^1, a^2)$, $(a^0, a^2, a^3)$ and $(a^2, a^3, a^4)$, together with all
their faces, and let $L$ be the subcomplex consisting of $(a^0, a^1, a^2)$ and its faces: see Fig. 2.10.
First, \((M^0, L)' = M^0 = L \cup (a^3) \cup (a^4)\). \((M^1, L)'\) is next obtained by filling in the barycentre of each 1-simplex of \(K - L\), thus chopping each of these 1-simplexes in half. Finally \((K, L)' = (M^2, L)'\) is constructed by filling in the barycentres of \((a^0, a^2, a^3)\) and \((a^2, a^3, a^4)\), and joining them up to the (chopped-up) boundaries of \((a^0, a^2, a^3)\) and \((a^2, a^3, a^4)\). The resulting simplicial complex has twelve 2-simplexes, as shown in Fig. 2.10.

The following alternative description of \((K, L)'\) may help the reader to familiarize himself with the idea of the derived complex.

**Proposition 2.5.10** The vertices of \((K, L)\)' are the barycentres of the simplexes of \(K - L\), together with the vertices of \(L\). Distinct points \(\sigma_m, \ldots, \sigma_0, a^5, \ldots, a^n\) (with \(\dim \sigma > \dim \sigma_{-1}\)) span a simplex of \((K, L)\)' if and only if \(a^5, \ldots, a^n\) span a simplex \(\sigma\) of \(L\), and \(\sigma_m > \ldots > \sigma_0 > \sigma\).

**Proof.** That the vertices of \((K, L)'\) are as stated, follows immediately from the definition. If \(\sigma = (a^0, \ldots, a^n)\) is a simplex of \(L\), and \(\sigma_m > \ldots > \sigma_0 > \sigma\), then \((\sigma_m, \ldots, \sigma_0, a^0, \ldots, a^n)\) is a simplex of \((K, L)'\), since we may assume inductively that \((\sigma_{m-1}, \ldots, \sigma_0, a^0, \ldots, a^n)\) \(\in (K, L)'\), and then use Definition 2.5.7. On the other hand if \((\sigma_m, \ldots, \sigma_0, a^0, \ldots, a^n)\) is a simplex of \((K, L)'\) then so is \((\sigma_{m-1}, \ldots, \sigma_0, a^0, \ldots, a^n)\), and we may assume inductively that this implies that \((a^0, \ldots, a^n)\) is a simplex of \(L\), and \(\sigma_{m-1} > \ldots > \sigma_0 > \sigma\). But

\[(\sigma_{m-1}, \ldots, \sigma_0, a^0, \ldots, a^n) \subset \sigma_{m-1},\]

and we must have \(\sigma_{m-1} \in \sigma_m\), so that \(\sigma_m > \sigma_{m-1}\).
Corollary 2.5.11 If \( L \) is a subcomplex of \( K \), then \( L \) is ‘full’ in \((K, L)\)', that is, each simplex of \((K, L)' - L \) meets \(|L| \) (if at all) in a face.

The process of subdivision can of course be iterated. The \( r \)th derived complex of \( K \), relative to \( L \), is defined inductively by the rule \((K, L)^{(0)} = V, (K, L)^{(r)} = ((K, L)^{(r-1)}, L)' \) \((r > 0)\). Similarly, we write \( K^{(0)} = K, K^{(r)} = (K^{(r-1)})' \), if \( L \) is empty.

Corollary 2.5.12 \( L \) is full in \((K, L)^{(r)}\), for all \( r > 0 \).

The result of Corollary 2.5.12 is not in general true if \( r = 0 \): for example, let \( K = K(\sigma) \), where \( \sigma \) is a 2-simplex, and let \( L = \sigma \). It is clear that \( \sigma \cap |L| = |\sigma| \), which is more than just a face of \( \sigma \).

We have seen that \(|(K, L)'| = |K| \), although in neither direction is the identity map simplicial. However, by using Proposition 2.5.2 it is easy to construct a simplicial approximation to 1: \(|(K, L)'| \to |K| \). Now each vertex of \((K, L)'\) is a barycentre of a simplex \( \sigma \) of \( K \) (possibly a 0-simplex of \( L \)); for each \( \sigma \), choose any vertex \( a \) of \( \sigma \).

Proposition 2.5.13 There exists a simplicial approximation \( h \) to 1: \(|(K, L)'| \to |K| \), such that \( h(\partial) = a \) for each \( \partial \).

Proof. By Proposition 2.5.2, it is sufficient to show that \( st_{(K, L)'}(\partial) \subset st_K(a) \), for each \( \partial \). If \( \tau \) is a simplex of \((K, L)'\) having \( \partial \) as a vertex, there exists a simplex \( \mu \) of \( K \) such that \( \tau \subset \mu \), and the interior of \( \tau \) is contained in the interior of \( \mu \). Since \( \partial \in \mu, \sigma \) must be a face of \( \mu \); thus \( a \) is a vertex of \( \mu \), so that the interior of \( \tau \) is contained in \( st_K(a) \).

Notice that for each \( n \)-simplex \( \sigma \) of \( K \), and for each \( n \)-simplex \( \tau \) of \((K, L)'\) that \( \tau \) is contained in \( \sigma \), \( h(\tau) \subset \sigma \). It follows that \( h(\tau) = \sigma \) for just one such \( \tau \). For suppose this is true for simplexes of dimension less than \( n \) (it is certainly true for 0-simplexes). If \( \sigma \in L \), then \( h(\sigma) = \sigma \); if \( \sigma \not\in L \), then each \( n \)-simplex of \((K, L)'\) contained in \( \sigma \) is of the form \((\partial, b^1, \ldots, b^n)\). If \( h(\partial) = a \), then \( h(\partial, b^1, \ldots, b^n) = \sigma \) if and only if \((b^1, \ldots, b^n)\) is contained in the \((n - 1)\)-face \( \mu \) of \( \sigma \) obtained by omitting \( a \), and \( h(b^1, \ldots, b^n) = \mu \); but by induction this is true for just one such \((b^1, \ldots, b^n)\).

The purpose of introducing subdivisions was that their simplexes should be in some sense ‘smaller’ than those of the original simplicial complex. In order to make this precise, we make the following definition.

Definition 2.5.14 The star covering of a simplicial complex \( K \) is the set of stars of vertices of \( K \). By Proposition 2.4.3, the star covering
§2.5 THE SIMPLICIAL APPROXIMATION THEOREM

is an open covering of $|K|$. The mesh of an open covering of a metric space is defined to be the supremum of the diameters of the open sets of the covering, and the mesh of a simplicial complex $K$, written $\text{mesh } K$, is the mesh of its star covering.

If we consider only the 'non-relative' derived complexes, the mesh can be made as small as we please by subdividing enough times.

**Proposition 2.5.15** Given a simplicial complex $K$, and a number $\varepsilon > 0$, there exists an integer $r$ such that $\text{mesh } K^{(r)} < \varepsilon$.

**Proof.** Let $\lambda$ be the maximum of the lengths of the 1-simplexes of $K$. It is easy to see that the diameter of each simplex of $K$ cannot exceed $\lambda$. Thus if $a$ is a vertex and $x \in st(a)$, then $d(x, a) \leq \lambda$, so that the diameter of $st(a)$ is at most $2\lambda$, and $\text{mesh } K \leq 2\lambda$.

Similarly, let $\lambda'$ be the maximum of the lengths of the 1-simplexes of $K'$; say $\lambda'$ is the length of $r$. Now $r$ is contained in some $n$-simplex $\sigma$ of $K$, so that $\lambda' \leq [n/(n + 1)]l$, where $l$ is the length of some line segment in $\sigma$. Hence

$$\lambda' \leq \frac{N}{N+1}\lambda,$$

where $N$ is the dimension of $K$. Hence if $\lambda^{(r)}$ is the maximum of the lengths of the 1-simplexes of $K^{(r)}$, we have

$$\text{mesh } K^{(r)} \leq 2\lambda^{(r)} \leq 2\left[\frac{N}{N+1}\right]^{r}\lambda.$$

Since $\left[\frac{N}{N+1}\right]^{r} \to 0$ as $r \to \infty$, the required result follows. \[\blacksquare\]

One form of the Simplicial Approximation Theorem can be deduced immediately.

**Theorem 2.5.16** Let $K$ and $L$ be simplicial complexes, and let $f: |K| \to |L|$ be a continuous map. Then there exists an integer $r$ such that $f: |K^{(r)}| \to |L|$ has a simplicial approximation.

**Proof.** Consider the sets $f^{-1}(st(b))$, for each vertex $b$ of $L$. These sets form an open covering of $|K|$, and by Theorem 1.4.35 this open covering has a Lebesgue number $\delta$, say. Choose $r$, so that $\text{mesh } K^{(r)} < \delta$: then for each vertex $a$ of $K^{(r)}$ there exists a vertex $b$ of $L$ such that $st(a) \subset f^{-1}(st(b))$, or $f(st(a)) \subset st(b)$. Hence by Proposition 2.5.2 $f$ has a simplicial approximation. \[\blacksquare\]

**Corollary 2.5.17** Given simplicial complexes $K$ and $L$, the set $[|K|, |L|]$ is countable.

**Proof.** We need consider only simplicial maps $f: |K^{(r)}| \to |L|$, for various $r$, since each homotopy class of maps contains such a map.
But for each $r$ there exists only a finite number of simplicial maps $f: |K^{(r)}| \to |L|$, since $K^{(r)}$ and $L$ have only a finite number of vertices.

Theorem 2.5.16 is what is usually referred to as the Simplicial Approximation Theorem. However, for many purposes it is useful to have a somewhat more refined version. Suppose that $M$ is a subcomplex of $K$, and that $f: |K| \to |L|$ is a continuous map such that $f| |M|$ is already simplicial. We should like to find a simplicial approximation to $f$ that actually coincides with $f$ on $|M|$; and this is clearly not possible unless $K$ is subdivided relative to $M$. A difficulty then arises, since Proposition 2.5.15 is no longer true, because the simplexes of $M$ are unchanged under subdivision. Indeed, it is not even true that all simplexes not in $M$ get smaller, because those that meet $M$ have a face in $M$ that is not subdivided. The most that can be said is the following.

**Definition 2.5.18** Given a simplicial complex $K$ and a subcomplex $M$, the *supplement* of $M$ in $K$, $\overline{M}$, is the set of simplexes of $(K, M)'$ that have no vertices in $M$. Clearly $\overline{M}$ is a subcomplex of $(K, M)'$, and is the same as the subcomplex of $K'$ of simplexes having no vertices in $M'$.

**Proposition 2.5.19** For each $r \geq 0$, let $\alpha_r$ denote the star covering of $(K, M)^{(r)}$, and let $\alpha'_r$ be the subset of stars of vertices in $|\overline{M}|$. Given $\varepsilon > 0$, there exists $r$ such that mesh $\alpha'_r < \varepsilon$.

**Proof.** Let $(a^0, a^1)$ be a 1-simplex of $(K, M)^{(2)}$, and suppose that $a^1 \in M$. Then either $a^0 \in M$, or $a^0 = \partial$, where $\sigma$ is a simplex of $(K, M)'$ that has $a^1$ as a vertex. Thus $\sigma \notin \overline{M}$, and so $\partial \notin |\overline{M}|$. In other words, no 1-simplex, and hence no $n$-simplex, of $(K, M)^{(2)}$ can have vertices in both $M$ and $|\overline{M}|$.

It follows that each simplex of $(K, M)^{(2)}$ that has a vertex in $|\overline{M}|$ must be in $\hat{M}$, the supplement of $M$ in $(K, M)'$. But for $r \geq 2$, the subdivision $(K, M)^{(r)}$ includes the 'non-relative' subdivision $\hat{M}^{(r-2)}$ of $\hat{M}$, and hence $\alpha'_r$ is contained in the star covering of $\hat{M}^{(r-2)}$. Now use Proposition 2.5.15.

Suppose that $f: |K| \to |L|$ is a continuous map such that $f$ is simplicial on $|M|$. We would hope to use Proposition 2.5.19 in the same way as Proposition 2.5.15 to obtain a simplicial approximation to $f$ that coincides with $f$ on $|M|$. Unfortunately this is not quite possible, because the simplexes that are in neither $M$ nor $\overline{M}$ do not get smaller under subdivision; on the other hand, $f$ is not itself
simplicial on them. These simplexes need special treatment, and the price we must pay is that the simplicial map we finally obtain is not a simplicial approximation to \( f \), although it is homotopic to \( f \).

**Theorem 2.5.20** Let \( K \) and \( L \) be simplicial complexes, let \( M \) be a subcomplex of \( K \), and let \( f: |K| \rightarrow |L| \) be a continuous map such that \( f|_M \) is simplicial. Then there exists an integer \( r \) and a simplicial map \( g: |(K, M)^{(r)}| \rightarrow |L| \) such that \( g = f \) on \( |M| \), and \( g \simeq f \) rel \( |M| \).

**Proof.** As we have just remarked, special treatment is necessary for the simplexes of \( (K, M)' \) that are in neither \( M \) nor \( M' \), and we start by pushing all their barycentres into \( |M| \).

Let \( K^+ = ((K, M)', M \cup M')' \): this is obtained from \( (K, M)' \) by subdividing these exceptional simplexes, and so is a subdivision of \( K \) 'between' \( (K, M)' \) and \( (K, M)^{(r)} \): see Fig. 2.11, in which \( K = K(a^0, a^1, a^2) \cup K(a^1, a^2, a^3) \) and \( M = K(a^0, a^1, a^2) \).
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Now a vertex of \( K^+ \) is either a vertex of \( M \cup M' \), or the barycentre \( \hat{o} \) of a unique simplex \( \sigma \) of \( (K, M)' \) meeting both \( |M| \) and \( |M'| \) (\( \sigma \) meets \( |M| \) since it is not in \( M \), and \( |M'| \) since by Corollary 2.5.11 it cannot have all its vertices in \( M \)). Hence by Proposition 2.5.13 there exists a simplicial approximation \( h \) to \( 1: |K^+| \rightarrow |(K, M)'| \) such that

(a) if \( a \) is a vertex of \( M \cup M' \), then \( h(a) = a \);
(b) otherwise, \( h(\hat{o}) \) is a vertex of \( \sigma \) lying in \( |M| \).

Notice that \( h \simeq 1 \) rel \( |M| \), since \( h \) leaves fixed all vertices of \( M \), and that \( h(st_{K^+}(a)) \subset st_M(a) \) for each vertex \( a \) in \( M \), since a simplex \( \tau \) of \( K^+ \) having \( a \) as a vertex can have no vertex in \( M \): thus \( h \) maps all vertices of \( \tau \) into \( M \) and so \( h(\tau) \in M \) by Corollary 2.5.11.
It is now fairly easy to construct a simplicial approximation to $fh$. Let $\beta$ be ($fh)^{-1}$ (star covering of $|K|$), an open covering of $|K|$, let $\alpha_\epsilon$ be the star covering of $(K, M)^{(\epsilon)}$, and let $\alpha_\epsilon'$ be the subset of $\alpha_\epsilon$ of stars of vertices in $|M|$, where as in Proposition 2.5.19 $\hat{M}$ is the supplement of $M$ in $(K, M)^{'}$. By Proposition 2.5.19 there exists $r$ such that mesh $\alpha_\epsilon$ is less than a Lebesgue number of $\beta$. That is, for each vertex $a$ of $(K, M)^{(\epsilon)}$ lying in $|M|$, there exists a vertex $b$ in $L$ such that $fh(st(a)) \subset st(b)$. On the other hand, if $a$ is a vertex of $(K, M)^{(\epsilon)}$ ($r \geq 2$) that does not lie in $|M|$, then by iteration of Proposition 2.5.13 there exists a vertex $b$ of $(K, M)^{(2)}$, not in $|M|$ and so a vertex of $M$, such that

$$st_{(K, M)^{(\epsilon)}}(a) \subset st_{(K, M)^{(2)}}(b) = st_M(b).$$

Thus

$$fh(st(a)) \subset fh(st_M(b)) \subset f(st_M(b)) \subset st_L(f(b)),$$

since $f | |M|$ is simplicial. It follows from Proposition 2.5.2 that there exists a simplicial approximation $g: |(K, M)^{(\epsilon)}| \rightarrow |L|$ to $fh$. Moreover, if $a$ is a vertex of $M$, which is certainly not in $|M|$, we may as well take $b = a$, so that $g(a) = fh(a).$ Thus $g = fh = f$ on $|M|$, and $g \simeq fh \simeq f$ rel $|M|$.

Although the map $g$ is not a simplicial approximation to $f$ itself, the fact that $g \simeq f$ rel $|M|$ is sufficient for most practical purposes, and makes Theorem 2.5.20 the main tool in Chapters 3 and 4. In Chapter 4, however, we shall need a slight modification in which $f | |M|$ is not itself simplicial, but we are given a homotopy between $f | |M|$ and a simplicial map from $|M|$ to $|L|$: in this case we wish to extend the homotopy and the simplicial map to the whole of $|K|$. This result is an easy deduction from Theorem 2.5.20, provided that the homotopy involved is 'semi-constant'.

**Definition 2.5.21** A homotopy $F: X \times I \rightarrow Y$ is semi-constant if there exists $s, 0 \leq s < 1$, such that $F(x, t) = F(x, 1)$ for all $s \leq t \leq 1$.

**Corollary 2.5.22** Let $(K, M)$ be a simplicial pair, let $L$ be a simplicial complex, and let $f: |K| \rightarrow |L|$ be a continuous map. Given a simplicial map $g: |M| \rightarrow |L|$ and a semi-constant homotopy $G$ between $f | |M|$ and $g$, there exists an integer $r$ and a simplicial map $h: |(K, M)^{(r)}| \rightarrow |L|$, such that $h = g$ on $|M|$, and $f \simeq h$ by a homotopy that extends $G$. 
By Theorem 2.4.1, there exists a homotopy \( F: [K] \times I \to [L] \), whose restriction to \([K] \times 0\) is \( f \) and whose restriction to \([M] \times I\) is \( G \). By Theorem 2.5.20, applied to the final map of \( F \), there exists an integer \( r \) and a simplicial map \( h: ([K], [M])^r \to [L] \) such that \( h = g \) on \([M] \), and there is a homotopy \( H \), rel \([M] \), between the final map of \( F \) and \( h \). If \( G(x, t) = G(x, 1) \) for all \( s \leq t \leq 1 \), the required homotopy \( J \) between \( f \) and \( h \) can be constructed by setting

\[
J(x, t) = \begin{cases} 
F(x, t), & 0 \leq t \leq s \\
F(x, 2t - s), & s \leq t \leq (1 + s)/2 \\
H(x, (2t - 1 - s)/(1 - s)), & (1 + s)/2 \leq t \leq 1.
\end{cases}
\]

That is, we compose \( F \) and \( H \) as in Proposition 2.2.7, but adjust the \( t \)-co-ordinate so that the restriction of \( J \) to \([M] \times I\) is \( G \). (\( J \) is continuous, by Proposition 1.4.15(d).)

Observe that \( J \) can be made semi-constant if necessary, by composing with a constant homotopy and re-adjusting the \( t \)-co-ordinate.

Although Theorem 2.5.20 is useful mainly in later chapters, it can also be used directly to obtain some interesting geometrical results. For example, we can prove the following theorem on 'fixed points' of maps of \( E^n \) to itself.

**Theorem 2.5.23** Any continuous map \( f: E^n \to E^n \) (\( n \geq 0 \)) has a fixed point, that is, there exists a point \( x \in E^n \) such that \( f(x) = x \).

**Proof.** Suppose that, on the contrary, \( f(x) \neq x \) for each point \( x \) of \( E^n \) (this is immediately a contradiction if \( n = 0 \), so we may as well assume that \( n \geq 1 \) from now on). We can construct a retraction \( \rho: E^n \to S^{n-1} \) as follows.

For each point \( x \in E^n \), join \( f(x) \) to \( x \) by a straight line, and produce the line beyond \( x \) until it meets \( S^{n-1} \) at a point \( x' \), say: see Fig. 2.12.
Define \( \rho(x) = x' \): clearly \( \rho(x) = x \) if \( x \in S^{n-1} \), so that \( \rho \) is indeed a retraction (the proof that \( \rho \) is continuous is left as an exercise for the reader).

Now let \( h: (|K|, |L|) \to (B^n, S^{n-1}) \) be a triangulation, as in Example 2.3.13. Then \( h^{-1}\rho: |K| \to |L| \) is also a retraction, and is simplicial (being the identity map) on \( |L| \). By Theorem 2.5.20, there exists an integer \( r \), and a simplicial map \( g: |(K, L)^{op}| \to |L| \), such that \( g \mid |L| = 1 \). That is, \( g \) is also a retraction.

Let \( x \) be the barycentre of an \((n-1)\)-simplex \( \sigma \) of \( L \). The idea is to show that \( g^{-1}(x) \) is a 'broken line' starting from \( x \), and ending at another point of \( |L| \), thus contradicting the fact that \( g \) is a retraction. To prove this, consider \( g^{-1}(x) \cap \tau \), for each \( n \)-simplex \( \tau \) of \((K, L)^{op}\). We claim that \( g^{-1}(x) \cap \tau \), if non-empty, is a straight-line segment joining two points in the interiors of \((n-1)\)-faces of \( \tau \): see Fig. 2.13.
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For suppose \( x \in g(\tau) \). Then, since \( g(\tau) \) is a simplex meeting the interior of \( \sigma \), we must have \( g(\tau) = \sigma \). Let

\[
\tau = (a^0, \ldots, a^n) \quad \text{and} \quad \sigma = (b^0, \ldots, b^{n-1}),
\]

where \( g(a^r) = b^r \) \((r < n)\) and \( g(a^n) = b^{n-1} \). Then

\[
g\left( \sum_{r=0}^{n} \lambda_r a^r \right) = (1/n) \sum_{r=0}^{n} b^r = x
\]

if and only if \( \lambda_r = 1/n \) \((r < n-1)\) and \( \lambda_{n-1} + \lambda_n = 1/n \). Thus \( g^{-1}(x) \cap \tau \) is as claimed.

It follows that \( g^{-1}(x) \) is a 'string' of line segments, which starts at \( x \), each segment joining on to the next one at a point in the interior of some \((n-1)\)-simplex: this is because each \((n-1)\)-simplex is a face of exactly two \( n \)-simplexes unless it is in \( L \), in which case it is a face of just one \( n \)-simplex (see Exercise 15). Since each \( g^{-1}(x) \cap \tau \) consists of at most one line segment, the 'string' can never cross
itself, and so must continue until it meets $|L|$ again, at $y$, say. Then $x \neq y$, but $g(y) = x$, which contradicts the fact that $g$ is a retraction. Hence $g$ cannot exist and so $f$ must have a fixed point. □

EXERCISES

1. Use Corollary 2.2.4 to show that two maps $f, g: X \to S^{n-1}$ that both fail to be onto must be homotopic.

2. Define maps $f, g: \mathbb{R}P^1 \to \mathbb{R}P^2$ by $f(x, y) = [x, y, 0]$, $g(x, y) = [x, -y, 0]$. Construct an explicit homotopy between $f$ and $g$.

3. Given two maps $f, g: X \to Y$, show that $f \simeq g$ if $Y$ is contractible.

4. Let $X$ be the subspace of $\mathbb{R}^2$ consisting of straight-line segments joining $(0, 1)$ to the points $(1/n, 0)$ ($n = 1, 2, 3, \ldots$), and the segment joining $(0, 1)$ to $(0, 0)$. Show that $X$ is contractible, but that the map $f: (X, (0, 0)) \to (X, (0, 0))$, defined by $f(x) = (0, 0)$ for all $x \in X$, is not homotopic to the identity map as a map of pairs (that is, $(X, (0, 0))$ is not 'pairwise contractible')

5. Consider the set $[A, X]$, where $A$ is a fixed space. Show that a continuous map $f: X \to Y$ gives rise to a function $f_*: [A, X] \to [A, Y]$, with the following properties.

(a) If $f \simeq g$, then $f_* = g_*$. 
(b) If $1: X \to X$ is the identity map, then $1_*$ is the identity function.
(c) If $g: Y \to Z$ is another continuous map, then $(gf)_* = g_*f_*$. 

Deduce that if $X \simeq Y$ there is a (1-1)-correspondence between the sets $[A, X]$ and $[A, Y]$. What are the corresponding results for the sets $[X, A]$, for a fixed space $A$?

6. Complete the proof of Proposition 2.3.6.

7. Construct a triangulation of $\mathbb{R}P^2$. (Hint: use Proposition 1.4.40(b).)

8. The torus and the Klein bottle are defined as follows. Let $ABCD$ be the unit square in $\mathbb{R}^2$: see Fig. 2.14 overleaf.

The torus is the space obtained from $ABCD$ by identifying the sides $AD$ and $BC$, and then $AB$ and $DC$; more precisely, we identify $(x_1, 0)$ with $(x_1, 1)$ ($0 \leq x_1 \leq 1$) and also $(0, x_2)$ with $(1, x_2)$ ($0 \leq x_2 \leq 1$). Similarly the Klein bottle is obtained by identifying $(x_1, 0)$ with $(x_1, 1)$ and $(0, x_2)$ with $(1, 1 - x_2)$, that is, $AD$ with $BC$ and $AB$ with $CD$. Construct triangulations of these two spaces.

9. Let $\mathcal{X}$ be the abstract 1-dimensional simplicial complex with vertices $a^0, a^1, a^2, a^3, a^4$, each pair of vertices being an abstract 1-simplex. Show that $\mathcal{X}$ has no realization in $\mathbb{R}^2$. (Hint: suppose the contrary, and consider the vertices $a^0, \ldots, a^3$. Prove that these must be placed in such a way that three of them span a 2-simplex with the fourth in its
interior, and deduce that the fifth vertex cannot be placed anywhere at all.) This example can be generalized to provide an example of an $n$-dimensional abstract simplicial complex that has no realization in $\mathbb{R}^n$.

10. Given simplicial complexes $K$, $L$, $M$ and $N$, and simplicial maps $f: |K| \rightarrow |M|$, $g: |L| \rightarrow |N|$, show that $f \ast g: |K \ast L| \rightarrow |M \ast N|$ is also a simplicial map.

11. Show that the pair of spaces $(S^1, S^1 - (1,0))$ does not have the absolute homotopy extension property. (Hint: use Theorem 2.5.23 to show that $S^1$ is not contractible.)

12. Let $\sigma = (a^0, \ldots, a^n)$ be a simplex in a simplicial complex $K$. Prove that $\text{st}_K(\sigma) = \text{st}_K(a^0) \cap \cdots \cap \text{st}_K(a^n)$.

13. Let $\lambda$ be the maximum of the lengths of the 1-faces of a simplex $\sigma$. Show that $\lambda$ is the diameter of $\sigma$.

14. Prove that the retraction $\rho$ defined in the proof of Proposition 2.5.23 is continuous.

15. Let $(K, L)$ be a simplicial pair, where $\dim K = n$. The pair $(K, L)$ is said to have the property $(M)$ if each $(n - 1)$-simplex of $K - L$ is a face of an even number of $n$-simplexes of $K$, and each $(n - 1)$-simplex of $L$ is a face of an odd number of $n$-simplexes of $K$. Prove that the pair $((K, L)', L)$ also has the property $(M)$. (Hint: consider the various types of $(n - 1)$-simplexes in $(K, L)'$.) Deduce that $((K, L)^{(r)}, L)$ has the property $(M)$ for each $r \geq 0$. 

Fig. 2.14
16. Let \((K, L)\) be a simplicial pair, where \(\dim K = n\) and \(\dim L = n - 1\). Suppose also that \((K, L)\) has the property \((M)\). Prove that \(|L|\) is not a retract of \(|K|\).

17. Use Theorem 2.5.23 to show that \(S^n\) is not contractible, for each \(n \geq 0\).

NOTES ON CHAPTER 2

**Categories and functors.** The transformation process from geometry to algebra, outlined at the beginning of Section 2.2, is a particular example of a functor, in the sense of Eilenberg and MacLane [53] (see also Eilenberg and Steenrod [56], Chapter 4). One first defines a category \(\mathcal{C}\) to be a collection of 'objects' \(X, Y, \ldots\) and 'maps' \(f, g, \ldots\) between objects, such that the following rules are satisfied.

(a) Given maps \(f: X \to Y, g: Y \to Z\), there exists a unique 'composite map' \(gf: X \to Z\).

(b) For each object \(X\) in \(\mathcal{C}\), there exists an 'identity map' \(1_X: X \to X\), such that \(1_X f = f\) and \(g 1_X = g\) whenever these composites are defined.

(c) If \(gf\) and \(hg\) are defined, then \(h(gf) = (hg)f\).

For example, the class of all topological spaces and continuous maps, and the class of all groups and homomorphisms, are categories.

Given two categories \(\mathcal{C}\) and \(\mathcal{D}\), a functor \(\mathcal{F}: \mathcal{C} \to \mathcal{D}\) is a function that assigns an object of \(\mathcal{D}\) to each object of \(\mathcal{C}\), and a map of \(\mathcal{D}\) to each map of \(\mathcal{C}\), in such a way that

(a) if \(f: X \to Y\) in \(\mathcal{C}\), then \(\mathcal{F}(f): \mathcal{F}(X) \to \mathcal{F}(Y)\) in \(\mathcal{D}\);

(b) \(\mathcal{F}(1_X) = 1_{\mathcal{F}(X)}\);

(c) \(\mathcal{F}(gf) = \mathcal{F}(g)\mathcal{F}(f)\).

Thus, for example, the process described at the beginning of Section 2.2 is a functor from the category of topological spaces and continuous maps to the category of groups and homomorphisms.

**Homotopy.** The concept of homotopy, at least for maps of the unit interval \(I\), is due to Jordan [81]. The word 'homotopy' was first introduced by Dehn and Heegaard [43].

**Simplicial complexes.** The study of 1- and 2-dimensional simplicial complexes is one of the oldest parts of topology, and dates back at least to Euler. The earliest treatment of simplicial complexes of higher dimensions seems to be that of Listing [92] (who was also the first to use the word 'topology', in 1847).

Simplicial complexes can be generalized in various directions. For a description of *infinite* simplicial complexes, which contain more than a finite number of simplexes, see Lefschetz [89], Chapter 7. By relaxing all 'linearity' conditions, one arrives at the notion of a CW-complex, for which
see Chapter 7 of this book (the original reference is a paper of J. H. C. Whitehead [160]). Lastly, a generalization of the idea of an abstract simplicial complex, known as a semi-simplicial complex, has been very fruitful in recent years (see for example Eilenberg and Zilber [57] and Kan [84]).

The join of two simplicial complexes was first defined by Poincaré [117] (see also Newman [109]).

Section 2.4. Theorem 2.4.1 is due to Hurewicz [74] and Theorem 2.4.5 to Seifert and Threlfall [124], Chapter 5.

The Simplicial Approximation Theorem. Theorem 2.5.16 is the original version of this theorem, and was first proved by Alexander [7, 9] and Veblen [147]. The more refined version, Theorem 2.5.20, is due to Zeeman [169].

Theorem 2.5.23. This is usually known as the Brouwer Fixed-Point Theorem, for which the original reference is Brouwer [25]. The proof we give is that of Hirsch [65].
CHAPTER 3
THE FUNDAMENTAL GROUP

3.1 Introduction

In this chapter we shall define and study a first example of an algebraic invariant of a topological space $X$, namely the fundamental group $\pi_1(X)$: this is defined to be the set of homotopy classes of maps of the unit interval $I$ to $X$, that send 0 and 1 to some fixed point. We shall prove that $\pi_1(X)$ can be given the structure of a group in a natural way, and that it is a homotopy-type invariant of $X$. If $X$ is triangulable, it is not too difficult to give a method of calculating $\pi_1(X)$; as might be expected, this method is based on the Simplicial Approximation Theorem.

The general theory will be presented in Section 3.2, and the calculation theorem for triangulated spaces will be proved in Section 3.3. In Section 3.4 we shall show how the fundamental group can be used to prove the classification theorem for triangulated surfaces; thus the fundamental group is quite a powerful algebraic invariant.

3.2 Definition and elementary properties of the fundamental group

Let $X$ be a topological space, and let $x_0$ be a fixed point of $X$, called a base point.

Definition 3.2.1 If $x$ and $y$ are points of $X$, a path in $X$ from $x$ to $y$ is a continuous map $u: I \to X$ such that $u(0) = x$ and $u(1) = y$. If $x = y = x_0$, such a path is called a loop in $X$, based at $x_0$.

By Proposition 2.2.7, the relation between paths and loops of being homotopic relative to 0 and 1 is an equivalence relation. This justifies the following definition.

Definition 3.2.2 The fundamental group of $X$, with base point $x_0$, written $\pi_1(X, x_0)$, is the set of homotopy classes, relative to 0 and 1, of loops in $X$ based at $x_0$.

We are a little premature, of course, in calling $\pi_1(X, x_0)$ a group, since we have not yet endowed it with any group structure. In order to
do so, we first define a 'product' and 'inverse' for paths in $X$, and then check that this definition extends to homotopy classes.

**Definition 3.2.3** Given paths $u, v: I \to X$, such that $u(1) = v(0)$, the product path $u \cdot v: I \to X$ is obtained by 'sticking $u$ and $v$ together'. More precisely, $u \cdot v$ is defined by the rule

$$(u \cdot v)(t) = \begin{cases} u(2t) & (0 \leq t \leq \frac{1}{2}) \\ v(2t - 1) & (\frac{1}{2} \leq t \leq 1) \end{cases}.$$  

($u \cdot v$ is continuous, by Proposition 1.4.15(d).) Similarly, given $n$ paths $u_1, u_2, \ldots, u_n: I \to X$, such that $u_r(1) = u_{r+1}(0)$ for $1 \leq r \leq n - 1$, the product path $u_1 \cdot u_2 \cdots u_n: I \to X$ is defined by

$$(u_1 \cdot u_2 \cdots u_n)(t) = u_r(n t - r + 1) \quad ((r - 1)/n \leq t \leq r/n, 1 \leq r \leq n).$$  

The inverse path $u^{-1}: I \to X$ is defined by $u^{-1}(t) = u(1 - t)$ $(0 \leq t \leq 1)$; obviously $u^{-1}$ is continuous, and $(u_1 \cdot u_2 \cdots u_n)^{-1} = u_1^{-1} \cdot u_2^{-1} \cdots u_n^{-1}$.

The following proposition shows that this definition can be extended to 'homotopy classes of paths'.

**Proposition 3.2.4**

(a) Given paths $u_1, \ldots, u_n$ and $v_1, \ldots, v_n$ in $X$, such that $u_1(0) = v_1(0)$, $u_r(1) = u_{r+1}(0) = v_r(1) = v_{r+1}(0)$ $(1 \leq r \leq n - 1)$, and $u_n(1) = v_n(1)$, then if $u_r \simeq v_r$ rel $0, 1$ $(1 \leq r \leq n)$, we have $u_1 \cdots u_n \simeq v_1 \cdots v_n$ rel $0, 1$.

(b) Given paths $u, v$ in $X$, such that $u(0) = v(0)$ and $u(1) = v(1)$, then if $u \simeq v$ rel $0, 1$, we have $u^{-1} \simeq v^{-1}$ rel $0, 1$.

**Proof.**

(a) Let the homotopies be $F_r: u_r \simeq v_r$ $(1 \leq r \leq n)$. A homotopy $G$ between $u_1 \cdots u_n$ and $v_1 \cdots v_n$ can be constructed by 'sticking together' $F_1, \ldots, F_n$, that is, by defining

$G(t_1, t_2) = F_r(nt_1 - r + 1, t_2) \quad ((r - 1)/n \leq t_1 \leq r/n, 1 \leq r \leq n, t_2 \in I).$  

As usual, $G$ is continuous, and it is obviously a homotopy relative to 0 and 1.

(b) If the homotopy is $F: u \simeq v$, then the required homotopy between $u^{-1}$ and $v^{-1}$ is $F^{-1}$, where $F^{-1}(t_1, t_2) = F(1 - t_1, t_2)$.

It follows that the definition of product and inverse can be extended unambiguously to homotopy classes (relative to 0 and 1) of paths. Moreover, when we pass to homotopy classes, the product is associa-
Proposition 3.2.5  Given paths \( u, v : I \to I \), such that \( u(0) = v(0) \) and \( u(1) = v(1) \), then \( u \cong v \) rel 0, 1.

Corollary 3.2.6

(a) If \( u_1, \ldots, u_n \) are paths in \( X \) as in Definition 3.2.3, then for each \( r, 1 \leq r < n \), \( (u_1 \ldots u_r)(u_{r+1} \ldots u_n) \cong u_1 \ldots u_n \) rel 0, 1.

(b) If \( u \) is a path in \( X \) from \( x \) to \( y \), and \( e_x \) is the 'constant path at \( x \)', defined by \( \epsilon_x(t) = x \) for all \( t \in I \), then

\[
\epsilon_x \cdot u \cong u \cong u \cdot e_y \text{ rel } 0, 1.
\]

(c) If \( u \) is as in (b), then \( u \cdot u^{-1} \cong \epsilon_x \text{ rel } 0, 1 \) and \( u^{-1} \cdot u \cong e_y \text{ rel } 0, 1. \)

Proof.

(a) \([u_1 \ldots u_r](u_{r+1} \ldots u_n)(t) = (u_1 \ldots u_n)(f(t))\), where \( f : I \to I \) is the map that sends 0, \( \frac{1}{2} \), 1 to 0, \( \frac{r}{n} \), 1 respectively and is linear in between. But \( f \cong \epsilon_r \text{ rel } 0, 1 \) by Proposition 3.2.5.

(b) Again, \( (\epsilon_x \cdot u)(t) = u(f(t)) \), where \( f : I \to I \) is the map that sends 0, \( \frac{1}{2} \), 1 to 0, 1, 1 respectively.

(c) This time \( u \cdot u^{-1}(t) = u(f(t)) \), where \( f \) sends 0, \( \frac{1}{2} \), 1 to 0, 1, 0.

But \( f \cong \epsilon_0 \text{ rel } 0, 1 \), and \( u \epsilon_0 = \epsilon_x \). 

Corollary 3.2.6 applies in particular to loops in \( X \) based at \( x_0 \), and the product of such loops is always defined. It follows easily that \( \pi_1(X, x_0) \) can be given the structure of a group.

Theorem 3.2.7  \( \pi_1(X, x_0) \) is a group.

Proof.  If \( u \) is a loop in \( X \) based at \( x_0 \), write \( [u] \) for the equivalence class of \( u \) under the relation of homotopy relative to 0 and 1. By Proposition 3.2.4(a) the product of two equivalence classes can be unambiguously defined by the rule \([u][v] = [u \cdot v]\), and by Corollary 3.2.6(a) this product is associative. There is an identity element \( [e_{x_0}] \), since by Corollary 3.2.6(b) \([e_{x_0}][u] = [u] = [u][e_{x_0}]\). Finally, by using Proposition 3.2.4(b) and Corollary 3.2.6(c), the element \([u]\) has an inverse \([u^{-1}]\), since \([u][u^{-1}] = [u^{-1}][u] = [e_{x_0}]\).

Notice also that if \( u_1, \ldots, u_n \) are loops in \( X \) based at \( x_0 \), then by Corollary 3.2.6(a) we have \([u_1][u_2] \ldots [u_n] = [u_1 \ldots u_n]\).

At this stage, then, we have a method for associating a group \( \pi_1(X, x_0) \) with each topological space \( X \), and we shall see later that...
homotopy-equivalent spaces have isomorphic fundamental groups. However, the discussion at the beginning of Section 2.2 shows that, in order to make this sort of method work, it is necessary to deal with continuous maps as well as topological spaces: we ought to show that each continuous map \( f: X \to Y \) gives rise to a homomorphism \( f_*: \pi_1(X, x_0) \to \pi_1(Y, y_0) \). This is indeed the case, at least if \( f \) is a based map.

**Theorem 3.2.8** Let \( X \) and \( Y \) be topological spaces with base points \( x_0 \) and \( y_0 \) respectively, and let \( f: X \to Y \) be a based map, that is, a map such that \( f(x_0) = y_0 \). Then \( f \) gives rise to a homomorphism

\[
f_*: \pi_1(X, x_0) \to \pi_1(Y, y_0),
\]

with the following properties.

(a) If \( f': X \to Y \) is another based map, and \( f \simeq f' \) rel \( x_0 \), then \( f_* = f'_* \).

(b) If \( 1: X \to X \) is the identity map, then \( 1_* \) is the identity isomorphism.

(c) If \( g: Y \to Z \) is another based map, then \( (gf)_* = g_*f_* \).

**Proof.** Let \( u: I \to X \) be a loop based at \( x_0 \). Define \( f_* \) by the rule \( f_*[u] = [fu] \). It is clear that \( fu: I \to Y \) is a loop based at \( y_0 \), and that if \( u \simeq v \) rel \( 0, 1 \) then \( fu \simeq fv \) rel \( 0, 1 \); thus the definition of \( f_* \) is unambiguous. To show that \( f_* \) is a homomorphism, consider \( u \cdot v \), where \( u, v: I \to X \) are loops based at \( x_0 \). Now

\[
(u \cdot v)(t) = \begin{cases} u(2t) & (0 \leq t \leq \frac{1}{2}) \\ v(2t - 1) & (\frac{1}{2} \leq t \leq 1), \end{cases}
\]

from which it is clear that \( f(u \cdot v) = (fu) \cdot (fv) \), so that

\[
f_*([u][v]) = f_*[u]f_*[v].
\]

Properties (a)–(c) are now obvious from the definition of \( f_* \).

**Corollary 3.2.9** Let \( X \) and \( Y \) be spaces with base points \( x_0 \) and \( y_0 \) respectively, and suppose that \( X \) and \( Y \) are of the same 'based homotopy type', that is, there exist based maps \( f: X \to Y \) and \( g: Y \to X \) such that \( gf \simeq 1_X \) rel \( x_0 \) and \( fg \simeq 1_Y \) rel \( y_0 \). Then \( \pi_1(X, x_0) \simeq \pi_1(Y, y_0) \).

**Proof.** By Theorem 3.2.8, \( g_*f_* = (gf)_* = (1_X)_* = 1 \), the identity isomorphism. Similarly, \( f_*g_* \) is the identity isomorphism, so that \( f_* \) and \( g_* \) are isomorphisms.

The situation still leaves something to be desired, however, since \( \pi_1(X, x_0) \) appears to depend on the particular choice of base point \( x_0 \).
We should like to prove a theorem to the effect that, if $x_1$ is another choice of base point, then $\pi_1(X, x_0) \cong \pi_1(X, x_1)$, but unfortunately this is not true without some restriction on the space $X$: see Exercise 1. In fact $X$ must be path-connected, in the sense of the next definition.

**Definition 3.2.10** Define a relation on the points of a space $X$ by the rule. $x$ and $y$ are related if there exists a path in $X$ from $x$ to $y$. By Definition 3.2.3 this is an equivalence relation, and the resulting equivalence classes are called the path components of $X$. If in particular $X$ has only one path component, $X$ is said to be path-connected.

The set of path components of a space $X$ is often denoted by $\pi_0(X)$. There is of course no question of giving $\pi_0(X)$ the structure of a group, in general.

**Example 3.2.11** $E^n$ is path-connected for all $n \geq 0$, and $S^n$ is path-connected if $n \geq 1$. For clearly each point of $E^n$ can be connected by a path to the origin, and each point of $S^n$ can be connected to the point $(1, 0, \ldots, 0)$, at least if $n > 0$.

Path-connectedness is a stronger notion than connectedness in the sense of Definition 1.4.5, as the next proposition and example show.

**Proposition 3.2.12** If $X$ is path-connected, it is connected.

**Proof.** Suppose, if possible, that $X$ is path-connected, but disconnected in the sense of Definition 1.4.5. Then we may write $X = U_1 \cup U_2$, where $U_1$ and $U_2$ are disjoint open sets. Choose points $x \in U_1$, $y \in U_2$, and let $f: I \rightarrow X$ be a path from $x$ to $y$. Now the sets $f^{-1}(U_1)$, $f^{-1}(U_2)$ are open in $I$, since $f$ is continuous; also $f^{-1}(U_1) \cup f^{-1}(U_2) = f^{-1}(X) = I$, and $f^{-1}(U_1) \cap f^{-1}(U_2) = \emptyset$. Thus $I$ is disconnected, which contradicts Proposition 1.4.37.

On the other hand, a space may well be connected, without being path-connected.

**Example 3.2.13** In $R^2$, let $X$ be the set of points $(0, x_2)$ for $-1 \leq x_2 \leq 1$, and let $Y$ be the set of points $(x_1, \sin(\pi/x_1))$, for $0 < x_1 \leq 1$; see Fig. 3.1 overleaf.

Now $Y$ is path-connected, since $(1, 0)$ can be connected to $(1 - a, \sin(\pi/(1 - a)))$ by the path $u: I \rightarrow Y$, where $u(t) = (1 - at, \sin(\pi/(1 - at)))$, $0 \leq t \leq 1$. Hence $Y$ is also connected; but $X \cup Y \subseteq Y$, so that $X \cup Y$ is connected, by Proposition 1.4.6.

On the other hand $X \cup Y$ is not path-connected. For suppose, if possible, that $u$ is a path in $X \cup Y$ from $(0, 0)$ to $(1, 0)$; write $u(t) =$
(u_1(t), u_2(t)). Now u^{-1}(X) is a closed set in \( I \) that contains 0, and so contains its least upper bound \( b \), say, where \( 0 < b < 1 \). We shall show that \( u_2 \) cannot be continuous at \( b \).

Suppose that \( u_2(b) < 0 \). Then for any \( \delta > 0 \), with \( b + \delta \leq 1 \), we have \( u_1(b + \delta) > 0 \), so that there exists an integer \( n \) such that \( 0 = u_1(b) < 2/(4n + 1) < u_1(b + \delta) \), and there exists \( t \) such that \( b < t < b + \delta \) and \( u_1(t) = 2/(4n + 1) \). Thus \( u_2(t) = 1 \), and \( u_2(t) - u_2(b) \geq 1 \), so that \( u_2 \) is discontinuous at \( b \). A similar argument applies if \( u_2(b) > 0 \), so that \( u_2 \) cannot be continuous. Hence no such path \( u \) can exist, and so \( X \cup Y \) is not path-connected. \( \square \)

For very well-behaved spaces, however, the notions of connectedness and path-connectedness coincide: see Exercise 2.

The point of Definition 3.2.10 is that \( \pi_1(X, x_0) \) will yield information only about the path component of \( X \) that contains \( x_0 \).

**Proposition 3.2.14** Let \( X_0 \) be the path component of \( X \) that contains \( x_0 \), and let \( i: X_0 \to X \) be the inclusion map. Then

\[ i_*: \pi_1(X_0, x_0) \to \pi_1(X, x_0) \]

is an isomorphism.

**Proof.** Clearly any loop in \( X \) based at \( x_0 \) must in fact be a loop in \( X_0 \), so that it is necessary only to check that two loops that are homotopic rel 0, 1 in \( X \) are homotopic rel 0, 1 in \( X_0 \). But this is immediate, since if \( F: I \times I \to X \) is a homotopy whose image contains \( x_0 \), its image must lie entirely in \( X_0 \), because \( I \times I \) is itself path-connected. \( \square \)

In fact the set \( \pi_0(X) \) is a homotopy-type invariant of the space \( X \).
Proposition 3.2.15 If $X \cong Y$, there is a (1-1) correspondence between the sets $\pi_0(X)$ and $\pi_0(Y)$.

Proof. Let $f: X \to Y$ and $g: Y \to X$ be the homotopy equivalence and homotopy inverse. Now $f$ gives rise to a function $f_*: \pi_0(X) \to \pi_0(Y)$, by sending the path component of $x$ in $X$ to the path component of $f(x)$ in $Y$. Moreover homotopic maps give the same function, since $I \times I$ is path-connected. Thus an argument similar to that of Corollary 3.2.9 shows that $f_*$ is a (1-1) correspondence. 

We are now ready to prove the theorem on the behaviour of $\pi_1(X, x_0)$ under a change of base point.

Theorem 3.2.16 Let $x_0$ and $x_1$ be two base points lying in the same path component of $X$. A path $u$ in $X$ from $x_0$ to $x_1$ gives rise to an isomorphism $u_*: \pi_1(X, x_0) \to \pi_1(X, x_1)$, with the following properties.

(a) If $u \simeq v \text{ rel } 0, 1$, then $u_* = v_*$. 
(b) $(e_{x_0})_* = \text{ the identity isomorphism.}$ 
(c) If $w$ is a path in $X$ from $x_1$ to $x_2$, then $(u \cdot w)_* = w_*u_*$. 
(d) If $f: X \to Y$ is a map such that $f(x_0) = y_0$ and $f(x_1) = y_1$, then $f_*u_* = (fu)_*$.

Proof. If $v$ is a loop in $X$ based at $x_0$, it is clear that $u^{-1}.v.u$ is a loop based at $x_1$, whose class in $\pi_1(X, x_1)$ depends only on that of $v$. Moreover if $w$ is another loop based at $x_0$, 

$u^{-1}.(v \cdot w).u \simeq (u^{-1}.v.u).(u^{-1}.w.u)$ rel $0, 1$

by Corollary 3.2.6, so that the rule $u_*[v] = [u^{-1}.v.u]$ defines a homomorphism $u_*: \pi_1(X, x_0) \to \pi_1(X, x_1)$.

Properties (a)–(d) are immediate from the definition of $u_*$, so that in particular $u_*(u^{-1})_* = (u \cdot u^{-1})_* = (e_{x_0})_* = 1$. Similarly $(u^{-1})_*u_* = 1$, so that $u_*$ is indeed an isomorphism. 

In particular, if $X$ is path-connected, $\pi_1(X, x_0)$ is determined up to isomorphism by $X$ alone, and does not depend on the choice of base point. It therefore makes sense to write $\pi_1(X)$ instead of $\pi_1(X, x_0)$, if we do not wish to distinguish between isomorphic groups.

An important special case of Theorem 3.2.16 is obtained by taking $x_0 = x_1$: each loop $u$ based at $x_0$ gives rise to an isomorphism $u_*: \pi_1(X, x_0) \to \pi_1(X, x_0)$, and this isomorphism depends only on the class of $u$ in $\pi_1(X, x_0)$. Indeed, it is clear from the definition that if $[v]$ is any element of $\pi_1(X, x_0)$ we have $u_*[v] = [u]^{-1}[v][u]$; such an isomorphism $u_*$ is called the inner automorphism of $\pi_1(X, x_0)$ determined by $[u]$. Notice that the set of all isomorphisms $u_*$ reduces to the identity isomorphism alone if and only if $\pi_1(X, x_0)$ is abelian.
Theorem 3.2.16 can be used to prove that two path-connected spaces of the same homotopy type have isomorphic fundamental groups. This result should be carefully distinguished from Corollary 3.2.9: two homotopy-equivalent spaces need not be of the same ‘based homotopy type’: see Exercise 3.

**Theorem 3.2.17** Let \( f: X \to Y \) be a homotopy equivalence, let \( x_0 \) be a base point for \( X \), and let \( y_0 = f(x_0) \). Then

\[
f_*: \pi_1(X, x_0) \to \pi_1(Y, y_0)
\]

is an isomorphism.

**Proof.** Let \( g: Y \to X \) be a homotopy inverse to \( f \), and let \( F \) be the homotopy between \( gf \) and \( 1_X \). Let \( g(y_0) = x_1, f(x_1) = y_1 \), and define a path \( u \) in \( X \) from \( x_0 \) to \( x_1 \) by the rule

\[
u(t) = F(x_0, 1 - t) \quad (t \in I).
\]

If \( v \) is any loop in \( X \) based at \( x_0 \), we have \( gfv \simeq u^{-1} \cdot v \cdot u \) rel \( 0, 1 \), by the homotopy \( G: I \times I \to X \), defined by

\[
G(t_1, t_2) = \begin{cases} 
  u(1 - 3t_1) & (0 \leq t_1 \leq t_2/3) \\
  F(v((3t_1 - t_2)/(3 - 2t_2)), t_2) & (t_2/3 \leq t_1 \leq 1 - t_2/3) \\
  u(3t_1 - 2) & (1 - t_2/3 \leq t_1 \leq 1).
\end{cases}
\]

Since these formulae may appear rather unenlightening, we offer an alternative description of \( G \) in Fig. 3.2, in which the square \( QRPL \) is \( I \times I \).
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The trapezium \( QRNM \) is stretched horizontally until it becomes \( I \times I \), and is then mapped by \( F(v \times 1) \). The triangle \( QML \) is dealt with by mapping straight lines \( MS \) by \( u \), after suitable magnification, where \( S \) is a general point of \( LQ \); similarly for the triangle \( RPN \). Clearly these definitions coincide on \( QM \) and \( RN \), so that \( G \) is continuous. Moreover, \( G \) is a homotopy between \( gfv \) and \( u^{-1} \cdot v \cdot u \), and is relative to 0 and 1, since the lines \( QL \) and \( RP \) are both mapped to \( x_1 \).

It follows that \( g_* f_* [v] = u_* [v] \), so that

\[
g_* f_* : \pi_1(X, x_0) \to \pi_1(X, x_1)
\]

is an isomorphism. A similar argument shows that \( f_* g_* \) is an isomorphism, so that finally both \( f_* \) and \( g_* \) are themselves isomorphisms.

**Definition 3.2.18** A space \( X \) is said to be **simply-connected** (or **1-connected**) if it is path-connected, and \( \pi_1(X) = 0 \), the trivial group with just one element. (By Theorem 3.2.16, the choice of base point is immaterial here.)

Clearly a path-connected space \( X \) is simply-connected if and only if each loop in \( X \) (based anywhere) is homotopic rel 0, 1 to a 'constant loop'. As we shall see in Section 3.3, \( S^1 \) is an example of a space that is path-connected but not simply-connected, whereas \( S^n \) is simply-connected for all \( n > 1 \). By Theorem 3.2.17 a contractible space is simply-connected (it is easy to see that such a space is path-connected), though the converse is not true, as is demonstrated by \( S^n \) for \( n > 1 \) (see Chapter 2, Exercise 17).

### 3.3 Methods of calculation

So far we have defined the fundamental group and established some of its properties; but it would be useless for proving topological theorems if there were no means of calculating \( \pi_1(X) \) for a given space \( X \). In general the problem of calculation is formidable, but if \( X \) is a polyhedron the Simplicial Approximation Theorem can be used to reduce the problem considerably. Indeed, it even allows one to write down a finite set of generators and relations for \( \pi_1(X) \).

In outline, the method is the following. First note that, by the Simplicial Approximation Theorem, each homotopy class of loops based at \( x_0 \) contains a simplicial map of some subdivision of \( I \) into \( X \) (at least if \( x_0 \) is a vertex). Thus in defining \( \pi_1(X, x_0) \) it is sufficient to consider only such 'simplicial loops', and divide them into equivalence classes under homotopy rel 0, 1. But such a homotopy is a map of
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$I \times I$ into $X$, which is simplicial on the 'boundary': so we can use the Simplicial Approximation Theorem again to show that the homotopy itself may as well be taken to be a simplicial map. It follows that we can take for generators of $\pi_1(X, x_0)$ all simplicial loops, and use 'simplicial homotopies' to give all the relations; and in fact this method can be refined a little so as to produce only a finite number of generators and relations.

In order to simplify the classification of simplicial homotopies between simplicial loops, we start the detailed work by introducing the idea of collapsing a simplicial complex onto a subcomplex.

**Definition 3.3.1** Let $K$ be a simplicial complex. An $n$-simplex $\sigma$ of $K$ is said to have a free face $\tau$, if $\tau$ is an $(n - 1)$-face of $\sigma$ but is a face of no other $n$-simplex of $K$. If $\sigma$ has a free face, it is easy to see that $\sigma$ is not a proper face of any simplex of $K$, so that $K - \sigma - \tau$ is a subcomplex of $K$. The process of passing from $K$ to $K - \sigma - \tau$ is called an elementary collapse, and if $L$ is a subcomplex of $K$, $K$ is said to collapse to $L$, written $K \searrow L$, if $L$ can be obtained from $K$ by a sequence of elementary collapses.

**Example 3.3.2** Let $K$ be the simplicial complex shown in Fig. 3.3. $K \searrow a^0$, by the sequence of elementary collapses illustrated.

An important property of collapsibility is that it is invariant under subdivision. We shall not prove the general result here (though see Exercise 5), since the following special case will be sufficient for our purposes.

**Proposition 3.3.3** Let $K$ be a 1- or 2-dimensional simplicial complex, that collapses onto a subcomplex $L$. Then if $M$ is any subcomplex of $K$, $(K, M) \searrow L'$.

*Proof.* It is clearly sufficient to prove this result in the special case where $L$ is obtained from $K$ by an elementary collapse, so that $L = K - \sigma - \tau$, where $\tau$ is a free face of $\sigma$. Now the result is obvious...
if \( \sigma \) is a 1-simplex, and if \( \sigma \) has dimension 2, it is easy to see that 
\[ [K(\sigma)]' \cup [K(\sigma) - \sigma - \tau]' \]: Fig. 3.4 illustrates a possible method of collapse, in the case where \( K(\sigma) \cap M \) is empty; the other cases are dealt with similarly.

This is sufficient to prove that \((K, M)' \cup L'\).

Corollary 3.3.4 \((K, M)^{(r)} \cup L^{(r)}, \text{ for each } r \geq 0\).

The first step in the programme outlined at the beginning of this section is the construction of simplicial analogues of paths and loops. For these, let \( K \) be a simplicial complex, and let \( L = K(\sigma) \), where \( \sigma \) is the 1-simplex in \( R^1 \) whose vertices are 0 and 1: thus \( L \) is a triangulation of \( I \). If the vertices of \( L^{(r)} \) are \( 0 = b^0 < b^1 < \cdots < b^n = 1 \), a simplicial map \( u : [L^{(r)}] \to [K] \) is completely determined by the sequence of vertices \( u(b^0), u(b^1), \ldots, u(b^n) \). This suggests the following definition.

Definition 3.3.5 An edge-path in \( K \), from a vertex \( a^0 \) to a vertex \( a^n \), is a sequence \( \alpha \) of vertices \( a^0a^1a^n \), such that for each \( r = 1, 2, \ldots, n \), the vertices \( a^{r-1}, a^r \) span a simplex of \( K \) (we allow \( a^{r-1} = a^r \)). If \( a^0 = a^n \), \( \alpha \) is called an edge-loop, based at \( a^0 \).

Given another edge-path \( \beta = a^n a^{n+1} \ldots a^{n+m} \), whose first vertex is the same as the last vertex of \( \alpha \), the product edge-path is defined by \( \alpha \beta = a^0 a^1 a^n a^{n+1} \ldots a^{n+m} \), and the inverse of \( \alpha \) is \( \alpha^{-1} = a^n a^{n-1} \ldots a^0 \). Clearly \((\alpha \beta) \cdot = \alpha \cdot \beta \cdot \gamma \) (so that we may unambiguously write \( \alpha \beta \cdot \gamma \)), and \((\alpha \beta)^{-1} = \beta^{-1}. \alpha^{-1} \). (Compare Definition 3.2.3.)

We need next a convenient definition of ‘equivalence’ between edge-paths, analogous to the relation ‘homotopic rel 0, 1’ for ordinary paths. The reader may not immediately perceive the correspondence between the following definition and that for ordinary paths; however he is assured there is one, which will become apparent in the proof of Theorem 3.3.9 (it is based on the notion of collapsing).
Definition 3.3.6 Two edge-paths $\alpha$ and $\beta$ are equivalent if one can be obtained from the other by a finite sequence of operations of the form

(a) if $a^{-1} = a'$, replace $\ldots a^{-1}a' \ldots$ by $\ldots a' \ldots$, or conversely replace $\ldots a' \ldots$ by $\ldots a^{-1} \ldots$; or

(b) if $a^{-1}, a', a'^{-1}$ span a simplex of $K$ (not necessarily 2-dimensional), replace $\ldots a^{-1}a'a'^{-1} \ldots$ by $\ldots a'^{-1}a' \ldots$, or conversely.

This clearly sets up an equivalence relation between edge-paths, and we write $\alpha \sim \beta$ for 'a and $\beta$ are equivalent'. Notice that if $\alpha$ is an edge-path from $a^0$ to $a^n$, and $\alpha \sim \beta$, then $\beta$ also is an edge-path from $a^0$ to $a^n$.

Proposition 3.3.7 Let $\alpha_0$, $\beta_0$ be edge-paths from $a^0$ to $a^n$, and let $\alpha_1$, $\beta_1$ be edge-paths from $a^n$ to $a^{n+m}$, such that $\alpha_0 \sim \beta_0$ and $\alpha_1 \sim \beta_1$. Then

(a) $\alpha_0 \alpha_1 \sim \beta_0 \beta_1$;
(b) $\alpha_0^{-1} \sim \beta_0^{-1}$;
(c) $a^0 \alpha_0 = \alpha_0 = a^n \alpha_0$;
(d) $\alpha_0 \alpha_0^{-1} \sim a^0$ and $\alpha_0^{-1} \alpha_0 \sim a^n$. [ ]

(Compare Proposition 3.2.4 and Corollary 3.2.6.)

It follows, just as in Theorem 3.2.7, that the set of equivalence classes $[a]$ of edge-loops $\alpha$ in $K$, based at a vertex $a^0$, forms a group $\pi(K, a^0)$: the multiplication is defined by $[\alpha][\beta] = [\alpha \beta]$, the identity element is $[a^0]$, and the inverse of $[\alpha]$ is $[\alpha^{-1}]$.

Definition 3.3.8 $\pi(K, a^0)$ is called the edge-group of $K$, based at $a^0$. The resemblance between the definitions of $\pi(K, a^0)$ and $\pi_1(|K|, a^0)$ is of course no coincidence.

Theorem 3.3.9 $\pi(K, a^0) \cong \pi_1(|K|, a^0)$.

Proof. The theorem is proved by constructing a homomorphism $\theta: \pi(K, a^0) \rightarrow \pi_1(|K|, a^0)$, and then showing that $\theta$ is onto and (1-1).

Let $\alpha = a^0a^1 \ldots a^n a^0$ be an edge-loop based at $a^0$. For each pair of vertices $a^i$, $a^j$ that span a simplex of $K$, let $u_{ij}: |L| \rightarrow |K|$ be the simplicial map that sends 0 to $a^i$ and 1 to $a^j$ ($L = K(0, 1)$). Then $u_{ij}$ is a path in $|K|$ from $a^i$ to $a^j$, and we may define

$$\theta[\alpha] = [u_{01}u_{12} \ldots u_{n0}] \in \pi_1(|K|, a^0).$$

It is first necessary to check that $\theta$ is well-defined, that is, that $\theta[\alpha] = \theta[\beta]$ if $\alpha \sim \beta$. We need only consider the case where $\beta$ is
obtained from \( \alpha \) by a single operation of type (a) or (b) in Definition 3.3.6, and by Corollary 3.2.6(b) operations of type (a) give no trouble, since \( u_r \) is the 'constant path' at \( a' \). As for operations of type (b), we merely remark that if \( a'^{-1}, a', a'^{+1} \) span a simplex of \( K \), then \( u_{r-1,r}u_{r,r+1} \cong u_{r-1,r+1} \) rel \( 0, 1 \) by an obvious homotopy.

It is easy to see that \( \theta \) is a homomorphism. For if \( \beta = a^0a^1\ldots a^{n+m}a^0 \) is another edge-loop based at \( a^0 \), we have

\[
\theta[\alpha]\theta[\beta] = [u_{01}\ldots u_{n0}] [u_{0,n+1}\ldots u_{n,m,0}]
= [u_{01}\ldots u_{n0}, u_{0,n+1}\ldots u_{n,m,0}]
= \theta[\alpha \cdot \beta].
\]

Next, \( \theta \) is onto, since if \( [u] \in \pi_1([K], a^0) \), we may assume by the Simplicial Approximation Theorem that \( u: |L^r| \to |K| \) is a simplicial map for some \( r \geq 0 \). If the vertices of \( |L^r| \) are \( 0 = b^0 < b^1 < \ldots < b^n = 1 \), define \( \alpha = u(b^0)u(b^1)\ldots u(b^n) \). Then \( \theta[\alpha] = [u] \), so that \( \theta \) is onto.

Lastly, \( \theta \) is \((1-1)\). For if \( \alpha = a^0a^1\ldots a^n a^0 \) is any edge-loop, \( \theta[\alpha] \) is represented by a simplicial map \( u: |M| \to |K| \), where \( M \) is a triangulation of \( I \) with vertices \( 0 = c^0 < c^1 < \ldots < c^{n+1} = 1 \), and \( u(c^r) = a^r \) \((0 \leq r \leq n)\), \( u(c^{n+1}) = a^0 \). So if \( \theta[\alpha] = 1 \) in \( \pi_1([K], a^0) \), there is a homotopy \( F: I \times I \to |K| \), such that

\[
F(t, 0) = u(t),
\]

and

\[
F(t, 1) = F(0, t) = F(1, t) = a^0 \quad (t \in I).
\]

Now \( I \times I \) can be triangulated as shown in Fig. 3.5 by a complex \( N \), the four sides of the square forming a subcomplex \( P \).
Since $F: |P|$ is simplicial, by the Simplicial Approximation Theorem we may assume that $F$ is a simplicial map $|(N, P)^{(r)}| \to |K|$ for some $r \geq 0$. We also know, by Corollary 3.3.4 and an argument similar to that used in Example 3.3.2, that $(N, P)^{(r)} \cong c^0$. It follows that in $N$ the edge-loop $\beta = c^0c^1 \ldots c^{n+1}d^1d^0c^0$ is equivalent to the edge-loop $c^0$. For if $(d^i, d^j, d^k)$ is a 2-simplex with free face $(d^i, d^j)$, the edge-paths $\ldots d^id^j \ldots$ and $\ldots d^jd^kd^i \ldots$ are equivalent, and if $(d^i, d^j)$ is a 1-simplex with free vertex $d^i$, the edge-paths $\ldots d^id^jd^i \ldots$ and $\ldots d^i \ldots$ are equivalent: hence the sequence of elementary collapses of $(N, P)^{(r)}$ defines a sequence of equivalent edge-loops starting with $\beta$ and ending with $c^0$. Finally we have

$$\alpha = a^0a^1 \ldots a^na^0$$

$$\sim a^0a^1 \ldots a^na^0a^0a^0$$

$$= F(c^0)F(c^1) \ldots F(c^{n+1})F(d^1)F(d^0)F(c^0)$$

$$\sim F(c^0), \text{ since } F \text{ is simplicial,}$$

$$= a^0,$$

so that $[\alpha] = 1$, and so $\theta$ is $(1-1)$.

An obvious corollary of Theorem 3.3.9 is

**Corollary 3.3.10** \( \pi_1(|K|, a^0) \) depends only on $|K^2|$.  

In particular, $S^n$ is simply-connected for $n > 1$. For by Example 2.3.13, $S^n$ may be triangulated as $\sigma$, where $\sigma$ is an $(n + 1)$-simplex; and if $n > 1$ this has the same 2-skeleton as $K(\sigma)$, whose polyhedron is contractible.

On the face of it Theorem 3.3.9 does not tell us very much more about $\pi_1(|K|, a^0)$ than the original definition. Surprisingly enough, however, it is quite easy to give a finite set of generators and relations for $\pi(K, a^0)$, the trick being to ignore those parts of each edge-loop that are contained in a subcomplex whose polyhedron is contractible. If $|K|$ is path-connected, there exists such a subcomplex that contains all the vertices of $K$.

**Definition 3.3.11** A 1-dimensional subcomplex $L$ of $K$ is called a tree if $|L|$ is contractible. Clearly trees are partially ordered by inclusion; a tree is maximal if it is not contained in a strictly larger tree. (Since $K$ has only a finite number of simplexes, maximal trees certainly exist.)

**Proposition 3.3.12** If $|K|$ is path-connected, and $L$ is a maximal tree, then $L$ contains all the vertices of $K$.  

§3.3 METHODS OF CALCULATION

Proof. Suppose, if possible, that \( a \) is a vertex of \( K \) that is not in \( L \). Since \(|K|\) is path-connected, there is a path in \(|K|\) from a vertex \( b \), say, of \( L \) to \( a \); hence, as in the proof of Theorem 3.3.9, there is an edge-path \( ba^0 \ldots a^n a \) in \( K \). If \( a^* \) is the last vertex of this edge-path that is in \( L \), \((a', a'^{-1})\) is a 1-simplex not in \( L \) (we may assume that \( a' \neq a'^{-1} \)). Thus \( L = L \cup (a', a'^{-1}) \cup (a'^{-1}) \) is a subcomplex strictly larger than \( L \); moreover \(|L| \simeq |L|\), since the simplexes \((a', a'^{-1})\) can be contracted to \( a' \) without disturbing \(|L|\). Hence \(|L|\) is contractible, and \( L \) is not a maximal tree, contrary to hypothesis. \[ \]

If \(|K|\) is path-connected, and \(|L|\) is a contractible subpolyhedron that contains all the vertices of \( K \), we can now construct a group \( G \) with a finite number of generators and relations, which is isomorphic to \( \pi(K, a^0) \), and hence to \( \pi_1(|K|, a^0) \). Totally order the vertices of \( K \), in the form \( a^0 < a^1 < \ldots < a^m \); thus each simplex of \( K \) can be written in the form \((a^0, a^1, \ldots, a^n)\), where \( i_0 < i_1 < \ldots < i_n \): a simplex written in this way is called an ordered simplex. Let \( G \) be the group generated by the symbols \( g_{ij} \), one for each ordered 1-simplex \((a', a')\) of \( K - L \), subject to the relations \( g_{ij}g_{jk}g_{ik}^{-1} \), one for each ordered 2-simplex \((a^i, a^j, a^k)\) of \( K - L \) (if, say, \( a^i, a^j \) span a simplex of \( L \), \( g_{ij} \) is to be interpreted as 1).

Theorem 3.3.13 \( G \cong \pi(K, a^0) \).

Proof. This time the theorem is proved by constructing homomorphisms \( \theta: G \rightarrow \pi(K, a^0) \) and \( \varphi: \pi(K, a^0) \rightarrow G \), such that the composites \( \varphi \theta \) and \( \theta \varphi \) are identity isomorphisms.

To define \( \theta \), choose an edge-path \( \alpha_i \) in \( L \) from \( a^0 \) to \( a^r \), for each vertex \( a^r \) (we take \( \alpha_0 = a^0 \)), and set \( \theta(g_{ij}) = [\alpha_i, a^j a^i \alpha_j^{-1}] \). Then for each ordered 2-simplex \((a^i, a^j, a^k)\) of \( K - L \), we have

\[
\theta(g_{ij})\theta(g_{jk})\theta(g_{ik})^{-1} = [\alpha_i, a^i a^j \alpha_j^{-1}][\alpha_j, a^j a^k \alpha_k^{-1}][\alpha_k, a^k a^i \alpha_i^{-1}]
\]

\[
= [\alpha_i, a^i a^j a^k a^i \alpha_i^{-1}]
\]

\[
= [\alpha_i, a^j a^k a^i \alpha_i^{-1}]
\]

\[
= [\alpha_i a^k a^i \alpha_i^{-1}]
\]

\[
= [\alpha_i \alpha_i^{-1}]
\]

\[
= 1
\]

(if, say, \( a^i, a^j \) span a simplex of \( L \), we still have \( \theta(g_{ij}) = [\alpha_i, a^i a^j \alpha_j^{-1}] \), since by Theorem 3.3.9 all edge-loops in \( L \) based at \( a^0 \) are equivalent).

Thus by Proposition 1.3.20 \( \theta \) extends in a unique way to a homomorphism \( \theta: G \rightarrow \pi(K, a^0) \).
The homomorphism $\phi: \pi(K, a^0) \to G$ is defined as follows. Given any pair of vertices $a^i, a^j$ of $K$, that span a simplex, let

$$h_{ij} = \begin{cases} g_{ij}, & \text{if } (a^i, a^j) \text{ is an ordered } 1\text{-simplex of } K - L, \\ g_{ij}^{-1}, & \text{if } (a^i, a^j) \text{ is an ordered } 1\text{-simplex of } K - L, \\ 1, & \text{otherwise.} \end{cases}$$

Then if $\alpha = a^0a^1a^2 \ldots a^ka^0$ is an edge-loop in $K$, define

$$\phi[\alpha] = h_0h_1 \ldots h_k \in G.$$

It is easy to see that $\phi$ is an unambiguously defined homomorphism.

Now $\phi(\theta(g_{ij})) = \phi[\alpha_i, a^0a^j, a_i^{-1}] = g_{ij}$, so that $\phi\theta$ is the identity isomorphism of $G$. Moreover if $\alpha = a^0a^1a^2 \ldots a^ka^0$ is an edge-loop in $K$,

$$\theta\phi[\alpha] = \theta\phi([\alpha_0, a^0a^1, \alpha_i^{-1}] \ldots [\alpha_k, a^ka^0, \alpha_0^{-1}])$$

$$= \theta\phi[\alpha_0, a^0a^1, \alpha_i^{-1}] \ldots \theta\phi[\alpha_k, a^ka^0, \alpha_0^{-1}].$$

But $[\alpha_i, a^0a^1, \alpha_i^{-1}] = 1$ unless $a^i, a^0$ span a 1-simplex of $K - L$, and in any case $\theta\phi[\alpha_i, a^0a^1, \alpha_i^{-1}] = [\alpha_i, a^0a^1, \alpha_i^{-1}]$. Hence $\theta\phi[\alpha] = [\alpha]$, so that $\theta\phi$ is the identity isomorphism of $\pi(K, a^0)$. Thus $\theta$ and $\phi$ are themselves isomorphisms.

**Examples 3.3.14**

(a) $\pi_1(S^1) \cong \mathbb{Z}$, the additive group of integers. To see this, triangulate $S^1$ as the boundary $\partial$ of a 2-simplex $\tau = (a^0, a^1; a^2)$, and take for $L$ the subcomplex $\partial - (a^0, a^2)$. Certainly $\partial L$ is contractible and contains all the vertices, so that $\pi_1(S^1) \cong G\{g_{02}\} \cong \mathbb{Z}$.

(b) By Proposition 1.4.40(b) the real projective plane $RP^2$ can be obtained from a square $ABCD$ by identifying the sides $AB$ and $CD$.
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and $BC$ and $DA$ (compare Chapter 2, Exercise 8). A triangulation of $RP^2$ is shown in Fig. 3.6, in which the shaded area represents a contractible subpolyhedron that contains all the vertices, and the vertices are totally ordered by their superfixes.

Thus $\pi_1(RP^2)$ is the group generated by $g_{02}$, $g_{04}$, $g_{14}$, $g_{15}$ and $g_{25}$, subject to the relations $g_{01}g_{14}g_{04}^{-1}$, $g_{02}g_{24}g_{04}^{-1}$, $g_{02}g_{26}g_{05}^{-1}$, $g_{12}g_{26}g_{15}^{-1}$ and $g_{14}g_{45}g_{15}^{-1}$. Thus in $\pi_1(RP^2)$, $g_{14} = g_{04}$, $g_{02} = g_{04}$, $g_{02}g_{25} = 1$, $g_{25} = g_{15}$ and $g_{14} = g_{15}$. These relations imply that all five generators are equal, and $(g_{02})^2 = 1$, that is, $\pi_1(RP^2)$ is isomorphic to $\mathbb{Z}_2$, the group of integers mod 2.

The reader will see from this last example that, although Theorem 3.3.13 guarantees a finite set of generators and relations for $\pi_1(|K|)$, it may well produce far more generators and relations than are necessary. Indeed, for more complicated spaces than spheres or the real projective plane Theorem 3.3.13 may give such an unwieldy description of the fundamental group that it is useless for practical calculations. The trouble is that even comparatively simple spaces may need a large number of simplexes to triangulate them: for example, the torus (see Chapter 2, Exercise 8) cannot be triangulated with less than 7 0-simplexes, 21 1-simplexes and 14 2-simplexes.

We therefore seek a method of improving Theorem 3.3.13 so as to produce as few generators and relations as possible. The first step in this direction is to establish a theorem that expresses the fundamental group of the union of two polyhedra in terms of the fundamental groups of the two polyhedra and of their intersection. However, the result of this theorem is stated in terms of the free product of two groups, and so we must first define this.

**Definition 3.3.15** Given two groups $G$ and $H$, the free product $G * H$ is the group generated by all the elements of $G$ and all the elements of $H$, subject to the relations $g_1g_2g_3^{-1}$, for all $g_1$, $g_2$, $g_3 \in G$ such that $g_1g_2 = g_3$, and $h_1h_2h_3^{-1}$, for all $h_1$, $h_2$, $h_3 \in H$ such that $h_1h_2 = h_3$.

**Example 3.3.16** If $G$ and $H$ are each free groups generated by single elements $a$, $b$ respectively, then $G * H = Gp \{a, b\}$.

In fact the set of generators and relations for $G * H$ given in Definition 3.3.15 is in general unnecessarily large. $G * H$ can be described in terms of any finite sets of generators and relations for $G$ and $H$, as follows.

**Proposition 3.3.17** If $G = Gp \{a_1, \ldots, a_m; \alpha_1, \ldots, \alpha_n\}$ and $H = Gp \{b_1, \ldots, b_p; \beta_1, \ldots, \beta_q\}$, then
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\( G * H \cong \text{Gp}\{a_1, \ldots, a_m, b_1, \ldots, b_p; \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_d\} \).

**Proof.** Let \( G: H \) be the group

\( \text{Gp}\{a_1, \ldots, a_m, b_1, \ldots, b_p; \alpha_1, \ldots, \alpha_n, \beta_1, \ldots, \beta_d\} \),

and let \( \theta: G: H \rightarrow G * H \) be the obvious homomorphism, that sends a word in \( a ' s \) and \( b ' s \) to itself; \( \theta \) is unambiguously defined since each \( a \) or \( b \) is sent to 1. Similarly, let \( \phi: G * H \rightarrow G: H \) be the obvious homomorphism: again \( \phi \) is unambiguous, because each relation of the form \( g_1g_2g_3^{-1} \), for example, must be a word in conjugates of \( a ' s \).

Moreover the composites \( \theta\phi \) and \( \phi\theta \) are both identity isomorphisms, so that \( \theta \) and \( \phi \) are isomorphisms. \[ \]

We can now state the theorem on the union of two polyhedra.

For this, let \( L \) and \( M \) be subcomplexes of a simplicial complex \( K \), such that \( L \cup M = K \), and let \( N = L \cap M \). Write \( \lambda, \mu \) for the inclusion maps \( [N] \subseteq [L], [N] \subseteq [M] \) respectively.

**Theorem 3.3.18** If \( [L], [M] \) and \( [N] \) are path-connected, and \( a^0 \) is a vertex of \( N \), then \( \pi_1([K], a^0) \) is the group obtained from \( \pi_1([L], a^0) * \pi_1([M], a^0) \) by adding extra relations \((\lambda_*c)(\mu_*c)^{-1}\), one for each element \( c \) of \( \pi_1([N], a^0) \). (As in Proposition 3.3.17, it suffices to add the relations \((\lambda_*c)(\mu_*c)^{-1}\), one for each element \( c \) in a finite set of generators for \( \pi_1([N], a^0) \)).

**Proof.** Let \( T_N \) be a maximal tree in \( N \). As in Proposition 3.3.12, \( T_N \) can be extended to trees \( T_L \) in \( L \), containing all the vertices of \( L \), and \( T_M \) in \( M \), containing all the vertices of \( M \), in such a way that \( T_L \cap N = T_N = T_M \cap N \) and \( T_K = T_L \cup T_M \) is a tree containing all the vertices of \( K \).

Now order the vertices of \( K \): in doing so, the vertices of \( L, M \) and \( N \) are also ordered in an obvious way. By Theorem 3.3.13, \( \pi_1([K], a^0) \) is generated by the symbols \( g_{ij} \), one for each ordered 1-simplex of \( K - T_K \), subject to the relations \( g_{ij}g_{jk}g_{ik}^{-1} \), one for each ordered 2-simplex of \( K - T_K \). This is clearly the same as the group generated by the symbols \( g_{ij}, h_{ij} \), one for each ordered 1-simplex of \( L - T_L, M - T_M \) respectively, with relations of the form \( g_{ij}g_{jk}g_{ik}^{-1}, h_{ij}h_{jk}h_{ik}^{-1} \), together with \( g_{ij}h_{ij}^{-1} \), whenever \( g_{ij} = h_{ij} \) in \( K \). But this is exactly \( \pi_1([L], a^0) * \pi_1([M], a^0) \), with extra relations \((\lambda_*g_{ij})(\mu_*g_{ij})^{-1}\), one for each generator \( g_{ij} \) of \( \pi_1([N], a^0) \).

There are two important special cases of Theorem 3.3.18. First, if \( [N] \) is simply-connected (in particular if \( [N] \) is contractible or just a point), then \( \pi_1([K], a^0) = \pi_1([L], a^0) * \pi_1([M], a^0) \). A more important corollary, however, refers to the following situation. Let \( [K] \) be a
path-connected polyhedron, and let $\alpha = a^0a^1 \ldots a^n a^0$ ($n \geq 2$) be an edge-loop in $K$, in which no two consecutive vertices are the same. Let $|L|$ be a regular polygon of $(n + 1)$ sides in $R^2$, triangulated as shown in Fig. 3.7 ($b$ is the centre of $|L|$).

![Fig. 3.7](image)

Now $(L, M)$ is a triangulation of $(E^2, S^1)$, where $M$ is the 'boundary' of $L$. Moreover $\alpha$ determines a (simplicial) map $f: S^1 \rightarrow |K|$ by the rule $f(b^r) = a^r$ ($0 \leq r \leq n$): let $X$ be the adjunction space $|K| \cup_f E^2$.

**Theorem 3.3.19** $\pi_1(X, a^0)$ is obtained from $\pi_1(|K|, a^0)$ by adding the relation $\theta[\alpha]$, where $\theta: \pi(K, a^0) \rightarrow \pi_1(|K|, a^0)$ is the isomorphism of Theorem 3.3.9.

**Proof.** In order to apply Theorem 3.3.18, it is first necessary to triangulate $X$. To do so, let $\mathcal{N}$ be the abstract simplicial complex formed from the abstractions of $K$ and $(L, M)'$ by identifying the vertices $b^r$ and $a^r$, for $0 \leq r \leq n$. If we identify $b^r$ with $a^r$, we automatically also identify the abstract simplex $(b^r, b^{r+1})$ with $(a^r, a^{r+1})$ for $0 < r < n$, and $(b^n, b^0)$ with $(a^n, a^0)$, but no further identification of simplexes takes place. This is because

(a) since consecutive vertices of $\alpha$ are distinct, and each simplex of $(L, M)'$ meets $M$ in a face, no simplex is reduced in dimension by the identification;

(b) two distinct 1-simplexes $(b'^1, c^1)$, $(b'^2, c^2)$ of $(L, M)' - M$ cannot be identified unless $c^1 = c^2$; but then $b'^1$ and $b'^2$ must be consecutive vertices of $M$;

(c) given two distinct 2-simplexes of $(L, M)'$, there must be a vertex, not in $M$, that is in one simplex but not the other.
It follows that if $N$ is a geometric realization of $\mathcal{M}$, then $|N|$ is homeomorphic to $X$ (it has the correct topology by Corollary 2.3.9).

Now choose a 2-simplex $\sigma = (b^0, c^1, c^2)$ in $(L, M)'$ that has $b^0$ as a vertex (see Fig. 3.8), and write $Y = |N - c|$. By Theorem 3.3.18, $\pi_1(X, a^0)$ is obtained from $\pi_1(Y, a^0) * \pi_1(\sigma, a^0)$ by adding relations $(\lambda_d)(\mu_d)^{-1}$ for each generator $d$ of $\pi_1(\{\sigma\}, a^0)$, where $\lambda$ and $\mu$ are the inclusion maps. But $\pi_1(\sigma, a^0) = 0$, since $\sigma$ is contractible, and by Example 3.3.14(a) $\pi_1(\{\sigma\}, a^0)$ is a free group generated by the single element $\theta[\beta]$, where $\beta = b^0c^1c^2b^0$. It follows that $\pi_1(X, a^0)$ is obtained from $\pi_1(Y, a^0)$ by adding the relation $\theta[\beta]$.

To complete the proof, note that, since $|L|$ is convex, radial projection from the barycentre of $\sigma$ is a (strong) deformation retraction of $|(L, M)' - \sigma|$ onto $|M|$, and so can be extended to a deformation retraction $\rho: Y \to |K|$. So $\rho_*: \pi_1(Y, a^0) \to \pi_1(|K|, a^0)$ is an isomorphism, and clearly $\rho_*\theta[\beta] = \theta[\alpha]$.

A somewhat surprising corollary of Theorem 3.3.19 is that any group with a finite set of generators and relations can be realized as the fundamental group of some polyhedron.

**Theorem 3.3.20** Let $G = \text{Gp}\{b_1, \ldots, b_m; \beta_1, \ldots, \beta_n\}$. There exists a polyhedron $|K|$ and a vertex $a^0$ of $K$ such that $\pi_1(|K|, a^0) \cong G$. 

Proof. We first construct $K$, and then show that it has the right properties.

Let $Y$ be a 'wedge' of $m$ circles $S^{1}_1, S^{1}_2, \ldots, S^{1}_m$. More precisely, take $m$ copies $S^{1}_1, S^{1}_2, \ldots, S^{1}_m$ of $S^{1}$, where a point of $S^{1}_i$ is denoted by $(x_1, x_2)$, and let $Y$ be the space obtained from the disjoint union by identifying together all the points $(1, 0)_1, (1, 0)_2, \ldots, (1, 0)_m$: call this point $a^0$.

$X$ is now formed from $Y$ by attaching 2-cells by maps obtained from the relations $\beta_1, \ldots, \beta_n$. Now each such $\beta_i$ is a word in $b$'s: say $\beta_i = b^{\epsilon_1}_i \cdots b^{\epsilon_n}_i$, where each $\epsilon$ is $\pm 1$. Corresponding to $\beta_i$, define a map $f_i: S^{1} \rightarrow Y$ by the rule

$$f_i(\cos \theta, \sin \theta) = \begin{cases} ((\cos (p\theta - 2(q-1)\pi), \sin (p\theta - 2(q-1)\pi))_{t_q}, & \text{if } \epsilon_q = 1, \\ ((\cos (2q\pi - p\theta), \sin (2q\pi - p\theta))_{t_q}, & \text{if } \epsilon_q = -1, \end{cases}$$

for $2(q - 1)\pi/p \leq \theta \leq 2q\pi/p, 1 \leq q \leq p$. In other words, $S^{1}$ is divided into $p$ equal parts, and the $q$th segment is wrapped round $S^{1}_{t_q}$, forwards or backwards according as $\epsilon_q$ is 1 or $-1$. Now attach a 2-cell $E^{2}_{r}$ to $Y$ by each of the maps $f_r, (1 \leq r \leq n)$, and call the resulting identification space $X$.

The fact that $X$ has the required properties is now an easy corollary of Theorem 3.3.19. By radial projection from the origin, each $S^{1}_i$ in $Y$ may be triangulated as the boundary of an equilateral triangle $(a^{0}_r, a^{1}_r, a^{2}_r)$, where $a^{0}_r = (1, 0)_r$, $a^{1}_r = (-\frac{1}{2}, \sqrt{3}/2)_r$, and $a^{2}_r = (-\frac{1}{2}, -\sqrt{3}/2)_r$; a triangulation of $Y$ results if we identify $a^{0}_r, a^{0}_r, \ldots, a^{0}_m$ to a single point $a^0$. Similarly, each $E^{2}_r$ may be triangulated as a regular polygon of $3p$ sides, where $p$ is the number of segments into which the boundary $S^{1}$ of $E^{2}_r$ is divided in the definition of $f_r$: see Fig. 3.9.
The point of doing this is that now each 2-cell $E_i^2$ is attached to $Y$ as in Theorem 3.3.19 by means of the edge-loop

$$\beta_r = (a_i^0 a_1^r a_2^r a_3^r)^{e_1} \cdots (a_i^0 a_1^r a_2^r a_3^r)^{e_r}.$$ 

Thus $X$ is triangulable, and we might as well assume that $X$ is a polyhedron $|K|$. Since $\pi_1(Y, a^0)$ is the free group generated by $b_1, \ldots, b_m$, where $b_r = [a_r^0 a_1^r a_2^r a_3^r]$, it follows at once that $\pi_1(X, a^0) \cong G$. 

This theorem is not only of interest in itself, but, used 'in reverse', it provides a very practical method of calculating the fundamental groups of certain spaces. By Corollary 3.3.10, if the 2-skeleton of a simplicial complex $K$ is a triangulation of a space $X$ constructed as in Theorem 3.3.20, then we can immediately write down a set of generators and relations for $\pi_1(|K|)$; and this method will usually yield a much smaller set of generators and relations than would be obtained by using Theorem 3.3.13 directly.

**Examples 3.3.21**

(a) Consider the real projective plane $RP^2$ again. By Proposition 1.4.40(b) this is the space $S^1 \cup E^2$, where $f: S^1 \to S^1$ is defined by $f(\cos \theta, \sin \theta) = (\cos 2\theta, \sin 2\theta)$: see Fig. 3.10, where $\alpha$ represents the generator of $\pi_1(S^1, a^0)$.
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It follows immediately that $\pi_1(RP^2, a^0) = \mathbb{Z}_2$. The reader should compare the ease of this proof with the messy calculations of Example 3.3.14(b).

(b) As in Chapter 2, Exercise 8, the torus $T$ is the space obtained from a square $ABCD$ by identifying the sides $AD$ and $BC$, and then $AB$ and $DC$. By making the identifications on the boundary of $ABCD$ first, we see that this is the same as starting with the wedge $Y$ of two
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circles $S_1^1$ and $S_2^1$, so that $\pi_1(Y)$ is the free group generated by $b_1$, $b_2$, say, and then attaching a 2-cell as in Theorem 3.3.20 by a map $f: S^1 \to Y$ corresponding to the word $b_1b_2b_1^{-1}b_2^{-1}$: see Fig. 3.11.

![Fig. 3.11](image1)

Hence the fundamental group of the torus is $\text{Gp } \{b_1, b_2; b_1b_2b_1^{-1}b_2^{-1}\}$; in other words $\pi_1(T)$ is a free abelian group with two generators.

We end this section with an example of the calculation of the fundamental group of a more complicated space. This example will also be needed in Chapters 5 and 8.

**Example 3.3.22** Let $X$ be the space obtained from (the surface of) a dodecahedron by identifying opposite faces after a twist through an angle $\pi/5$. By stereographic projection from the mid-point of one face, the dodecahedron can be drawn as in Fig. 3.12, in which the vertices and faces are labelled according to the identifications.

![Fig. 3.12](image2)
It will be seen that the vertices and edges of the dodecahedron become, after identification, the space $Y$ obtained from the five points $a^2, a^1, a^2, a^3, a^4$ by joining each pair of points by a line: see Fig. 3.13.

\[ \text{Fig. 3.13} \]

Now $Y$ is plainly triangulable, and $X$ is the space obtained from $Y$ by attaching six 2-cells $A, B, C, D, E$ and $F$ by the edge-loops $a^0a^1a^2a^3a^4a^0, a^0a^1a^3a^2a^0, a^0a^2a^4a^3a^0, a^0a^4a^2a^1a^0, a^0a^3a^2a^4a^1a^0$ and $a^0a^2a^1a^4a^3a^0$ respectively. Thus $\pi_1(X, a^0)$ can be calculated by Theorem 3.3.19.

The first task is to calculate $\pi_1(Y, a^0)$. This is easily done by using Theorem 3.3.13: a maximal tree consists of the 1-simplexes $(a^0, a^1), (a^0, a^2), (a^0, a^3)$ and $(a^0, a^4)$, so that $\pi_1(Y, a^0)$ is the free group generated by

\[ \alpha = [a^0a^1a^2a^0], \]
\[ \beta = [a^0a^1a^3a^0], \]
\[ \gamma = [a^0a^1a^4a^0], \]
\[ \delta = [a^0a^2a^3a^0], \]
\[ \epsilon = [a^0a^2a^4a^0], \]
\[ \zeta = [a^0a^3a^4a^0]. \]

So by Theorem 3.3.19, $\pi_1(X, a^0)$ has these generators, subject to the following six relations, given by the faces $A, B, C, D, E$ and $F$:

\[ \alpha \delta \epsilon, \ \gamma^{-1} \beta \delta^{-1}, \ \epsilon^{-1} \beta^{-1}, \ \epsilon^{-1} \alpha^{-1} \beta, \ \delta^{-1} \epsilon \gamma^{-1}, \ \alpha^{-1} \gamma \epsilon^{-1} \]

(we write $[a^0a^1a^2a^3a^0]$, for instance, in the equivalent form $[a^0a^1a^2a^0][a^0a^2a^3a^0][a^0a^3a^4a^0] = \alpha \delta \epsilon$). The first, third and fifth of these relations give $\alpha = \zeta^{-1} \delta^{-1}$, $\beta = \epsilon \zeta^{-1}$, $\gamma = \delta^{-1} \epsilon$; and the remaining three relations then become

\[ \epsilon^{-1} \delta \epsilon \zeta^{-1} \delta^{-1}, \ \epsilon^{-1} \delta \zeta \epsilon \zeta^{-1}, \ \delta \zeta \delta^{-1} \epsilon \zeta^{-1}. \]
From the first of these, \( \zeta = \delta^{-1}\epsilon^{-1}\delta\epsilon \), so that \( \pi_1(X, a^0) \) now has two generators \( \delta \) and \( \epsilon \), and two relations

\[
\epsilon^{-2}\delta\epsilon\delta^{-1}\epsilon\delta, \quad \epsilon^{-1}\delta\epsilon^{-2}\epsilon\delta.
\]

The second of these can be replaced by the product of itself and the inverse of the first (or rather by the conjugate of this element by \( \epsilon^{-2} \)):

\[
\epsilon^2(\delta^{-1}\epsilon\delta^{-2}\epsilon\delta)\delta^{-1}\epsilon^{-1}\delta\epsilon^{-1}\delta^{-1} = \epsilon\delta\epsilon\delta^{-1}\epsilon^{-1}\delta^{-1};
\]

and the first relation can then be replaced by this new relation multiplied by its inverse (with conjugation by \( \epsilon\delta \) before and after the multiplication):

\[
\delta^{-1}\epsilon^{-1}(\delta\epsilon\delta^{-1}\epsilon^{-1}\delta^{-1})\delta\epsilon^{-1}\delta^{-1}\epsilon^2 = \epsilon\delta^{-1}\epsilon^{-2}\delta^{-1}\epsilon^2.
\]

Now write \( \delta = \eta\epsilon^{-1} \), so that the generators are now \( \epsilon \) and \( \eta \), and the relations are

\[
\epsilon\eta\epsilon^{-1}\epsilon\eta^{-1}\epsilon\eta^{-1} = \epsilon\eta\epsilon\eta^{-2}
\]

and

\[
\epsilon\eta^{-1}\epsilon^{-2}\epsilon\eta^{-1}\epsilon^2 = \epsilon^2\eta^{-1}\epsilon^{-1}\eta^{-1}\epsilon^2.
\]

These in turn are equivalent to

\[
\eta^2(\epsilon\eta)^{-1}, \quad \epsilon^4(\eta\epsilon)^{-1},
\]

or to

\[
\eta^2(\eta\epsilon)^{-2}, \quad \epsilon^5(\eta\epsilon)^{-2},
\]

and this gives a concise expression for \( \pi_1(X, a^0) \) in terms of generators and relations. It is not immediately obvious that the group is non-trivial, but in the group of permutations of 1, 2, 3, 4, 5 the permutations

\[
x: (1, 2, 3, 4, 5) \rightarrow (4, 2, 1, 3, 5)
\]

and

\[
y: (1, 2, 3, 4, 5) \rightarrow (2, 3, 4, 5, 1)
\]

can easily be seen to satisfy \( x^2 = (xy)^2 = y^5 = 1 \), and so generate a group isomorphic to a quotient group of \( \pi_1(X, a^0) \), which is therefore non-trivial.

### 3.4 Classification of triangulable 2-manifolds

As an example of the application of the fundamental group to geometric problems, we shall show in this section that the theorems of Section 3.3 allow easy calculation of the fundamental groups of certain polyhedra known as 2-manifolds or surfaces. By using geometric arguments as well, this leads to a complete classification of these 2-manifolds, up to homeomorphism. This is a good illustration of a typical procedure of algebraic topology: one first uses a geometric
argument to show that every 2-manifold is homeomorphic to one of a standard set, and then shows that the ‘standard’ manifolds are all topologically distinct, by showing that their fundamental groups are all distinct.

For completeness, we shall first define manifolds in general, and then specialize to 2-manifolds. Roughly speaking, an \( n \)-manifold is a topological space that is locally ‘like’ Euclidean space \( \mathbb{R}^n \).

**Definition 3.4.1** A Hausdorff space \( M \) is called an \( n \)-manifold if each point of \( M \) has a neighbourhood homeomorphic to an open set in \( \mathbb{R}^n \).

Notice that any space homeomorphic to an \( n \)-manifold is itself an \( n \)-manifold, as also is any open subset of an \( n \)-manifold.

**Example 3.4.2** \( \mathbb{R}^n \) itself is clearly an \( n \)-manifold, as also is \( S^n \). To prove this, let \( e^n \) be the open unit disc in \( \mathbb{R}^n \), of points \( x \) such that \( \|x\| < 1 \), and note that the standard map \( \theta: E^n \to S^n \) restricts to a homeomorphism \( \theta: e^n \to S^n - (-1, 0, \ldots, 0) \). Thus every point of \( S^n \) other than \((-1, 0, \ldots, 0)\) is certainly contained in an open set homeomorphic to \( e^n \), and we can deal with the exceptional point by constructing a similar homeomorphism from \( e^n \) to the complement of \((1, 0, \ldots, 0)\) in \( S^n \).

Other examples of manifolds are the torus and the real projective plane: both of these are 2-manifolds, as can readily be proved from the definition.

Lastly, consider the space \( X \) obtained from two copies \( S^1_1, S^1_2 \) of the circle \( S^1 \) by identifying each point \((x_1, x_2)_1\) with the corresponding point \((x_1, x_2)_2\), except for the points \((1, 0)_1\) and \((1, 0)_2\), which remain distinct: see Fig. 3.14.
§3.4 CLASSIFICATION OF 2-MANIFOLDS

Now $(1, 0)_1$ has an open neighbourhood consisting of $(1, 0)_1 \cup C$, where $C$ is the complement in $S^1$ of $(1, 0)$ and $(-1, 0)$; and this neighbourhood is homeomorphic to an open interval in $R^1$. Similarly $(1, 0)_2$ has a neighbourhood homeomorphic to an open interval, and this property is clearly true for all other points of $X$. However, $X$ fails to be a manifold, since open neighbourhoods of $(1, 0)_1$ and $(1, 0)_2$ always intersect, so that $X$ is not Hausdorff.

The last example shows the reason for insisting on the Hausdorff condition in Definition 3.4.1: we wish to exclude such freak spaces.

In order to apply the theorems of Section 3.3, we shall consider only triangulable $n$-manifolds in this chapter. Since we are particularly interested in 2-manifolds, this is only a mild restriction, for it can be shown that every compact 2-manifold is triangulable, although the proof of this is beyond the scope of this book. However, before attempting to prove the classification theorem for triangulable 2-manifolds, we need a few results about simplicial complexes whose polyhedra are manifolds: these are based on Theorem 2.4.5.

Proposition 3.4.3 Let $K$ be a simplicial complex whose polyhedron is an $n$-manifold. Then for each $x \in |K|$, $|\text{Lk}(x)| \simeq S^{n-1}$.

Proof. By definition, there exists an open set $U$ in $R^n$, and a homeomorphism $h$ of $U$ onto a subset $h(U)$ of $|K|$ that contains $x$; let $y = h^{-1}(x)$. Since $U$ is open, there exists $\varepsilon$ such that the set $B$ of points $z$ such that $d(y, z) < \varepsilon$ is contained in $U$: then $h$ is a homeomorphism of $B$ onto a subset of $|K|$, and $x$ is in an open set contained in $h(B)$.

But $B$ can be triangulated as in Example 2.3.13, with $y$ as the vertex $a_0$. Hence by Theorem 2.4.5 $|\text{Lk}(x)| \simeq |\text{Lk}(y)|$, which is homeomorphic to $S^{n-1}$.

Corollary 3.4.4 If $|K|$ is a 2-manifold, then

(a) $\dim K = 2$;
(b) each 1-simplex of $K$ is a face of just two 2-simplexes.

Proof. $K$ cannot have a simplex $\sigma$ of dimension $n > 2$, for if $x$ were in the interior of such a simplex, then by Example 2.3.13 $|\text{Lk}(x)|$ would be homeomorphic to $S^{n-1}$. But $\pi_1(S^{n-1}) = 0$ if $n > 2$, whereas $\pi_1(S^1) \cong Z$, so that $S^{n-1}$ is not homotopy-equivalent to $S^1$, and hence $\sigma$ cannot exist.

Now let $x$ be a point in the interior of a 1-simplex $\tau$, and suppose that $\tau$ is a face of $\tau$ 2-simplexes. Then $\text{Lk}(x)$ is the subcomplex shown in Fig. 3.15, with $\tau$ 'strings' joining $a^0$ and $a^1$ (we must have $r > 0$,
since otherwise \(|\text{Lk}(x)| = a^0 \cup a^1\), which is not homotopy-equivalent to \(S^1\).

\[
\text{Fig. 3.15}
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A maximal tree of \(\text{Lk}(x)\) is shown in thick lines in Fig. 3.15. Thus by Theorem 3.3.13 \(\pi_1(|\text{Lk}(x)|, a^0)\) is a free group generated by \((r - 1)\) elements. This contradicts Proposition 3.4.3 unless \(r = 2\).

We now start work on the classification theorem for triangulable 2-manifolds. As a first step, we prove the following result on path-connected polyhedra (there is no loss of generality in supposing that the polyhedra are path-connected, for otherwise, by Exercises 2 and 10, we merely consider the path-components separately).

**Theorem 3.4.5** Let \(K\) be a simplicial complex whose polyhedron is a path-connected 2-manifold. Then \(|K|\) is homeomorphic to the space obtained from a regular polygon of \(2n\) sides in \(R^2\) by identifying the edges in pairs.

**Proof.** We can construct a space homeomorphic to \(|K|\) as follows. Choose any 2-simplex \(\sigma_1\) of \(K\): this is (linearly) homeomorphic to an equilateral triangle in \(R^2\). Now choose any 1-face \(\tau\) of \(\sigma_1\); by Corollary 3.4.4(b) \(\tau\) is a face of just one other 2-simplex, \(\sigma_2\), say. The subspace \(\sigma_1 \cup \sigma_2\) of \(|K|\) is (simplicially) homeomorphic to the equilateral triangle with another triangle attached along one edge, and this in turn is simplicially homeomorphic to a square in \(R^2\); see Fig. 3.16.

\[
\text{Fig. 3.16}
\]
This process can be continued: at the general stage we have \( \sigma_1 \cup \cdots \cup \sigma_m \), simplicially homeomorphic to a regular \((m + 2)\)-sided polygon in \( \mathbb{R}^2 \), although some pairs of edges in this polygon may have to be identified: each edge corresponds to a 1-simplex of \( K \) that faces two 2-simplexes, and if both these simplexes are already represented in the polygon, then the edge must be identified with another edge of the polygon (it must be another edge, and not an 'interior' 1-simplex, since otherwise there would be a 1-simplex of \( K \) facing more than two 2-simplexes). If on the other hand only one of the two 2-simplexes is already represented in the polygon, call the other one \( \sigma_{m+1} \), and construct a regular \((m + 3)\)-sided polygon by attaching a triangle corresponding to \( \sigma_{m+1} \) along the appropriate edge, and taking a simplicial homeomorphism of the resulting space onto a regular polygon in \( \mathbb{R}^2 \).

It is clear that we can continue attaching triangles and deforming into regular polygons, until we finally reach a regular polygon \( P \) of \( 2n \) sides in which each edge is identified with one other edge (this is why \( P \) must have an even number of edges). This is the result we want, provided every 2-simplex of \( K \) is now represented in \( P \).

To prove that no 2-simplex has been left out, suppose on the contrary that \( P \), with its appropriate identifications, is homeomorphic to \( |L| \), where \( L \) is a subcomplex of \( K \). Choose a vertex of \( L \) and a vertex of \( K \setminus L \), and join them by an edge-path (since \( |K| \) is path-connected); let \( a \) be the last vertex in \( L \) and \( b \) be the next vertex, so that \( (a, b) \) is a 1-simplex of \( K \setminus L \). We can obtain a contradiction by showing that \( |\text{Lk}_K(a)| \) is not path-connected, and so certainly not homotopy-equivalent to \( S^1 \). For suppose, if possible, that some vertex

\[ \text{Lk}_K(a) \cap L - \]

Fig. 3.17
in $\text{Lk}(a) \cap L$ can be joined to $b$ by an edge-path in $\text{Lk}(a)$. Once again, let $c$ be the last vertex in $\text{Lk}(a) \cap L$, and $d$ be the next vertex: see Fig. 3.17.

Now $(c, d) \in \text{Lk}(a)$, so that $(a, c, d)$ is a 2-simplex of $K - L$. But it is clear from the construction of $L$ that each 1-simplex of $L$, in particular $(a, c)$, faces two 2-simplexes of $L$. Hence $(a, c)$ faces at least three 2-simplexes of $K$, which contradicts Corollary 3.4.4(b). Thus $|\text{Lk}(a)|$ is not path-connected, which is again a contradiction, so that $L$ must be the whole of $K$.

Let the vertices of a regular $2n$-sided polygon be $b^0, b^1, \ldots, b^{2n-1}, b^0$, in order as we go round the boundary. Now if the edges of $P$ are identified in pairs, an edge $(c, d)$ is identified with one other edge $(c', d')$, say, where $c$ is identified with $c'$ and $d$ with $d'$. For each such pair of edges, denote both by a symbol such as $x$, and denote the 'reversed' edges $(d, c)$ and $(d', c')$ by $x^{-1}$; of course, different symbols are to be used for different pairs of edges. In this way $P$ can be specified, with its identifications, by the sequence of symbols such as $x$ or $x^{-1}$ corresponding to the sequence of edges $(b^0, b^1), (b^1, b^2), \ldots, (b^{2n-1}, b^0)$. For example, the torus can be specified in this way by the sequence $xyx^{-1}y^{-1}$, and the real projective plane by $xy^{-1}xy^{-1}$: see Fig. 3.18.

Theorem 3.4.5 shows, then, that a polyhedron $|K|$ that is a path-connected 2-manifold can be described by a finite sequence of symbols, such as $x$ or $x^{-1}$, in which each letter occurs twice and there are at least two different letters: let us call such a sequence admissible. Clearly any admissible sequence specifies a regular polygon with identifications of edges in pairs, and hence determines a topological
space. Unfortunately this is not yet a classification theorem, since it is quite possible for two different admissible sequences to specify homeomorphic spaces. The next step is to resolve this difficulty, by giving three rules for changing an admissible sequence, while altering the corresponding space only by a homeomorphism. To state these rules, denote (possibly empty) sequences of symbols by capital letters, and if say $A = \alpha_1 \alpha_2 \ldots \alpha_n$, where each $\alpha_i$ is of the form $x$ or $x^{-1}$, write $A^{-1}$ for the sequence $\alpha_n^{-1} \alpha_{n-1}^{-1} \ldots \alpha_1^{-1}$ (by convention $(x^{-1})^{-1} = x$).

**Rule 1.** Replace $ABxCDxE$ by $AyDB^{-1}yC^{-1}E$, where $y$ is a new symbol.

**Rule 2.** Replace $ABxCDx^{-1}E$ by $AyDCy^{-1}BE$.

**Rule 3.** Replace $Ax^{-1}B$ or $Ax^{-1}xB$ by $AB$, provided $AB$ contains at least two letters (each occurring twice, of course).

To justify these changes, we prove

**Theorem 3.4.6** The application of Rules 1–3 to an admissible sequence gives a new admissible sequence whose corresponding space is homeomorphic to the space corresponding to the original sequence.

**Proof.** It is clearly sufficient to prove this for a single application of Rule 1, 2 or 3.

**Rule 1.** In the regular polygon corresponding to $ABxCDxE$, join the 'end-point' of $A$ to the end-point of $C$ by a straight line, denoted by $y$. Cut the polygon in two along $y$, and join the two pieces together again by identifying the edges corresponding to $x$: see Fig. 3.19.

![Fig. 3.19](image)

The new space can be deformed into a regular polyhedron again, since it can be triangulated by joining the boundary edges to the mid-point of $x$. When corresponding edges of the new polygon are identified,
we obtain a space homeomorphic to the original one; and the new sequence of symbols is $AyDB^{-1}yC^{-1}E$.

The reader should notice, however, that this proof is valid only if $BC$ and $ADE$ are non-empty sequences, since otherwise the polygon is not cut into two pieces. However, if $BC$ is empty there is nothing to prove, whereas if $ADE$ is empty, the replacement of $BxCx$ by $yB^{-1}yC^{-1}$ corresponds merely to going round the boundary of the polygon in the opposite direction (and putting $y = x^{-1}$). And $BC$ and $ADE$ cannot both be empty, since an admissible sequence contains at least two letters.

Rule 2. This admits a similar proof.

Rule 3. Consider the regular polygon corresponding to $Axx^{-1}B$. By starting from a different vertex in the boundary, if necessary, we may assume that each of $A$ and $B$ represents at least two edges. Make a cut $y$ from the end-point of $B$ to the end-point of $x$, and deform each of the two pieces into regular polygons in which the two edges $x$ and $y$ are made into just one edge; finally join the two polygons together by identifying the edges corresponding to $xy^{-1}$, and deform the result into a regular polygon again: see Fig. 3.20.

As in Rule 1, when corresponding edges of this polygon are identified, we obtain a space homeomorphic to the original one, and the new sequence of symbols is $AB$.

Rules 1–3 allow the reduction of admissible sequences to certain standard forms. Now each letter $x$ in an admissible sequence occurs twice; call these two occurrences a similar pair if the sequence is of the form $\ldots x \ldots x \ldots$ or $\ldots x^{-1} \ldots x^{-1} \ldots$, and call them a reversed pair if the sequence is of the form $\ldots x \ldots x^{-1} \ldots$ or $\ldots x^{-1} \ldots x \ldots$.

The following four steps can be applied to an admissible sequence, where each step is a combination of applications of Rules 1–3.

Step 1. Replace the sequence by $AB$, where $A$ is of the form $x_1x_1x_2x_2\ldots x_x$, and $B$ contains only reversed pairs (of course, $A$ or $B$
may be empty). This is justified by the following sequence of operations, using only Rule 1, where $C$ is supposed to be already of the form $x_1x_1x_2x_2\cdots$

$$CDxExF \rightarrow CyD^{-1}yE^{-1}F \rightarrow CxxDE^{-1}F.$$ 

(Each similar pair may be assumed to be of the form $\ldots x \ldots x \ldots$, by replacing $x^{-1}$ by a new symbol $y$ if necessary.)

**Step 2.** Now replace $AB$ by $ACD$, where $C$ is of the form $y_1x_1^{-1}x_1^{-1}\cdots y_sx_s^{-1}x_s^{-1}$, and $D$ contains only non-interlocking reversed pairs (two reversed pairs are said to *interlock* if they occur in the form $\ldots y \ldots x \ldots y^{-1} \ldots x^{-1} \ldots$). This is justified by Rule 2, where $E$ is assumed to be already of the required form.

$$EFaGHa^{-1}ib^{-1}J \rightarrow EcGbHe^{-1}FI^{-1}J \quad \text{(here $a$ is the 'x' of Rule 2)}$$

$$\rightarrow EcGdFIHe^{-1}a^{-1}d^{-1}J \quad \text{(with $b$ as 'x')}$$

$$\rightarrow EeFIHGde^{-1}d^{-1}J \quad \text{(with $c$ as 'x')}$$

$$\rightarrow EeF^{-1}e^{-1}FIHGd^{-1}J \quad \text{(with $d$ as 'x')}.$$ 

**Step 3.** If $A$ is non-empty, replace $ACD$ by $ED$, where $E$ is of the form $x_1x_1x_2x_2\cdots$, that is, convert all interlocking reversed pairs to similar pairs. This uses Rule 1, but in reverse:

$$Fxxaba^{-1}b^{-1}G \leftarrow Fyb^{-1}a^{-1}ya^{-1}b^{-1}G$$

$$\leftarrow Fyay^{-1}accG$$

$$\leftarrow FyyddccG.$$ 

**Step 4.** Finally, consider $D$, which consists only of non-interlocking reversed pairs. Let the closest pair in $D$ be $\ldots x \ldots x^{-1} \ldots$; then there can be no symbols between $x$ and $x^{-1}$, since if both members of a pair lie between $x$ and $x^{-1}$ they form a closer pair, whereas if just one member of a pair is between $x$ and $x^{-1}$ there is an interlocking pair in $D$. Thus we can 'cancel' $xx^{-1}$ by Rule 3, and similarly cancel the rest of $D$, provided what remains always contains at least two letters.

The final result of Steps 1–4 is that the admissible sequence now has one of the forms

$$x_1y_1^{-1}x_1^{-1}y_1^{-1}\cdots x_2y_2^{-1}x_2^{-1}y_2^{-1} \quad (g \geq 1)$$

or

$$x_1x_1x_2x_2\cdots x_hx_h \quad (h \geq 2),$$
with three remaining special cases $xxyy^{-1}$, $xx^{-1}yy^{-1}$ and $xyy^{-1}x^{-1}$: these cannot be further reduced by Rule 3, although it will be noticed that $xyy^{-1}x^{-1}$ represents the same space as $x^{-1}xyy^{-1}$, and hence as $xx^{-1}yy^{-1}$, since a cyclic permutation of symbols merely corresponds to taking a different starting point for the boundary of the corresponding square.

Let $M_g$ ($g \geq 1$) be the space obtained from a regular $4g$-sided polygon by identifying the edges according to the sequence $x_1y_1x_1^{-1}y_1^{-1}\cdots x_gy_gx_g^{-1}y_g^{-1}$, and let $N_h$ ($h \geq 2$) be defined similarly using $x_1x_1\cdots x_hx_h$; also let $N_1$ and $M_0$ be the special cases defined by $xxyy^{-1}$ and $xx^{-1}yy^{-1}$ respectively. We have so far proved

**Theorem 3.4.7** A path-connected triangulable 2-manifold is homeomorphic to one of the spaces $M_g$ ($g \geq 0$) or $N_h$ ($h \geq 1$).

**Examples 3.4.8**

(a) $M_0$ is homeomorphic to $S^2$. For $S^2$ can be triangulated as the boundary of a 3-simplex $(A, B, C, D)$, and the process described in the proof of Theorem 3.4.5 yields the square shown in Fig. 3.21, with corresponding sequence $xx^{-1}yy^{-1}$.

(b) $N_1$ is the real projective plane $RP^2$. For Fig. 3.18 shows that $RP^2$ is the space defined by the sequence $xy^{-1}xy^{-1}$, and a single application of Rule 1 reduces this to $zyyy^{-1}$.

In fact Theorem 3.4.7 is exactly the classification theorem for triangulable 2-manifolds, although it still remains to prove that each of $M_g$ and $N_h$ are topologically distinct, and that each of these spaces
is a triangulable 2-manifold. The first point is established by calculating the fundamental groups of $M_g$ and $N_h$, by using Theorem 3.3.20 (compare Examples 3.3.21).

**Theorem 3.4.9**

(a) \( \pi_1(M_g) \cong \langle x_1, y_1, \ldots, x_g, y_g; x_1y_1x_1^{-1}y_1^{-1} \cdots x_gy_gx_g^{-1}y_g^{-1} \rangle \) (this is to be interpreted as 0 if \( g = 0 \)).

(b) \( \pi_1(N_h) \cong \langle x_1, \ldots, x_h; x_1^2 \cdots x_h^2 \rangle \).

**Proof.**

(a) For \( g \geq 1 \), \( M_g \) is obtained by identifying edges in a regular \( 4g \)-sided polygon \( P \). Now all \( 4g \) vertices of \( P \) are identified together in \( M_g \), since

- initial point of \( x_1 \) = end point of \( y_1 \)
- = end point of \( x_1 \)
- = initial point of \( y_1 \)
- = initial point of \( x_2 \),

and so on. Thus the boundary of \( P \) becomes, after identification, a 'wedge' of \( 2g \) circles, one for each letter \( x_r \) or \( y_r \), and \( M_g \) is the space obtained by attaching a single 2-cell according to the word \( x_1y_1x_1^{-1}y_1^{-1} \cdots x_gy_gx_g^{-1}y_g^{-1} \). Theorem 3.3.20 immediately yields (a), at least if \( g \geq 1 \). However, if \( g = 0 \), \( M_0 = S^2 \), and \( \pi_1(S^2) = 0 \) by Corollary 3.3.10.

(b) Again, for \( h \geq 2 \), \( N_h \) is obtained by identifying edges in a regular \( 2h \)-sided polygon \( P \). As in the proof of (a), all \( 2h \) vertices of \( P \) are identified together in \( N_h \), and the boundary of \( P \) becomes a wedge of \( h \) circles, one for each letter \( x_r \). So \( N_h \) is the space obtained by attaching a 2-cell according to the word \( x_1^2 \cdots x_h^2 \), which proves (b) if \( h \geq 2 \). But for \( h = 1 \) \( N_1 = RP^2 \), and \( \pi_1(RP^2) = \langle x; x^2 \rangle \) by Example 3.3.21(a). □

**Corollary 3.4.10** The spaces \( M_g \) and \( N_h \) are all topologically distinct.

**Proof.** It is sufficient to show that their fundamental groups are not isomorphic. Now in general the problem of deciding whether two groups given by generators and relations are isomorphic is difficult, and may even be insoluble. However, it is sufficient here to remark that, by Proposition 1.3.24, if two groups \( G \) and \( H \) are isomorphic, then so are their 'abelianizations' \( G/[G, G] \) and \( H/[H, H] \).
Now by Proposition 1.3.28, \( \pi_1(M_g)/[\pi_1(M_g), \pi_1(M_g)] \) is 
\[ \text{Ab} \{x_1, y_1, \ldots, x_g, y_g\}, \]
and \( \pi_1(N_h)/[\pi_1(N_h), \pi_1(N_h)] \) is 
\[ \text{Ab} \{x_1, \ldots, x_h; 2(x_1 + \cdots + x_h)\}. \]
By setting \( y = x_1 + \cdots + x_h \), the latter is the same as 
\[ \text{Ab} \{x_1, \ldots, x_{h-1}, y; 2y\}, \]
which is the direct sum of a free abelian group with \((h - 1)\) generators and a group isomorphic to \( \mathbb{Z}_2 \). So by Theorem 1.3.30 the groups \( \pi_1(M_g) \) and \( \pi_1(N_h) \) are all distinct, so that no two of \( M_g \) or \( N_h \) can be homeomorphic.

It follows also, of course, that no two of \( M_g \) or \( N_h \) are homotopy-equivalent, so that for triangulable 2-manifolds the classification up to homeomorphism is the same as the classification up to homotopy equivalence. In particular, any manifold homotopy-equivalent to \( S^2 \) must actually be homeomorphic to \( S^2 \); this result is of especial interest, since it remains an unsolved problem whether or not the corresponding result for 3-manifolds and \( S^3 \) is true: this is the famous 'Poincaré conjecture'.

To complete the classification of triangulable 2-manifolds, it now remains only to prove

**Theorem 3.4.11** Each of \( M_g \) and \( N_h \) is a triangulable 2-manifold.

**Proof.** As in the proof of Theorem 3.4.9, Theorem 3.3.20 shows that each of \( M_g \) and \( N_h \) is triangulable. Hence it is sufficient to prove that they are 2-manifolds.

Consider the \( 4g \)-sided polygon \( P \) corresponding to \( M_g \), for \( g \geq 1 \). It is clear that a point of \( P \) not on the boundary has a neighbourhood homeomorphic to an open set in \( \mathbb{R}^2 \). Also a point \( A \) on the boundary of \( P \), other than a vertex, occurs in just two edges, say the edges corresponding to the symbol \( x_1 \); see Fig. 3.22.

Choose \( \epsilon \) so that the two \( \epsilon \)-neighbourhoods of \( A \) (the shaded areas in Fig. 3.22) intersect the boundary of \( P \) only in the edges \( x_1 \). After identification, these \( \epsilon \)-neighbourhoods fit together to make a neighbourhood of \( A \) that is clearly homeomorphic to an open disc in \( \mathbb{R}^2 \).

Lastly, consider the point \( B \) of \( M_g \) corresponding to the \( 4g \) vertices of \( P \). This too has a neighbourhood homeomorphic to an open set in \( \mathbb{R}^2 \), obtained by piecing together \( \epsilon \)-neighbourhoods, although this time there are \( 4g \) pieces instead of only 2. In detail, choose \( \epsilon \) less than
half the length of an edge of $P$, so that the $\epsilon$-neighbourhoods of the vertices are disjoint segments of an open disc: see Fig. 3.23.

After identification of edges, the numbered $\epsilon$-neighbourhoods fit together as shown in Fig. 3.23 to make a segment of an open disc bounded by the beginning of edge $x_1$ and the beginning of edge $x_2$; this fits onto the segment between $x_2$ and $x_3$, and so on. Thus the $4g$ segments in $P$ fit together to make a neighbourhood of $B$ that is homeomorphic to an open disc in $\mathbb{R}^2$. Hence $M_\rho$ is a 2-manifold.

The reader should have no difficulty in adapting this proof to deal with $N_h$, for $h \geq 2$, and the special case $N_1 = \mathbb{R}P^2$. And of course $M_0 = S^2$, which we have already seen in Example 3.4.2 is a 2-manifold.

**EXERCISES**

1. Give an example of a space $X$, with two base points $x_0$ and $x_1$ such that $\pi_1(X, x_0)$ and $\pi_1(X, x_1)$ are not isomorphic.

2. Show that a connected open set in $\mathbb{R}^n$ is path-connected, and that a connected polyhedron is path-connected. (Hint: show that each path
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component is a subpolyhedron.) Show also that a contractible space is path-connected.

3. Show by the following example that two spaces may be homotopy-equivalent without being of the same based homotopy type. Let \( X \) be the set of all points in \( \mathbb{R}^2 \) on straight-line segments joining \((0, 1)\) to \((x_1, 0)\), where \( x_1 \) runs through all points \( 1/n \), for each positive integer \( n \), together with 0. Then \( X \) is contractible, but if \( x_0 = (0, 0) \) is the base point, \( X \) and \( X_0 \) are not of the same based homotopy type. (Suppose that \( F: X \times I \to X \) is a homotopy starting with the identity map, such that \( F(x, 1) = F(x_0, t) = x_0 \) for all \( x \in X, t \in I \); obtain a contradiction to the continuity of \( F \).)

4. Given spaces \( X \) and \( Y \), with base points \( x_0 \) and \( y_0 \) respectively, show that \( \pi_1(X \times Y, (x_0, y_0)) \) is isomorphic to the direct sum of \( \pi_1(X, x_0) \) and \( \pi_1(Y, y_0) \). (This provides another proof that the fundamental group of a torus is a free abelian group with two generators, since the torus is homeomorphic to \( S^1 \times S^1 \).)

5. Prove the following generalization of Proposition 3.3.3. Let \( K \) be a simplicial complex that collapses onto a subcomplex \( L \); then for any subcomplex \( M \), \( (K, M) \searrow L' \). Prove also that \( |L| \) is a strong deformation retract of \( |K| \).

6. Show that a 1-dimensional complex whose polyhedron is simply-connected is collapsible onto a vertex. Show also that a 2-dimensional simplicial complex \( K \) in \( \mathbb{R}^2 \) is collapsible onto a 1-dimensional subcomplex, and hence that \( K \) is collapsible to a vertex if \( |K| \) is simply-connected. (However, not all contractible 2-dimensional simplicial complexes are collapsible to vertices: see for example Chapter 8, Exercise 5.)

7. Show that real projective \( n \)-space \( \mathbb{R}P^n \) can be triangulated by identifying antipodal points in \( L' \), where \( L \) is the triangulation of \( S^n \) in Example 2.3.13; more precisely, by forming a geometric realization of the abstract complex formed from the abstraction of \( L' \) by identifying each vertex \((x_1, \ldots, x_{n+1})\) with \((-x_1, \ldots, -x_{n+1})\). Let \( \sigma \) be an \( n \)-simplex of the resulting simplicial complex \( K \) that has \((0, \ldots, 0, 1) = (0, \ldots, 0, -1) \) as a vertex; prove that \( \mathbb{R}P^{n-1} \) is homeomorphic to a deformation retract of \( |K| - \sigma \), and deduce that \( \pi_1(\mathbb{R}P^n) \cong \pi_1(\mathbb{R}P^2) \cong \mathbb{Z}_2 \), for all \( n \geq 2 \).

8. Let \( |K| \) be a path-connected polyhedron. Show that \( \pi_1(|K| \ast S^0) = 0 \).

9. A topological group \( G \) is a group that is also a topological space, such that the functions \( m: G \times G \to G \) and \( u: G \to G \) are continuous, where \( m \) is the multiplication and \( u(g) = g^{-1} \) for all \( g \in G \). Given loops \( v, w \) in \( G \) based at the identity element \( e \), define \( v \ast w \) by \((v \ast w)(t) = m(v(t), w(t)) \) \( (t \in I) \). Prove that \( v \ast w = v \ast w \equiv w \ast v \) rel 0, 1, and deduce that \( \pi_1(G, e) \) is abelian.
10. Show that the path-components of an $n$-manifold are themselves $n$-manifolds, and that a connected $n$-manifold is path-connected.

11. Let $X$ be the space obtained from an equilateral triangle by identifying edges as shown in Fig. 3.24.

Fig. 3.24

Show that $X$ is not a 2-manifold.

12. Show that if $K$ is a triangulation of a connected 2-manifold, it cannot have a subcomplex (other than itself) whose polyhedron is also a 2-manifold.

13. If $K$ is a simplicial complex such that $|\text{lk}(a)|$ is connected for each vertex $a$, and each 1-simplex of $K$ is a face of just two 2-simplexes, show that $|K|$ is a 2-manifold.

14. Let $X$ and $Y$ be triangulable 2-manifolds, and let $f: E^2 \to X, g: E^2 \to Y$ be embeddings, that is, homeomorphisms onto subspaces. Let $e^2$ be the subspace of $E^2$ of points $x$ such that $\|x\| < 1$, and define the connected sum of $X$ and $Y$, $X \# Y$, to be the space obtained from $X - f(e^2)$ and $Y - g(e^2)$ by identifying $f(s)$ with $g(s)$ for each point $s$ of $S^1$ (with a little more care, this definition can be made independent of the particular embeddings $f$ and $g$). Prove that

(a) $M_g \# M_1$ is homeomorphic to $M_{g+1}$;
(b) $N_h \# M_1$ and $N_h \# N_2$ are both homeomorphic to $N_{h+2}$;
(c) $N_h \# N_1$ is homeomorphic to $N_{h+1}$.

This shows, for example, that $M_g$ can be thought of as the space obtained by 'sticking $g$ toruses together', as in Fig. 3.25.

Fig. 3.25
15. A 2-manifold with boundary is a Hausdorff space $M$ in which each point has a neighbourhood homeomorphic to an open set in the half-plane $x_1 \geq 0$ in $\mathbb{R}^2$, and the boundary of $M$, $\partial M$, is the subspace of $M$ of those points that have neighbourhoods homeomorphic to open sets that meet the line $x_1 = 0$. If $K$ is a simplicial complex whose polyhedron is a 2-manifold with boundary, show that for each point $x \in |K|$, $|\text{Lk}(x)|$ is homotopy-equivalent either to $S^1$ or to a point, and deduce that $\dim K = 2$. Show also that each 1-simplex of $K$ faces either one or two 2-simplexes, and that if $L$ is the subcomplex of $K$ of those 1-simplexes that face exactly one 2-simplex, together with their vertices, then $|L| = \partial |K|$. (Hint: show that $\partial |K|$ is closed in $|K|$.) Prove also that $|L|$ is a 1-manifold.

16. Let $K$ be a simplicial complex whose polyhedron is a path-connected 2-manifold with boundary, and let $|L|$ be a path component of $\partial |K|$; by subdividing, if necessary, assume that each 2-simplex of $K$ meets $L$, if at all, in a face. Show that the subpolyhedron of $|K|$ consisting of those 2-simplexes that meet $|L|$ is homeomorphic to the space obtained from a regular polygon in $\mathbb{R}^2$ by identifying edges according to a sequence of symbols of the form $aBa^{-1}C$, where $B$ and $C$ consist of single letters (and $C$ may be empty). By using the polygons corresponding to the path components of $\partial |K|$, together with the remaining 2-simplexes of $K$, in the way that the 2-simplexes were used in the proof of Theorem 3.4.5, and then applying Rules 1–3, deduce that, if $\partial |K| \neq \emptyset$, $|K|$ is homeomorphic to the space corresponding to a sequence of symbols of the form

$$a_1B_1a_1^{-1} \cdots a_rB_ra_r^{-1}x_1y_1x_1^{-1}y_1^{-1} \cdots x_ey_ex_e^{-1}y_e^{-1} \quad (g \geq 0, r \geq 1)$$

or

$$a_1B_1a_1^{-1} \cdots a_rB_ra_r^{-1}x_1x_1 \cdots x_hx_h \quad (h \geq 1, r \geq 1),$$

where the $B$'s are sequences of single letters. Denote these spaces by $M_g^r$, $N_h^r$ respectively, so that $M_g^r$, for example, is $M_g$ with $r$ discs removed: see Fig. 3.26 in the case of $M_1^1$ (torus with one hole).
Classify the triangulable 2-manifolds with boundary, up to homeomorphism, by establishing the following four propositions.

(a) Each of $M'_g$, $N'_h$ is a triangulable 2-manifold with boundary.
(b) Any two of $M'_g$, $N'_h$, $M_g$ or $N_h$ that are homeomorphic must both have empty boundary, or both have the same $r$.
(c) By considering abelianizations of fundamental groups, the spaces $M'_g$ are all topologically distinct, as also are the spaces $N'_h$.
(d) If $M'_g$ and $N'_{2g}$ were homeomorphic, so also would be $M_g$ and $N_{2g}$.

The fundamental group. The definition of the fundamental group is due to Poincaré [116], who also gave many examples of its calculation and applications, and introduced the term 'simply-connected'. The notation $\pi_1(X, x_0)$ may seem unnecessarily complicated, but is intended to emphasize that the fundamental group is just one example of the more general homotopy groups, $\pi_n(X, x_0)$, which will be studied in Chapters 6 and 7.

Collapsing. This idea is due to J. H. C. Whitehead [156], though see also Newman [109]. Whitehead's paper contains many more examples and applications. Collapsing plays an important role in combinatorial topology: an excellent survey will be found in Zeeman [167].

Calculation theorems. Theorem 3.3.9 was first proved by Tietze [144]. Theorem 3.3.18, usually known as van Kampen's Theorem, was in fact originally proved by Seifert, and only later (independently) by van Kampen [83], whose paper, however, also contains a proof of Theorem 3.3.19. That van Kampen's Theorem is not true for arbitrary topological spaces is shown by an example due to Griffiths [61]; but there are nevertheless generalizations, due to Olum [112] and R. Brown [35]. Example 3.3.22 is due to Poincaré [118].

Triangulated 2-manifolds. For the proof that compact 2-manifolds are triangulable, see Radó [120] or Ahlfors and Sario [6], Chapter 1. The original proof of the classification theorem is that of Dehn and Heegaard [43], but we follow more closely the proof of Brahana [24].

The Poincaré conjecture. Although this is an unsolved problem for 3- (and 4-)manifolds, curiously enough the corresponding result in dimensions greater than 4 is known to be true: see Smale [127], Stallings [132] and Zeeman [165, 166].
CHAPTER 4

HOMOLOGY THEORY

4.1 Introduction

In the previous chapter we defined and investigated the fundamental group, and saw that it was quite a powerful topological invariant; for example, it was strong enough to prove the classification theorem for triangulable 2-manifolds. However, the fundamental group yields no information at all in a large class of obvious problems: this is hardly surprising when we recall that the fundamental group of a polyhedron depends only on the 2-skeleton, and even fails to distinguish between $S^2$ and $S^3$. This chapter is concerned with setting up more algebraic invariants for a space $X$, called the (singular) homology groups $H_n(X)$. Like the fundamental group, these are homotopy-type invariants of $X$; and if $X$ is triangulable the Simplicial Approximation Theorem yields effective calculation theorems: we shall see that the homology groups of a polyhedron $|K|$ can be calculated directly from the simplicial structure of $K$.

The homology groups (and the closely related cohomology groups) are useful in a large number of topological problems, and are in practice the standard tools of algebraic topology. In this chapter and the next we shall give several examples of their use, in particular the 'fixed-point' theorem of Lefschetz and the Alexander–Poincaré duality theorem for triangulable manifolds.

The plan of this chapter is as follows. Section 4.2 contains the definition and elementary properties of the homology groups, including the proof that they are homotopy-type invariants, and in Section 4.3 we shall see how to calculate the homology groups of a polyhedron; some applications to the topology of Euclidean spaces and spheres are given. In Section 4.4 we prove some more calculation theorems, and finally homology groups with arbitrary coefficients are defined in Section 4.5: this leads to a proof of the Lefschetz Fixed-Point Theorem.

4.2 Homology groups

Like the fundamental group, the homology groups of a space $X$ are based on the set of maps of certain fixed spaces into $X$. This time the
fixed spaces are the standard \( n \)-simplexes \( \Delta_n \), and we start by giving their definition.

Write \( a^n \) for the point \((0, \ldots, 0, 1)\) in \( \mathbb{R}^n \) (\( n \geq 1 \)): by means of the standard identification of \( \mathbb{R}^n \) as the subspace \( \mathbb{R}^n \times 0 \) of \( \mathbb{R}^n \times \mathbb{R}^m = \mathbb{R}^{n+m} \), \( a^n \) may be regarded as a point of \( \mathbb{R}^{n+m} \) for any \( m \geq 0 \). Write also \( a^0 \) for the point \((0, \ldots, 0)\) in any \( \mathbb{R}^n \). It is obvious that the points \( a^0, \ldots, a^n \) are independent, and so may be taken to be the vertices of an \( n \)-simplex.

**Definition 4.2.1** For \( n \geq 0 \), the standard \( n \)-simplex \( \Delta_n \) is the simplex \((a^0, \ldots, a^n)\) in \( \mathbb{R}^n \) (or in \( \mathbb{R}^{n+m}, m \geq 0 \)). When necessary, \( \Delta_n \) is regarded as the polyhedron of \( K(\Delta_n) \).

**Definition 4.2.2** Given a space \( X \), a singular \( n \)-simplex \( \lambda \) in \( X \) is a map \( \lambda: \Delta_n \to X \).

Thus a singular 1-simplex in \( X \) is just a path in \( X \), in the sense of Definition 3.2.1, so that it would appear that we could generalize the fundamental group by taking homotopy classes of singular \( n \)-simplexes in \( X \), and making an appropriate definition of the 'product' of two singular simplexes. This can indeed be done, but the resulting groups are the homotopy groups \( \pi_n(X) \) (compare Propositions 7.2.1 and 7.2.2). To define the homology groups, on the other hand, we construct groups from the sets of singular simplexes in a rather different, and more algebraic, fashion.

**Definition 4.2.3** Given a space \( X \), and an integer \( n \), the \( n \)th singular chain group of \( X \), \( S_n(X) \), is defined to be the free abelian group with the singular \( n \)-simplexes in \( X \) as generators (we take \( S_n(X) = 0 \) if \( n < 0 \)).

The groups \( S_n(X) \) are of course not independent, since for example the restriction of a singular \( n \)-simplex \( \lambda: \Delta_n \to X \) to \( \Delta_{n-1} \) is a singular \((n-1)\)-simplex. The relationships that arise by restricting singular simplexes in this way to faces of \( \Delta_n \) can be formally described by the boundary homomorphisms \( \partial: S_n(X) \to S_{n-1}(X) \), whose definition depends in turn on the face maps \( F^i: \Delta_{n-1} \to \Delta_n \).

Now if \( K \) is a simplicial complex, a singular \( n \)-simplex \( \lambda: \Delta_n \to |K| \) that happens to be a simplicial map is completely determined by the set of vertices \((\lambda a^0, \ldots, \lambda a^n)\), which span a (geometric) simplex of \( K \) (possibly with repeats). In this situation the singular simplex will often be denoted by \((\lambda a^0, \ldots, \lambda a^n)\); we hope that the context will always make clear whether the notation refers to the singular simplex \( \lambda \) in \(|K|\) or to the geometric simplex \( \lambda(\Delta_n) \) of \( K \).
This notation allows us to specify certain elements of $S_{n-1}(\Delta_n)$, by taking the various $(n-1)$-dimensional faces of $\Delta_n$.

**Definition 4.2.4** The $r$th face map $F^r: \Delta_{n-1} \to \Delta_n$ is the element $(a^0, \ldots, \hat{a}^r, \ldots, a^n)$ of $S_{n-1}(\Delta_n)$, where the notation $\hat{a}^r$ means that the vertex $a^r$ has been omitted.

The boundary homomorphism $\partial: S_n(X) \to S_{n-1}(X)$ is defined by associating with each singular $n$-simplex $\lambda$ the set of composites $\lambda F^r: \Delta_{n-1} \to X$. Now $\partial$ must of course be defined to be the zero homomorphism if $n \leq 0$, but otherwise, by Proposition 1.3.20, a unique homomorphism $\partial$ can be defined by specifying its value on each generator of $S_n(X)$, that is, on each singular $n$-simplex.

**Definition 4.2.5** Let $\lambda$ be a singular $n$-simplex in $X$ ($n \geq 1$). Define

$$\partial(\lambda) = \sum_{r=0}^{n} (-1)^r \lambda F^r.$$ 

Observe that if $X$ is a polyhedron $|K|$, and $\lambda: \Delta_n \to |K|$ is a simplicial map, then $\partial(\lambda) = \sum (-1)^r (\lambda a^0, \ldots, \hat{\lambda}^r, \ldots, \lambda a^n)$.

**Example 4.2.6** If $\Delta_2 = (a^0, a^1, a^2)$ is regarded as an element of $S_2(\Delta_2)$, we have

$$\partial(a^0, a^1, a^2) = (a^1, a^2) - (a^0, a^2) + (a^0, a^1),$$

so that $\partial(a^0, a^1, a^2)$ is associated with the sum of the 1-simplexes in the boundary of $(a^0, a^1, a^2)$, at least if these simplexes are given appropriate signs. Observe also that

$$\partial^2(a^0, a^1, a^2) = \partial(a^1, a^2) - \partial(a^0, a^2) + \partial(a^0, a^1)$$

$$= (a^2) - (a^1) - (a^2) + (a^0) + (a^1) - (a^0)$$

$$= 0,$$

as one might expect, since $\partial(a^0, a^1, a^2)$ represents a closed loop, which ought to have no "boundary".

The property that $\partial^2 = 0$ holds quite generally for the singular chain groups and boundary homomorphisms of a space $X$.

**Proposition 4.2.7** Given a space $X$,

$$\partial^2 = 0: S_n(X) \to S_{n-2}(X),$$

for all integers $n$. 
Proof. It is clearly sufficient to prove this for $n \geq 2$, and even then we need check it only for one typical singular $n$-simplex $\lambda$. Now

$$\partial^2(\lambda) = \partial\left[\sum_{r} (-1)^r \lambda F^r\right]$$

$$= \sum_{r,s} (-1)^{r+s} \lambda F^r F^s.$$

But it is easy to see that $F^r F^s = F^s F^{r-1}$ if $s < r$, so that

$$\partial^2(\lambda) = \sum_{s<r} (-1)^{r+s} \lambda F^s F^{r-1} + \sum_{s>r} (-1)^{r+s} \lambda F^r F^s$$

$$= 0,$$

since each expression $\lambda F^s F^r$ occurs twice, once with sign $(-1)^{r+s+1}$ in $\sum$, and once with sign $(-1)^{r+s}$ in $\sum$. Thus a space $X$ gives rise to a set of abelian groups $S_n(X)$, one for each $n$, and homomorphisms $\partial : S_n(X) \to S_{n-1}(X)$ such that $\partial^2 = 0$. It is often convenient to consider this algebraic situation in the abstract.

**Definition 4.2.8** A *chain complex* $C$ is a direct sum $\bigoplus C_n$ of abelian groups $C_n$, one for each integer $n$, together with a homomorphism $\partial : C \to C$ such that $\partial^2 = 0$ and $\partial(C_n) \subseteq C_{n-1}$ for each $n$ (each $C_n$ is regarded as a subgroup of $C$).

In particular, the singular chain groups and boundary homomorphisms of a space $X$ give rise to the *singular chain complex* of $X$, $S(X) = \bigoplus S_n(X)$. Sometimes, however, it is convenient as a technical device to introduce a fictitious 'singular $(-1)$-simplex', and hence define the 'reduced' singular chain complex of $X$, $\bar{S}(X)$.

**Definition 4.2.9** The *reduced singular chain complex* of $X$, $\bar{S}(X)$, is defined by setting $\bar{S}_n(X) = S_n(X)$ for $n \neq -1$, but by taking $\bar{S}_{-1}(X)$ to be the free abelian group with a single generator $\ast$. The boundary homomorphism $\partial$ is the same as that of $S(X)$, except that $\partial(\ast) = 0$ and $\partial(\lambda) = \ast$ for each singular $0$-simplex $\lambda$; clearly $\partial^2 = 0$, since if $\lambda$ is a singular $1$-simplex,

$$\partial^2(\lambda) = \partial(\lambda F^0 - \lambda F^1) = \ast - \ast = 0.$$

Yet a third chain complex arises if we consider a pair of spaces $(X, Y)$.

**Definition 4.2.10** If $(X, Y)$ is a pair of spaces, the *relative singular chain complex* $S(X, Y) = \bigoplus S_n(X, Y)$ is defined by setting
$S_n(X, Y) = S_n(X)/S_n(Y)$, with the obvious identification of $S_n(Y)$ as a subgroup of $S_n(X)$. (Thus $S_n(X, Y)$ may be thought of as the free abelian group with generators those singular $n$-simplexes $\epsilon: A_n \rightarrow X$ whose image is not completely contained in $Y$.) The boundary homomorphism $\partial: S_n(X, Y) \rightarrow S_{n-1}(X, Y)$ is the homomorphism induced by $\partial: S_n(X) \rightarrow S_{n-1}(X)$, in the sense of Theorem 1.3.11: obviously $\partial^2 = 0$ once again.

There is no question of defining a 'reduced' relative singular chain complex, since the singular $(-1)$-simplex $*$ is supposed to be common to all spaces, and hence $S_n(X)/S_n(Y) = \tilde{S}_n(X)/\tilde{S}_n(Y)$.

The reader will notice that $S(X; Y) = S(X)$ if $Y$ happens to be empty. Thus any theorem about relative chain complexes immediately specializes to 'non-relative' chain complexes on putting $Y = \emptyset$.

Although they are in fact topological invariants, the various chain complexes that we have constructed are too unwieldy for practical purposes. However, the fact that $\partial^2 = 0$ in a chain complex allows us to construct other groups, namely the homology groups, that turn out to be much easier to handle, and are actually homotopy-type invariants. As before, it is convenient first to consider the abstract algebraic situation.

**Definition 4.2.11** Given a chain complex $C = \bigoplus C_n$, the group of $n$-boundaries $B_n(C)$ is defined to be the image of $\partial: C_{n+1} \rightarrow C_n$, and the group of $n$-cycles $Z_n(C)$ is the kernel of $\partial: C_n \rightarrow C_{n-1}$. Clearly $B_n(C) \subset Z_n(C)$, since $\partial^2 = 0$; the $n$th homology group $H_n(C)$ is defined to be the quotient group $Z_n(C)/B_n(C)$. We write $B(C)$ for $\bigoplus B_n(C) = \text{Im} \partial$, $Z(C)$ for $\bigoplus Z_n(C) = \text{Ker} \partial$, and $H(C)$ for $\bigoplus H_n(C)$; by Proposition 1.3.33, $H(C) \cong Z(C)/B(C)$.

In particular, we write $B_n(X)$, $Z_n(X)$, $H_n(X)$ and $H_n(X)$ for $B_n(C)$, $Z_n(C)$, $H_n(C)$ and $H(C)$ respectively, if $C = S(X)$: $H_n(X)$ is the $n$th (singular) homology group of $X$. Similarly if $C = \tilde{S}(X)$ we write $\bar{B}_n(X)$, $\bar{Z}_n(X)$, $\bar{H}_n(X)$ (the $n$th reduced homology group of $X$) and $\bar{H}_n(X)$, and if $C = S(X, Y)$ we write $B_n(X, Y)$, $Z_n(X, Y)$, $H_n(X, Y)$ and $H_n(X, Y)$; $H_n(X, Y)$ is the $n$th relative homology group of $(X, Y)$. Notice that all these homology groups are trivial if $n < 0$, except that $\bar{H}_{-1}(\emptyset) \cong \mathbb{Z}$.

**Example 4.2.12** Let $P$ be a single point. Clearly for each $n \geq 0$ we have $S_n(P) \cong \mathbb{Z}$, generated by $\lambda_n$, the only possible map from $A_n$ to $P$. Moreover $\partial: S_n(P) \rightarrow S_{n-1}(P)$ is an isomorphism if $n$ is even and is zero if $n$ is odd. Thus for $n$ even, $n \geq 2$, we have $Z_n(P) = 0$ so
that $H_n(P) = 0$; for $n$ odd, $n \geq 1$, we have $B_n(P) = Z_n(P) = S_n(P)$, so that $H_n(P) = 0$. On the other hand $Z_0(P) \cong Z$ and $B_0(P) = 0$, so that $H_0(P) \cong Z$. To sum up,

$$H_n(P) \cong \begin{cases} 0, & n \neq 0 \\ Z, & n = 0. \end{cases}$$

A similar calculation shows that $\hat{H}_n(P) = 0$ for all $n$. \[\]

Example 4.2.13 If $X$ is any path-connected space, $H_0(X) \cong Z$. For the generators of $S_0(X) = Z_0(X)$ may be taken to be the points of $X$, and since a singular 1-simplex is just a path, $B_0(X)$ is the free abelian group generated by all $x - y$, where $x$, $y$ are points of $X$. Thus $H_0(X) \cong Z$, and a generator is the coset $[x]$, for any point $x \in X$.

A similar argument shows that, if $X$ is not path-connected, $H_0(X)$ is a free abelian group with one generator for each path component. Also $\hat{H}_0(X)$ is a free abelian group with one fewer generators than there are path components: that is, $H_0(X) \cong \hat{H}_0(X) \oplus Z$. \[\]

Having defined the homology groups, the next step, as in Chapter 3, is to show that a continuous map $f: X \to Y$ gives rise to homomorphisms $f_*: H_n(X) \to H_n(Y)$. As usual, we do this in two stages, first considering the algebraic situation.

Definition 4.2.14 Given chain complexes $C = \bigoplus C_n$ and $D = \bigoplus D_n$, a chain map $\theta: C \to D$ is a homomorphism from $C$ to $D$ such that $\theta \partial = \partial \theta$ and $\theta(C_n) \subseteq D_n$ (we write $\partial$ indiscriminately for the boundary homomorphism in either $C$ or $D$). If $\theta$ is also an isomorphism (of groups), $\theta$ is called a chain isomorphism.

Notice that if $\phi: D \to E$ is also a chain map, then so is the composite $\phi \theta: C \to E$.

Proposition 4.2.15 A chain map $\theta: C \to D$ gives rise to homomorphisms $\theta_*: H_n(C) \to H_n(D)$, one for each $n$; with the following properties:

(a) If $1: C \to C$ is the identity chain isomorphism, $1_*$ is the identity isomorphism for each $n$.

(b) If $\theta$ is a chain isomorphism, each $\theta_*$ is an isomorphism.

(c) If $\phi: D \to E$ is another chain map, then $(\phi \theta)_* = \phi_* \theta_*$. Proof. Since $\theta \partial = \partial \theta$, it is clear that $\theta(B_n(C)) \subseteq B_n(D)$ and $\theta(Z_n(C)) \subseteq Z_n(D)$. Thus by Theorem 1.3.11 $\theta$ induces homomorphisms $\theta_*: H_n(C) \to H_n(D)$. The proofs of properties (a)--(c) are very easy, and are left to the reader. \[\]
Thus, given a continuous map of pairs \( f: (X, Y) \to (A, B) \), in order to make \( f \) induce homology homomorphisms we must construct from \( f \) a chain map \( f_*: S(X, Y) \to S(A, B) \).

**Proposition 4.2.16** Let \( f: (X, Y) \to (A, B) \) be a map of pairs. Then \( f \) induces a chain map \( f_*: S(X, Y) \to S(A, B) \), with the properties:

(a) if \( f \) is the identity map \( 1: (X, Y) \to (X, Y) \), then \( f_* \) is the identity chain isomorphism;
(b) if \( g: (A, B) \to (C, D) \) is another map of pairs, then \( (gf)_* = g_* f_* \).

Also a map \( f: X \to A \) induces a chain map \( f_*: S(X) \to S(A) \), with similar properties.

**Proof.** First define \( f_*: S(X) \to S(A) \), by sending the singular \( n \)-simplex \( \lambda: \Delta_n \to X \) to the composite \( f\lambda: \Delta_n \to A \). This clearly defines a chain map, and \( f_* S(Y) \subseteq S(B) \), so that \( f_* \) induces a chain map \( f_*: S(X, Y) \to S(A, B) \) as well. Properties (a) and (b) are trivial, and the modification to reduced chain complexes is made by setting \( f_*(\ast) = \ast \).

**Corollary 4.2.17** \( f \) induces homomorphisms \( f_*: H_n(X, Y) \to H_n(A, B) \), \( f_*: \tilde{H}_n(X) \to \tilde{H}_n(A) \), all \( n \), with the properties:

(a) if \( f \) is the identity map, \( f_* \) is the identity isomorphism;
(b) \( (gf)_* = g_* f_* \).

Thus homeomorphic spaces have isomorphic homology groups. Indeed, more than this is true, since the homology groups are homotopy-type invariants. As in the case of the fundamental group, the proof consists in showing that homotopic maps induce the same homology homomorphisms, though in the spirit of the present chapter we first consider the analogous algebraic situation.

**Definition 4.2.18** Given chain complexes \( C \) and \( D \), and chain maps \( \theta, \phi: C \to D \), a **chain homotopy** \( h \) between \( \theta \) and \( \phi \) is a homomorphism \( h: C \to D \) such that \( \phi(c) - \theta(c) = \partial h(c) + h \partial(c) \) for each \( c \in C \). In this case, the chain maps \( \theta \) and \( \phi \) are said to be **chain-homotopic**.

**Proposition 4.2.19** If \( \theta, \phi: C \to D \) are chain-homotopic chain maps, then \( \theta_* = \phi_*: H(C) \to H(D) \).
§4.2 HOMOLOGY GROUPS

Proof. A typical element of $H(C)$ is a coset $[z]$, where $z \in Z(C)$, and $\theta_*[z] = [\theta(z)]$. But if $h$ is the chain homotopy between $\theta$ and $\phi$, we have

$$\phi(z) - \theta(z) = \partial h(z) + h \partial (z)$$

since $\partial (z) = 0$. Hence $[\phi(z)] - [\theta(z)] = [\partial h(z)] = 0$.

Thus it only remains to show that homotopic maps induce chain-homotopic chain maps. Now a homotopy $G$ between two maps $f, g : X \to Y$ induces a chain map $G : S(X \times I) \to S(Y)$, and so to construct a chain homotopy between $f$ and $g$, it is sufficient to consider $(i_0)_*$ and $(i_1)_*$, where $i_0, i_1 : X \to X \times I$ are the inclusions as $X \times 0, X \times 1$ respectively. The chain homotopy here is defined by sending $\lambda : \Delta_n \to X$ to $\lambda \times 1 : \Delta_n \times I \to X \times I$, composed with a certain element of $S_{n+1}(\Delta_n \times I)$, which in turn is obtained from a triangulation of $\Delta_n \times I$.

Now if $K$ is any simplicial complex in $R^p$, $|K| \times I \subset R^p \times R^1 = R^{p+1}$ can be regarded as a polyhedron by the following method, which is similar to the definition of the derived complex in Definition 2.5.7. Suppose, as an inductive hypothesis, that for each $r < n$, $|K^r| \times I$ is the polyhedron of a simplicial complex $K^r \times I$, such that

(a) $i_0, i_1 : |K^r| \to |K^r \times I|$ are simplicial maps;

(b) if $L$ is a subcomplex of $K^r$, there is a subcomplex $L \times I$ of $K^r \times I$ such that $|L \times I| = |L| \times I$.

(If $n = 0$ the hypothesis is vacuous.) Now if $\sigma$ is an $n$-simplex of $K$, the 'boundary' $\sigma \times 0 \cup [\sigma] \times I \cup \sigma \times 1$ is already the polyhedron of $K(\sigma) \times 0 \cup [\sigma] \times I \cup K(\sigma) \times 1$. Thus we may define

$$K^n \times I = K^{n-1} \times I \cup \{\bar{\sigma} \tau\} \cup \{(\sigma)\},$$

where $\sigma$ runs through all $n$-simplexes of $K$, $\tau$ through all simplexes in the 'boundary' of each $\sigma \times I$, and $\bar{\sigma}$ denotes the point $(\sigma, \frac{1}{2})$. This definition is justified in exactly the same way as the definition of the derived complex; we omit the details. Finally, $K \times I$ is defined to be $K^m \times I$, where $m = \dim K$.

Example 4.2.20 If $K = K(\Delta_1)$, $K \times I$ is the simplicial complex in Fig. 4.1 overleaf.

In particular, $\Delta_n \times I$ is the polyhedron of $K(\Delta_n) \times I$. By using its simplicial structure, we can pick an element of $S_{n+1}(\Delta_n \times I)$ and hence construct the required chain homotopy between the chain maps induced by $i_0, i_1 : X \to X \times I$. 


Given any space $X$, there exists a chain homotopy $h: S(X) \to S(X \times I)$ between $(i_0)$ and $(i_1)$.

Proof. Suppose that we have already defined $h: S_r(X) \to S_{r+1}(X \times I)$ for all spaces $X$, and for all $r < n$ (if $r < 0$, take $h = 0$). Let $\lambda$ be a singular $n$-simplex in $X$, and define

$$h(\lambda) = (\lambda \times 1).([a_0, \ldots, a_n] - [b_0, \ldots, b_n] - h\partial(a_0, \ldots, a_n)),$$

where $a = (\Delta_n, \frac{1}{2})$, $c' = (a', 1)$, $b' = (a', 0)$, and $a[\ ]$ is defined by the rule $a(a_0', \ldots, a_n') = (a, d_0', \ldots, d_n')$, extended linearly (by induction, $h\partial(a_0, \ldots, a_n)$ is a linear combination of simplicial maps, since $F^r \times I: \Delta_{n-1} \times I \to \Delta_n \times I$ is simplicial for each $r$). Then

$$\partial h(\lambda) = (\lambda \times 1).([c_0, \ldots, c_n] - [b_0, \ldots, b_n] - h\partial(a_0, \ldots, a_n))$$

$$- a\partial([c_0, \ldots, c_n] - [b_0, \ldots, b_n] - h\partial(a_0, \ldots, a_n)).$$

But by the inductive hypothesis we have

$$\partial h\partial(a_0, \ldots, a_n) = \partial(c_0, \ldots, c_n) - \partial(b_0, \ldots, b_n) - h\partial^2(a_0, \ldots, a_n)$$

$$= \partial(c_0, \ldots, c_n) - \partial(b_0, \ldots, b_n),$$

so that

$$\partial h(\lambda) = (\lambda \times 1).([c_0, \ldots, c_n] - [b_0, \ldots, b_n] - h\partial(a_0, \ldots, a_n))$$

$$= (i_1)_!(\lambda) - (i_0)_!(\lambda) - h\partial(\lambda),$$

since obviously $(\lambda \times 1).h(\mu) = h\lambda(\mu)$.

This completes the inductive step and hence the definition of $h$.  

Proposition 4.2.21
Notice that $h$ can be extended to a chain homotopy from $S(X)$ to $S(X \times I)$ by putting $h(*) = 0$.

**Corollary 4.2.22** If $f \simeq g: (X, Y) \to (A, B)$, then

$$f_* = g_* : H_*(X, Y) \to H_*(A, B).$$

Similarly, if $f \cong g : X \to A$, then

$$f_* = g_* : \tilde{H}_*(X) \to \tilde{H}_*(A).$$

**Proof.** The chain homotopy $h$ clearly induces a chain homotopy $H : S(X, Y) \to S(X \times I, Y \times I)$. Thus if $G : (X \times I, Y \times I) \to (A, B)$ is the homotopy between $f$ and $g$, then for each $x \in S(X, Y)$ we have

$$\partial G \cdot h(x) + G \cdot h \partial(x) = G ((\partial h(x)) + h \partial(x))$$

$$= G ((i_1).x - (i_0).x)$$

$$= g(x) - f(x).$$

Hence $f_* = g_*$, by Proposition 4.2.19. The proof for reduced homology is similar. 

**Corollary 4.2.23** If $(X, Y) \simeq (A, B)$, then $H_n(X, Y) \cong H_n(A, B)$ for each $n$. Similarly $\tilde{H}_n(X) \cong \tilde{H}_n(A)$ if $X \simeq A$.

**Proof.** Let $f : (X, Y) \to (A, B)$ be a homotopy equivalence, and $g : (A, B) \to (X, Y)$ be a homotopy inverse to $f$. Then

$$g_* f_* = (gf)_* = 1,$$

the identity isomorphism of $H_n(X, Y)$. Similarly $f_* g_*$ is the identity isomorphism of $H_n(A, B)$, so that $f_*$ and $g_*$ are isomorphisms.

### 4.3 Methods of calculation: simplicial homology

As in Chapter 3, having defined the homology groups and proved that they are homotopy-type invariants, we now face the problem of calculation. Once again the Simplicial Approximation Theorem can be used to reduce the problem considerably in the case of polyhedra (or indeed spaces homotopy-equivalent to polyhedra), and we shall see that it is sufficient to consider those singular simplexes that are actually simplicial maps from the standard simplexes: this is the analogue for homology of Theorem 3.3.9.

Suppose then that $(K, L)$ is a simplicial pair. Write $\Delta_n(K)$ for the subgroup of $S_n(|K|)$ generated by the simplicial maps $\lambda : \Delta_n \to |K|$,
and let $\Delta_n(K, L) = \Delta_n(K)/\Delta_n(L)$ (which may be regarded as a subgroup of $S_n(|K|, |L|)$). It is clear that $\partial(\Delta_n(K)) \subset \Delta_{n-1}(K)$, so that $\Delta(K) = \bigoplus \Delta_n(K)$ and $\Delta(K, L) = \bigoplus \Delta_n(K, L)$ are sub-chain complexes of $S(|K|), S(|K|, |L|)$ respectively. Similarly, $\tilde{\Delta}(K) \subset \tilde{S}(K)$ is defined by setting $\tilde{\Delta}_{-1}(K) = \tilde{S}_{-1}(|K|)$. Finally, write $\tilde{H}_n(K), \tilde{H}_n(K, L)$ and $\tilde{H}_n(K)$ for $\tilde{H}_n(\Delta(K)), \tilde{H}_n(\Delta(K, L))$ and $\tilde{H}_n(\Delta(K))$ respectively. (Compare Definition 3.3.8.)

In fact $\tilde{H}_n(K) \cong \tilde{H}_n(|K|), \tilde{H}_n(K, L) \cong \tilde{H}_n(|K|, |L|)$ and $\tilde{H}_n(K) \cong \tilde{H}_n(|K|)$.

Proposition 4.3.1 For each $n$, and for each singular $n$-simplex $\lambda$ in $|K|$, there exists a simplicial complex $M_\lambda$ such that $|M_\lambda| = \Delta_n$, a simplicial map $g_\lambda: |M_\lambda| \rightarrow |K|$, and a homotopy $G_\lambda$ between $\lambda$ and $g_\lambda$. Moreover

(a) if $\lambda$ is already simplicial, then $M_\lambda = K(\Delta_n)$, $g_\lambda = \lambda$, and $G_\lambda$ is the constant homotopy;

(b) for each face map $F^r: \Delta_{n-1} \rightarrow \Delta_n$, $F^r: |M_{\lambda F^r}| \rightarrow |M_\lambda|$ is simplicial, $g_\lambda F^r = g_{\lambda F^r}$, and $G_\lambda(F^r \times 1) = G_{\lambda F^r}$.

Proof. Suppose, as an inductive hypothesis, that we have already constructed $M_\mu, g_\mu$ and $G_\mu$ for all singular $m$-simplexes $\mu$ in $|K|$, for $m < n$; suppose also that each $G_\mu$ is a semi-constant homotopy in the sense of Definition 2.5.21. The induction starts, since the hypothesis is vacuous for $n = 0$.

Consider a singular $n$-simplex $\lambda$. If $\lambda$ is simplicial, then so is each $\lambda F^r$, and we may take $M_\lambda = K(\Delta_n), g_\lambda = \lambda$, and $G_\lambda$ to be the constant homotopy. If $\lambda$ is not simplicial, on the other hand, the inductive hypothesis ensures that we already have the required maps and homotopies on each face of $\Delta_n$. Moreover these fit together where the faces overlap, so that we have a simplicial complex $N$ such that $|N| = |\Delta_n|$, together with a simplicial map $h: |N| \rightarrow |K|$ and a semi-constant homotopy $H$ between $\lambda \mid |N|$ and $h$. Now define

$$M = N \cup \{a\sigma\} \cup (a),$$

where $a = \hat{\Delta}_n$ and $\sigma$ runs through all simplexes of $N$; the usual argument shows that $|M| = \Delta_n$. Corollary 2.5.22 now yields a
simplicial map \( g_\lambda : |(M, N)^{(s)}| \to |K| \), for some \( s \), such that \( g_\lambda = h \) on \( |N| \), and \( \lambda \simeq g_\lambda \) by a homotopy \( G_\lambda \) that extends \( H \) (and, as remarked after Corollary 2.5.22, \( G_\lambda \) may be taken to be semi-constant). Thus if we set \( M_\lambda = (M, N)^{(s)} \), the inductive step is complete. 

Observe that if \( (K, L) \) is a simplicial pair, and \( \lambda(\Delta_n) \subset |L| \), then \( g_\lambda \) and \( G_\lambda \) may be taken to be maps into \( |L| \) as well.

The required chain map from \( S(|K|) \) to \( \Delta(K) \) is constructed by sending the singular \( n \)-simplex \( \lambda \) to \((g_\lambda)_*x_\lambda\), where \( x_\lambda \) is a suitable element of \( \Delta_n(M_\lambda) \). If \( M_\lambda = K(\Delta_n) \) we take \( x_\lambda \) to be the identity map of \( \Delta_n \); otherwise suppose that we already have \( x_{\lambda,F'_r} \) for each \( r \), and hence \( \sum (-1)^r(F')_r x_{\lambda,F'_r} \in \Delta_{n-1}(N) \). We cannot quite take \( x_\lambda \) to be \( a \sum (-1)^r(F')_r x_{\lambda,F'_r} \), since \( M_\lambda \) is \((M, N)^{(s)} \), not \( M \); instead, we take its image under a standard chain map \( \phi: \Delta(M) \to \Delta((M, N)^{(s)}) \).

**Definition 4.3.2** Given a simplicial pair \((M, N)\), the **subdivision chain map** \( \phi: \Delta(M) \to \Delta((M, N))' \) is defined inductively as follows. Suppose that \( \phi: \Delta_n(M) \to \Delta_n((M, N))' \) has been defined for all \( m < n \), such that \( \phi \) is the identity for \( m = 0 \) and on all singular simplexes in \( |N| \). Take a simplicial map \( \lambda: \Delta_n \to |M| \), whose image is not contained in \( |N| \), and define \( \phi(\lambda) = a \phi \partial(\lambda) \), where \( a \) is the barycentre of \( \lambda(\Delta_n) \). Certainly \( \partial \phi(\lambda) = \phi \partial(\lambda) \) if \( \lambda \in \Delta(N) \); otherwise,

\[
\partial \phi(\lambda) = \partial [a \phi \partial(\lambda)] = \phi \partial(\lambda) - a [\partial \phi \partial(\lambda)] = \phi \partial(\lambda),
\]

since \( \partial \phi \partial(\lambda) = \phi \partial^2(\lambda) = 0 \). Thus \( \phi \) is indeed a chain map.

If \( \lambda \in S_n(|K|) \) is not simplicial, define

\[
x_\lambda = \phi^s [a \sum (-1)^r(F')_r x_{\lambda,F'_r}] \in \Delta_n(M_\lambda),
\]

and hence define \( \alpha: S(|K|) \to \Delta(K) \) by setting

\[
\alpha(\lambda) = (g_\lambda)_*x_\lambda,
\]

for each singular simplex \( \lambda \) in \( |K| \).

**Proposition 4.3.3** \( \alpha \) is a chain map.

**Proof.** We first show that \( \partial x_\lambda = \sum (-1)^r(F')_r x_{\lambda,F'_r} \), by induction. For

\[
\partial x_\lambda = \phi^s [\sum (-1)^r(F')_r x_{\lambda,F'_r} - a \partial \sum (-1)^r(F')_r x_{\lambda,F'_r}],
\]
But $\partial \sum (-1)^q(F^q)_x x_{AF^q} = \sum (-1)^q(F^q) x_{AF^q} = 0$ as in Proposition 4.2.7, so that

$$\partial x_\lambda = \phi \left[ \sum (-1)^q(F^q)_x x_{AF^q} \right]$$

$$= \sum (-1)^q(F^q)_x x_{AF^q},$$

since $\phi$ is the identity on $N$.

It follows that

$$\partial \alpha(\lambda) = (g_\lambda)_x \partial x_\lambda$$

$$= (g_\lambda)_x \sum (-1)^q(F^q)_x x_{AF^q}$$

$$= \sum (-1)^q(g_{AF^q}) x_{AF^q}$$

$$= \alpha \beta(\lambda).$$

It is clear that $\alpha \beta = 1$, where $\beta : \Delta(K) \rightarrow S(|K|)$ is the inclusion chain map, and (from the remark after Proposition 4.3.1) that $\alpha$ induces a chain map $\alpha : \Delta(K, L) \rightarrow S(|K|, |L|)$, with a similar property. To complete the proof that $H_n(K) \cong H_n(|K|)$, we construct a chain homotopy between $\beta \alpha$ and the identity chain isomorphism of $S(|K|)$. This is very similar to Corollary 4.2.22, and the chain homotopy is defined by sending the singular $n$-simplex $: \alpha(\lambda)$, where $y_\lambda$ is a suitable element of $S_{n+1}(\Delta_n \times I)$ and $G_\lambda$ is the homotopy obtained in Proposition 4.3.1.

To define $y_\lambda$, we need a triangulation $N_\lambda$ of $\Delta_n \times I$ that has $K(\Delta_n)$ at the '0 end' and $M_\lambda$ at the '1 end', and such that $F^q \times 1 : |N_{AF^q}| \rightarrow |N_\lambda|$ is simplicial for each face map $F^q : \Delta_{n-1} \rightarrow \Delta_n$. If we suppose that this has already been done for all singular $m$-simplices with $m < n$, then we have a suitable triangulation $P$ of $\Delta_n \times 0 \cup |\Delta_n \times I| \cup \Delta_n \times 1$, so that we may take

$$N_\lambda = P \cup \{ao\} \cup \{a\},$$

where $a = (\hat{A}_\lambda, \frac{1}{2})$ and $\sigma$ runs through all simplexes of $P$.

Now suppose that we have constructed $y_\mu \in \Delta_{m+1}(N_\mu)$ (regarded as a subgroup of $S_{m+1}(\Delta_m \times I)$) for all singular $m$-simplices $\mu$ with $m < n$, satisfying

$$\partial y_\mu = (i_1)_x x_\mu - i_0 - \sum (-1)^q(F^q \times 1)_x y_{\mu F^q}.$$

where $i_0, i_1 : \Delta_m \rightarrow \Delta_m \times I$ are the inclusions as $\Delta_m \times 0$ and $\Delta_m \times 1$, and $y_{\mu F^q}$ is taken to be zero if $m = 0$ (compare the proof of Proposition 4.2.21). Take a singular $n$-simplex $\lambda$, and define

$$y_\lambda = a[(i_1)_x x_\lambda - i_0 - \sum (-1)^q(F^q \times 1)_x y_{\lambda F^q}].$$
Then
\[ \partial y_\lambda = (i_1)_* x_\lambda - i_0 - \sum (-1)^r (F^r \times 1) y_{\lambda F^r} \]
as required, since
\[ \partial^r (i_1)_* x_\lambda - i_0 - \sum (-1)^r (F^r \times 1) y_{\lambda F^r} \]
\[ = \sum (-1)^r (F^r \times 1)_* [(i_1)_* x_{\lambda F^r} - i_0 - \partial y_{\lambda F^r}] \]
\[ = \sum (-1)^r (F^r \times 1)_* (i F^r \times 1)_* y_{\lambda F^r} \]
\[ = 0 \text{ as in Proposition 4.2.7.} \]

Finally, define \( h : S(|K|) \to S(|K|) \) by \( h(\lambda) = (G_\lambda)_* y_\lambda \).

**Proposition 4.3.4** \( h \) is a chain homotopy between 1 and \( \beta \alpha \).

**Proof.**
\[ \partial h(\lambda) = (G_\lambda)_* \partial y_\lambda \]
\[ = (G_\lambda)_* [ (i_1)_* x_\lambda - i_0 - \sum (-1)^r (F^r \times 1) y_{\lambda F^r} ] \]
\[ = (G_\lambda)_* x_\lambda - \lambda - \sum (-1)^r (G_{\lambda F^r})_* y_{\lambda F^r} \]
\[ = \beta \alpha (\lambda) - \lambda - h \partial (\lambda). \]

**Corollary 4.3.5** \( \beta_* : H_*(K, L) \to H_*(|K|, |L|) \) is an isomorphism, as also is \( \beta_* : \tilde{H}_*(K) \to \tilde{H}_*(|K|) \).

**Proof.** The chain homotopy \( h \) induces a similar chain homotopy
\[ h : S(|K|, |L|) \to S(|K|, |L|), \]
and we can extend \( h \) to \( \tilde{S}(|K|) \) by setting \( h(*) = 0 \).

Observe that if \( f : (|K|, |L|) \to (|M|, |N|) \) is a simplicial map of pairs, \( f_* : H_*(|K|, |L|) \to H_*(|M|, |N|) \) may be taken to be the homomorphism from \( H_*(K, L) \) to \( H_*(M, N) \) induced by the restriction of \( f \) to a chain map from \( \Delta(K, L) \) to \( \Delta(M, N) \). Indeed, even if \( f \) is not simplicial, \( f_* \) may be identified with the homomorphism \( f_* : H_*(K, L) \to H_*(M, N) \) induced by the composite chain map \( \Delta(K, L) \to \tilde{S}(|K|, |L|) \to \tilde{S}(|M|, |N|) \to \Delta(M, N) \); for certainly the diagram
\[ \begin{array}{ccc}
H_*(K, L) & \xrightarrow{(\alpha, \beta)_*} & H_*(M, N) \\
\downarrow \beta & & \downarrow \beta_* \\
H_*(|K|, |L|) & \xrightarrow{f_*} & H_*(|M|, |N|)
\end{array} \]
is commutative, because \( f_* \beta \) and \( \beta \alpha f_* \beta \) are chain-homotopic.
Example 4.3.6 Let $L$ and $M$ be subcomplexes of a simplicial complex $K$, where $K = L \cup M$, and let $i: (|M|, |L \cap M|) \to (|K|, |L|)$ be the inclusion map. Then $i_*: H_*(|M|, |L \cap M|) \to H_*(|K|, |L|)$ is an isomorphism. For, since $i$ is simplicial, it is sufficient to consider

$$i: \Delta(M, L \cap M) \to \Delta(K, L);$$

but this is an isomorphism since a simplex of $K$ is in $M - (L \cap M)$ if and only if it is in $K - L$.

This result is known as the Excision Theorem, since it expresses the fact that the 'excision' of the simplexes in $K - M$ from both $K$ and $L$ does not affect $H_*(|K|, |L|)$. Indeed, an analogous result holds for arbitrary topological spaces: see Theorem 8.2.1.

Corollary 4.3.5 is the analogue for homology of Theorem 3.3.9 for the fundamental group, and like that theorem does not by itself provide a practical method of calculation. Even though each $\Delta_n(K, L)$ is a finitely generated group, there are many more generators than necessary: for example, if $P$ is a single point then $\Delta_n(P) \cong \mathbb{Z}$ for each $n \geq 0$. What we should like to do now is to reduce the chain complex still further until there is just one generator for each (geometric) simplex of $K - L$ (compare Theorem 3.3.13).

This is achieved by taking the quotient of $\Delta(K)$, for example, by the sub-chain complex $\Delta^0(K)$ generated by all expressions of the form

$$(b^0, \ldots, b^n) - \epsilon_\rho (b^0, \ldots, b^n),$$

(together with all $(b^0, \ldots, b^n)$ containing a repeated vertex), where $(b^0, \ldots, b^n)$ is a singular $n$-simplex of $\Delta(K)$, $\rho$ is a permutation of $0, 1, \ldots, n$, and $\epsilon_\rho$ is $+1$ or $-1$ according as $\rho$ is even or odd. It is not quite obvious that $\partial \Delta^0(K) \subset \Delta^0(K)$, but this is easy to prove.

Proposition 4.3.7 $\partial \Delta^0(K) \subset \Delta^0(K)$.

Proof. It is sufficient to consider the action of $\partial$ on $(b^0, \ldots, b^n) + (b^0, \ldots, b^{r+1}, b^r, \ldots, b^n)$, since every permutation is a composite of transpositions of this form. But

$$\partial[(b^0, \ldots, b^n) + (b^0, \ldots, b^{r+1}, b^r, \ldots, b^n)]$$

$$= \sum_{s \neq r, r+1} (-1)^s[(b^0, \ldots, b^s, \ldots, b^n) + (b^0, \ldots, b^s, \ldots, b^{r+1}, b^r, \ldots, b^n)],$$

since the terms involving $b^r$ and $b^{r+1}$ occur with opposite sign, and so cancel.
Definition 4.3.8 If $K$ is a simplicial complex, the simplicial chain complex of $K$, $C(K)$, is defined by setting $C(K) = \Delta(K)/\Delta^0(K)$. There are similar definitions of $C(K, L)$ and $\tilde{C}(K)$ (where $\tilde{C}_n(K) = \tilde{\Delta}_n(K)$).

We shall write $[b^0, \ldots, b^n]$ for the coset of $(b^0, \ldots, b^n)$: observe that this coset is zero if the set of vertices $b^0, \ldots, b^n$ contains a repeat, so that $C(K)$, for example, has one generator for each geometric simplex of $K$.

Let $\alpha: \Delta(K, L) \to C(K, L)$ ($\alpha: \tilde{\Delta}(K) \to \tilde{C}(K)$) be the quotient chain map. We prove that $\alpha$ induces isomorphisms between $H_n(K, L)$ and the simplicial homology groups $H_n(C(K, L))$.

Theorem 4.3.9 $\alpha_*: H_n(K, L) \to H_n(C(K, L))$ and $\alpha_*: \tilde{H}_n(K) \to H_n(\tilde{C}(K))$ are isomorphisms.

Proof. As in Corollary 4.3.5, we construct a chain map $\beta: C(K) \to \Delta(K)$ which is an inverse to $\alpha$, to within chain homotopy. To define $\beta$, totally order the vertices of $K$, in the form $b^0 < b^1 < \cdots < b^m$, write each generator of $C(K)$ in the form $[b^{i_0}, \ldots, b^{i_n}]$, where $i_0 < \cdots < i_n$, and define

$$\beta[b^{i_0}, \ldots, b^{i_n}] = (b^{i_0}, \ldots, b^{i_n}).$$

Clearly $\alpha\beta$ is the identity chain isomorphism of $C(K)$, so that it remains to produce a chain homotopy $h: \Delta(K) \to \Delta(K)$ between $\beta\alpha$ and the identity.

Suppose as an inductive hypothesis that we have constructed $h: \Delta_m(K) \to \Delta_{m+1}(K)$ for all $m < n$, such that

$$\beta\alpha(\mu) - \mu = \partial h(\mu) + h\partial(\mu)$$

for all generators $\mu$ of $\Delta_m(K)$; suppose further that $h(\mu)$ actually lies in $\Delta_{m+1}(K(\mu(\mu)))$ (if $m \leq 0$ we may take $h = 0$). If now $\lambda$ is a generator of $\Delta_n(K)$, $n > 1$, then $h$ has already been defined on $\partial(\lambda)$, and

$$\partial[\beta\alpha(\lambda) - \lambda - h\partial(\lambda)] = \beta\partial\alpha(\lambda) - \partial(\lambda) - \partial h(\partial(\lambda)) = 0,$$

since $h\partial^2(\lambda) = 0$. Moreover all elements involved are in $\Delta(K(\lambda(\Delta_n)))$; but $\lambda(\Delta_n)$ is a simplex, and so is contractible; so $H_n(\lambda(\Delta_n)) = 0$. Thus there must exist an element $h(\lambda) \in \Delta_{n+1}(K(\lambda(\Delta_n))) \subset \Delta_{n+1}(K)$, such that $\partial h(\lambda) = \beta\alpha(\lambda) - \lambda - h\partial(\lambda)$, as required.

It follows that $\alpha_*: H_n(K) \to H_n(C(K))$ is an isomorphism; for
(K, L) we observe that \( \beta \) and \( h \) induce corresponding homomorphisms for \((K, L)\), and for reduced homology we set \( \beta(*) = *, h(*) = 0. \]

**Corollary 4.3.10** \( H_n(K, L) \) depends only on the \((n + 1)\)-skeleton, and is zero if \( n > \text{dim} \ K \).

Observe that if \( f: (|K|, |L|) \to (|M|, |N|) \) is a simplicial map, then \( f_\Delta^0(K, L) \subset \Delta^0(M, N) \), so that \( f_* \) induces a chain map \( f_*: C(K, L) \to C(M, N) \). The corresponding homology homomorphism may be identified with \( f_* \), since the diagram

\[
\begin{array}{ccc}
H_*(K, L) & \xrightarrow{f_*} & H_*(M, N) \\
\alpha_* & & \downarrow \alpha_* \\
H(C(K, L)) & \xrightarrow{f_*} & H(C(M, N))
\end{array}
\]

is obviously commutative. Similarly \( \phi \Delta^0(K) \subset \Delta^0(K') \), where \( \phi \) is the subdivision chain map of Definition 4.3.2, so that \( \phi \) induces \( \phi: C(K) \to C(K') \), whose induced homology homomorphism is the same as that induced by the original \( \phi \). Moreover an obvious induction argument shows that \( \phi \) sends each generator of \( C(K) \), considered as an \( n \)-simplex \( \sigma \) of \( K \), to the sum of the \( n \)-simplexes in \((K(\sigma))\) (with appropriate signs). Thus if \( h: |K'| \to |K| \) is a simplicial approximation to the identity map, the remark after Proposition 2.5.13 shows that \( h_* \phi_* \) is the identity isomorphism. But \( h_* \) is an isomorphism because \( h \) is a homotopy equivalence; thus \( \phi_* \) is the inverse isomorphism to \( h_* \). Similar remarks apply to relative homology.

We end this section with some calculations and examples.

**Example 4.3.11** \( S^1 \) may be triangulated as the boundary \( \partial \) of a 2-simplex \( \sigma = (b^0, b^1, b^2) \). It follows immediately that \( H_n(S^1) = 0 \) if \( n > 1 \) (and also if \( n < 0 \)); moreover \( H_0(S^1) \cong \mathbb{Z} \) by Example 4.2.13. Thus it remains only to calculate \( H_1(S^1) \cong H_1(C(\partial)) \).

Now \( C_1(\partial) \) has three generators, \([b^0, b^1], [b^0, b^2]\) and \([b^1, b^2]\), where \( \partial[b^0, b^1] = [b^1] - [b^0], \partial[b^0, b^2] = [b^2] - [b^0] \) and \( \partial[b^1, b^2] = [b^2] - [b^1] \). It is easy to see that \( Z_1(C(\partial)) \) is isomorphic to \( \mathbb{Z} \), with generator \([b^0, b^1] + [b^1, b^2] - [b^0, b^2]\), and since clearly \( B_1(C(\partial)) = 0 \) we have \( H_1(S^1) \cong H_1(C(\partial)) \cong \mathbb{Z} \).

**Example 4.3.12** Let us now calculate \( H_*(S^n) \) for all \( n \geq 0 \), by triangulating \( S^n \) as \( \partial \), where \( \sigma \) is the \((n + 1)\)-simplex \((b^0, \ldots, b^n)\).
Now it is possible, of course, to calculate \( H(C(\sigma)) \) directly as in Example 4.3.11, but this method is tedious and complicated. Instead, we use a trick, based on the fact that \( \sigma \) and \( K(\sigma) \) differ by only one simplex, and \( \sigma \) is contractible. It is convenient also to do the work in terms of reduced homology.

Consider \( \tilde{C}(\sigma) \) and \( \tilde{C}(K(\sigma)) \). Obviously \( \tilde{C}_m(\sigma) = 0 \) if \( m > n \) or \( m < -1 \), and the inclusion (simplicial) map \( i : |\sigma| \to |K(\sigma)| \) induces isomorphisms \( i : \tilde{C}_m(\sigma) \to \tilde{C}_m(K(\sigma)) \) for all \( m \leq n \). Moreover the following diagram is commutative, since \( i \) is a chain map.

\[
\begin{array}{cccccc}
0 & \to & \tilde{C}_n(\sigma) & \xrightarrow{\partial} & \tilde{C}_{n-1}(\sigma) & \to \cdots \to \tilde{C}_{-1}(\sigma) & \to 0 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow \\
0 & \to & \tilde{C}_n(K(\sigma)) & \xrightarrow{\partial} & \tilde{C}_{n-1}(K(\sigma)) & \to \cdots \to \tilde{C}_{-1}(K(\sigma)) & \to 0.
\end{array}
\]

Now \( |K(\sigma)| \), being homeomorphic to \( E^{n+1} \), is contractible, and hence the reduced homology groups of \( K(\sigma) \) are the same as those of a point, which are all zero. It follows at once that \( H_m(\tilde{C}(\sigma)) = 0 \) for \( m < n \). Also \( H_n(\tilde{C}(\sigma)) = \mathbb{Z} \), \( \tilde{C}_n(\tilde{C}(\sigma)) = \mathbb{Z} \), \( \tilde{C}_n(K(\sigma)) = \mathbb{Z} \), \( B_n(\tilde{C}(\sigma)) = \mathbb{Z} \), and so \( H_n(\tilde{C}(\sigma)) = \mathbb{Z} \), and a generator is the coset \([\partial[b^n, \ldots, b^n]]\). To sum up.

\[
\tilde{H}_m(S^n) = \begin{cases} \mathbb{Z}, & \text{if } m = n \\ 0, & \text{otherwise.} \end{cases}
\]

(Notice that this result is true even if \( n = -1 \), if we interpret \( S^{-1} \) as the empty set!)

Since \( K(\sigma) - \sigma \) has only the one simplex \( \sigma \), \( C(K(\sigma), \sigma) \) has just one generator \([b^0, \ldots, b^n]\), and so

\[
H_m(S^{n+1}, S^n) = \begin{cases} \mathbb{Z}, & \text{if } m = n + 1 \\ 0, & \text{otherwise.} \end{cases}
\]

An immediate consequence is that \( S^n \) and \( S^m \) are not homotopy-equivalent if \( m \neq n \), and so are certainly not homeomorphic. This result is particularly useful since it can be used with Theorem 2.4.5 to prove some important theorems on homeomorphisms and possible triangulations of certain spaces.

**Theorem 4.3.13** If \( |K| \) and \( |L| \) are homeomorphic polyhedra, then \( \dim K = \dim L \).

**Proof.** Let \( \dim K = m \), \( \dim L = n \), and suppose if possible that \( n > m \). Take a point \( x \) in the interior of an \( n \)-simplex \( \sigma \) of \( L \), so that \( \text{Lk}(x) = \sigma \), and \( \tilde{H}_{n-1}(\text{Lk}(x)) \cong \mathbb{Z} \). But if \( y \) is any point of \( |K| \), \( \text{Lk}(y) \)
is a subcomplex of dimension at most \((m - 1)\), so that \(H_{n-1}(\text{Lk}(y)) = 0\). Hence \(|\text{Lk}(x)| \neq |\text{Lk}(y)|\), which contradicts Theorem 2.4.5.

**Corollary 4.3.14** If \(K\) is a triangulation of \(S^n\) or \(E^n\), then \(\dim K = n\).

**Proof.** By Example 2.3.13, both \(S^n\) and \(E^n\) have triangulations by \(n\)-dimensional complexes. •

We can actually say rather more about possible triangulations of \(E^n\).

**Proposition 4.3.15** If \(K\) is a triangulation of \(E^n\), with homeomorphism \(h: |K| \to E^n\), there exists an \((n - 1)\)-dimensional subcomplex \(L\) of \(K\) such that \(h|L| = S^{n-1}\).

**Proof.** In any case \(E^n\) can be triangulated as \(K(\sigma)\), where \(\sigma\) is an \(n\)-simplex, and then \(\sigma\) triangulates \(S^{n-1}\). Moreover, by rotating \(E^n\) about the origin if necessary, we can arrange that any given point \(x\) of \(S^{n-1}\) is in the interior of an \((n - 1)\)-simplex \(\tau\) of \(\sigma\). It follows that \(\text{Lk}(x) = \sigma - \tau\), and it is easy to see that \(|\sigma - \tau|\) is contractible to the vertex of \(\sigma\) that is not in \(\tau\) (the homotopy involved is linear). On the other hand if \(x \in E^n - S^{n-1}\), then \(x\) is in the interior of \(\sigma\) and so \(\text{Lk}(x) = \sigma\). Hence \(S^{n-1}\) is the set of points of \(E^n\) such that \(|\text{Lk}(x)|\) is contractible, and by Theorem 2.4.5 this is true however \(E^n\) is triangulated.

Thus if \(h(x) \in S^{n-1}\) and \(x\) is in the interior of a simplex \(\tau\), then every point in the interior of \(\tau\), having the same link as \(x\), will be mapped into \(S^{n-1}\). Hence \(h(\tau) \subset S^{n-1}\), since \(S^{n-1}\) is closed. That is to say, \(S^{n-1} = h|L|\), where \(L\) is the subcomplex of \(K\) of those simplexes \(\tau\) such that \(h(\tau) \subset S^{n-1}\). And \(\dim L = n - 1\), since \(L\) is a triangulation of \(S^{n-1}\).

Another important consequence of Example 4.3.12 is

**Theorem 4.3.16** Let \(U, V\) be open sets in \(R^m, R^n\) respectively. If \(U\) and \(V\) are homeomorphic, then \(m = n\).

**Proof.** Let \(h: U \to V\) be the homeomorphism, and let \(x\) be any point of \(U\). Choose \(\varepsilon\) so that \(B\), the \(\varepsilon\)-neighbourhood of \(h(x)\), is contained in \(V\), and then choose \(\eta\) so that \(B'\), the \(\eta\)-neighbourhood of \(x\), is contained in \(h^{-1}(B)\). Thus \(h\) is a homeomorphism of \(B'\) onto a subset of \(B\), and \(h(x)\) is contained in an open set in \(h(B')\). But \(B\) and \(B'\) are homeomorphic to cells, and so are triangulable, so that by Theorem 2.4.5 we must have \(|\text{Lk}(x)| \simeq |\text{Lk}(h(x))|\). But \(|\text{Lk}(x)|\) is homeomorphic to \(S^{m-2}\) and \(|\text{Lk}(h(x))|\) to \(S^{n-1}\), so that \(m = n\). •
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In particular, $R^m$ and $R^n$ cannot be homeomorphic unless $m = n$.

Finally, let us calculate the homology groups of the real projective plane $RP^2$.

**Example 4.3.17** Consider the triangulation of $RP^2$ by the simplicial complex $K$ shown in Fig. 4.2.

![Fig. 4.2](image)

As in the case of $S^n$, it would be possible, though very laborious, to calculate $H(C(K))$ directly from the definition. We prefer instead to compare $K$ with two subcomplexes: $L$, consisting of $K$ without the 2-simplex $(b^3, b^4, b^5)$, and $M$, consisting only of $(b^0, b^1), (b^1, b^2), (b^0, b^2)$ and their vertices.

Write $i: |M| \to |L|$, $j: |L| \to |K|$ for the inclusion (simplicial) maps. Now $|M|$ is a strong deformation retract of $|L|$, so that $i$ is a homotopy equivalence and $i_*: H_n(C(M)) \to H_n(C(L))$ is an isomorphism for each $n$. Also $M$ is a triangulation of $S^1$, so that $H_n(C(M))$ is $Z$ for $n = 0, 1$ and zero otherwise; hence the same is true for $L$.

Moreover, a generator of $H_1(C(M)) \cong H_1(C(L))$ is $[z]$, where $z = [b^0, b^1] + [b^1, b^2] - [b^0, b^2]$.

Now consider the commutative diagram

$$
0 \longrightarrow C_2(L) \overset{\partial}{\longrightarrow} C_1(L) \overset{\partial}{\longrightarrow} C_0(L) \longrightarrow 0
$$

in which $j_*$ is the identity on $C_1(L)$ and $C_0(L)$. Let $c$ be the element of $C_2(L)$ (or $C_2(K)$) defined by
direct calculation shows that $\partial [b^3, b^5] = 2z - \partial (c)$ in $C(K)$ (each 1-simplex in $\partial (c + [b^3, b^4, b^5])$ occurs twice, with opposite signs if it does not occur in $z$). So if $r[b^3, b^4, b^5] + d \in Z_2(C(K))$, with $d \in C_2(L)$, we have

$$0 = \partial (r[b^3, b^4, b^5] + d) = 2rz + \partial (d - c)$$

in $C_1(L)$. That is, $[2rz] = 0$ in $H_1(C(L)) \cong Z$, so that $r = 0$. But $H_2(C(L)) = 0$, so that $Z_2(C(L)) = 0$ and, hence $d = 0$ as well. It follows that $Z_2(C(K)) = 0$, or $H_2(C(K)) = 0$.

Now $C_1(K) = C_1(L)$ and $Z_1(C(K)) = Z_1(C(L))$; also $B_1(C(K))$ differs from $B_1(C(L))$ only in that it contains extra elements $2nz$ for each integer $n$. Since $H_1(C(L)) \cong Z$, generated by $[z]$, it follows that $H_1(C(K)) \cong Z_2$, also generated by $[z]$.

Finally, $H_0(RP^2) \cong Z$ since $RP^2$ is path-connected. To sum up, $H_1(RP^2) \cong Z_2$, $H_0(RP^2) \cong Z$, and all other homology groups are zero.

4.4 Methods of calculation: exact sequences

The examples at the end of Section 4.3 will no doubt have convinced the reader that calculation directly from Theorem 4.3.9 would be extremely laborious for general polyhedra. In the case of $S^n$ and $RP^2$ we were able to perform the calculation by various tricks, but these had to be invented separately for each space, and gave no insight into any sort of general procedure. One object of this section is to prove a theorem enabling the homology groups of polyhedra to be calculated from still further simplified chain complexes, in which the generators, instead of corresponding to single simplexes, correspond to certain subcomplexes called 'blocks'. The situation in homology is thus once again similar to Section 3.3: there, Theorem 3.3.13 theoretically gave a method of calculation of the fundamental group of a polyhedron, but it was much quicker in practice to use the result of Theorem 3.3.20.

In order to prove the calculation theorem, and also for its independent interest, we shall first show that, if $(X, Y)$ is any pair of spaces, the homology groups of $Y$, $X$ and $(X, Y)$ can be fitted into an exact sequence, called the exact homology sequence of the pair $(X, Y)$. In establishing this exact sequence, it is convenient, in the spirit of
Section 4.2, first to consider the abstract algebraic situation. This approach has the incidental advantage of yielding some other useful exact sequences. In order to state the fundamental theorem, one definition is necessary.

**Definition 4.4.1** A sequence of chain complexes and chain maps

\[ 0 \rightarrow C \rightarrow D \rightarrow E \rightarrow 0 \]

is an exact sequence of chain complexes if it is exact considered as a sequence of abelian groups and homomorphisms (we write 0 for the chain complex \( C \) in which each \( C_n = 0 \)).

**Theorem 4.4.2** Given an exact sequence of chain complexes

\[ 0 \rightarrow C \rightarrow D \rightarrow E \rightarrow 0 \]

there exists a homomorphism \( \partial : H_n(E) \rightarrow H_{n-1}(C) \) for each \( n \), such that the sequence

\[ \cdots \rightarrow H_n(C) \rightarrow H_n(D) \rightarrow H_n(E) \rightarrow H_{n-1}(C) \rightarrow \cdots \]

is an exact sequence of abelian groups and homomorphisms. Moreover, given a commutative diagram of chain complexes and chain maps

\[ \begin{array}{ccc}
0 & \rightarrow & C \\
\downarrow & & \downarrow \\
0 & \rightarrow & C' \\
\end{array} \quad \begin{array}{ccc}
0 & \rightarrow & D \\
\downarrow & & \downarrow \\
0 & \rightarrow & D' \\
\end{array} \]

in which the rows are exact sequences, the corresponding diagram

\[ \begin{array}{ccc}
H_n(C) & \rightarrow & H_n(D) \\
\downarrow & & \downarrow \\
H_n(E) & \rightarrow & H_{n-1}(C) \\
\end{array} \quad \begin{array}{ccc}
H_n(C') & \rightarrow & H_n(D') \\
\downarrow & & \downarrow \\
H_n(E') & \rightarrow & H_{n-1}(C') \\
\end{array} \]

is a commutative diagram of abelian groups and homomorphisms.

**Proof.** We must first define \( \partial \). Now a typical element of \( H_n(E) \) is a coset \([z]\), where \( z \in Z_n(E) \), and since \( g \) is onto, \( z = g(d) \) for some \( d \in D \). Thus \( \partial g(d) = \partial g(d) = \partial(z) = 0 \), so that by exactness \( \partial(d) = f(c) \) for a unique element \( c \in C_{n-1} \). Moreover \( f(c) = \partial(c) = \partial(c) = 0 \), so that \( \partial(c) = 0 \) (since \( f \) is (1-1)) and \( c \in Z_{n-1}(C) \). Define \( \partial \) so that \( \partial([z]) = [c] \in H_{n-1}(C) \); this appears to depend on the choice of \( z \) and \( d \), but if \( z', d' \) and \( c' \) is another choice of \( z \), \( d \), and \( c \), then \( g(d - d') : R_n(E) \), so that \( g(d - d') = \partial g(d) = g(c) \) for some \( d'' \in D \), since \( g \) is onto. Hence \( g(d - d' - \partial(d'')) = 0 \), so that \( d - d' - \partial(d'') = \partial(d'') = 0 \).
for some $c'' \in C$, and so $\partial(d) - \partial(d') = \partial(f(c'')) = f\partial(c'')$, and $c - c' = \partial(c'')$, so that $[c] = [c'] \in H_{n-1}(C)$.

It is easy to see that $\partial_*$ is a homomorphism. For if $[g(d_1)] = [z_1]$ and $[g(d_2)] = [z_2]$ in $H_n(E)$, then $[g(d_1 + d_2)] = [z_1 + z_2]$, so that $\partial_*(\{z_1\} + \{z_2\})$ is given by $\partial(d_1 + d_2) = \partial(d_1) + \partial(d_2)$, and hence

$$\partial_*(\{z_1\} + \{z_2\}) = \partial_*[z_1] + \partial_*[z_2].$$

The proof that the sequence of homology groups is exact proceeds in three stages.

(a) $\text{Im } f_* = \ker g_*$. Certainly $\text{Im } f_* \subset \ker g_*$, since $gf = 0$ implies $g_*f_* = 0$. Conversely if $[z] \in \ker g_*$ then $g(z) = 0$ for some $e \in E$; but $e = g(d)$ for some $d \in D$, so that $g(z) = g\partial(d) = g\partial(d)$, and $g(z - \partial(d)) = 0$ so that $z - \partial(d) \in \text{Im } f$. Hence $[z] = [z - \partial(d)] \in \text{Im } f_*$, and $\ker g_* \subset \text{Im } f_*$.

(b) $\text{Im } g_* = \ker \partial_*$. It is clear from the definition that $\partial_*g_* = 0$, for an element of $\text{Im } g_*$ is $[g(d)]$, where $\partial(d) = 0$. On the other hand if $[z] \in \ker \partial_*$ then $z = g(d)$, where $\partial(d) = f\partial(c)$ for some $c \in C$, so that $z = g(d - f(c))$, where $\partial(d - f(c)) = 0$. Hence $[z] \in \text{Im } g_*$.

(c) $\text{Im } \partial_* = \ker f_*$. Again, it is clear that $f_*\partial_* = 0$, so that $\text{Im } \partial_* \subset \text{Im } f_*$. But if $[z] \in \ker f_*$, then $f(z) = \partial(d)$ for some $d \in D$, so that $\partial g(d) = gf(z) = 0$, and $[g(d)] \in H(E)$ satisfies $\partial_*[g(d)] = [z]$. Hence $\ker f_* \subset \ker \partial_*$.

Finally, Proposition 4.2.15(c) shows that $\beta_*f_* = f_*\alpha_*$ and $\gamma_*g_* = g_*\beta_*$. And if $[g(d)] \in H(E)$, then $\partial_*[g(d)] = [c]$, where $\partial(d) = f(c)$: thus $\alpha_*\partial_*[g(d)] = [\alpha(c)]$. But $f'\alpha(c) = \beta f(c) = \beta\partial(d) = \partial\beta(d)$, so that $[\alpha(c)] = \partial_*[g'\beta(d)] = \partial_*[\gamma g(d)] = \partial_*[\gamma_*[g(d)]]$.

The exact homology sequence of a pair $(X, Y)$ follows immediately.

**Theorem 4.4.3** Given a pair of spaces $(X, Y)$, let $i: Y \to X$ be the inclusion map, and let $j: S(X) \to S(X, Y)$ be the quotient chain map. There is an exact sequence

$$\cdots \to H_n(Y) \xrightarrow{i_*} H_n(X) \xrightarrow{j_*} H_n(X, Y) \xrightarrow{\partial_*} H_{n-1}(Y) \to \cdots,$$

such that if $f: (X, Y) \to (A, B)$ is a map of pairs, the diagram

$$\begin{array}{ccccccccc}
\cdots & \to & H_n(Y) & \xrightarrow{i_*} & H_n(X) & \xrightarrow{j_*} & H_n(X, Y) & \xrightarrow{\partial_*} & H_{n-1}(Y) & \to & \cdots \\
& & \downarrow{s_*} & \downarrow{s_*} & \downarrow{s_*} & \downarrow{s_*} & & \downarrow{s_*} & & \\
\cdots & \to & H_n(B) & \xrightarrow{i_*} & H_n(A) & \xrightarrow{j_*} & H_n(A, B) & \xrightarrow{\partial_*} & H_{n-1}(B) & \to & \cdots
\end{array}$$

is commutative.
The groups $H_n(X)$ and $H_n(Y)$ in Theorem 4.4.3 can of course be replaced by the corresponding reduced groups $\tilde{H}_n(X)$ and $\tilde{H}_n(Y)$: the resulting exact sequence is called the *reduced* homology sequence of the pair $(X, Y)$.

**Example 4.4.4** Let $x$ be any point of the space $X$. In the reduced homology sequence of the pair $(X, x)$, the groups $\tilde{H}_n(x)$ are all zero; hence $\tilde{H}_n(X) \cong H_n(X, x)$ for all $n$.

It is sometimes useful to have a form of Theorem 4.4.3 that involves only relative homology groups.

**Theorem 4.4.5** Given a triple $(X, Y, Z)$, let $i: (Y, Z) \rightarrow (X, Z)$ and $j: (X, Z) \rightarrow (X, Y)$ be the inclusion maps. There is an exact sequence
ddH_n(Y, Z) \rightarrow H_n(X, Z) \rightarrow H_n(X, Y) \rightarrow H_{n-1}(Y, Z) \rightarrow \cdots,

called the exact homology sequence of the triple $(X, Y, Z)$.

**Proof.** $0 \rightarrow S(Y, Z) \rightarrow S(X, Z) \rightarrow S(X, Y) \rightarrow 0$ is clearly an exact sequence of chain complexes.

Of course, a continuous map of triples gives rise to a commutative diagram involving two exact sequences, just as in Theorem 4.4.3. It should also be noticed that in fact Theorem 4.4.3 is just the special case of Theorem 4.4.5 obtained by putting $Z = \emptyset$.

Consider now a simplicial pair $(K, L)$. By applying Theorem 4.4.2 to the exact sequence of chain complexes

\[ 0 \rightarrow \Delta(L) \rightarrow \Delta(K) \rightarrow \Delta(K, L) \rightarrow 0, \]

we obtain an exact sequence

\[ \cdots \rightarrow H_n(L) \rightarrow H_n(K) \rightarrow H_n(K, L) \rightarrow H_{n-1}(L) \rightarrow \cdots, \]

which might at first sight be different from the exact sequence obtained from Theorem 4.4.3. However, there is a commutative diagram

\[ \begin{array}{ccc}
0 & \rightarrow & \Delta(L) \\
\beta & \downarrow & \beta \\
0 & \rightarrow & S(|L|) \\
\end{array} \quad \begin{array}{ccc}
\Delta(K) & \rightarrow & \Delta(K, L) \\
\beta & \downarrow & \beta \\
S(|K|) & \rightarrow & S(|K|, |L|) \\
\end{array} \quad \begin{array}{ccc}
& & 0 \\
& & \beta \\
& & \downarrow \\
& & \beta \\
\end{array} \]

which by Theorem 4.4.2 gives rise to a commutative diagram involving the two exact sequences; since each chain map $\beta$ induces isomorphisms
in homology, the two exact sequences may therefore be identified. Similar remarks apply to the reduced homology sequence of \((K, L)\) and to the exact sequence of a simplicial triple \((K, L, M)\). Moreover a similar proof shows that the exact sequence of \((K, L)\), for example, coincides also with that obtained by Theorem 4.4.2 from the exact sequence of chain complexes

\[
0 \longrightarrow C(L) \xrightarrow{t} C(K) \xrightarrow{t} C(K, L) \longrightarrow 0.
\]

Another useful exact sequence arises if we have a simplicial complex \(K\) with two subcomplexes \(L\) and \(M\) such that \(K = L \cup M\). Write \(i_1: |L \cap M| \rightarrow |L|, i_2: |L \cap M| \rightarrow |M|, i_3: |L| \rightarrow |K|\) and \(i_4: |M| \rightarrow |K|\) for the various inclusion maps.

**Theorem 4.4.6** There is an exact sequence, called the Mayer—Vietoris sequence of the triad \((K; L, M)\):

\[
\cdots \longrightarrow H_n(L \cap M) \xrightarrow{n^*} H_n(L) \oplus H_n(M) \xrightarrow{\xi} H_n(K) \xrightarrow{\eta} H_{n-1}(L \cap M) \longrightarrow \cdots,
\]

where \(\eta_*(x) = (i_1)_*x \oplus (-i_2)_*x\) and \(\xi_*(x \oplus y) = (i_3)_*x + (i_4)_*y\).

Moreover if \((F; Q, R)\) is another triad, a continuous map \(f: |K| \rightarrow |P|\) such that \(f|L| \subset |Q|\) and \(f|M| \subset |R|\) gives rise to a commutative diagram involving the two Mayer—Vietoris sequences.

**Proof.** \(\Delta(L) \oplus \Delta(M) = \bigoplus(\Delta_n(L) \oplus \Delta_n(M))\) can be made into a chain complex by taking as its boundary homomorphism \(\partial_L \oplus \partial_M\), where \(\partial_L\) and \(\partial_M\) are the boundary homomorphisms in \(\Delta(L)\) and \(\Delta(M)\) respectively. Moreover, by Proposition 1.3.33,

\[
H(\Delta(L) \oplus \Delta(M)) \cong H_*(L) \oplus H_*(M).
\]

Now consider the sequence

\[
0 \longrightarrow \Delta(L \cap M) \xrightarrow{n} \Delta(L) \oplus \Delta(M) \xrightarrow{\xi} \Delta(K) \longrightarrow 0,
\]

where \(\eta_*(x) = (i_1)_*x \oplus (-i_2)_*x\) and \(\xi_*(x \oplus y) = (i_3)_*x + (i_4)_*y\). It is easy to see that \(\eta\) and \(\xi\) are chain maps, and that the sequence is exact. Hence the Mayer—Vietoris sequence is exact, by Theorem 4.4.2.

To prove the last part, recall that \(f_*: H_*(K) \rightarrow H_*(P)\), for example, is the homomorphism induced by the composite

\[
\Delta(K) \xrightarrow{n} S(|K|) \xrightarrow{f^*} S(|P|) \xrightarrow{\eta} \Delta(P).
\]

Moreover, by the remark after Proposition 4.3.1 the chain map \(\alpha\) may
be chosen so as to restrict correctly to the corresponding chain maps \( \alpha \) for \( Q, R \) and \( Q \cap R \). It follows that the diagram

\[
\begin{array}{c}
0 \\ \downarrow \alpha, \beta \\
\Delta(L \cap M) \\
\downarrow \alpha, \beta \\
\Delta(Q \cap R)
\end{array}
\begin{array}{c}
\overset{\eta}{\longrightarrow} \\
\overset{\xi}{\longrightarrow} \\
\Delta(Q) \oplus \Delta(R) \\
\alpha, \beta
\end{array}
\Delta(K) \longrightarrow 0
\]

is commutative, which by Theorem 4.4.2 completes the proof.

By an argument similar to that used for the exact sequence of a pair, the chain complexes \( C(K) \), etc., may be used instead of \( \Delta(K) \), etc., in setting up the Mayer–Vietoris sequence. It should also be noted that there is a corresponding theorem for arbitrary topological spaces, whose proof, however, is more complicated than that of Theorem 4.4.6 (see the notes at the end of the chapter).

An obvious modification of the proof of Theorem 4.4.6 shows that the homology groups could all be replaced by the corresponding reduced homology groups, or alternatively by relative homology groups: given a triad \( (K; L, M) \) and a subcomplex \( N \) of \( K \), there is an exact sequence

\[
\cdots \\
H_n(L \cap M, L \cap M \cap N) \\
H_n(L, L \cap N) \oplus H_n(M, M \cap N) \\
H_n(K, N) \\
H_{n-1}(L \cap M, L \cap M \cap N) \\
\cdots
\]

called the relative Mayer–Vietoris sequence. Once again, a continuous map gives rise to a commutative diagram of reduced or relative Mayer–Vietoris sequences.

**Example 4.4.7** Let \( L \) be the triangulation of \( S^n \) in Example 2.3.13 \((n \geq 0)\), with vertices \( a_1, a'_1, \ldots, a_{n+1}, a'_{n+1} \). Let \( M \) be the subcomplex obtained by omitting \( a'_{n+1} \) and \( N \) the subcomplex obtained by omitting \( a_{n+1} \), so that \( M \cap N \) is a triangulation of \( S^{n-1} \): see Fig. 4.3 overleaf. By Theorem 4.4.6, we have an exact sequence.

\[
\cdots \\
\overset{\eta_*}{\longrightarrow} \\
A_m(M) \oplus A_m(N) \\
\overset{\xi_*}{\longrightarrow} A(S^n) \\
\overset{\partial_*}{\longrightarrow} A_{m-1}(S^{n-1}) \\
\cdots
\]

Since \(|M| \) and \(|N| \) are obviously contractible, \( \partial_* \) is an isomorphism, and so we recover the results of Example 4.3.12 by induction, starting with the trivial observation that

\[
A_m(S^0) \cong \begin{cases} 
Z, & m = 0, \\
0, & \text{otherwise.}
\end{cases}
\]

The isomorphism $\partial_*$ in Example 4.4.7 is a special case of a more general isomorphism, between the homology groups of a polyhedron and its 'suspension'.

**Definition 4.4.8** Given a simplicial complex $K$, the suspension $SK$ is $K \ast L$, where $L$ consists only of two vertices $a$ and $b$. By the remarks at the end of Section 2.3, homeomorphic polyhedra have homeomorphic suspensions, so that we can unambiguously write $S|K|$ for $|K| \ast S^0$, and even $SX$ for a triangulated space $X$. Moreover a continuous map $f: |K| \to |M|$ gives rise to a map $Sf: S|K| \to S|M|$, defined by $Sf = f \ast 1$, where 1 is the identity map of $S^0$.

**Example 4.4.9** If $S^{n-1}$ is as in Example 2.3.13, $S(S^{n-1})$ may be identified with $S^n$, by taking $a$ and $b$ in Definition 4.4.8 to be $a_{n+1}$ and $a'_{n+1}$ respectively. (This is often rather loosely expressed by saying that $S(S^{n-1})$ 'is' $S^n$.)

**Theorem 4.4.10** For each $n$, there is an isomorphism $s_*: \tilde{H}_n(K) \to \tilde{H}_{n+1}(SK)$, called the suspension isomorphism. Moreover if $f: |K| \to |M|$ is any continuous map, then $s_*f_* = (Sf)_*s_*$.

**Proof.** Define $s: \tilde{A}(K) \to \tilde{A}(SK)$ by $s(\lambda) = \lambda a - \lambda b$, for each generator $\lambda$ of $A(K)$ (this is interpreted as $a - b$ if $\lambda = \ast$). Of course,
\[ s \text{ is not really a chain map, since } s(\tilde{\Delta}_n(K)) \subset \tilde{\Delta}_{n+1}(K), \text{ but it is nevertheless true that } \partial s = s \partial, \text{ so that } s \text{ induces homomorphisms} \]

\[ s_*: \widehat{H}_n(K) \rightarrow \widehat{H}_{n+1}(SK). \]

To complete the proof, we compare \( s_* \) with the homomorphism \( \partial_* \) in the reduced Mayer–Vietoris sequence of the triad \((SK; K \ast a, K \ast b)\).

Now given \( [z] \in \widehat{H}_n(K) \), where \( z \in \mathbb{Z}_n(\tilde{\Delta}(K)) \), we have

\[ s(z) = za - zb = \xi(za + - zb), \]

where \( (\partial + \partial)(za + - zb) = (-1)^{n+1}(x + (-z)) = (-1)^{n+1} \eta(z). \)

Hence \( \partial_* s_*[z] = (-1)^{n+1}[z] \). But since \( |K \ast a| \) and \( |K \ast b| \) are contractible, they have zero reduced homology, so that \( \partial_* \), and hence \( s_* \), is an isomorphism.

That \( s_* f_* = (Sf)_* s_* \) follows now from Theorem 4.4.6.

Observe that \( s\Delta^0(K) \subset \Delta^0(SK) \), so that \( s \) induces a chain map

\[ s: C(K) \rightarrow C(SK), \]

whose induced homology homomorphism may be identified with \( s_* \).

**Example 4.4.11** It is useful to define 'standard generators' \( \sigma_n \) of \( H_n(S^n) \cong \mathbb{Z} \ (n \geq 0) \), by setting \( \sigma_0 = [(a_1) - (a'_1)] \) and \( \sigma_n = s_* \sigma_{n-1} \ (n \geq 1) \), using the identification of \( S(S^{n-1}) \) with \( S^n \) in Example 4.4.9. Thus, for example, \( \sigma_1 = [(a_1, a_2) - (a_1, a'_2) - (a'_1, a_2) + (a'_1, a'_2)] \), and in general \( \sigma_n \) has a representative cycle \( \bar{z}_n \), that contains \( (a_1, \ldots, a_{n+1}) \).

A corresponding generator of \( H_n(E^n, S^{n-1}) \) is \( \bar{\sigma}_n \), where \( \sigma_{n-1} = \partial_* \bar{\sigma}_n \), and \( \partial_* \) is the homomorphism in the exact homology sequence of \( (E^n, S^{n-1}) \): thus a representative cycle for \( \bar{\sigma}_n \) is \( a_0 \bar{z}_{n-1} \), which contains \( (a_0, a_1, \ldots, a_{n+1}) \).

Example 4.4.11 has interesting consequences concerned with fixed points of maps of \( S^n \) to itself (compare Theorem 2.5.23).

**Proposition 4.4.12** Let \( f: S^n \rightarrow S^n \) be a continuous map without fixed points. Then \( f_* (\sigma_n) = (-1)^{n+1} \sigma_n \).

**Proof.** By Corollary 2.2.4 \( f \cong g \), where \( g(x) = -x \) for all \( x \in S^n \). But (regarding \( g \) as a map of \( S^n \)) \( g \) is the simplicial map that exchanges \( a_i \) and \( a'_i \) \( (1 \leq i \leq n) \), and it is easy to see that therefore \( g_* (\sigma_n) = (-1)^{n+1} \sigma_n \).

**Corollary 4.4.13** If \( f: S^n \rightarrow S^n \) is a map homotopic to the identity, and \( n \) is even, then \( f \) has a fixed point.

This result, in the special case \( n = 2 \), is popularly known as the 'Hairy Ball Theorem': if one imagines a hair growing out of each point
of the surface of a ball, it is impossible to brush them flat without a parting, since otherwise there would be a map homotopic to the identity (along the hairs), without a fixed point.

We turn our attention now to the calculation theorem for the homology groups of polyhedra, mentioned at the beginning of this section. Since \( H_\ast(K, a) = H_\ast(K) \) and \( \tilde{H}_\ast(K) \cong H_\ast(K, a) \) for any vertex \( a \), it will be sufficient to consider only the case of relative homology. Roughly speaking, the method is to construct a sequence of subcomplexes of \( K \) that in some sense generalize the skeletons of \( K \). Now if \( K^n \) denotes the \( n \)-skeleton, for any subcomplex \( L \) the set \( K^n \cup L - K^{n-1} \cup L \) consists of the \( n \)-simplexes in \( K - L \), so that \( H_\ast(K^n \cup L, K^{n-1} \cup L) = 0 \) unless \( r = n \), and

\[
H_n(K^n \cup L, K^{n-1} \cup L) \cong C_n(K, L).
\]

This property of the skeletons is generalized by forming a sequence of subcomplexes \( K = K^n \supseteq K^{n-1} \supseteq \ldots \supseteq K^0 \supseteq L \) with the property that \( H_\ast(M^n, M^{n-1}) = 0 \) unless \( r = n \): we then define a new chain complex \( C \) by setting \( C_n \cong H_n(M^n, M^{n-1}) \), and it turns out that \( H(C) \cong H_\ast(K, L) \) for any such sequence of subcomplexes.

It is particularly convenient to work with a sequence of subcomplexes constructed by dividing \( K \) into certain generalizations of simplexes called 'blocks'. However, we must first prove the general result on the homology of chain complexes constructed as above.

Suppose, then, that \( K = K^n \supseteq K^{n-1} \supseteq \ldots \supseteq K^0 \supseteq L \) is a sequence of subcomplexes such that \( H_\ast(M^n, M^{n-1}) = 0 \) unless \( r = n \), for all integers \( r \) and \( n \). Let \( C \) be the chain complex \( \bigoplus C_n \), where \( C_n = H_n(M^n, M^{n-1}) \) (\( M^n \) is to be interpreted as \( K \) if \( n > p \) and \( L \) if \( n < 0 \)), and the boundary homomorphism \( d: C_n \to C_{n-1} \) is defined to be the composite

\[
H_n(M^n, M^{n-1}) \xrightarrow{\partial_*} H_{n-1}(M^{n-1}, L) \xrightarrow{j_*} H_{n-1}(M^{n-1}, M^{n-2}),
\]

where \( \partial_* \) and \( j_* \) are homomorphisms in the exact sequences of the triples \( (M^n, M^{n-1}, L) \) and \( (M^{n-1}, M^{n-2}, L) \) respectively (in fact \( d = \partial_* \), the homomorphism in the exact sequence of the triple \( (M^n, M^{n-1}, M^{n-2}) \): see Exercise 6). Certainly \( C \) is a chain complex, since \( d^2 \) involves a composite of two successive homomorphisms \( (j_* \text{ and } \partial_*) \) in the exact sequence of the same triple, so that \( d^2 = 0 \).

**Theorem 4.4.14** For each \( n \), \( H_n(C) \cong H_n(K, L) \).
§4.4 EXACT SEQUENCES

Proof. This is really just an exercise in handling exact sequences. First consider the exact sequence of the triple \((M^n, M^{n-1}, L)\):

\[
\cdots \to H_{r+1}(M^n, M^{n-1}) \xrightarrow{i_*} H_r(M^{n-1}, L) \xrightarrow{j_*} H_r(M^n, L) \xrightarrow{\delta^*} H_{r-1}(M^n, M^{n-1}) \to \cdots
\]

Since \(H_r(M^n, M^{n-1}) = 0\) unless \(r = n\), \(i_*: H_r(M^{n-1}, L) \to H_r(M^n, L)\) is an isomorphism for \(r \neq n - 1, n\). So for \(r > n\), \(H_r(M^n, L) \cong H_r(M^{n-1}, L) \cong \cdots \cong H_r(M^{-1}, L) = H_r(L, L) = 0\), and in particular it follows that \(j_*: H_n(M^n, L) \to H_n(M^n, M^{n-1})\) is (1-1).

Now consider part of the chain complex \(C\). By definition the following diagram is commutative (the superscripts to \(\partial_*\) and \(j_*\) are merely for identification purposes):

\[
\begin{array}{ccc}
H_{n+1}(M^{n+1}, M^n) & \xrightarrow{=} & C_{n+1} \\
\delta^1 \downarrow & & \downarrow \partial^2 \\
H_n(M^n, L) & \xrightarrow{=} & C_n \\
\delta^2 \downarrow & & \downarrow \partial^2 \\
H_{n-1}(M^{n-1}, L) & \xrightarrow{j_*} & H_{n-1}(M^{n-1}, M^{n-2}) \xrightarrow{=} C_{n-1}
\end{array}
\]

Now

\[Z_n(C) = \ker \partial^2, \quad \text{since } j_*^2 \text{ is (1-1)}\]

\[= \text{Im } j_*^1 \]

\[\cong H_n(M^n, L), \quad \text{since } j_*^1 \text{ is (1-1)}.
\]

It follows that

\[H_n(C) = Z_n(C)/B_n(C) \cong H_n(M^n, L)/\text{Im } \partial^1_*.
\]

But \(\text{Im } \partial^1_* = \ker [i_*: H_n(M^n, L) \to H_n(M^{n+1}, L)]\), so that

\[H_n(C) \cong \text{Im } [i_*: H_n(M^n, L) \to H_n(M^{n+1}, L)], \quad \text{by Proposition 1.3,12}
\]

\[= H_n(M^{n+1}, L), \quad \text{since } H_n(M^{n+1}, M^n) = 0.
\]

But \(H_n(M^{n+1}, L) \cong H_n(M^{n+2}, L) \cong \cdots \cong H_n(M^n, L) = H_n(K, L),\) and hence \(H_n(C) \cong H_n(K, L).\]

Of course, if \(M^n = K^n \cup L\), then \(H_r(M^n, M^{n-1}) = 0\) unless \(r = n\), and \(H_n(M^n, M^{n-1}) \cong C_n(K, L)\). It is easy to see that the
boundary in $C(K, L)$ defined in Theorem 4.4.14 is the same as the ordinary boundary homomorphism in this case, so that we recover the chain complex $C(K, L)$.

The next step is to define blocks: these are generalizations of simplexes, and the corresponding 'block skeletons' form a particularly convenient sequence of subcomplexes to which Theorem 4.4.14 can be applied.

**Definition 4.4.15** An $n$-block in a simplicial complex $K$ is a pair of subcomplexes $(e, \hat{e})$, such that $\dim e = n$ and

$$H_r(e, \hat{e}) \cong \begin{cases} Z, & r = n \\ 0, & r \neq n. \end{cases}$$

$\hat{e}$ is called the boundary of $e$, and the interior of $e$ is the set of simplexes in $e - \hat{e}$.

For example, if $\sigma$ is an $n$-simplex of $K$, then $(K(\sigma), \sigma)$ is an $n$-block, by Example 4.3.12. The interior of this block consists of the single simplex $\sigma$.

We next wish to divide $K$ into blocks, in such a way as to generalize the structure of $K$ as a simplicial complex.

**Definition 4.4.16** A block dissection of $K$ is a set of blocks such that

(a) each simplex is in the interior of just one block;
(b) the boundary of each $n$-block is in the union of the $m$-blocks, for $m < n$.

A subcomplex $L$ of $K$ is a block subcomplex if it is a union of blocks. In particular, the block $n$-skeleton of $K$, $K_n$, is the union of all the $m$-blocks for $m \leq n$.

**Example 4.4.17** Given any simplicial complex $K$, the set of pairs $(K(\sigma), \sigma)$, for all simplexes of $K$, forms a block dissection of $K$. For this block dissection, every subcomplex is a block subcomplex. Similarly, the set of all pairs $(K(\sigma)', (\sigma)')$ forms a block dissection of $K'$.

Thus a block dissection of $K$ is indeed a generalization of the dissection of $K$ as a simplicial complex.

**Example 4.4.18** The torus $T$ can be triangulated as shown in Fig. 4.4.
A block dissection consists of the blocks

\[ e^2, \quad \text{the whole simplicial complex,} \]
\[ e_1 = (b^0, b^1), (b^1, b^2), (b^2, b^0), (b^0), (b^1), (b^2), \]
\[ e_2 = (b^0, b^0), (b^0, b^4), (b^4, b^0), (b^0), (b^3), (b^4), \]
\[ e^0 = (b^0), \]

where \( e^2 = e_1 \cup e_2, \ e_1 = e_2 = e^0, \) and \( e^0 = \emptyset. \) This certainly satisfies (a) and (b) of Definition 4.4.16, though it remains to prove that these really are blocks. We postpone the proof until after Proposition 4.4.19.

Example 4.4.18 illustrates the practical difficulty that usually arises in constructing a block dissection: it is easy enough to find sub-complexes that fit together in the right way, but less easy to show that they are genuine blocks. However, the following proposition will often resolve this difficulty.

**Proposition 4.4.19** If \((M, N)\) is a triangulation of \((E^n, S^{n-1})\), and \(f: |M| \to |K|\) is a simplicial map that is (1-1) on \(|M| - |N|, \) then
(f(M), f(M)) is an n-block, where f(M) is the subcomplex of K of all simplexes f(σ), σ ∈ M. (If n = 0, (E^0, S^{-1}) is to be interpreted as (0, -), where 0 is the origin.)

Proof. Since f is (1-1) on |M| − |N|, it is (1-1) on each simplex of M − N, and hence f : Δ(M, N) → Δ(f(M), f(N)) is a chain isomorphism: thus f_* : H_*(E^n, S^{n-1}) → H_*(f(M), f(N)) is an isomorphism. Since, by Corollary 4.3.14, dim f(M) is clearly n, the proof is complete.

Thus, for example, e^2, e^1, e^1 and e^0 in Example 4.4.18 are blocks.

The usefulness of a block dissection lies in the fact that if L is a block subcomplex, the subcomplexes M^n = K_n ∪ L satisfy the hypotheses of Theorem 4.4.14. This is the next theorem, in which we shall also prove that H_n(M^n, M^{n-1}) is a free abelian group with generators in (1-1)-correspondence with the n-blocks whose interiors are in K − L; thus the chain complex formed from the block dissection is a generalization of C(K ∩ L).

**Theorem 4.4.20** Let K be a simplicial complex with a block dissection, and let L be a block subcomplex. If M^n = K_n ∪ L for n ≥ 0 (and M^n = L for n < 0), then H_r(M^n, M^{n-1}) = 0 unless r = n, and (if n ≥ 0) H_n(M^n, M^{n-1}) is a free abelian group with generators in (1-1)-correspondence with the n-blocks whose interiors are in K − L.

Proof. M^n − M^{n-1} is the union of the interiors of those n-blocks e_l whose interiors are contained in K − L. Since each simplex is in the interior of a unique block, it follows that Δ_r(M^n, M^{n-1}) = ⋃ Δ_r(e_l, e_l), for those e_l whose interiors are in K − L. But e(λ) has the same value whether λ is regarded as a generator of Δ_r(M^n, M^{n-1}) or of some Δ_r(e_l, e_l); hence H_r(M^n, M^{n-1}) ≅ ⋃ H_r(e_l, e_l), which is zero unless r = n, and if r = n is a free abelian group with generators in (1-1)-correspondence with those e_l whose interiors are in K − L.

It follows from Theorem 4.4.14 that H_n(K, L) ≅ H_n(C) for each n, where C_n = H_n(M^n, M^{n-1}). The only practical problem that remains before we can use C to compute H_n(K, L) is the determination of the boundary homomorphisms d, and these can be described as follows. Since M^n − M^{n-1} has no simplex of dimension greater than n, B_n(C(M^n, M^{n-1})) = 0, and we may identify H_n(M^n, M^{n-1}) with Z_n(C(M^n, M^{n-1})), which is a subgroup of C_n(M^n, M^{n-1}) = C_n(K, L). Let θ : C_n → C_n(K, L) be the inclusion homomorphism so defined; the boundary homomorphism d is thus completely determined by
Proposition 4.4.21 \( \theta \) is a chain map.

Proof. By definition, \( d \) is the composite

\[
H_n(M^n, M^{n-1}) \xrightarrow{\partial} H_{n-1}(M^{n-1}, L) \xrightarrow{j_*} H_{n-1}(M^{n-1}, M^{n-2}),
\]

where, by the remarks after Theorem 4.4.5, we may use simplicial chain complexes throughout. Now if

\[
x \in H_n(M^n, M^{n-1}) = Z_n(C(M^n, M^{n-1})),
\]

\( j_*\partial_*(x) \) is given by regarding \( x \) as an element of \( C(M^n, L) \), taking its boundary \( \partial(x) \) in \( C(M^n, L) \), and noting that in fact \( \partial(x) \in Z(C(M^n, L)) \): then

\[
j_*\partial_*(x) = j_\cdot \partial(x) \in Z_{n-1}(C(M^{n-1}, M^{n-2})) = H_{n-1}(M^{n-1}, M^{n-2}).
\]

However, \( \partial(x) \) has the same value whether \( x \) is regarded as an element of \( C(M^n, L) \) or of \( C(K, L) \), and \( j_\cdot \) has no effect on \( \partial(x) \), since it is a linear combination of \( (n-1) \)-simplexes that are not in \( L \), and so not in \( M^{n-2} \). Hence \( \theta \partial(x) = \partial \theta(x) \).

In particular \( \theta \) induces a homomorphism \( \theta_* : H(C) \to H_*(K, L) \).

Proposition 4.4.22 \( \theta_* \) is the isomorphism of Theorem 4.4.14.

Proof. The isomorphism of Theorem 4.4.14 is given by choosing a representative cycle \( x \) in \( C_n = H_n(M^n, M^{n-1}) \), 'lifting' to \( H_n(M^n, L) \), and mapping to \( H_n(M^{n+1}, L) \cong H_n(K, L) \) by \( i_* \). But if \( j_*\partial_*(x) = 0 \), then by Proposition 4.4.21 we have \( \partial \theta(x) = 0 \) in \( C(K, L) \), so that \( \partial(x) \in Z(C(M^n, L)) \). That is, \( x \) becomes the coset \([\theta(x)] = \theta_*(x) \) in \( H_n(M^{n+1}, L) \cong H_*(K, L) \).

Example 4.4.23 Consider the triangulation and block dissection of the torus \( T \) obtained in Example 4.4.18. If we identify the resulting chain complex \( C \) with a sub-chain complex of the simplicial chain complex, using the chain map \( \theta \), we may take the groups \( C_n \) to be the free abelian groups generated by the following elements.

\[
C_2: \ z^2 = [b^0, b^1, b^3] + [b^1, b^5, b^3] + \cdots
\]

(that is, \( z^2 \) is the sum of all the 2-simplexes of \( T \), where each 2-simplex is identified with a generator of the simplicial chain complex according
to the arrows in Fig. 4.4: the arrow on \((b^0, b^1, b^3)\), for example, indicates that we are to take \([b^0, b^1, b^3]\) rather than, say, \([b^0, b^3, b^1]\).

\[
C_1: \quad x^1_1 = [b^0, b^1] + [b^1, b^2] + [b^2, b^3] \\
x^1_2 = [b^0, b^2] + [b^3, b^4] + [b^4, b^0]
\]

(These are also indicated on Fig. 4.4 by arrows on the corresponding simplexes).

\[
C_0: \quad x^0 = [b^0].
\]

It is easy to see that these will do as generators: for example, \(\partial(x^2) = 0\), since \(\partial(x^2)\) contains every 1-simplex twice, with opposite signs, and hence \(x^2 \in Z_2(C(e^2, e_1^2 \cup e_2^2))\); on the other hand, \(x^2\) cannot be a multiple of any other cycle. Also \(\partial(x^1_1) = \partial(x^1_2) = 0\) and \(\partial(x^0) = 0\), so that the homology groups of \(T\) are

\[
H_0(T) \cong Z, \quad H_1(T) \cong Z + Z, \quad H_2(T) \cong Z, \quad H_n(T) = 0 \text{ otherwise.}
\]

As an example of the calculation of relative homology groups, consider the (block) subcomplex \(e_I\) of \(T\). To calculate \(H_*(T, e_I)\), we use the blocks \(e^2\) and \(e_1^1\): again \(\partial(x^2) = \partial(x^2) = 0\), so that \(H_1(T, e_1^1) \cong Z, H_2(T, e_1^1) \cong Z\) and \(H_n(T, e_1^1) = 0\) otherwise.

The same method can be used to calculate the homology groups of the triangulable 2-manifolds of Chapter 3.

**Theorem 4.4.24** The homology groups of \(M_g, N_h\) \((g \geq 0, h \geq 1)\) are given by:

(a) \(H_0(M_g) \cong H_2(M_g) \cong Z, H_1(M_g) \cong 2gZ, H_n(M_g) = 0\) otherwise;
(b) \(H_0(N_h) \cong Z, H_1(N_h) \cong (h - 1)Z \oplus Z_2, H_n(N_h) = 0\) otherwise, where \(rZ\) denotes the direct sum of \(r\) copies of \(Z\).

**Proof.** As usual, we first dispose of the special cases \(M_0\) and \(N_1\). Now \(M_0 = S^2\) and \(N_1 = RP^2\), and the homology groups of these have been calculated in Examples 4.3.12 and 4.3.17. Also the case of \(M_1\) (the torus) has just been done in Example 4.4.23; the general case is done in a similar way, with a block dissection of \(M_g\), for example, having one 2-block, \(2g\) 1-blocks and one 0-block.

Consider the triangulation of \(M_g\) \((g \geq 1)\) obtained as in Theorem 3.4.11: take the \(4g\)-sided polygon \(P\) corresponding to \(M_g\), divide each side into three equal parts, join the resulting vertices to the centre, and then subdivide the resulting triangulation of \(P\) relative to the boundary. A block dissection of \(M_g\) is then obtained as follows, where the boundary edges of \(P\) correspond to the sequence of symbols

\[
x_1y_1x_1^{-1}y_1^{-1} \cdots x_0y_0x_0^{-1}y_0^{-1}.
\]
Let \( e^3 \) = all simplexes in \( M_o \),

\[ e^1_r = \text{all simplexes in the edge } x_r, \]
\[ e^1_t = \text{all simplexes in the edge } y_r. \]

\( e^0 = a \), the point to which all the original vertices of \( P \) are identified.

If we also take \( e^2 = \bigcup (e^1_r \cup e^1_t) \), \( e^1_r = e^1_t = a \), Proposition 4.4.19 ensures that these are all blocks (see Fig. 4.5).
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The resulting chain complex \( C \) may be taken to be that generated by

\[ z^2 = \text{the sum of all the 2-simplexes}, \]
\[ z^1_r = \text{the sum of the three 1-simplexes in } e^1_r, \]
\[ z^1_t = \text{the sum of the three 1-simplexes in } e^1_t, \]

and \( z^0 = [a] \),

where these simplexes are identified with generators of the simplicial chain complex according to the arrows in Fig. 4.5. These will certainly do as generators: for example \( \partial(z^2) = 0 \) in \( C(e^2, e^2) \) because \( \partial(z^2) \) contains each 'interior' 1-simplex twice, with opposite signs; and \( z^2 \) cannot be a multiple of another cycle.

Finally,

\[ \partial(z^1_r) = \partial(z^1_t) = 0; \]

and

\[ \partial(z^2) = (z^1_1 + z^1_t - z^1_1 - z^1_t) + \cdots + (z^1_o + z^1_o - z^1_o - z^1_o) = 0. \]

This proves (a), and the reader should have no difficulty in adapting the proof to deal with (b).
As a final example, let us calculate the homology groups of $RP^n$, for each $n$.

**Example 4.4.25** We may as well regard $RP^n$ as the space obtained from $S^n$ by identifying antipodal points, where as in Example 2.3.13 $S^n$ is the polyhedron of a simplicial complex $L_n$ in $R^{n+1}$. A triangulation $M_n$ of $RP^n$ is then obtained by identifying antipodal points of $L_n'$.

By Proposition 1.4.40, $M_n$ is also the simplicial complex obtained by identifying antipodal points of $L_{n-1}'$ in $(L_n^+)'$, where $L_n^+$ is the subcomplex of $L_n$ of those simplexes lying in the region $x_{n+1} \geq 0$. Since $L_n^+$ is a triangulation of $E^n$, by Proposition 4.4.19 there is a block dissection of $M_n$ with just one $n$-block $e^n = M_n$, the boundary $e^n$ being $M_{n-1}$, which in turn is a single $(n-1)$-block $e^{n-1}$ whose boundary is $M_{n-2}$, and so on, until $e^0 = M_0$, the single point $a_1 = a'_1$.

The corresponding chain complex $C$ has $C_r = 0$ for $r > n$ or $r < 0$, and otherwise $C_r$ has just one generator. It remains to choose these generators and calculate the boundary homomorphisms. Write $z_n$ for the 'standard' generating cycle of $Z_n(L_n)$, as in Example 4.4.11; then $z_{n-1}a_{n+1}$ is a generating cycle for $Z_n(L_n^+, L_{n-1})$. Write also $z_n$, $z_{n-1}a_{n+1}$ for the images of these elements in the corresponding simplicial chain complexes (they are also generating cycles). By the remarks after Corollary 4.3.10, $\phi(z_{n-1}a_{n+1})$ is a generating cycle for $Z_n(C((L_n^+)')$, $L_n')$, and hence if $p: |L_n| \to |M_n|$ is the identification map, the proof of Proposition 4.4.19 shows that $p, \phi(z_{n-1}a_{n+1})$ is a generating cycle for $Z_n(C(M_n, M_{n-1})) = C_n$. Moreover in $C(M_n)$

\[
\partial p_\phi(z_{n-1}a_{n+1}) = p_\phi(\partial z_{n-1}a_{n+1})
= (-1)^n p_\phi(z_{n-1})
= (-1)^n p_\phi(z_{n-2}a_n - z_{n-2}a'_2).
\]

But if $z_{r-2}'$ denotes $z_{r-2}$ with $a_r$ and $a'_r$ interchanged for each $r$, we have $z_{r-2} = (-1)^{n-r-1}z_{r-2}'$, and $p_\phi(z_{r-2}'a_r) = p_\phi(z_{r-2}a_n)$. Hence

\[
\partial p_\phi(z_{n-1}a_{n+1}) = (-1)^n p_\phi(z_{n-2}a_n) + p_\phi(z_{n-2}a_n)
= (1 + (-1)^n)p_\phi(z_{n-2}a_n).
\]

It follows that the homology groups of $RP^n$ are

\[
H_0(RP^n) \cong \mathbb{Z},
H_1(RP^n) = 0 \quad \text{if } r < 0, r > n, \text{ or } r \text{ is even},
H_r(RP^n) \cong \mathbb{Z}_2 \quad \text{if } r \text{ is odd and } 0 < r < n,
H_n(RP^n) \cong \mathbb{Z} \quad \text{if } n \text{ is odd}. \]


4.5 Homology groups with arbitrary coefficients, and the Lefschetz Fixed-Point Theorem

So far in this chapter we have been working with homology groups of chain complexes in which the chain groups are free abelian groups. Thus for example, if $X$ is a topological space, an element of $S(X)$ is a formal linear combination $\sum r_i \lambda_i$, where the $\lambda_i$ are singular simplexes and the $r_i$ are integers. However, it is often useful to consider a generalization in which the $r_i$, instead of being integers, are elements of an arbitrary abelian group $G$. The new chain complex that results is written $S(X; G)$, and the corresponding homology groups are $H_n(X; G)$, the homology groups of $X$ with coefficients in $G$; thus $H_n(X)$ appears as the special case $H_n(X; \mathbb{Z})$. In fact the groups $H_n(X; G)$ are completely determined by the groups $H_n(X)$, so that this generalization cannot be expected to yield new information about $X$; the idea is rather that $H_*(X; G)$ may be simpler and easier to handle than $H_*(X)$. For example, if $K$ is a simplicial complex and $G$ is a field, we shall see that each $H_n(K; G)$ is a finite dimensional vector space over $G$, and so is determined up to isomorphism by its dimension. Moreover the homology homomorphisms induced by continuous maps are linear maps of vector spaces, and this fact can be used to give algebraic conditions for a continuous map $f: |K| \to |K|$ to have a fixed point.

Since the definition of $H_*(X; G)$ is purely algebraic, we shall follow our usual procedure and consider first the abstract situation. The idea of 'taking coefficients in $G$ instead of in $\mathbb{Z}$' is formalized by the notion of the tensor product of two abelian groups.

**Definition 4.5.1** Given abelian groups $A$ and $B$, the tensor product $A \otimes B$ is the abelian group generated by all symbols of the form $a \otimes b$, for each element $a \in A$ and each $b \in B$, subject to the relations

\[
a_1 \otimes (b_1 + b_2) = a_1 \otimes b_1 + a_1 \otimes b_2 \quad \text{and} \quad (a_1 + a_2) \otimes b_1 = a_1 \otimes b_1 + a_2 \otimes b_1,
\]

for each $a_1, a_2 \in A$ and $b_1, b_2 \in B$.

**Example 4.5.2** If $R$ is any ring, then by Proposition 1.3.20 the multiplication $m: R \times R \to R$ may be regarded as a homomorphism $m: R \otimes R \to R$.

**Example 4.5.3** For any abelian group $G$, $G \otimes \mathbb{Z} \cong G$. To prove this, define a homomorphism $\theta: G \otimes \mathbb{Z} \to G$ (using Proposition 1.3.20) by the rule $\theta(g \otimes n) = ng$ ($n \in \mathbb{Z}, g \in G$), where $ng$ means
\[ g + g + \cdots + g \text{ (n times)} \] if \( n > 0 \) and \((-ng)\) if \( n < 0 \) (and of course \( 0g = 0 \)). Clearly \( \theta \) is onto, and it is also \((1-1)\), since

\[
\theta[\sum \lambda_i (g_i \otimes n_i)] = 0 \Rightarrow \sum \lambda_i n_i g_i = 0
\]

\[ \Rightarrow (\sum \lambda_i n_i g_i) \otimes 1 = 0 \]

\[ \Rightarrow \sum (\lambda_i n_i g_i \otimes 1) = 0 \]

\[ \Rightarrow \sum \lambda_i (g_i \otimes n_i) = 0. \]

Hence \( \theta \) is an isomorphism (indeed, we shall often identify the groups \( G \otimes Z \) and \( G \), using the isomorphism \( \theta \)).

Example 4.5.4 If \( p \) and \( q \) are positive integers, \( Z_p \otimes Z_q \cong Z_{(p,q)} \), where \((p, q)\) is the highest common factor of \( p \) and \( q \). For we can define a homomorphism \( \theta : Z_p \otimes Z_q \rightarrow Z_{(p,q)} \) by \( \theta(r \otimes s) = rs \text{ (mod } (p, q)\) \((r \in Z_p, s \in Z_q)\). Again \( \theta \) is clearly onto, and to prove that it is also \((1-1)\), note that \( \sum \lambda_i (r_i \otimes s_i) = \sum \lambda_i r_i s_i (1 \otimes 1) \). Thus

\[
\theta[\sum \lambda_i (r_i \otimes s_i)] = 0 \Rightarrow \sum \lambda_i r_i s_i = 0 \mod (p, q)
\]

\[ \Rightarrow \sum \lambda_i r_i s_i = ap + bq, \]

for some integers \( a \) and \( b \), so that

\[
\sum \lambda_i (r_i \otimes s_i) = ap(1 \otimes 1) + bq(1 \otimes 1)
\]

\[ = a(p \otimes 1) + b(1 \otimes q) \]

\[ = 0. \]

Example 4.5.5 If \( p \) is any positive integer, then \( Z_p \otimes Q = 0 \), where \( Q \) is the additive group of rationals. For if \( r \in Z_p \) and \( q \in Q \), then \( r \otimes q = (pr) \otimes (q/p) = 0 \).

The process of forming the tensor product can be applied to homomorphisms as well as to groups.

Proposition 4.5.6 Homomorphisms \( f: A \rightarrow A' \), \( g: B \rightarrow B' \) give rise to a homomorphism \( f \otimes g: A \otimes B \rightarrow A' \otimes B' \), such that given further homomorphisms \( f': A' \rightarrow A'' \), \( g': B' \rightarrow B'' \), we have \((f' \otimes g')(f \otimes g) = (f'f) \otimes (g'g)\).

Proof. Define \( f \otimes g: A \otimes B \rightarrow A' \otimes B' \) by the rule

\[ (f \otimes g)(a \otimes b) = f(a) \otimes g(b): \]
this defines a homomorphism by Proposition 1.3.20. The property 
\((f' \otimes g')(f \otimes g) = (f'f) \otimes (g'g)\) is immediate from the definition. •

Finally, before applying tensor products to chain complexes, it is
useful to have two general rules for manipulating tensor products of
abelian groups.

**Proposition 4.5.7**

(a) \(A \otimes B \cong B \otimes A\).

(b) If \(A = \bigoplus_i A_i\) and \(B = \bigoplus_j B_j\), then \(A \otimes B \cong \bigoplus_{i,j} (A_i \otimes B_j)\).

**Proof.** (a) is trivial. As for (b), let \(p_i, q_j : A_i, B_j \to \bigoplus A_i, \bigoplus B_j\) be
the obvious inclusion homomorphisms, and define homomorphisms
\[ \theta : A \otimes B \to \bigoplus (A_i \otimes B_j), \quad \phi : \bigoplus (A_i \otimes B_j) \to A \otimes B \]
by \(\theta[(a_i) \otimes (b_j)] = (a_i \otimes b_j), \phi((x_{ij})) = \sum (p_i \otimes q_j)x_{ij}\) \((x_{ij} \in A_i \otimes B_j)\).
(Note that the latter sum is only a finite sum, since by definition of the
direct sum, all but a finite number of the \(x_{ij}\) are zero.) Now
\[ \phi \theta[(a_i) \otimes (b_j)] = \phi((a_i \otimes b_j)) \]
\[ = \sum (p_i \otimes q_j)(a_i \otimes b_j) \]
\[ = \sum p_i a_i \otimes q_j b_j \]
\[ = (a_i) \otimes (b_j), \]
so that \(\phi \theta\) is the identity, and
\[ \theta \phi((a_i \otimes b_j)) = \theta[\sum p_i a_i \otimes q_j b_j] \]
\[ = \theta[(a_i) \otimes (b_j)] \]
\[ = (a_i) \otimes (b_j), \]
so that \(\theta \phi\) is also the identity (it is clearly sufficient to check \(\theta \phi\) on an
element of the form \((a_i \otimes b_j)\), since every element of \(\bigoplus (A_i \otimes B_j)\) is a
finite sum of such elements). Thus \(\theta\) and \(\phi\) are inverse isomorphisms. •

We are particularly interested, of course, in applying the tensor
product construction to chain complexes. Suppose that \(C\) is a chain
complex with boundary homomorphisms \(\partial : C_n \to C_{n-1}\), and that \(G\)
is any abelian group.

**Proposition 4.5.8** \(C \otimes G\) is a chain complex. Moreover if
\(f : C \to D\) is a chain map, then so is \(f \otimes 1 : C \otimes G \to D \otimes G\).

**Proof.** By Proposition 4.5.7(b), \(C \otimes G \cong \bigoplus (C_n \otimes G)\), so we
may set \((C \otimes G)_n = C_n \otimes G\). Since \((\partial \otimes 1)(\partial \otimes 1) = (\partial^2 \otimes 1) = 0,\)
C \otimes G$, with the boundary homomorphisms $\partial \otimes 1$, is certainly a chain complex. Moreover if $f$ is a chain map, then so is $f \otimes 1$, since
\[(f \otimes 1)(\partial \otimes 1) = (f \partial \otimes 1) = (\partial f \otimes 1) = (\partial \otimes 1)(f \otimes 1),\]
and $(f \otimes 1)(C_n \otimes G) < D_n \otimes G$.

**Definition 4.5.9** Let $(X, Y)$ be a pair of spaces. The homology groups of $(X, Y)$ with coefficients in $G$ are defined by
\[H_n(X, Y; G) = H_n(S(X, Y) \otimes G).\]
We write $H_*(X, Y; G)$ for $\bigoplus H_n(X, Y; G)$, and $H_n(X; G)$ if $Y$ is empty. Similarly the reduced homology groups of $X$ with coefficients in $G$ are defined by
\[\tilde{H}_n(X; G) = H_n(\tilde{S}(X) \otimes G).\]

Given a continuous map $f: (X, Y) \rightarrow (A, B)$, we obtain a chain map $f : S(X, Y) \otimes G \rightarrow S(A, B) \otimes G$, and the induced homology homomorphisms $f_* : H_n(X, Y; G) \rightarrow H_n(A, B; G)$ are defined by $f_*(s) = (f \otimes 1)_*(s)$. Just as in Section 4.2, we can prove that $1_* = 1$, that $(gf)_* = g_*f_*$, and that $f_* = g_*$ if $f \simeq g$. Indeed, these results follow immediately from Proposition 4.2.16 and 4.2.21, in virtue of Proposition 4.5.6. Similarly, we can deduce from the results of Section 4.3 that, if $(K, L)$ is a simplicial pair, then $H_*(|K|, |L|; G)$ is also the homology of the chain complexes $\Delta(K, L) \otimes G$ and $C(K, L) \otimes G$.

By Example 4.5.3, $S(X, Y) \otimes Z$ may be identified with $S(X, Y)$, so that $H_*(X, Y; Z)$ is what we have previously called $H_*(X, Y)$; we shall continue to omit the coefficient group if it happens to be $Z$. Moreover, since $S(X, Y)$ is a direct sum of copies of $Z$, one for each singular simplex in $X$ whose image is not contained in $Y$, it follows using Proposition 4.5.7 as well that, for any abelian group $G$, $S(X, Y) \otimes G$ is the corresponding direct sum of copies of $G$; hence in particular the sequence of chain complexes
\[0 \rightarrow S(Y) \otimes G \xrightarrow{f \otimes 1} S(X) \otimes G \xrightarrow{f \otimes 1} S(X, Y) \otimes G \rightarrow 0\]
is exact. Thus the results of Section 4.4 all hold in the corresponding versions for homology with coefficients in $G$ (though see Exercise 13 in the case of the ‘block dissection’ calculation theorem).
The reader is warned, however, that although $H_n(X, Y; G)$ is defined to be $H_n(S(X, Y) \otimes G)$, it does not follow that $H_n(X, Y; G) = H_n(X, Y) \otimes G$. For example, it was proved in Example 4.3.17 that $H_0(\mathbb{RP}^2) \cong \mathbb{Z}$, $H_1(\mathbb{RP}^2) \cong \mathbb{Z}_2$, and $H_2(\mathbb{RP}^2) = 0$; but the same method (or that of Theorem 4.4.24 or Example 4.4.25) will show that $H_0(\mathbb{RP}^2; \mathbb{Z}_2) \cong H_1(\mathbb{RP}^2; \mathbb{Z}_2) \cong H_2(\mathbb{RP}^2; \mathbb{Z}_2) \cong \mathbb{Z}_2$. Nevertheless it is possible to calculate $H_\ast(X, Y; G)$ by a purely algebraic process from $H_\ast(X, Y)$. Since it is rather complicated, we shall not prove the general theorem here (though see Exercise 16), but will confine our attention to the most useful special cases $G = \mathbb{Q}$ or $\mathbb{Z}_p$. In this context, it is worth noting that there are particular advantages in taking coefficients in a field.

**Proposition 4.5.10** Let $C$ be a chain complex and let $F$ be a field. Then $H(C \otimes F)$ is a vector space over $F$. Moreover if $g : C \to D$ is a chain map, the induced homology homomorphism $g_* : H(C \otimes F) \to H(D \otimes F)$ is a linear map of vector spaces.

**Proof.** We show first that $C \otimes F$ is a vector space over $F$. It is necessary only to define an action of $F$ on $C \otimes F$, and this can be done by setting $f(c \otimes f') = c \otimes (ff')$. This obviously makes $C \otimes F$ into a vector space, and also

$$f[(\partial \otimes 1)(c \otimes f')] = f(\partial c \otimes f') = \partial c \otimes ff' = (\partial \otimes 1)[f(c \otimes f')] ,$$

so that $\partial \otimes 1$ is a linear map, and hence $H(C \otimes F)$, being a quotient of a subspace of $C \otimes F$, is also a vector space over $F$. A similar argument shows that $g \otimes 1$ is a linear map, so that the same is true of $g_*$. 

**Corollary 4.4.11** Given a pair $(X, Y)$ and a field $F$, then each $H_n(X, Y; F)$ is a vector space over $F$. Moreover if $g : (X, Y) \to (A, B)$ is a continuous map, then $g_* : H_\ast(X, Y; F) \to H_\ast(A, B; F)$ is a linear map.

We next establish the results on the relation between homology with coefficients in $\mathbb{Q}$ or $\mathbb{Z}_p$ and ordinary homology, that is, homology with coefficients in $\mathbb{Z}$. As usual, the abstract situation is considered first.

In order to deal with coefficients in $\mathbb{Q}$, an algebraic lemma is necessary.
Lemma 4.5.12 Let $g$ be an element of an abelian group $G$. If $g \otimes 1 = 0$ in $G \otimes \mathbb{Q}$, there exists an integer $n \neq 0$ such that $ng = 0$ in $G$.

Proof. In the free abelian group generated by the symbols $g \otimes q$ ($g \in G$, $q \in \mathbb{Q}$), $g \otimes 1$ is a finite sum of elements of the form

$$g_1 \otimes (q_1 + q_2) - g_1 \otimes q_1 - g_1 \otimes q_2$$

or

$$(g_1 + g_2) \otimes q_1 - g_1 \otimes q_1 - g_2 \otimes q_1.$$ 

Thus if $G_0$ is the subgroup of $G$ generated by the elements $g_1$ and $g_2$ that occur in this finite sum, $G_0$ is a finitely generated abelian group that contains $g$, and $g \otimes 1 = 0$ in $G_0 \otimes \mathbb{Q}$. But now Theorem 1.3.30 can be applied to $G_0$, and then Examples 4.5.3 and 4.5.5 show that there exists $n$ such that $ng = 0$ in $G_0$, and hence in $G$. 

Theorem 4.5.13 Let $C$ be any chain complex. Then for each $n$, $H_n(C \otimes \mathbb{Q}) \simeq H_n(C) \otimes \mathbb{Q}$.

Proof. We first show that if $F \xrightarrow{\alpha} G \xrightarrow{\beta} H$ is an exact sequence of abelian groups, then so is

$$F \otimes \mathbb{Q} \xrightarrow{\alpha \otimes 1} G \otimes \mathbb{Q} \xrightarrow{\beta \otimes 1} H \otimes \mathbb{Q}.$$ 

To prove this, note first that $(\beta \otimes 1)(\alpha \otimes 1) = 0$, so that $\text{Im} (\alpha \otimes 1) \subset \text{Ker} (\beta \otimes 1)$. Conversely let $\sum (g_i \otimes q_i) \in \text{Ker} (\beta \otimes 1)$, so that $\sum \beta g_i \otimes q_i = 0$. Since this is a finite sum, there exists an integer $m \neq 0$ such that each $mq_i$ is an integer, so that $\sum \beta(mq_i g_i) \otimes 1/m = 0$, or $\sum \beta(mq_i g_i) \otimes 1 = 0$. Hence by Lemma 4.5.12 there exists an integer $n$ such that $\beta(\sum nmq_i g_i) = 0$ in $H$, so that $\sum nm \cdot \gamma_i = \alpha(f)$ for some $f \in F$. But then

$$\sum g_i \otimes q_i = \sum nmq_i g_i \otimes 1/nm = \alpha(f) \otimes 1/nm \in \text{Im} (\alpha \otimes 1).$$ 

Thus $\text{Ker} (\beta \otimes 1) \subset \text{Im} (\alpha \otimes 1)$, and the sequence is exact.

To return to the chain complex $C$, the exact sequence

$$0 \rightarrow Z_n \rightarrow C_n \rightarrow C_{n-1}$$

yields the exact sequence

$$0 \rightarrow Z_n \otimes \mathbb{Q} \rightarrow C_n \otimes \mathbb{Q} \xrightarrow{\partial \otimes 1} C_{n-1} \otimes \mathbb{Q}.$$
so that $\mathbb{Z}_n(C \otimes Q) = \text{Ker}(\partial \otimes 1) = \mathbb{Z}_n \otimes Q$. Hence the exact sequence

$$0 \longrightarrow \mathbb{Z}_n \longrightarrow C_n \xrightarrow{\partial} B_{n-1} \longrightarrow 0$$

yields

$$0 \longrightarrow \mathbb{Z}_n(C \otimes Q) \longrightarrow C_n \otimes Q \xrightarrow{\partial \otimes 1} B_{n-1} \otimes Q \longrightarrow 0,$$

so that $B_{n-1}(C \otimes Q) \cong B_{n-1} \otimes Q$. Finally, a similar argument applied to the exact sequence

$$0 \rightarrow B_n \rightarrow Z_n \rightarrow H_n(C) \rightarrow 0$$

shows that $H_n(C \otimes Q) \cong H_n(C) \otimes Q$. 

In particular $H_n(X, Y; Q) \cong H_n(X, Y) \otimes Q$ for a pair $(X, Y)$. Thus if $(K, L)$ is a simplicial pair, and $H_n(K, L)$ is a direct sum of $m$ copies of $\mathbb{Z}$ and a finite group, $H_n(K, L; Q)$ is a direct sum of $m$ copies of $Q$. That is, $H_n(K, L; Q)$ measures the 'free part' of $H_n(K, L)$.

The case of coefficients $\mathbb{Z}_p$ is dealt with by a rather different method. Once again, an algebraic lemma is necessary first.

**Lemma 4.5.14** Let $G$ be an abelian group, and let $\alpha: G \rightarrow G$ be the homomorphism defined by $\alpha(g) = pg$. There is an exact sequence

$$0 \longrightarrow \text{Ker} \alpha \longrightarrow G \xrightarrow{\alpha} G \xrightarrow{\beta} G \otimes \mathbb{Z}_p \longrightarrow 0,$$

where $\beta(g) = g \otimes 1$.

**Proof.** Clearly $\beta$ is onto, so it is necessary only to show that $\text{Im} \alpha = \text{Ker} \beta$. Now $\beta \alpha(g) = pg \otimes 1 = g \otimes p = 0$, so that $\text{Im} \alpha \subseteq \text{Ker} \beta$. On the other hand we can define a homomorphism $\gamma: G \otimes \mathbb{Z}_p \rightarrow G/\text{Im} \alpha$ by $\gamma(g \otimes n) = \text{the coset } [ng]$, where $n \in \mathbb{Z}_p$; this is unambiguous, since $[pg] = 0$. Moreover $\gamma \beta$ is just the 'quotient homomorphism' $G \rightarrow G/\text{Im} \alpha$, so that if $g \in \text{Ker} \beta$, $\gamma \beta(g) = 0$ in $G/\text{Im} \alpha$, and hence $g \in \text{Im} \alpha$. Thus $\text{Ker} \beta \subseteq \text{Im} \alpha$, and the sequence is exact.

It is usual to write $\text{Tor}(G, \mathbb{Z}_p)$ for $\text{Ker} [\alpha: G \rightarrow G]$. The reader should have no difficulty in showing that $\text{Tor}(G, \mathbb{Z}_p) = 0$, that $\text{Tor}(\mathbb{Z}_p, \mathbb{Z}_p) \cong \mathbb{Z}_p$, and that $\text{Tor}(\bigoplus_i G_i, \mathbb{Z}_p) \cong \bigoplus_i \text{Tor}(G_i, \mathbb{Z}_p)$; this suffices to calculate $\text{Tor}(G, \mathbb{Z}_p)$ for any finitely generated abelian group $G$.

If $C$ is a chain complex in which each $C_n$ is a free abelian group (as it is, of course, if $C = S(X, Y)$), there is an exact sequence of chain complexes

$$0 \longrightarrow C \xrightarrow{\alpha} C \xrightarrow{\beta} C \otimes \mathbb{Z}_p \longrightarrow 0.$$
By Theorem 4.4.2 this leads to an exact sequence

$$\cdots \rightarrow H_n(C) \xrightarrow{\alpha_*} H_n(C) \xrightarrow{\beta_*} H_n(C \otimes Z_p) \xrightarrow{\partial_*} H_{n-1}(C) \rightarrow \cdots,$$

where again $\alpha_*(x) = px$ for each $x \in H_n(C)$. This sequence is called the **exact coefficient sequence** associated with $Z_p$, and $\partial_*$ is known as a **Bockstein boundary homomorphism**. The exact coefficient sequence can be broken up into short exact sequences, one for each $n$:

$$0 \rightarrow H_n(C)/\text{Ker } \beta_* \rightarrow H_n(C \otimes Z_p) \rightarrow \text{Im } \partial_* \rightarrow 0,$$

where the homomorphisms are induced by $\beta_*$ and $\partial_*$. Now $\text{Ker } \beta_* = \text{Im } \alpha_*$, so that $H_n(C)/\text{Ker } \beta_* \cong H_n(C) \otimes Z_p$, by Lemma 4.5.14; also $\text{Im } \partial_* = \text{Ker } \alpha_* = \text{Tor}(H_{n-1}(C), Z_p)$. So we have (almost) proved

**Theorem 4.5.15** Let $C$ be a chain complex in which each $C_n$ is a finitely-generated free abelian group, and let $p$ be any positive integer. Then

$$H_n(C \otimes Z_p) \cong H_n(C) \otimes Z_p \oplus \text{Tor}(H_{n-1}(C), Z_p).$$

**Proof.** Let $r$ be any divisor of $p$, so that $p = rs$, say. There is a commutative diagram

$$0 \rightarrow C \xrightarrow{\alpha} C \xrightarrow{\beta} C \otimes Z_p \rightarrow 0 \xrightarrow{\lambda} C \xrightarrow{\alpha} C \rightarrow C \otimes Z_r \rightarrow 0,$$

in which $\lambda(c) = sc$, $\alpha(c) = rc$, and $\mu$ may be regarded as the 'quotient homomorphism' $C/\text{Im } \alpha \rightarrow C/\text{Im } \alpha$. This gives rise to a commutative diagram

$$\cdots \rightarrow H_n(C) \xrightarrow{\alpha_*} H_n(C) \xrightarrow{\beta_*} H_n(C \otimes Z_p) \xrightarrow{\partial_*} H_{n-1}(C) \rightarrow \cdots \xrightarrow{\lambda_*}$$

and hence, by the above discussion, to a commutative diagram (of exact sequences)

$$0 \rightarrow H_n(C) \otimes Z_p \xrightarrow{\beta_*} H_n(C \otimes Z_p) \xrightarrow{\partial_*} \text{Tor}(H_{n-1}(C), Z_p) \rightarrow 0 \xrightarrow{\nu}$$

$$0 \rightarrow H_n(C) \otimes Z_r \xrightarrow{\beta_*} H_n(C \otimes Z_r) \xrightarrow{\partial_*} \text{Tor}(H_{n-1}(C), Z_r) \rightarrow 0,$$
where again \( \nu \) may be regarded as the quotient homomorphism \( H_n(C)/\text{Im } \alpha_* \to H_n(C)/\text{Im } \overline{\alpha}_* \). Now it is clear from Lemma 4.5.14 that the order of every element of \( \text{Tor}(H_{n-1}(C), \mathbb{Z}_p) \) and \( C_n \otimes \mathbb{Z}_p \) (and hence \( H_n(C \otimes \mathbb{Z}_p) \)) is a divisor of \( p \). In particular, by Theorem 1.3.30, \( \text{Tor}(H_{n-1}(C), \mathbb{Z}_p) \) is a direct sum of groups \( \mathbb{Z}_r \), for various divisors \( r \) of \( p \); and if \( x \) is a generator of one of these, say \( \mathbb{Z}_r \), we can write \( x = \partial_*(y) \) for some \( y \in H_n(C \otimes \mathbb{Z}_p) \). Then \( \partial_*(ry) = rx = 0 \), so that \( ry = \beta_*(z) \) for some \( z \in H_n(C) \otimes \mathbb{Z}_p \). So \( \beta_*(z) = \mu_\ast \beta_*(x) = r\mu_\ast(y) = 0 \), and hence \( \nu(z) = 0 \) and \( z = rt \) for some \( t \in H_n(C) \otimes \mathbb{Z}_p \).

To sum up, we have \( x = \partial_*(y - \beta_*(t)) \), where \( r(y - \beta_*(t)) = 0 \). Hence by defining \( \gamma(x) = y - \beta_*(t) \), and making this construction for each generator of \( \text{Tor}(H_{n-1}(C), \mathbb{Z}_p) \), there results a homomorphism \( \gamma: \text{Tor}(H_{n-1}(C), \mathbb{Z}_p) \to H_n(C \otimes \mathbb{Z}_p) \) such that \( \partial_\gamma = 1 \). Consequently, by Proposition 1.3.36,

\[
H_n(C \otimes \mathbb{Z}_p) \cong H_n(C) \otimes \mathbb{Z}_p \oplus \text{Tor}(H_{n-1}(C), \mathbb{Z}_p).
\]

Note. The restriction in Theorem 4.5.15, that each \( C_n \) should be finitely generated, is not really necessary, but is included in order to simplify the proof. In fact the result of Theorem 4.5.15 is true in much greater generality: see Exercise 16.

It follows from Theorem 4.5.15 that, for any simplicial pair \((K, L)\) and any integer \( p \geq 2 \), we have

\[
H_n(K, L; \mathbb{Z}_p) \cong H_n(K, L) \otimes \mathbb{Z}_p \oplus \text{Tor}(H_{n-1}(K, L), \mathbb{Z}_p).
\]

As an example of the use of homology with coefficients other than the integers, we end this section with a proof of the Lefschetz Fixed-Point Theorem. Suppose given a simplicial complex \( K \), and a continuous map \( f: |K| \to |K| \); then by Corollary 4.5.11 each

\[
f_*^\mathbb{Q}: H_n(K; \mathbb{Q}) \to H_n(K; \mathbb{Q})
\]

is a linear map of finite-dimensional vector spaces (the suffix \( n \) on \( f_* \) indicates the \( n \)-dimensional component).

**Definition 4.5.16** The Lefschetz number \( L(f) \) of the map \( f: |K| \to |K| \) is defined by \( L(f) = \sum_{n=0}^{\infty} (-1)^n \text{tr}(f_*^n) \). (Recall Proposition 1.3.59. This is only a finite sum, since \( f_*^n = 0 \) for \( n > \dim K \).)

The main result about the Lefschetz number is that, if \( L(f) \neq 0 \), then \( f \) has a fixed point. A lemma is necessary here.

**Lemma 4.5.17** If \( f_n: C_n(K) \otimes \mathbb{Q} \to C_n(K) \otimes \mathbb{Q} \) are the components of a chain map that induces \( f_* \), then \( L(f) = \sum (-1)^n \text{tr}(f_n) \).
Proof. Write $C_n$ for $\mathbb{C}_n(K) \otimes \mathbb{Q}$, and $Z_n$, $B_n$ for the corresponding groups of cycles and boundaries. Now $f'_n: C_n \rightarrow C_n$ restricts to $f''_n: Z_n \rightarrow Z_n$, $f''_n: B_n \rightarrow B_n$, and induces $f''_n: C_n/Z_n \rightarrow C_n/Z_n$, $f''_n: Z_n/B_n \rightarrow Z_n/B_n$. By Proposition 1.3.60, we have

$$\text{tr}(f'_n) = \text{tr}(f'_n) + \text{tr}(f''_n) = \text{tr}(f'_n) + \text{tr}(f''_n) + \text{tr}(f''_n).$$

But $\partial \otimes 1$ induces an isomorphism $\partial: C_n/Z_n \rightarrow B_{n-1}$, and $f''_{n-1}\partial = 0$. Hence $\text{tr}(f''_n) = \text{tr}(f_{n-1}'')$, so that

$$L(f) = \sum (-1)^n \text{tr}(f''_n) = \sum (-1)^n \text{tr}(f_n).$$

In particular, Lemma 4.5.17 can be applied to the identity map $1: |K| \rightarrow |K|$, to show that $L(1) = \sum (-1)^n \alpha_n$, where $\alpha_n$ is the number of $n$-simplexes of $K$. Thus $\sum (-1)^n \alpha_n$ depends only on the homotopy type of $|K|$; it is usually called the Euler–Poincaré characteristic of $K$, and written $\chi(|K|)$.

Theorem 4.5.18 Given a map $f: |K| \rightarrow |K|$ without fixed points, then $L(f) = 0$.

Proof. Suppose that $K$ is in some Euclidean space $\mathbb{R}^m$, and let $d$ be the metric in $\mathbb{R}^m$. Since $|K|$ is compact and $f$ has no fixed point, $d(x, f(x))$ attains a greatest lower bound $\delta > 0$, say, as $x$ runs over all points of $|K|$. Take an integer $n$ such that mesh $K^{(n)} < \frac{1}{4}\delta$, and let $g: |K^{(n)}| \rightarrow |K^{(n)}|$ be a simplicial approximation to $f: |K^{(n)}| \rightarrow |K^{(n)}|$. Now if $h: |K^{(n)}| \rightarrow |K^{(n)}|$ is a simplicial approximation to the identity, $g \simeq f \simeq fh$, so that $g_* = f_* h_*$. But it was remarked after Corollary 4.3.10 that $h_*$ is the inverse isomorphism to $\phi_*$, where $\phi$ is the subdivision chain map; hence $f_* = g_* \phi_*$, so that $g_* \phi_*: C(K^{(n)}) \rightarrow C(K^{(n)})$ is a chain map that induces $f_*$. By Lemma 4.5.17, it is sufficient now to prove that, for each simplex $\sigma$ of $K^{(n)}$, $g_* \phi_*(\sigma)$ is a linear combination of simplexes other than $\sigma$, for then each $\text{tr}(f_*)$ is zero. Suppose, if possible, that $\sigma$ is a simplex such that $g_* \phi_*(\sigma)$ does contain $\sigma$. Then since $\phi_*(\sigma)$ is a linear combination of simplexes that are all contained in $\sigma$, it follows that at least one of these must be mapped by $g$ back to $\sigma$, and so there is a point $x \in \sigma$ such that $g(x) \in \sigma$ also, that is, $d(x, g(x)) \leq \text{mesh } K^{(n)} < \frac{1}{4}\delta$. But the proof of Theorem 2.5.3 shows that $f(x)$ and $g(x)$ are both in some simplex of $K^{(n)}$, so that $d(f(x), g(x)) < \frac{1}{4}\delta$. Hence $d(x, f(x)) \leq d(x, g(x)) + d(f(x), g(x)) < \delta$, which contradicts the definition of $\delta$. \[\]
Corollary 4.5.19  If \( L(f) \neq 0 \), \( f \) has a fixed point.

We conclude with some examples of the use of Theorem 4.5.18.

Proposition 4.5.20  Let \( K \) be a simplicial complex such that \(|K|\) is path-connected, and \( H_n(K) \) is a finite group for each \( n > 0 \), and let \( f: |K| \to |K| \) be a continuous map. Then \( f \) has a fixed point.

Proof.  By Theorem 4.5.13 and Example 4.5.5,

\[
H_n(K; \mathbb{Q}) \cong H_n(K) \otimes \mathbb{Q} \cong \begin{cases} \mathbb{Q}, & n = 0 \\ 0, & \text{otherwise.} \end{cases}
\]

And since any vertex of \( K \) will do as a representative for a generator of \( H_0(K) \), \( f_*: H_0(K; \mathbb{Q}) \to H_0(K; \mathbb{Q}) \) is the identity isomorphism. Hence \( L(f) = 1 \).

Proposition 4.5.20 provides another proof of Theorem 2.5.23; but a rather more interesting example is that any map \( f: \mathbb{R}P^n \to \mathbb{R}P^n \) has a fixed point if \( n \) is even: for by Example 4.4.25 \( H_r(\mathbb{R}P^n) \) is either 0 or \( \mathbb{Z}_2 \) \((r > 0)\) if \( n \) is even. That this result need not be true if \( n \) is odd is shown, for example, by identifying \( \mathbb{R}P^1 \) with \( S^1 \), and taking the map of \( S^1 \) that just rotates it through an angle \( \pi \).

Finally, Theorem 4.5.18 provides an alternative proof of Proposition 4.4.12: if \( f: S^n \to S^n \) \((n > 0)\) satisfies \( f_*(\sigma_n) \to d\sigma_n \), then

\[
f_*: H_n(S^n; \mathbb{Q}) \to H_n(S^n; \mathbb{Q})
\]

is multiplication by \( d \), whereas \( f_*: H_0(S^n; \mathbb{Q}) \to H_0(S^n; \mathbb{Q}) \) is the identity isomorphism. Hence \( L(f) = 1 + (-1)^n d \), which is zero if and only if \( d = (-1)^{n+1} \).

EXERCISES

1. Show that the relation of being chain-homotopic is an equivalence relation on the set of chain maps from a chain complex \( C \) to a chain complex \( D \). \( C \) and \( D \) are said to be chain-equivalent, and \( f: C \to D \) is a chain equivalence, if there exists a chain map \( g: D \to C \) such that \( gf \) and \( fg \) are chain-homotopic to the respective identity chain isomorphisms; prove that this sets up an equivalence relation on any set of chain complexes.

2. Given chain complexes \( C \) and \( D \), write \([C, D]\) for the set of chain homotopy classes of chain maps from \( C \) to \( D \). Show that \([C, D]\) can be made into an abelian group by defining \((f + g)(c) = f(c) + g(c)\) for chain maps \( f \) and \( g \), and extending this definition to equivalence classes. Prove also
(a) \([C, D]\) depends, up to isomorphism, only on the chain equivalence classes of \(C\) and \(D\);
(b) if \(X\) and \(Y\) are spaces then \([S(X), S(Y)]\) depends only on the homotopy types of \(X\) and \(Y\);
(c) if \(C\) is a chain complex in which \(C_n\) is a free abelian group with one generator, and \(C_r = 0\) if \(r \neq n\), then \([C, D] \cong H_n(D)\).

3. Let \(X\) be a path-connected space, with base point \(x_0\). Show that a homomorphism \(h: \pi_1(X, x_0) \rightarrow H_1(X)\) can be defined by sending a loop \(u\) to the corresponding singular 1-simplex \(u\). Prove that \(h\) is onto, and that its kernel is the commutator subgroup \([\pi, \pi]\) of \(\pi_1(X, x_0)\); thus \(H_1(X)\) is isomorphic to \(\pi_1(X, x_0)\) 'made abelian'. (Hint: first prove that \(h\) is onto, and \([\pi, \pi] \subset \text{Ker } h\), so that \(h\) induces a homomorphism \(\overline{h}: \pi_1(X, x_0)/[\pi, \pi] \rightarrow H_1(X)\); now show that \(\overline{h}\) is (1-1), by showing that, if \(u\) is a loop corresponding to \(\overline{c}(c) \in B_1(X)\), the singular 2-simplexes in \(c\) can be used to construct a loop \(v\) such that \([v] = 1\) in \(\pi_1(X, x_0)\) and \([u] = [v]\) in \(\pi_1(X, x_0)/[\pi, \pi]\).)

4. Show that an \(m\)-manifold cannot be homeomorphic to an \(n\)-manifold unless \(m = n\).

5. Given a simplicial pair \((K, L)\), let \(K \cup CL\) be the simplicial complex obtained by 'adding a cone' to \(L\), that is, by forming the union of \(K\) and \(CL = L \ast a\), where \(a\) is a single vertex. Show that there is an isomorphism \(\alpha: H_\ast(K, L) \rightarrow \tilde{H}_\ast(K \cup CL)\), such that, if \(f: (|K|, |L|) \rightarrow (|M|, |N|)\) is a map of pairs and \(\tilde{f}: |K \cup CL| \rightarrow |M \cup CN|\) is the obvious map formed from \(f\) and \(f^* 1\), then the diagram

\[
\begin{array}{ccc}
H_\ast(K, L) & \xrightarrow{f_*} & \tilde{H}_\ast(M, N) \\
\downarrow{\alpha} & & \downarrow{\alpha} \\
\tilde{H}_\ast(K \cup CL) & \xrightarrow{\tilde{f}_*} & \tilde{H}_\ast(M \cup CN)
\end{array}
\]

is commutative.

6. Given a 'quadruple' of spaces \((X, Y, Z, W)\), show that the following diagram is commutative, where the homomorphisms are those in the exact homology sequences of \((X, Y, Z)\), \((X, Y, W)\) and \((Y, Z, W)\).

\[
\begin{array}{ccc}
H_n(X, W) & \xrightarrow{f_*} & H_n(X, Z) & \xrightarrow{f_*} & H_n(X, Y) & \xrightarrow{\delta_*} & H_{n-1}(Y, Z) \\
H_n(Y, W) & \xrightarrow{f_*} & H_n(Y, Z) & \xrightarrow{f_*} & H_n(X, Y) & \xrightarrow{\delta_*} & H_{n-1}(Y, W)
\end{array}
\]

7. Let \((K, L)\) be a simplicial pair. Show that there is a suspension isomorphism \(s_*: H_n(K, L) \rightarrow H_{n+1}(SK, SL)\), such that if \(f: (|K|, |L|) \rightarrow \)
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([M], [N]) is a map of pairs, then $s_*f_* = (Sf)_*s_*$. Prove also that the diagram

$$\cdots \longrightarrow \tilde{H}_n(L) \xrightarrow{i_*} \tilde{H}_n(K) \xrightarrow{f_*} H_n(K, L) \xrightarrow{\delta_*} \tilde{H}_{n-1}(L) \longrightarrow \cdots$$

$$\cdots \longrightarrow \tilde{H}_{n+1}(SL) \xrightarrow{i_*} \tilde{H}_{n+1}(SK) \xrightarrow{j_*} H_{n+1}(SK, SL) \xrightarrow{\delta_*} \tilde{H}_n(SL) \longrightarrow \cdots,$$

where the rows are the exact homology sequences of the pairs $(K, L)$ and $(SK, SL)$, is commutative.

8. Let $(K, L, M)$ be a simplicial triple, in which $K$ has a block dissection and $L$ and $M$ are block subcomplexes. Show that in the exact homology sequence of the triple

$$\cdots \longrightarrow \tilde{H}_n(L, M) \xrightarrow{i_*} \tilde{H}_n(K, M) \xrightarrow{f_*} H_n(K, L) \xrightarrow{\delta_*} \tilde{H}_{n-1}(L, M) \longrightarrow \cdots,$$

the homomorphisms $i_*, j_*$ and $\delta_*$ may be calculated by using the blocks and the 'block chain complexes', in exactly the same way that these homomorphisms are defined using the simplicial chain complexes.

9. Let $p$ and $q$ be coprime integers, with $p \geq 2$. The Lens space $L(p, q)$ is the space obtained from $E^3$ by making identifications on the boundary $S^2$, as follows. Divide the equator $S^1$ into $p$ equal parts by vertices $a^0, a^1, \ldots, a^{p-1}$, and by joining to the 'poles' $a = (0, 0, 1), b = (0, 0, -1)$, divide $S^2$ into $2p$ 'triangles': see Fig. 4.6.

$L(p, q)$ is the space obtained by identifying each triangle $aa't^{r+1}$ with $ba^{r+q}a^{r+q+1}$, so that $a$ and $b$ are identified, as also are $a'$ and $a'^{r+q}$,

Fig. 4.6
Show that $L(p, q)$ is triangulable, and that $L(p, q)$ is homeomorphic to $L(p, q')$ if $q = -q'$ or if $q - q'$ is divisible by $p$; also that $L(2, 1)$ is homeomorphic to $RP^3$. Show also that $L(p, q)$ is homeomorphic to $L(p, q')$ if $qq' = 1 \pmod{p}$. (Hint: cut $E^3$ into ‘tetrahedra’ $aa'a'^+1b$, and reassemble by identifying the triangles on $S^2$ as above: this produces $E^3$ again, but with the line formed by identifying together all edges $a'a'^+1$ taking the place of $ab$. $L(p, q)$ is still the space obtained by making certain identifications on the boundary of the new $E^3$.)

By using a suitable block dissection, show that

$$H_1(\zeta(p, q)) \cong \mathbb{Z}_p, \quad H_2(L(p, q)) = 0 \quad \text{and} \quad H_3(L(p, q)) \cong \mathbb{Z}.$$
is exact, but (for example, by taking \( A = B = Z, C = G = Z_2 \)) the homomorphism \( \alpha \otimes 1 \) need not be (1-1). Show, however, that if the sequence \( 0 \rightarrow A \overset{\alpha}{\rightarrow} B \overset{\beta}{\rightarrow} C \overset{\gamma}{\rightarrow} 0 \) is a split exact sequence, in the sense of Proposition 1.3.36, then

\[
0 \rightarrow A \otimes G \overset{\alpha \otimes 1}{\rightarrow} B \otimes G \overset{\beta \otimes 1}{\rightarrow} C \otimes G \rightarrow 0
\]

is also a split exact sequence. (Hint: to show that \( \text{Ker}(\beta \otimes 1) \subset \text{Im}(\alpha \otimes 1) \), construct a homomorphism \( \gamma: C \otimes G \rightarrow B \otimes G/\text{Im}(\alpha \otimes 1) \), such that \( \gamma \bar{\beta} = 1 \), where \( \bar{\beta}: B \otimes G/\text{Im}(\alpha \otimes 1) \rightarrow C \otimes G \) is the homomorphism induced by \( \beta \otimes 1 \); hence \( \bar{\beta} \) is (1-1) and hence an isomorphism.)

15. Given abelian groups \( A \) and \( B \), write \( A \) in the form \( F/R \), where \( F \) is a free abelian group, so that there is an exact sequence

\[
0 \rightarrow R \overset{\alpha}{\rightarrow} F \overset{\beta}{\rightarrow} A \rightarrow 0.
\]

Define \( \text{Tor}(A, B) = \text{Ker}(\alpha \otimes 1) \), so that by Exercise 14 there is an exact sequence

\[
0 \rightarrow \text{Tor}(A, B) \rightarrow R \otimes B \overset{\alpha \otimes 1}{\rightarrow} F \otimes B \overset{\beta \otimes 1}{\rightarrow} A \otimes B \rightarrow 0.
\]

Establish the following properties of \( \text{Tor}(A, B) \).

(a) Given another abelian group \( A' = F'/R' \), and a homomorphism \( f: A \rightarrow A' \), there exists a unique homomorphism \( \bar{f}: \text{Tor}(A, B) \rightarrow \text{Tor}(A', B) \) such that the diagram

\[
\begin{array}{ccc}
0 & \rightarrow & \text{Tor}(A, B) \\
\downarrow & & \downarrow \bar{f} \\
0 & \rightarrow & \text{Tor}(A', B)
\end{array}
\]

\[
\begin{array}{ccc}
R \otimes B & \overset{\alpha \otimes 1}{\rightarrow} & F \otimes B \\
\downarrow & & \downarrow \bar{f}_1 \otimes 1 \\
A \otimes B & \rightarrow & 0
\end{array}
\]

\[
\begin{array}{ccc}
0 & \rightarrow & \text{Tor}(A', B) \\
\downarrow & & \downarrow \bar{f} \\
0 & \rightarrow & \text{Tor}(A', B)
\end{array}
\]

\[
\begin{array}{ccc}
R' \otimes B & \overset{\alpha' \otimes 1}{\rightarrow} & F' \otimes B \\
\downarrow & & \downarrow \bar{f}_1 \otimes 1 \\
A' \otimes B & \rightarrow & 0
\end{array}
\]

is commutative, where \( f_1 \) and \( f_2 \) are any homomorphisms that make the diagram

\[
\begin{array}{ccc}
0 & \rightarrow & R \\
\downarrow f_2 & & \downarrow f_1 \\
0 & \rightarrow & R'
\end{array}
\]

\[
\begin{array}{ccc}
\overset{\alpha}{\rightarrow} & F & \overset{\beta}{\rightarrow} A \\
\downarrow f & & \downarrow f \\
\overset{\alpha'}{\rightarrow} & F' & \overset{\beta'}{\rightarrow} A'
\end{array}
\]

\[
\begin{array}{ccc}
0 & \rightarrow & 0
\end{array}
\]

commutative (such homomorphisms exist by Proposition 1.3.37).

(b) \( \text{Tor}(A, B) \) depends only, up to isomorphism, on the groups \( A \) and \( B \), and not on the particular representation \( A = F/R \).

(c) \( \text{Tor}(A_i \oplus B_i) \cong \bigoplus \text{Tor}(A_i, B_i) \).

(For the proof that this definition of \( \text{Tor}(A, B) \) coincides with that of Section 4.5 if \( B = \mathbb{Z}_p \), see Exercise 17.)
16. Let $C$ be a chain complex in which each $C_n$ is a free abelian group, and let $G$ be any abelian group. Prove that

$$H_n(C \otimes G) \cong H_n(C) \otimes G \oplus \text{Tor}(H_{n-1}(C), G).$$

(Hint: use the theorem that any subgroup of a free abelian group is a free abelian group to deduce from Exercise 14 that

$$0 \rightarrow Z_n(C) \otimes G \xrightarrow{a_n \otimes 1} C_n \otimes G \xrightarrow{\beta_n \otimes 1} B_{n-1}(C) \otimes G \rightarrow 0$$

is a split exact sequence, and deduce that $H_n(C \otimes G) \cong Z_n(C) \otimes G/\text{Im}(\beta_n \otimes 1) \oplus \text{Ker}(\beta_{n-1} \otimes 1)$, where $\beta_n : B_n(C) \rightarrow Z_n(C)$ is the inclusion homomorphism. Then use the exact sequence

$$0 \rightarrow B_{n-1}(C) \xrightarrow{\beta_{n-1}} Z_{n-1}(C) \rightarrow H_{n-1}(C) \rightarrow 0$$

to define $\text{Tor}(H_{n-1}(C), G)$.)

17. Deduce from Exercise 16 and the exact sequence just before Theorem 4.5.15 that $\text{Tor}(Z_p, H_n(C)) \cong \text{Tor}(H_n(C), Z_p)$, for any $p$, and any chain complex $C$ in which each $C_n$ is a free abelian group. By constructing a suitable chain complex, hence prove that $\text{Tor}(A, Z_p) \cong \text{Tor}(Z_p, A)$ for any abelian group $A$. ($\text{Tor}(Z_p, A)$, in the sense of Exercise 15, is clearly what was called $\text{Tor}(A, \text{Tor}(Z_p, A))$ in Section 4.5.)

18. Given a simplicial complex $K$ and a field $F$, let $h_n$ be the dimension of $H_n(K; F)$, as a vector space over $F$. The Euler–Poincaré characteristic of $K$, with coefficients in $F$, $\chi(|K|; F)$, is defined to be $\sum_{n=0}^{\infty} (-1)^n h_n$; show that $\chi(|K|; F) = \chi(|K|)$.

NOTES ON CHAPTER 4

Homology groups. The homology groups of a polyhedron were first introduced by Poincaré [116], and the generalization to the singular homology groups of an arbitrary topological space was made by Lefschetz [90] and Eilenberg [50] (although the basic idea is contained in Veblen [147]). Relative homology groups were introduced by Lefschetz [88]. The proof of the homotopy-type invariance of homology was first given by Alexander [7, 9] and Veblen [147], although of course their work was done in terms of the simplicial homology groups of a polyhedron.

There is another way of defining the homology groups of a space, which in general yields different groups from the singular homology groups (although the two theories coincide on polyhedra): these groups are the Čech homology groups of Čech [37] (following ideas of Alexandroff [13]). Apparently different definitions were given by Vietoris [148] and Alexander [11], but Dowker [47] proved that these definitions are equivalent to Čech’s. A good
exposition of Čech homology theory will be found in Eilenberg and Steenrod [56], Chapter 9.

A different approach to homology theory, by means of an axiomatic definition, has much to recommend it: see Eilenberg and Steenrod [55], or [56], Chapter 1.

**Exact sequences.** The exact homology sequence of a pair was formalized by Eilenberg and Steenrod [55], although the idea seems to be due to Hurewicz: see [75]. The Mayer–Vietoris sequence has a rather longer history: a formula for the homology groups of the union of two polyhedra was given by Mayer [103] and Vietoris [149], but the form of the result given in Theorem 4.4.6 is due to Eilenberg and Steenrod [56], Chapter 1. In fact Eilenberg and Steenrod prove the more general version involving arbitrary topological spaces.

**Fixed points of maps of $S^n$.** Proposition 4.4.12 was first proved by Brouwer [25].

**Homology with arbitrary coefficients.** Homology with coefficients $\mathbb{Z}_2$ was first used by Tietze [144] and Alexander and Veblen [12], the generalization to coefficients $\mathbb{Z}_p$, for various integers $p$, being made by Alexander [9]. Čech [39] defined homology with coefficients in an arbitrary abelian group, and established the result of Exercise 16 (although our formulation is closer to that of Eilenberg and MacLane [51]).

**The Lefschetz Fixed-Point Theorem and Euler–Poincaré characteristic.** Lefschetz's original proof of Theorem 4.5.18 can be found in [86, 87], though see also Hopf [67, 68]. These papers, and [89], Chapter 6, also contain a generalization in the form of an equality between $L(f)$ and the sum of the 'indices' of the fixed points of $f$: this is the Lefschetz Fixed-Point Formula.

In essence the Euler–Poincaré characteristic is due to Euler, whose definition was extended by Cauchy [36], and then by Poincaré [116].

**Lens spaces.** Tietze [144] first defined Lens spaces, and established many of their properties, including the fact that they are 3-manifolds, Reide- meister [122] proved that $L(p, q)$ and $L(p, q')$ are homeomorphic if and only if $q' = \pm q^{\pm 1} \pmod{p}$, and J. H. C. Whitehead [158] showed that a necessary and sufficient condition for $L(p, q)$ and $L(p, q')$ to be homotopy-equivalent is that $qq'$ or $-qq'$ should be a quadratic residue mod $p$; thus $L(7, 1)$ and $L(7, 2)$ are homotopy-equivalent 3-manifolds that are not homeomorphic.
CHAPTER 5

COHOMOLOGY AND DUALITY THEOREMS

5.1 Introduction

We have seen in Section 4.5 how the idea of the homology groups of a pair can be generalized by taking coefficients in an arbitrary abelian group \( G \). This process of generalization was purely algebraic, and bore no relation to the topology: a chain complex \( C \) gave rise to a new chain complex \( C \otimes G \), whose homology, in the case where \( C = S(X, Y) \), was defined to be \( H_*(X, Y; G) \).

There is, however, another way of using a chain complex \( C \) and an abelian group \( G \) to yield a new chain complex. This process is in a sense dual to that of passing from \( C \) to \( C \otimes G \), and will be the concern of this chapter. The idea is that, given abelian groups \( A \) and \( B \), the set of homomorphisms from \( A \) to \( B \) can be given the structure of an abelian group, for which the notation \( A \to B \) is used (the reader should notice the resemblance to the notion of a dual space in vector space theory). Just as in the case of the tensor product, this construction can be applied to the chain complex \( C \) to yield another chain complex \( C \to G \); and if in particular \( C = S(X, Y) \), the homology groups of \( S(X, Y) \to G \) are called the cohomology groups of \( (X, Y) \), with coefficients in \( G \): these are usually written \( H^n(X, Y; G) \). The behaviour of cohomology groups resembles that of homology groups, but with one important difference: this time, given a continuous map \( f: (X, Y) \to (A, B) \), we obtain corresponding cohomology homomorphisms \( f^*: H^n(A, B; G) \to H^n(X, Y; G) \), that is, cohomology 'reverses the direction of maps'.

At first sight this definition seems rather pointless, particularly since the groups \( H^n(X, Y; G) \), like \( H_n(X, Y; G) \), are completely determined by the groups \( H_n(X, Y) \), and indeed if \( (K, L) \) is a simplicial pair and \( F \) is a field, \( H_n(K, L; F) \) and \( H^n(K, L; F) \) are dual vector spaces over \( F \). However, the language of cohomology allows a neat statement of the duality theorems of Sections 5.3 and 5.4, and in any case cohomology has a great advantage over homology, in that it is possible to define a product between elements of \( H^*(X, Y) \), and thus make \( H^*(X, Y) \) into a ring. This increases the power of
coboundary: it may be that two spaces $X$ and $Y$ have isomorphic homology groups (and hence isomorphic cohomology groups), although $H^*(X)$ and $H^*(Y)$ are not isomorphic as rings, and so $X$ and $Y$ are not of the same homotopy type. However, the cohomology product will not be defined in this chapter, since it is easier to set up in the context of Chapter 8; but the reader should be aware of its existence, as a powerful reason for the study of cohomology.

The definitions will be given in Section 5.2, which also contains some calculation theorems for cohomology groups. The rest of this chapter is concerned with some duality theorems for triangulable manifolds: in Section 5.3 we shall prove the duality theorems of Poincaré and Alexander, which relate the homology and cohomology groups of triangulable manifolds, and in Section 5.4 we shall define manifolds with boundary, and prove the corresponding duality theorem, due to Lefschetz.

5.2 Definitions and calculation theorems

We start by considering the algebraic situation, which should be compared with Section 4.5. Given abelian groups $A$ and $B$, write $A \otimes B$ for the set of homomorphisms from $A$ to $B$ (many authors use the notation $\text{Hom}(A, B)$ instead of $A \otimes B$).

**Proposition 5.2.1** $A \otimes B$ can be given the structure of an abelian group.

**Proof.** Given homomorphisms $f, g: A \rightarrow B$, define $f + g$ by the rule

$$(f + g)(a) = f(a) + g(a) \quad (a \in A).$$

It is a trivial exercise to prove that $f + g$ is another homomorphism, and that $f + g = g + f$. Moreover $(f + g) + h = f + (g + h)$ if $h: A \rightarrow B$ is another homomorphism. Finally, define $0: A \rightarrow B$ by $0(a) = 0$ for all $a$, and $-f: A \rightarrow B$ by $(-f)(a) = -f(a)$; clearly

$$0 + f = f = f + 0$$

and

$$f + (-f) = (-f) + f = 0$$

for all $f \in A \otimes B$, so that $A \otimes B$ is an abelian group.

**Examples 5.2.2**

(a) For any abelian group $G$, $Z \otimes G \cong G$. For we can define a homomorphism $\theta: Z \otimes G \rightarrow G$ by $\theta(f) = f(1)$ for all $f: Z \rightarrow G$,
which is (1, 1) since \( f(1) = 0 \) implies \( f(n) = 0 \) for all \( n \in \mathbb{Z} \), and onto, since given any \( g \in G \) we can define \( f: \mathbb{Z} \rightarrow G \) by \( f(n) = ng \), so that \( \theta(f) = g \).

(b) If \( p \) and \( q \) are positive integers, \( \mathbb{Z}_p \otimes \mathbb{Z}_q \cong \mathbb{Z}_{(p, q)} \). For just as in (a), there is an isomorphism between \( \mathbb{Z}_p \otimes \mathbb{Z}_q \) and the subgroup of \( \mathbb{Z}_q \) consisting of possible values \( r \) of \( f(1) \) for the homomorphisms \( f \) from \( \mathbb{Z}_p \) to \( \mathbb{Z}_q \). But such \( r \)'s are characterized by the property \( pr = 0 \) (mod \( q \)) or \( pr = qs \) for some \( s \). If \( p = a(p, q) \) and \( q = b(p, q) \), then \( ar = bs \) and \( (a, b) = 1 \), so that the possible values of \( r \) are just the \((p, q)\) multiples of \( b \), and these form a subgroup of \( \mathbb{Z}_q \) isomorphic to \( \mathbb{Z}_{(p, q)} \).

(c) If \( p \) is a positive integer, then \( \mathbb{Z}_p \otimes \mathbb{Z} = \mathbb{Z}_p \otimes Q = 0 \). For in either case, given a homomorphism \( f \), let \( f(1) = r \). Then

\[ 0 = pf(1) = pr, \]

which is impossible unless \( r = 0 \).

As in the case of the tensor product, the process of forming \( A \otimes B \) can be applied to homomorphisms as well as to groups (compare also the idea of a dual linear map between dual vector spaces).

**Proposition 5.2.3** Homomorphisms \( f: A' \rightarrow A, g: B \rightarrow B' \) give rise to a homomorphism \( f \otimes g: A \otimes B \rightarrow A' \otimes B' \), such that if \( f': A'' \rightarrow A' \) and \( g': B' \rightarrow B'' \) are further homomorphisms, \((f' \otimes g')(f \otimes g) = (ff') \otimes (gg')\). (The reader should take careful note of the behaviour of composites here.)

**Proof.** If \( \alpha \) is an element of \( A \otimes B \), define \((f \otimes g)(\alpha) = gaf\); this is certainly a homomorphism from \( A' \) to \( B' \), and clearly

\[ (f \otimes g)(\alpha + \beta) = (f \otimes g)(\alpha) + (f \otimes g)(\beta). \]

Moreover

\[ (f' \otimes g')(f \otimes g)(\alpha) = (f' \otimes g')(gaf) \]

\[ = g'gaf' \]

\[ = (ff' \otimes gg')(\alpha). \]

Finally, before applying this construction to chain complexes, we need a result analogous to Proposition 4.5.7(b) (there is, of course, no analogue of Proposition 4.5.7(a), since for example \( \mathbb{Z} \otimes \mathbb{Z}_2 \cong \mathbb{Z}_2 \), but \( \mathbb{Z}_2 \otimes \mathbb{Z} = 0 \)). Unfortunately it is not true that \( \otimes \) is distributive for arbitrary direct sums: for example, let \( A_i = Z \) for each integer \( i \), and let \( A = \bigoplus A_i \); then the homomorphism that sends \( 1 \) in each \( A_i \) to \( 1 \) in \( Z \) is a perfectly good element of \( A \otimes Z \), but is not an element
of $\bigoplus_i (A_i \triangleleft Z)$, since if it were it would have to be zero for all but a finite set of values of $i$. However, as long as we stick to finite direct sums, there is no difficulty.

**Proposition 5.2.4** If $A = \bigoplus_{i=1}^m A_i$ and $B = \bigoplus_{j=1}^n B_j$, then $A \triangleright B \cong \bigoplus_i (A_i \triangleright B_i)$.

**Proof.** It is clearly sufficient to prove the two propositions

(a) $(A \oplus B) \triangleleft C \cong (A \triangleright C) \oplus (B \triangleright C)$;
(b) $A \triangleright (B \oplus C) \cong (A \triangleright B) \oplus (A \triangleright C)$.

To prove (a), define $\theta : (A \oplus B) \triangleright C \to (A \triangleright C) \oplus (B \triangleright C)$ by

$$\theta(f) = (fi_A) \oplus (fi_B),$$

where $f \in (A \oplus B) \triangleright C$ and $i_A, i_B : A, B \to A \oplus B$ are the obvious inclusion homomorphisms. Now $\theta$ is a homomorphism, since

$$\theta(f + g) = ((f + g)i_A) \oplus ((f + g)i_B) = (fi_A + gi_A) \oplus (fi_B + gi_B) = (fi_A \oplus fi_B) + (gi_A \oplus gi_B) = \theta(f) + \theta(g).$$

Also $\theta$ is (1-1), since $f = 0$ if $fi_A = fi_B = 0$, and onto, since given $f : A \to C$ and $g : B \to C$ we can define $h : A \oplus B \to C$ by

$$h(a \oplus b) = f(a) + g(b);$$

then $\theta(h) = f \oplus g$. 

In extending the construction ' $\triangleright G$ ' to chain complexes, some care is necessary in view of the behaviour of direct sums: the group $C \triangleright G$ need not be isomorphic to the group $\bigoplus (C_i \triangleright G)$.

**Definition 5.2.5** Given a chain complex $C$, with boundary homomorphism $\partial : C \to C_{n-1}$, and an abelian group $G$, the chain complex $C \triangleright G$ is defined to be $\bigoplus (C \triangleright G)_n$, where $(C \triangleright G)_n = C_{n-1} \triangleright G$.

The boundary homomorphism in $C \triangleright G$ is $\delta = \partial \triangleright 1$; clearly $\delta^2 = (\partial \triangleright 1)(\partial \triangleright 1) = \partial^2 \triangleright 1 = 0$, by Proposition 5.2.3. $(C \triangleright G)_n$ is defined to be $C_{n-1} \triangleright G$, and not $C_n \triangleright G$, so that $\delta$ sends $(C \triangleright G)_n$ to $(C \triangleright G)_{n-1}$.

Notice that $C \triangleright G = \bigoplus_n (C \triangleright G)_n$ is not the same as the group
C \smile G, unless only a finite number of the $C_n$ are non-zero, as is the case, for example, if $C = C(K, L)$ for a simplicial pair $(K, L)$. However, if $C$ is a chain complex we shall always take $C \smile G$ to mean $\bigoplus (C \smile G)_n$.

**Proposition 5.2.6** A chain map $f: C \rightarrow D$ gives rise to a chain map $f \smile 1: D \smile G \rightarrow C \smile G$, such that

(a) if $1: C \rightarrow C$ is the identity chain isomorphism, then $1 \smile 1$ is also the identity chain isomorphism;

(b) if $g: D \rightarrow E$ is another chain map, then $(f \smile 1)(g \smile 1) = (gf) \smile 1$.

**Proof.** Let $f \smile 1: D \smile G \rightarrow C \smile G$ be what was previously called $f t 1$, on each $(D \smile G)_n$: this certainly defines a homomorphism from $D \smile G$ to $C \smile G$. Properties (a) and (b) follow immediately from Proposition 5.2.3, and finally $f \smile 1$ is a chain map, since

$$
\delta(f \smile 1) = (\partial \smile 1)(f \smile 1) = (\partial f) \smile 1 = (f \partial) \smile 1 = (f \smile 1)(\partial \smile 1) = (f \smile 1)\delta.
$$

If $C$ is the singular chain complex of a pair $(X, Y)$, the homology groups of $C \smile G$ are called the cohomology groups of $(X, Y)$.

**Definition 5.2.7** Given a pair $(X, Y)$, the $n$th cohomology group of $(X, Y)$, with coefficients in the abelian group $G$, is defined by $H^n(X, Y; G) = H_{-n}(S(X, Y) \smile G)$. Of course, if $Y = \emptyset$ we write $H^n(X; G)$; and also $H^*(X, Y; G)$, $H^*(X; G)$ for $\bigoplus H^n(X, Y; G)$, $\bigoplus H^n(X; G)$ respectively.

Similarly, the reduced cohomology groups of $X$ are defined by

$$
\hat{H}^n(X; G) = H_{-n}(\tilde{S}(X) \smile G), \quad \hat{H}^*(X; G) = \bigoplus \hat{H}^n(X; G).
$$

The word 'cohomology' is used, of course, to prevent confusion with the homology groups. We have defined $H^n(X, Y; G)$ to be $H_{-n}(S(X, Y) \smile G)$, rather than $H_n(S(X, Y) \smile G)$, so that $H^n(X, Y; G)$ is zero for $n < 0$ (and also, as we shall see, so that $H^n(K, L; F)$ and $H_n(K, L; F)$ are dual spaces over $F$, if $(K, L)$ is a simplicial pair and $F$ is a field). By analogy with homology, we shall usually write $H^n(X, Y)$ instead of $H^n(X, Y; Z)$. 
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Just as in Section 4.5, a continuous map \( f: (X, Y) \to (A, B) \) gives rise to a chain map \( f^*: S(A, B) \to S(X, Y) \), whose induced homology homomorphisms are called the cohomology homomorphisms \( f^*: H^n(A, B; G) \to H^n(X, Y; G) \). Once again, Propositions 4.2.16 and 4.2.21, together with Proposition 5.2.3, show that if \( f = 1 \), \( (gf)^* = f^*g^* \), and \( f^* = g^* \) if \( f \simeq g \). Also, if \((K, L)\) is a simplicial pair, then \( H^*(|K|, |L|; G) \) may be identified with the homology of the chain complexes \( \Delta(K, L) \oplus G \) and \( C(K, L) \oplus G \).

In particular \( \phi^*: H^*(K') \to H^*(K) \) and \( h^*: H^*(K) \to H^*(K') \) are inverse isomorphisms, where \( h \) is a simplicial approximation to the identity map.

We can also take over the exact sequence theorems of Section 4.4, in virtue of the following Proposition.

**Proposition 5.2.8** Given an exact sequence of abelian groups

\[
0 \longrightarrow A \xrightarrow{\alpha} B \xrightarrow{\beta} C \longrightarrow 0,
\]

where \( C \) is a free abelian group, and another abelian group \( G \), then

\[
0 \longrightarrow C \oplus G \xrightarrow{\beta \oplus 1} B \oplus G \xrightarrow{\alpha \oplus 1} A \oplus G \longrightarrow 0
\]

is an exact sequence.

**Proof.** By Corollary 1.3.38, the exact sequence \( 0 \to A \to B \to C \to 0 \) is a split exact sequence, and so \( B \cong A \oplus C \). Hence by Proposition 5.2.4 \( B \oplus G \cong (C \oplus G) \oplus (A \oplus G) \), and it is easy to conclude that the sequence

\[
0 \longrightarrow C \oplus G \xrightarrow{\beta \oplus 1} B \oplus G \xrightarrow{\alpha \oplus 1} A \oplus G \longrightarrow 0
\]

is therefore also a split exact sequence. \( \blacksquare \)

In particular, if \( 0 \to C \xrightarrow{f} D \xrightarrow{g} E \to 0 \) is an exact sequence of chain complexes, and each \( E_n \) is a free abelian group, then

\[
0 \longrightarrow E \oplus G \xrightarrow{g \oplus 1} D \oplus G \xrightarrow{f \oplus 1} C \oplus G \longrightarrow 0
\]

is an exact sequence of chain complexes. We immediately obtain, for example, the exact cohomology sequence of the triple \((X, Y, Z)\):

\[
\cdots \to H^n(X, Y; G) \xrightarrow{f^*} H^n(X, Z; G) \xrightarrow{i^*} H^n(Y, Z; G) \xrightarrow{\delta^*} H^{n+1}(X, Y; G) \to \cdots.
\]

Similarly, there is a cohomology Mayer–Vietoris sequence of a simplicial triad \((K; L, M)\), and a relative Mayer–Vietoris sequence given another subcomplex \( N \). As in homology, continuous maps give
rise to commutative diagrams involving these exact sequences. In particular the homomorphism \( s: \tilde{A}(K) \to \tilde{A}(SK) \) induces the cohomology suspension isomorphism \( s^*: \tilde{H}^{n+1}(SK) \to \tilde{H}^n(K) \), where if \( f: |K| \to |L| \) is a continuous map \( f^* s^* = s^*(Sf)^* \). And as a consequence of the exact sequence theorems, cohomology can be calculated directly from a block dissection (though as in Section 4.5 there is an apparent ambiguity about how to do this: see Exercise 1 which resolves this ambiguity).

As before, the next step is to establish results that connect cohomology groups with various coefficients, and also cohomology with homology. The latter is done by constructing a pairing between elements of \( H(C \land G) \) and \( H(C \otimes G) \), given a chain complex \( C \) and a ring (not merely an abelian group) \( G \).

**Proposition 5.2.9** Given a chain complex \( C \) and a ring \( G \), there is a homomorphism

\[ H_{-n}(C \land G) \otimes H_n(C \otimes G) \to G, \]

called the \( K \)-onecker product, where the image of \( x \otimes y \) is written \( \langle x, y \rangle \). Moreover if \( f: C \to D \) is a chain map, and \( x \in H_{-n}(D \land G) \), \( y \in H_n(C \otimes G) \), then \( \langle (f \land 1)_*(x), y \rangle = \langle x, (f \otimes 1)_*(y) \rangle \).

**Proof.** Given \( \alpha \in (C \land G)_{-n} \) and \( \sum c_i \otimes g_i \in C_n \otimes G \), define

\[ \langle \alpha, \sum c_i \otimes g_i \rangle = \sum \alpha(c_i)g_i \]

(using the multiplication in \( G \)). It is easy to see that this defines a homomorphism \( (C \land G)_{-n} \otimes (C \otimes G)_n \to G \). Now given \( x \in H_{-n}(C \land G) \) and \( y \in H_n(C \otimes G) \), take representative cycles \( \alpha, c \) for \( x, y \) respectively, and define \( \langle x, y \rangle = \langle \alpha, c \rangle \). This does not depend on the choice of \( \alpha \) and \( c \), for example, if \( \beta \in (C \land G)_{-n+1} \), then

\[ \langle \delta(\beta), c \rangle = \langle \beta, (\partial \land 1)(c) \rangle = 0. \]

Finally, represent \( x \in H_{-n}(D \land G) \), \( y \in H_n(C \otimes G) \) by cycles \( \alpha, c \) respectively. Then

\[ \langle (f \land 1)_*(x), y \rangle = \langle (f \land 1)(\alpha), c \rangle = \langle \alpha, (f \otimes 1)(c) \rangle = \langle x, (f \otimes 1)_*(y) \rangle. \]

It follows that if \( f: (X, Y) \to (A, B) \) is a continuous map, and \( x \in H^n(A, B; G) \), \( y \in H_n(X, Y; G) \), then

\[ \langle f^*(x), y \rangle = \langle x, f_*(y) \rangle. \]
If $X$ is path-connected, $G \cong H_0(X; G)$, so that the Kronecker product $H^n(X; G) \otimes H_n(X; G) \to G$ may be regarded as a homomorphism into $H_0(X; G)$. It is therefore possible to make the following slight generalization, at least for a polyhedron $|K|$.

**Proposition 5.2.10** If $G$ is a ring, there exists a homomorphism

$$H^r(K; G) \otimes H_n(K; G) \to H_{n-r}(K; G),$$

called the cap product, where the image of $x \otimes y$ is written $x \cap y$.

**Proof.** Totally order the vertices of $K$. Given a generator $\sigma = [b^0, \ldots, b^n]$ of $C(K)$, with its vertices in the correct order, let $\sigma' = [b^0, \ldots, b^{n-1}]$ and $\sigma'' = [b^{n-1}, \ldots, b^n]$. Given also $\alpha \in C_r(K) \otimes G$, define

$$\alpha \cap (\sum \sigma_i \otimes g_i) = \sum \sigma'_i \otimes (\alpha(\sigma'')g_i).$$

It is easy to see that

$$(\partial \otimes 1)(\alpha \cap c) = \alpha \cap (\partial \otimes 1)(c) + (-1)^{n-r}\delta(\alpha) \cap c,$$

so that if $x \in H^r(K; G)$, $y \in H_n(K; G)$ are represented by cycles $\alpha$, $c$, respectively, we can unambiguously define $x \cap y = [\alpha \cap c]$. And this certainly defines a homomorphism from $H^r(K; G) \otimes H_n(K; G)$ to $H_{n-r}(K; G)$. $\blacksquare$

In fact the cap product can be defined for arbitrary spaces: see Exercise 2.

If in particular $G = F$, a field, Proposition 5.2.9 leads to the following analogue of Proposition 4.5.10.

**Proposition 5.2.11** Let $C$ be a chain complex in which each $C_n$ is a finitely-generated abelian group, and let $F$ be a field. Then the Kronecker product makes $H_{-n}(C \otimes F)$ and $H_n(C \otimes F)$ into dual vector spaces over $F$. Moreover if $g: C \to D$ is a chain map, $(g \otimes 1)_*$ and $(g \otimes 1)_*$ are dual linear maps.

**Proof.** If $\alpha \in (C \otimes F)_{-n}$ and $f \in F$, define $f\alpha$ by

$$(f\alpha)(c) = f\alpha(c) \quad (c \in C_n).$$

This makes $(C \otimes F)_{-n}$ into a vector space over $F$. If the Kronecker product is regarded as a function

$$(C \otimes F)_{-n} \times (C \otimes F)_n \to F,$$

it is certainly linear in each variable. Moreover if $\langle \alpha, \sum c_i \otimes f_i \rangle = 0$ for all $c_i \in C_n$, $f_i \in F$, then in particular $\alpha(c) = 0$ for all $c \in C_n$, so that
\[ \alpha = 0. \] On the other hand, if \( \langle \alpha, \sum c_i \otimes f_i \rangle = 0 \) for all \( \alpha \in (C \otimes F)_- \), but \( \sum c_i \otimes f_i \neq 0 \), there exists a linear map \( \beta: C_n \otimes F \to F \) such that \( \beta(\sum c_i \otimes f_i) \neq 0 \). Thus if \( \alpha \) is defined by \( \alpha(c) = \beta(c \otimes 1) \) (\( c \in C_n \)), we have

\[
\langle \alpha, \sum c_i \otimes f_i \rangle = \sum \alpha(c_i)f_i
= \sum \beta(c_i \otimes 1)f_i
= \beta(\sum c_i \otimes f_i)
\neq 0,
\]
contrary to hypothesis: thus \( \sum c_i \otimes f_i = 0 \) and so \( (C \otimes F)_- \), \( (C \otimes F)_n \) are dual vector spaces under the Kronecker product.

Now

\[ \delta(\alpha) = 0 \iff \langle \delta(\alpha), c \rangle = 0 \text{ for all } c \in C_{n+1} \otimes F \]
\[ \iff \langle \alpha, (\partial \otimes 1)(c) \rangle = 0; \]
hence \( Z^-_n(C \otimes F) = \mathcal{A}(B^-_n(C \otimes F)) \). Similarly \( Z^+_n(C \otimes F) = \mathcal{A}(B^+_n(C \otimes F)) \), so that, by Proposition 1.3.55, \( B^-_n(C \otimes F) = \mathcal{A}(Z^-_n(C \otimes F)) \), and \( H^-_n(C \otimes F) \) and \( H^+_n(C \otimes F) \) are dual vector spaces (under the Kronecker product, of course).

That \( (g \otimes 1)_* \) and \( (g \otimes 1)_* \) are dual linear maps is immediate from Proposition 5.2.9.

**Corollary 5.2.12** Given a simplicial pair \( (K, L) \) and a field \( F \), \( H^n(K, L; F) \) and \( H_n(K, L; F) \) are dual vector spaces over \( F \). Moreover if \( g: (|K|, |L|) \to (|M|, |N|) \) is a continuous map, \( g^* \) and \( g_* \) are dual linear maps.

There is a similar result to that of Proposition 5.2.11, relating \( H^-_n(C \otimes Z_p) \) and \( H^+_n(C \otimes Z_p) \), even though \( p \) may not be a prime and so \( Z_p \) may not be a field.

**Proposition 5.2.13** Let \( C \) be a chain complex in which each \( C_n \) is a finitely-generated abelian group, and let \( p \) be any positive integer. Then

\[
H^-_n(C \otimes Z_p) \cong H^+_n(C \otimes Z_p) \iff Z_p.
\]

**Proof.** Each \( (C \otimes Z_p)_n \) is a finitely-generated abelian group, in which each element has finite order dividing \( p \); let us call such a group a \( p \)-group. Now given a \( p \)-group \( G \), a subgroup \( H \), and a homomorphism \( \alpha: H \to Z_p \), there exists a homomorphism \( \beta: G \to Z_p \) such that \( \beta|H = \alpha \). For suppose \( g \) is in \( G \) but not \( H \); then the set \( S = \{ s \in Z_p \mid sg \in H \} \) is clearly a (cyclic) subgroup of \( Z_p \), and \( f: S \to Z_p \),
defined by \( f(s) = \alpha(sg) \), is a homomorphism. So \( f \) must be multiplication by some \( t \in \mathbb{Z}_p \), that is, \( \alpha(sg) = ts \) for all \( s \in S \). It follows that we may extend \( \alpha \) to the multiples of \( g \) by setting \( \alpha(g) = t \); and by continuing in this way, after a finite number of steps we shall have extended \( \alpha \) to the whole of \( G \).

Now consider an exact sequence of \( p \)-groups \( A \xrightarrow{f} B \xrightarrow{g} C \): we show that the sequence

\[
\mathbb{C} \rtimes \mathbb{Z}_p \xrightarrow{g^*} B \rtimes \mathbb{Z}_p \xrightarrow{f^*} A \rtimes \mathbb{Z}_p
\]

is also exact. For certainly \( (f \rtimes 1)(g \rtimes 1) = gf \rtimes 1 = 0 \), so that \( \text{Im} (g \rtimes 1) \subset \text{Ker} (f \rtimes 1) \). But if \( \alpha; B \to Z_p \) is in \( \text{Ker} (f \rtimes 1) \), then \( \alpha f = 0 \), so that \( \alpha(\text{Ker} g) = \alpha(\text{Im} f) = 0 \). Thus \( \alpha \) induces \( \bar{\alpha}: \text{Im} g \to Z_p \), such that \( \bar{\alpha}g = \alpha \); but \( \bar{\alpha} \) can be extended as above to the whole of \( C \), so that \( \alpha \in \text{Im} (g \rtimes 1) \) and hence \( \text{Im} (g \rtimes 1) = \text{Ker} (f \rtimes 1) \).

Now define \( \theta: C_n \rtimes \mathbb{Z}_p \to (C_n \otimes \mathbb{Z}_p) \rtimes \mathbb{Z}_p \) by \( \theta(a)(c) = (a, c), \alpha \in C_n \rtimes \mathbb{Z}_p, c \in C_n \otimes \mathbb{Z}_p \). As in the proof of Proposition 5.2.11, \( \theta \) is (1-1) and onto, and so is a chain isomorphism; our result now follows by a proof similar to that of Theorem 4.5.13.

Corollary 5.2.14 Given a simplicial pair \((K, L)\), \( H^n(K, L; \mathbb{Z}_p) \cong H_n(K, L; \mathbb{Z}_p) \rtimes \mathbb{Z}_p \).

Theorems relating cohomology groups with various coefficients can be established by the methods of Section 4.5. Indeed, they can actually be deduced from the theorems of Section 4.5, in virtue of the following proposition.

Proposition 5.2.15 Let \( C \) be a chain complex in which each \( C_n \) is a finitely-generated abelian group, and let \( G \) be any abelian group. Then there is a chain isomorphism

\[
\theta: (C \rtimes \mathbb{Z}) \otimes G \to C \rtimes G.
\]

Proof. Define \( \theta: (C_n \rtimes \mathbb{Z}) \otimes G \to C_n \rtimes G \) by the rule

\[
[\theta(\alpha \otimes g)](c) = \alpha(c)g,
\]

for \( \alpha \in C_n \rtimes \mathbb{Z}, g \in G, \) and \( c \in C_n \). This certainly defines a homomorphism \( \theta \), and in fact \( \theta \) is an isomorphism. For if the generators of \( C_n \) are \( s_1, \ldots, s_r, C_n \rtimes \mathbb{Z} \) is a free abelian group with generators \( s_1, \ldots, s_r \), where \( s_i(s_j) = 1 \) if \( i = j \) and 0 otherwise. Thus a homomorphism

\[
\phi: C_n \rtimes G \to (C_n \rtimes \mathbb{Z}) \otimes G
\]

can be defined by the rule

\[
\phi(\beta) = \sum_{i=1}^r s_i \otimes \beta(s_i) \quad (\beta \in C_n \rtimes G).
\]
And then
\[
[\theta \phi(\beta)](\sigma_i) = \sum_i s_i(\sigma_i) \cdot \beta(\sigma_i) \\
= \beta(\sigma_i),
\]
and
\[
\phi \theta(s_i \otimes g) = \sum_i s_i \otimes [\theta(s_i \otimes g)](\sigma_i) \\
= \sum_i s_i \otimes s_i(\sigma_i)g \\
= s_i \otimes g,
\]
so that \(\theta \phi = 1, \phi \theta = 1,\) and \(\theta\) and \(\phi\) are inverse isomorphisms.

Lastly, to show that \(\phi\) is a chain isomorphism, observe that for \(c \in C_{n+1}, \alpha \in C_n \otimes \mathbb{Z},\) and \(g \in G,\) we have
\[
[\delta \theta(\alpha \otimes g)](c) = [\theta(\alpha \otimes g)](\partial c) \\
= \alpha(\partial c) \cdot g \\
= (\delta \alpha)(c) \cdot g \\
= [\theta(\delta \alpha \otimes g)](c) \\
= [\theta(\delta \otimes 1)(\alpha \otimes g)](c),
\]
so that \(\delta \theta = \theta(\delta \otimes 1).\)

**Corollary 5.2.16** Let \((K, L)\) be a simplicial pair. Then

(a) \(H^n(K, L; \mathbb{Q}) \cong H^n(K, L) \otimes \mathbb{Q};\)

(b) \(H^n(K, L; \mathbb{Z}_p) \cong H^n(K, L) \otimes \mathbb{Z}_p \oplus \text{Tor}(H^{n+1}(K, L), \mathbb{Z}_p),\) for any positive integer \(p.\)

Rather surprisingly, Corollary 5.2.16 leads to a formula expressing the cohomology groups \(H^n(K, L)\) in terms of the homology groups \(H_n(K, L).\) To state this formula, given a finitely generated abelian group \(A,\) use Theorem 1.3.30 to write \(A\) in the form \(FA \oplus TA,\) where \(FA\) is a free abelian group and \(TA\) is a finite group.

**Proposition 5.2.17** \(H^n(K, L) \cong FH_n(K, L) \oplus TH_{n-1}(K, L).\)

**Proof.** By Theorem 4.5.13, Corollary 5.2.12 and Corollary 5.2.16(a),
\[
H^n(K, L) \otimes \mathbb{Q} \cong H_n(K, L) \otimes \mathbb{Q},
\]
being dual (finite-dimensional) vector spaces over \(\mathbb{Q}.\) Thus
\[
FH^n(K, L) \cong FH_n(K, L).
\]
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But we also know, by Theorem 4.5.15, Corollary 5.2.14 and Corollary 5.2.16(b), that for any positive integer \( p \),

\[
H^n(K, L) \otimes \mathbb{Z}_p \oplus \text{Tor}(H^{n+1}(K, L), \mathbb{Z}_p) \cong [H_n(K, L) \otimes \mathbb{Z}_p \oplus \text{Tor}(H_{n-1}(K, L), \mathbb{Z}_p)] \otimes \mathbb{Z}_p.
\]

By taking \( p \) to be the l.c.m. of the orders of the elements of \( TH^n(K, L) \), \( TH^{n+1}(K, L) \), \( TH_n(K, L) \) and \( TH_{n-1}(K, L) \), and using the fact that \( FH^n(K, L) \cong FH_n(K, L) \), it follows that

\[
TH^n(K, L) \oplus TH^{n+1}(K, L) \cong TH_n(K, L) \oplus TH_{n-1}(K, L).
\]

But \( H^0(K, L) = \mathbb{Z}_0(\Delta(K, L) \otimes Z) \) since \( (\Delta(K, L) \otimes Z)_1 = 0 \), and so \( TH^0(K, L) = 0 \) and \( TH^1(K, L) \cong TH_0(K, L) \). Proceeding by induction on \( n \), we obtain \( TH^n(K, L) \cong TH_{n-1}(K, L) \), so that

\[
H^n(K, L) \cong FH^n(K, L) \oplus TH^n(K, L) \cong FH_n(K, L) \oplus TH_{n-1}(K, L).
\]

Example 5.2.18 We have already calculated \( H_\ast(RP^n) \), in Example 4.4.25:

\[
\begin{align*}
H_0(RP^n) & \cong \mathbb{Z}, \\
H_1(RP^n) & = 0 \quad \text{if } r < 0, r > n \text{ or } r \text{ is even}, \\
H_r(RP^n) & \cong \mathbb{Z}_2 \quad \text{if } r \text{ is odd and } 0 < r < n, \\
H_n(RP^n) & \cong \mathbb{Z} \quad \text{if } n \text{ is odd}.
\end{align*}
\]

It follows that \( H_\ast(RP^n) \) is given by:

\[
\begin{align*}
H^0(RP^n) & \cong \mathbb{Z}, \\
H^r(RP^n) & = 0 \quad \text{if } r < 0, r > n \text{ or } r \text{ is odd (unless } r = n)\), \\
H^r(RP^n) & \cong \mathbb{Z}_2 \quad \text{if } r \text{ is even and } 0 < r \leq n, \\
H^n(RP^n) & \cong \mathbb{Z} \quad \text{if } n \text{ is odd}.
\end{align*}
\]

Similarly, the homology and cohomology of \( RP^n \), with \( Z_2 \) coefficients, are given by:

\[
\begin{align*}
H_r(RP^n; \mathbb{Z}_2) & = H^r(RP^n; \mathbb{Z}_2) = 0 \quad \text{if } r < 0 \text{ or } r > n, \\
H_r(RP^n; \mathbb{Z}_2) & \cong H^r(RP^n; \mathbb{Z}_2) \cong \mathbb{Z}_2 \quad \text{if } 0 \leq r \leq n.
\end{align*}
\]

Example 5.2.19 Consider the triangulable 2-manifolds \( M_g \) and \( N_h \). By Theorem 4.4.24, we have

\[
\begin{align*}
H_0(M_g) & \cong H_2(M_g) \cong \mathbb{Z}, \quad H_1(M_g) \cong 2g\mathbb{Z}, \quad H_r(M_g) = 0 \quad \text{otherwise}, \\
H_0(N_h) & \cong \mathbb{Z}, \quad H_1(N_h) \cong (h - 1)\mathbb{Z} \oplus \mathbb{Z}_2, \quad H_r(N_h) = 0 \quad \text{otherwise}.
\end{align*}
\]
Hence
\[ H^0(M_g) \simeq H^2(M_g) \simeq \mathbb{Z}, \quad H^1(M_g) \simeq 2g\mathbb{Z}, \quad H^r(M_g) = 0 \text{ otherwise.} \]
\[ H^0(N_h) \simeq \mathbb{Z}, \quad H^1(N_h) \simeq (h-1)\mathbb{Z}, \quad H^2(N_h) \simeq \mathbb{Z}_2, \]
\[ H^r(N_h) = 0 \text{ otherwise.} \]
Also
\[ H_0(M_g; \mathbb{Z}_2) \simeq H_2(M_g; \mathbb{Z}_2) \simeq \mathbb{Z}_2, \quad H_1(M_g; \mathbb{Z}_2) \simeq 2g\mathbb{Z}_2, \]
\[ H_0(N_h; \mathbb{Z}_2) \simeq H_2(N_h; \mathbb{Z}_2) \simeq \mathbb{Z}_2, \quad H_1(N_h; \mathbb{Z}_2) \simeq h\mathbb{Z}_2, \]
cohomology with coefficients in \( \mathbb{Z}_2 \) being the same groups.

The reader should notice the following facts about Examples 5.2.18 and 5.2.19.

(a) If \( H_n(RP^n) \simeq \mathbb{Z} \), then \( H_r(RP^n) \simeq H^{n-r}(RP^n) \), for all \( r \).
(b) In any case, \( H_r(RP^n; \mathbb{Z}_2) \simeq H^{n-r}(RP^n; \mathbb{Z}_2) \) for all \( r \).
(c) Similarly, \( H_2(M_g) \simeq \mathbb{Z} \) and \( H_1(M_g) \simeq H^{n-1}(M_g) \).
(d) \( H_r(N_h; \mathbb{Z}_2) \simeq H^{n-r}(N_h; \mathbb{Z}_2) \).

These are all special cases of the Poincaré Duality Theorem, which we shall prove in Section 5.3. Certain triangulable spaces \( X \) (generalizations of \( n \)-manifolds) will be called homology \( n \)-manifolds; the statement of Poincaré Duality is that, for such an \( X \), \( H_r(X) \simeq H^{n-r}(X) \) if \( H_n(X) \simeq \mathbb{Z} \), and in any case \( H_r(X; \mathbb{Z}_2) \simeq H^{n-r}(X; \mathbb{Z}_2) \).

5.3 The Alexander–Poincaré Duality Theorem

In this section we shall prove a rather more general theorem than the Poincaré Duality Theorem that has just been outlined, to the effect that, if \( K \) is a triangulation of a homology \( n \)-manifold and \((L, M)\) is a pair of subcomplexes of \( K \), then
\[ H_r(L, M) \simeq H^{n-r}(|K| - |M|, |K| - |L|). \]
If we put \( M = \emptyset \) and \( L = K \), we recover the original Poincaré Duality Theorem; on the other hand if \( K \) is a triangulation of \( S^n \) we obtain the Alexander Duality Theorem, which is a very useful one in dealing with subspaces of \( S^n \); in particular it gives a proof of a generalization of the (piecewise-linear) Jordan Curve Theorem.

Recall from Proposition 3.4.3 that if \( K \) is a triangulation of an \( n \)-manifold, then for each \( x \in |K| \), \(|\text{Lk}(x)| \simeq S^{n-1}\). Now we could prove the theorems of this section for triangulable manifolds only, but since the only property we shall use is that, for some triangulation \( K \) and each \( x \in |K| \), \( H_*(\text{Lk}(x)) \simeq H_*(S^{n-1}) \), we may as well consider all spaces having this property: these are the homology \( n \)-manifolds.
Definition 5.3.1 A path-connected space X is a homology n-manifold if there exists a triangulation K of X, such that for each point \( x \in |K| \), and for each \( r \), \( H_r(\text{Lk}(x)) \cong H_r(S^{n-1}) \).

In other words, for each \( x \) we have
\[
\mathbb{H}_r(\text{Lk}(x)) \cong \begin{cases} 
\mathbb{Z}, & r = n - 1 \\
0, & \text{otherwise.} 
\end{cases}
\]

By Theorem 2.4.5, if this property holds for one triangulation of \( X \), then it holds for every triangulation. Also, as we have just remarked, any triangulable path-connected n-manifold is a homology n-manifold. See Exercise 9, however, for an example of a homology n-manifold that is not an n-manifold.

Examples 5.3.2 The triangulable 2-manifolds \( M_g \) and \( N_h \) are of course homology 2-manifolds. Also \( S^n \) and \( RP^n \) are homology n-manifolds: for by Example 3.4.2 \( S^n \) is an n-manifold; and as for \( RP^n \), we know at least that it is triangulable, by Example 4.4.25. But since \( RP^n \) is formed from \( S^n \) by identifying antipodal points, it is very easy to see that \( RP^n \) is an n-manifold: given a pair \( x, x' \) of antipodal points of \( S^n \), choose \( \varepsilon \) so that the \( \varepsilon \)-neighbourhoods of \( x \) and \( x' \) do not intersect; then after identification these \( \varepsilon \)-neighbourhoods become a single open set in \( RP^n \), containing the point corresponding to \( x \) and \( x' \), and clearly homeomorphic to an open set in \( R^n \).

A triangulation of a homology n-manifold has several convenient properties, which can be obtained by using Theorem 2.4.5. The most important of these are collected together in the next theorem.

Theorem 5.3.3 Let \( K \) be a triangulation of a homology n-manifold. Then \( K \) has the following properties.

(a) \( \dim K = n \).
(b) Each point of \( |K| \) is contained in at least one n-simplex.
(c) Each \((n - 1)\)-simplex of \( K \) faces two n-simplexes.
(d) Given n-simplexes \( \sigma \) and \( \tau \) in \( K \), there exists a sequence of n-simplexes \( \sigma = \sigma_1, \sigma_2, \ldots, \sigma_r = \tau \), such that each \( \sigma_i \cap \sigma_{i+1} \) is an \((n - 1)\)-simplex.

Proof. We may assume that \( n \geq 1 \), since a homology 0-manifold is obviously just a point.

(a) Certainly \( \dim K \geq n \), for otherwise \( \dim \text{Lk}(x) \) would be less than \((n - 1)\) for all \( x \in |K| \), and so \( H_{n-1}(\text{Lk}(x)) \) would be zero. On the other hand, if \( K \) had an \( m \)-simplex \( \sigma \), for \( m > n \), then for points \( x \) in
the interior of $\sigma$, $|\text{Lk}(x)|$ would be homeomorphic to $S^{m-1}$, contradicting Definition 5.3.1.

(b) This is immediate: if $x$ were in no $n$-simplex, dim $\text{Lk}(x)$ would be less than $(n - 1)$.

(c) Let $x$ be a point in the interior of an $(n - 1)$-simplex $\sigma$, and suppose that $\sigma$ is a face of $r$ $n$-simplexes ($r > 0$). Corresponding to each $n$-simplex $\tau$ that has $\sigma$ as a face, there is a subcomplex $\tau - \sigma$ of $\text{Lk}(x)$; the union of these is $\text{Lk}(x)$, and any two intersect in $\sigma$: see Fig. 5.1.

\begin{center}
\textbf{Fig. 5.1}
\end{center}

An easy calculation by induction on $r$, using the reduced Mayer-Vietoris sequence, shows that $H_{n-1}(\text{Lk}(x))$ is a free abelian group with $(r - 1)$ generators, so that $r$ must be 2.

(d) Choose a particular $n$-simplex $\sigma$, and let $L$ be the set of $n$-simplexes of $K$ that can be 'connected to $\sigma'$ in this way (with their faces), and $M$ be the set of $n$-simplexes that cannot be connected to $\sigma$ (with their faces). Then $L$ and $M$ are subcomplexes, and $L \cup M = K$. Moreover, if we assume that $M$ is non-empty, then $L \cap M$ is non-empty, since $|K|$ is path-connected, and $\dim (L \cap M) \leq n - 2$, since an $(n - 1)$-simplex of $L \cap M$ would have to be a face of an $n$-simplex of $L$ and an $n$-simplex of $M$. This already contradicts the assumption that $M \neq \emptyset$ if $n = 1$, so we may assume from now on that $n \geq 2$.

Let $a$ be a vertex of $L \cap M$, and consider $\text{Lk}(a)$. $a$ must be a vertex of an $n$-simplex of $L$ and an $n$-simplex of $M$, so that both $\text{Lk}(a) \cap L$ and $\text{Lk}(a) \cap M$ contain $(n - 1)$-simplexes. Also $\dim (\text{Lk}(a) \cap L \cap M) \leq n - 3$, and by (c) every $(n - 2)$-simplex of $\text{Lk}(a)$ is a face of two $(n - 1)$-simplexes; thus if $c_L = \sum \tau$, for all $(n - 1)$-simplexes $\tau$ of $\text{Lk}(a) \cap L$, and $c_M = \sum \tau$, for all $(n - 1)$-simplexes $\tau$ of $\text{Lk}(a) \cap M$, ...
then $c_L$ and $c_M$ are linearly independent cycles of $C(Lk(a)) \otimes \mathbb{Z}_2$ (in $\partial(c_L)$, for example, each $(n - 2)$-simplex occurs twice). It follows that $H_{n-1}(Lk(a); \mathbb{Z}_2)$ has dimension at least 2, as a vector space over $\mathbb{Z}_2$, so that by Theorem 4.5.15 $Lk(a)$ cannot have the same homology as $S^{n-1}$. This contradiction shows that $M$ must be empty, and so $L = K$. 

It follows from this theorem, and Chapter 3, Exercise 13, that every homology 2-manifold is actually a 2-manifold. A similar result holds for homology 3-manifolds, but not for manifolds of higher dimension: see Exercises 8 and 9.

It is clear from the remarks at the end of Section 5.2 that the Poincaré Duality Theorem is not true for all homology $n$-manifolds, unless coefficients $\mathbb{Z}_2$ are used. Those homology manifolds for which the theorem is true for $\mathbb{Z}$ coefficients are exactly those that are orientable, in the sense of the next definition.

**Definition 5.3.4** A homology $n$-manifold $X$ is *orientable* if there exists a triangulation $K$ of $X$, for which the $n$-simplexes can be identified with elements of $C_n(K)$ in such a way that, if $\sigma$ is any $(n - 1)$-simplex, and $\tau_1, \tau_2$ are the two $n$-simplexes that have $\sigma$ as a face, then $\sigma$ occurs with opposite signs in $\partial(\tau_1)$ and $\partial(\tau_2)$.

Notice that a homology 0-manifold (a point) is certainly orientable.

**Example 5.3.5** $S^1$ is orientable, since it can be triangulated as shown in Fig. 5.2, and the 1-simplexes identified with generators of the simplicial chain group according to the arrows in Fig. 5.2.

![Fig. 5.2](image_url)

As it stands Definition 5.3.4 is not much use, since it is not clear that the definition is independent of the particular triangulation. In
order to clear up this point, and indeed to provide a practical test for orientability, we prove

**Proposition 5.3.6** Let $X$ be a homology $n$-manifold. Then $H_n(X) \cong \mathbb{Z}$ if $X$ is orientable, and $H_n(X) = 0$ otherwise. In any case, $H_n(X; \mathbb{Z}_2) \cong \mathbb{Z}_2$.

**Proof.** Let $K$ be a triangulation of $X$, and suppose that the $n$-simplexes are identified with elements of $C_n(K)$ as in Definition 5.3.4. Then $z$, the sum of the $n$-simplexes of $K$, is an element of $Z_n(C(K))$, and hence so also is any integer multiple of $z$. On the other hand if $z'$ is an element of $Z_n(C(K))$ that contains $r\sigma$ for some $n$-simplex $\sigma$, then $z'$ must contain $r\tau$ for every $n$-simplex $\tau$ that meets $\sigma$ in an $(n - 1)$-simplex. And so $z'$ contains $r\tau$ for every $n$-simplex $\tau$ that can be connected to $\sigma$ as in Theorem 5.3.3(d), that is, for every $\tau$ in $K$; hence $z' = rz$, and $H_n(K) \cong \mathbb{Z}$.

Conversely, the same argument shows that, however the $n$-simplexes of $K$ are identified with elements of $C_n(K)$, any element $z' \in Z_n(C(K))$ must be of the form $rz$, where $z = \sum \pm \sigma$, and $\sigma$ runs through the $n$-simplexes of $K$. If $H_n(K) \cong \mathbb{Z}$, we must have $\ell(z) = 0$, so that it is possible to change the identification of $n$-simplexes so as to satisfy Definition 5.3.4.

Finally, the argument used to prove that $H_n(K) \cong \mathbb{Z}$ if $X$ is orientable shows that in any case $H_n(K; \mathbb{Z}_2) \cong \mathbb{Z}_2$. But by Theorem 4.5.15, $H_n(K)$, being a finitely generated free abelian group, must be isomorphic either to $\mathbb{Z}$ or $0$; hence $H_n(K) = 0$ if $X$ is not orientable.

**Corollary 5.3.7** Two homotopy-equivalent homology $n$-manifolds are either both orientable or both non-orientable.

**Example 5.3.8** By Theorem 4.4.24, each $M_n$ is orientable, and each $N_n$ is non-orientable. $S^n$ is orientable, and by Example 4.4.25 $RP^n$ is orientable if and only if $n$ is odd.

We turn now to the duality theorem, which states that, if $|K|$ is an orientable homology $n$-manifold, and $(L, M)$ is a pair of subcomplexes of $K$, then $H_r(L, M) \cong H_n-r(|K| - |M|, |K| - |L|)$ for each $r$. Our proof will be given in terms of simplicial homology and cohomology, and since $|K| = |L|$ and $|K| = |M|$ are not polyhedra the first step is to replace them by the supplements $\mathcal{L}$ and $\mathcal{M}$, in the sense of Definition 2.5.18.

**Proposition 5.3.9** Let $K$ be a simplicial complex, and let $(L, M)$ be a pair of subcomplexes. There is a commutative diagram
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\[ \cdots \rightarrow H_n(\bar{L}) \xrightarrow{f_*} H_n(\overline{M}) \xrightarrow{f_*} H_n(\overline{M}, \bar{L}) \xrightarrow{f_*} H_{n-1}(\bar{L}) \rightarrow \cdots \]

\[ \cdots \rightarrow H_n(|K| - |L|) \xrightarrow{f_*} H_n(|K| - |M|) \xrightarrow{f_*} H_n(|K| - |M|, |K| - |L|) \xrightarrow{f_*} H_{n-1}(|K| - |L|) \rightarrow \cdots \]

in which each \( f_* \) is induced by an inclusion map, and is an isomorphism. A similar result holds for cohomology.

**Proof.** Certainly the diagram is commutative, by Theorem 4.4.3. The proof is completed by showing that \( f: |L| \rightarrow |K| - |L| \) and \( f: |\overline{M}| \rightarrow |K| - |\overline{M}| \) are homotopy equivalences: thus the induced homomorphisms \( f_* \) are isomorphisms, and then \( f_*: H_*(\overline{M}, \bar{L}) \rightarrow H_*(|K| - |\overline{M}|, |K| - |L|) \) is an isomorphism as well, by Proposition 1.3.35.

To show that \( f: |\overline{M}| \rightarrow |K| - |M| \), for example, is a homotopy equivalence, we prove that \( |\overline{M}| \) is a strong deformation retract of \( |K| - |M| \). Now if \( \sigma \) is a simplex of \( K' \cup \overline{M} \), then each vertex of \( \sigma \) is in either \( M' \) or \( \overline{M} \); moreover \( \sigma \) has a vertex in \( M' \) because it is not in \( M \), and a vertex in \( \overline{M} \) because if \( \sigma \) had all its vertices in \( M' \) it would be a simplex of \( \overline{M} \), by Corollary 2.5.11. It follows that \( \sigma \) is of the form \((a^0, \ldots, a^n)\), where \( a^0, \ldots, a^r \in \overline{M}, a^{r+1}, \ldots, a^n \in M'\), and \( 0 \leq r < n \); thus the face \((a^0, \ldots, a^r)\) is in \( \overline{M} \) since it cannot meet \( M' \), and \((a^{r+1}, \ldots, a^n)\) is in \( M' \) since all its vertices are in \( M' \): see Fig. 5.3, in which \( n = 2 \) and \( r = 1 \).

![Fig. 5.3](image)

It is now easy to define a (strong) deformation retraction \( \rho: |K| - |M| \rightarrow |\overline{M}| \): if \( x \in |\overline{M}| \), set \( \rho(x) = x \), and if \( x \in \sigma - (\sigma \cap |M|) \), then \( x = \sum_{i=0}^{n} \lambda_i a^i \), where \( \sum_{i=0}^{r} \lambda_i > 0 \) and \( \sum_{i=0}^{n} \lambda_i = 1 \); put
\[ \rho(x) = \left( \sum_{i=0}^{r} \lambda_i a^i \right)/\left( \sum_{i=0}^{r} \lambda_i \right) \] (this represents radial projection from \( a^2 \) in Fig. 5.3). Then \( \rho \) is continuous on each simplex, and the definitions of \( \rho \) coincide on the intersection of two simplexes, so that \( \rho \) is continuous by Proposition 1.4.15. And \( \rho \) is a strong deformation retraction, since \( pf = 1 \) and \( fp \simeq 1 \) by a linear homotopy.

The main tool in the proof of the duality theorem is the existence of a block dissection of a triangulation of a homology \( n \)-manifold, that is 'dual' to the ordinary simplicial dissection, in the sense that there is a \( (1,1) \)-correspondence between the \( r \)-blocks and the \( (n-r) \)-simplexes. We shall build up as much of this theory as possible for simplicial complexes in general, and specialize to homology manifolds only when necessary.

Suppose then that \( K \) is any simplicial complex. For each simplex \( \sigma \) of \( K \), define subcomplexes

\[ e(\sigma) = \text{all simplexes of } K' \text{ of form } (\hat{\sigma}_n, \ldots, \hat{\sigma}_0), \text{ where} \]
\[ \sigma_n > \cdots > \sigma_0 > \sigma, \]
\[ \hat{e}(\sigma) = \text{all simplexes of } e(\sigma) \text{ not having } \hat{\sigma} \text{ as a vertex}. \]

Clearly these \emph{are} subcomplexes. As an example, see Fig. 5.4, in which \( \sigma \) is the simplex \((a^1, a^2)\).

In general the pair \((e(\sigma), \hat{e}(\sigma))\) need not be a block: see, for example, Fig. 5.5, in which \( \sigma = (a^0) \), so that \( H_1(e(\sigma), \hat{e}(\sigma)) \cong \mathbb{Z} \oplus \mathbb{Z} \). 

![Fig. 5.4](image-url)
§5.3  THE ALEXANDER–POINCARÉ DUALITY THEOREM

However, these subcomplexes do have some convenient properties which we list in the next proposition (we shall refer to the set of simplexes in \( e(\sigma) - \hat{e}(\sigma) \) as the interior of \( e(\sigma) \), just as if \( e(\sigma) \) were a block).

**Proposition 5.3.10**

(a) Each simplex of \( K' \) is in the interior of just one \( e(\sigma) \).
(b) \( \hat{e}(a) \) is the union of all the \( e(\tau) \) for which \( a \) is a (proper) face of \( \tau \).
(c) For each \( \sigma \in K \), \( \text{Lk}_K(\hat{\sigma}) = \hat{e}(\sigma) \ast (\hat{\phi})' \).

**Proof.** Consider the simplex \((\hat{\sigma}_n, \ldots, \hat{\sigma}_0)\) of \( K' \), where \( \sigma_n > \cdots > \sigma_0 \). This simplex is in the interior of \( e(\sigma_0) \), and cannot be in the interior of any other \( e(\sigma) \), which proves (a). As for (b), notice that

\[
(\hat{\sigma}_n, \ldots, \hat{\sigma}_0) \in \hat{e}(\sigma) \iff \sigma_0 > \sigma,
\]

but \( \sigma_0 \neq \sigma \). Finally

\[
(\hat{\sigma}_n, \ldots, \hat{\sigma}_0) \in \text{Lk}(\hat{\sigma}) \iff \hat{\sigma}_n, \ldots, \hat{\sigma}_0, \sigma \text{ are the vertices of a simplex of } K' \iff \sigma_0 > \sigma > \sigma_{r-1} \text{ for some } r
\]

\[
\iff (\hat{\sigma}_n, \ldots, \hat{\sigma}_r) \in \hat{e}(\sigma) \text{ and } (\hat{\sigma}_{r+1}, \ldots, \hat{\sigma}_0) \in (\hat{\phi})',
\]

which proves (c).

It follows from (a) and (b) that the set of all pairs \((e(\sigma), \hat{e}(\sigma))\) will form a block dissection of \( K' \), provided each is a block. It is at this point that we need to know that \(|K|\) is a homology manifold.

**Fig. 5.5**
**Corollary 5.3.11** Let $K$ be a triangulation of a homology $n$-manifold. Then for each $r$-simplex $\sigma$ of $K$, $(e(\sigma), \dot{e}(\sigma))$ is an $(n - r)$-block, and the set of all $(e(\sigma), \dot{e}(\sigma))$ forms a block dissection of $K'$.

**Proof.** For each $\sigma \in K$,

$$H_s(\text{lk}_{K}^{\dot{e}(\sigma)}) \cong \begin{cases} Z, & s = n - 1 \\ 0, & \text{otherwise} \end{cases}$$

But by Example 2.3.13 $(\dot{e}')$ is a triangulation of $S^{r-1}$, so that

$$\tilde{H}_s(\text{lk}^{\dot{e}(\sigma)}) \cong \tilde{H}_s([\dot{e}(\sigma)] \ast S^{r-1}) \cong \tilde{H}_{s-1}(\dot{e}(\sigma)), \quad \text{by Example 2.3.18 and Theorem 4.4.10,}$$

so that

$$\tilde{H}_s(e(\sigma)) \cong \begin{cases} Z, & s = n - r - 1 \\ 0, & \text{otherwise} \end{cases}$$

On the other hand $e(\sigma) = \dot{e}(\sigma) \ast \dot{\sigma}$, and so is contractible. Hence $\tilde{H}_s(e(\sigma)) = 0$ for all $s$, and $H_s(e(\sigma), \dot{e}(\sigma)) \cong \tilde{H}_{s-1}(\dot{e}(\sigma))$ by the exact reduced homology sequence of the pair $(e(\sigma), \dot{e}(\sigma))$. It follows that

$$H_s(e(\sigma), \dot{e}(\sigma)) \cong \begin{cases} Z, & s = n - r \\ 0, & \text{otherwise} \end{cases}$$

so that $(e(\sigma), \dot{e}(\sigma))$ is an $(n - r)$-block. Thus the set of all $(e(\sigma), \dot{e}(\sigma))$ forms a block dissection of $K'$, by Proposition 5.3.10(a) and (b).

In order to calculate homology from the blocks $e(\sigma)$, we must identify the corresponding ‘block chain complex’ with a sub-chain complex of $C(K)$, as in Proposition 4.4.21: this is done by choosing generators of each $Z_{n-r}(C(e(\sigma), \dot{e}(\sigma))) \subset C_{n-r}(K)$. Suppose now that $|K|$ is an orientable homology $n$-manifold, and that the $n$-simplexes of $K$ are identified with elements of $C(K)$ as in Definition 5.3.4: thus $z \in C_n(K)$, the sum of the $n$-simplexes of $K$, is a representative cycle for a generator of $H_n(K)$. Totally order the vertices of $K'$ so that $\dot{\sigma} < \dot{\tau}$ if $\dim \sigma > \dim \tau$; let $\phi: C(K) \to C(K')$ be the subdivision chain map, and let $h: |K'| \to |K|$ be a simplicial approximation to the identity. Finally, for each $r$-simplex $\sigma$ of $K$ (considered as an element of $C(K)$), let $s \in C_r(K) \not\sim Z$ be the homomorphism that sends $\sigma$ to 1 and all other $r$-simplexes to 0. Define $z(\sigma) = (h \ast 1)(s) \cap \phi(z) \in C_{n-r}(K')$.

**Proposition 5.3.12** $z(\sigma)$ is a generator of $Z_{n-r}(C(e(\sigma), \dot{e}(\sigma))) \cong Z$.

**Proof.** By the remarks after Corollary 4.3.10, each generator $[\dot{\sigma}_n, \ldots, \dot{\sigma}_0]$ of $C_n(K')$ occurs in $\phi(z)$, with coefficient $\pm 1$. Now

$$(h \ast 1)(s) \cap [\dot{\sigma}_n, \ldots, \dot{\sigma}_0] = [\dot{\sigma}_n, \ldots, \dot{\sigma}_r]sh.[\dot{\sigma}_r, \ldots, \dot{\sigma}_0],$$
and this is zero except for just one simplex \((\hat{o}_r, \ldots, \hat{o}_1)\), contained in \(o\), when it is \(\pm [\hat{o}_n, \ldots, \hat{o}_1]\). Hence \(z(o) \in C_{n-1}(e(o))\).

Moreover, by the proof of Proposition 5.2.10
\[
\partial z(o) = (-1)^{n-r} \delta(h, \wedge 1) \phi(z) \quad \text{(since } \partial \phi(z) = \phi \partial(z) = 0) \]
\[
= (-1)^{n-r}(h, \wedge 1) \delta(s) \phi(z)
\]
\[
\in C_{n-1}(e(o)), \text{ by Proposition 5.3.10(b).}
\]
Thus \(z(o) \in Z_{n-1}(C(e(o), e(o)))\).

Lastly, \(z(o)\) is a generating cycle since, as we saw above, each simplex in \(z(o)\) has coefficient \(\pm 1\).

We are now, at last, in a position to prove the Alexander–Poincaré Duality Theorem.

**Theorem 5.3.13** Let \(K\) be a triangulation of an orientable homology \(n\)-manifold, and let \((L, M)\) be a pair of subcomplexes. Then for each \(r\) there exists an isomorphism \(D: H^r(L, M) \rightarrow H_{n-r}(M, L)\).

**Proof.** Note first that \(L\) is the union of the blocks \(e(o)\), for all \(o \notin L\), so that \(L\) is a block subcomplex. For a simplex of \(L\) does not meet \(|L|\), and so all its vertices are barycentres of simplexes not in \(L\): so this simplex is in the interior of some \(e(o)\), where \(o \notin L\). Conversely, if \(o \notin L\), then no simplex having \(o\) as a face can be in \(L\), so no simplex in \(e(o)\) can have a vertex in \(|L|\), and hence \(e(o) \subseteq L\).

Similarly \(M\) is the union of the \(e(o)\), for all \(o \notin M\). Moreover, since for example \(e(o)\) is contained in \(M\) if and only if its interior is contained in \(M\), a simplex \(o\) is in \(L - M\) if and only if the interior of \(e(o)\) is in \(M - L\).

Now consider the isomorphism \(D: C_r(L, M) \wedge Z \rightarrow \bar{C}_{n-r}(M, L)\), defined by \(D(s) = z(o)\), where \(C\) is the chain complex obtained from the block dissection into \(e(o)\)'s, and \(s\) is the homomorphism that sends \(o\) to 1 and all other \(r\)-simplexes to 0. If \(d\) is the boundary homomorphism in \(C\), \(dD(s)\) can be calculated by Proposition 4.4.21:
\[
\theta dD(s) = \partial \theta D(s)
\]
\[
= (-1)^{n-r}(h, \wedge 1) \delta(s) \phi(z)
\]
by the proof of Proposition 5.3.12, where \(\delta\) is regarded as the boundary homomorphism in \(C(L) \wedge Z\), and we omit simplexes in \(L\). Thus
\[
dD(s) = \sum (-1)^{n-r}(\tau),
\]
where the sum is taken over those \((r + 1)\)-simplexes \(\tau\) such that \(\partial(\tau) = o + \cdots\) and the interior of \(e(\tau)\) is not in \(L\). But as we saw
above, the interior of $e(\tau)$ is in $\overline{M} - \overline{L}$ if and only if $\tau$ is in $L - M$, and so

$$dD(s) = (-1)^{n-r}D\delta(s),$$

where now $\delta$ is the boundary homomorphism in $C(L, M) \cong \mathbb{Z}$. Hence $D$ induces an isomorphism

$$D: H^r(L, M) \rightarrow H_{n-r}(\overline{M}, \overline{L}).$$

Note that, by Proposition 4.4.22, $D$ is the isomorphism induced by the homomorphism from $C(L, M) \cong \mathbb{Z}$ to $C(\overline{M}, L)$ given by sending $s$ to $z(\sigma)$, for each $\sigma$ in $L - M$.

**Corollary 5.3.14** With the notation of Proposition 5.2.17,

$$FH^r(L, M) \cong FH_{n-r}(\overline{M}, \overline{L})$$

and

$$TH^r(L, M) \cong TH_{n-r-1}(\overline{M}, \overline{L}).$$

It follows, of course, that we may interchange homology and cohomology in Theorem 5.3.13: $H_r(L, M) \cong H^{n-r}(\overline{M}, \overline{L})$ for all $r$. Moreover, these isomorphisms remain valid if we replace integer coefficients by $\mathbb{Q}$ or $\mathbb{Z}_p$, for any positive integer $p$.

We emphasize, however, that Theorem 5.3.13 has been proved only for *orientable* homology manifolds. Indeed, the theorem would be false if $|K|$ were non-orientable: for if $(L, M) = (K, \emptyset)$, then $(\overline{M}, \overline{L}) = (K', \emptyset)$, so that if Theorem 5.3.13 were true, we would have

$$H_0(K') \cong H^0(K) \cong \mathbb{Z},$$

since $|K|$ is path-connected. But this contradicts Proposition 5.3.6.

However, there is still a duality theorem for non-orientable homology manifolds, provided $Z_2$ coefficients are used throughout. On using $z \otimes 1 \in C_n(K) \otimes Z_2$ instead of $z$, the method of proof of Theorem 5.3.13 will prove

**Theorem 5.3.15** Let $K$ be a triangulation of a homology $n$-manifold, not necessarily orientable, and let $(L, M)$ be a pair of subcomplexes. Then for each $r$, the isomorphism $D: C(L, M) \otimes Z_2 \rightarrow C(\overline{M}, \overline{L}) \otimes Z_2$, given by $D(s) = (h \otimes 1)(z) \cap (\phi \otimes 1)(z \otimes 1)$, induces an isomorphism

$$D: H^r(L, M; Z_2) \rightarrow H_{n-r}(\overline{M}, \overline{L}; Z_2).$$

Also

$$H_r(L, M; Z_2) \cong H^{n-r}(\overline{M}, \overline{L}; Z_2).$$

Before discussing corollaries and applications of the duality theorems, it is worth noting that Theorem 5.3.13 has the following converse.
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**Theorem 5.3.16** Given a path-connected polyhedron $|K|$, and a positive integer $n$, such that for each pair of subcomplexes $(L, M)$ of $K$ and for each $r$, we have $H^r(L, M) \cong H_{n-r}(M, L)$, then $|K|$ is an orientable homology $n$-manifold.

**Proof.** Choose an $r$-simplex $\sigma$ of $K$, and let $(L, M) = (K(\sigma), \partial \sigma)$, so that $(L, M)$ is a triangulation of $(E^r, S^r)$, and by Proposition 5.2.17

$$H^s(L, M) \cong \begin{cases} \mathbb{Z}, & s = r \\ 0, & \text{otherwise} \end{cases}.$$ 

On the other hand, as in the proof of Theorem 5.3.13, $L = \bigcup e(\tau)$ for all $\tau \notin K(\sigma)$, and $M = \bigcup e(\tau)$ for all $\tau \notin \partial \sigma$; hence $M = L \cup e(\sigma)$, and also $L \cap e(\sigma) = e(\sigma)$, by the definition of $L$. It follows that

$$H_*(e(\sigma), e(\sigma)) \cong H_*(M, L), \quad \text{by Example 4.3.6}$$

$$\cong H^{n-*}(L, M)$$

$$\cong \begin{cases} \mathbb{Z}, & s = n - r \\ 0, & \text{otherwise} \end{cases},$$

so that $(e(\sigma), e(\sigma))$ is an $(n - r)$-block.

To finish the proof, we just reverse the proof of Corollary 5.3.11:

$$\mathcal{H}_s(\text{Lk}_K(\partial \sigma)) \cong \mathcal{H}_{s-r}(e(\sigma))$$

$$\cong H_{s-r+1}(e(\sigma), e(\sigma))$$

$$\cong \begin{cases} \mathbb{Z}, & s = n - 1 \\ 0, & \text{otherwise} \end{cases}.$$ 

But by Theorem 2.4.5 we can replace $\text{Lk}_K(\partial)$ by $\text{Lk}_K$; and clearly $\text{Lk}(\partial) = \text{Lk}(x)$ for all $x$ in the interior of $\sigma$. That is, $\text{Lk}(x)$ has the correct reduced homology groups for each point $x \in |K|$, so that $|K|$ is a homology $n$-manifold. And it is orientable, since

$$H_n(K) \cong H^0(K) \cong \mathbb{Z}.$$ 

The 'standard' Poincaré and Alexander duality theorems can easily be deduced from Theorems 5.3.13 and 5.3.15.

**Theorem 5.3.17** (Poincaré duality.) Let $K$ be a triangulation of a homology $n$-manifold. If $|K|$ is orientable, there is an isomorphism $D : H^r(K) \to H_{n-r}(K')$ for all $r$; in any case there is an isomorphism $D : H^r(K; \mathbb{Z}_2) \to H_{n-r}(K'; \mathbb{Z}_2)$ for all $r$. 

Proof. Apply Theorems 5.3.13 and 5.3.15, with \((L, M) = (K, \varepsilon)\).

Notice that if \(x \in H^r(K)\), then \(D(x) = h^*(x) \cap \phi_\ast[z]\), where \(h: |K'| \to |K|\) is a simplicial approximation to the identity map. Since \(h^*\) is an isomorphism, the Poincaré duality isomorphism may conveniently be regarded as the isomorphism \(D: H^r(K') \to H_{n-r}(K')\), given by \(D(x) = x \cap \phi_\ast[z]\).

Theorem 5.3.17 gives a useful sufficient condition for the orientability of \(|K|\).

**Corollary 5.3.18** Let \(K\) be a triangulation of a homology \(n\)-manifold. If \(H_1(K; \mathbb{Z}_2) = 0\), then \(|K|\) is orientable.

Proof. We have \(H_n(K; \mathbb{Z}_2) \cong H^0(K; \mathbb{Z}_2) \cong \mathbb{Z}_2\) and \(H_{n-1}(K; \mathbb{Z}_2) \cong H^1(K; \mathbb{Z}_2) \cong H_1(K; \mathbb{Z}_2) \cong 0\). But by Theorem 4.5.15

\[
H_n(K; \mathbb{Z}_2) \cong H_n(K) \otimes \mathbb{Z}_2 \oplus \text{Tor}(H_{n-1}(K), \mathbb{Z}_2)
\]

and

\[
H_{n-1}(K; \mathbb{Z}_2) \cong H_{n-1}(K) \otimes \mathbb{Z}_2 \oplus \text{Tor}(H_{n-2}(K), \mathbb{Z}_2).
\]

Now \(H_{n-1}(K)\) is a finitely generated abelian group, and so is a direct sum of groups isomorphic to \(\mathbb{Z}\) or \(\mathbb{Z}_p\), for various integers \(p\); but since \(H_{n-1}(K) \otimes \mathbb{Z}_2 = 0\) there are no \(\mathbb{Z}\)'s, and all \(p\)'s are odd. It follows that \(\text{Tor}(H_{n-1}(K), \mathbb{Z}_2) = 0\), and so

\[
H_n(K) \otimes \mathbb{Z}_2 \cong H_n(K; \mathbb{Z}_2) \cong \mathbb{Z}_2.
\]

Hence \(H_n(K) \cong \mathbb{Z}\) by Theorem 5.3.6, and \(|K|\) is orientable.

**Theorem 5.3.19** (Alexander duality.) Let \(K\) be a triangulation of \(S^n\), and let \(L\) be a subcomplex of \(K\). Then \(\tilde{H}^r(L) \cong \tilde{H}_{n-r-1}(S^n - |L|)\), for all \(r\).

Proof. Let \(a\) be a vertex of \(L\). Since \(S^n\) is an orientable homology \(n\)-manifold, we have

\[
\tilde{H}^r(L) \cong H^r(L, a) \cong H_{n-r}(\tilde{a}, \tilde{L}) \cong H_{n-r}(S^n - a, S^n - |L|),
\]

using also Proposition 5.3.9. But it is easy to see that \(S^n - a\) is homeomorphic to \(E^n - S^{n-1}\) (use the standard map of Section 1.4), and so is contractible. Hence \(\tilde{H}(S^n - a) = 0\), and the exact reduced homology sequence of \((S^n - a, S^n - |L|)\) shows that

\[
H_{n-r}(S^n - a, S^n - |L|) \cong \tilde{H}_{n-r-1}(S^n - |L|).
\]

Naturally, Theorems 5.3.17 and 5.3.19 remain true if we interchange homology and cohomology.
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The duality theorems have many interesting corollaries. Some of these depend on the ring structure of cohomology, and so will have to be postponed to Chapter 8, but we shall conclude this section with a few results on the Euler–Poincaré characteristic and inclusions of homology manifolds in each other.

**Proposition 5.3.20** Let $X$ be a homology $n$-manifold, where $n$ is odd. Then $\chi(X) = 0$.

**Proof.** Whether or not $X$ is orientable, we have

$$H_r(X; \mathbb{Z}_2) \cong H^{n-r}(X; \mathbb{Z}_2) \cong H_{n-r}(X; \mathbb{Z}_2),$$

by Theorem 5.3.17 and Corollary 5.2.12. Thus if $\alpha_r$ is the dimension of $H_r(X; \mathbb{Z}_2)$, as a vector space over $\mathbb{Z}_2$,

$$\sum (-1)^r \alpha_r = 0, \text{ since } n \text{ is odd.}$$

On the other hand, Theorem 4.5.15 gives

$$H_r(X; \mathbb{Z}_2) \cong H_r(X) \otimes \mathbb{Z}_2 \oplus \text{Tor}(H_{r-1}(X), \mathbb{Z}_2) \cong [FH_r(X) \oplus TH_r(X) \oplus TH_{r-1}(X)] \otimes \mathbb{Z}_2.$$ 

Thus $\sum (-1)^r \alpha_r = \sum (-1)^r \beta_r$, where $\beta_r$ is the dimension of $FH_r(X) \otimes \mathbb{Z}_2$, as a vector space over $\mathbb{Z}_2$. But this is the same as the dimension of $FH_r(X) \otimes \mathbb{Q} \cong H_r(X; \mathbb{Q})$ as a vector space over $\mathbb{Q}$, so that

$$\sum (-1)^r \beta_r = \chi(X).$$

**Proposition 5.3.21** Let $(K, L)$ be a simplicial pair, where both $|K|$ and $|L|$ are homology $n$-manifolds. Then $K = L$.

**Proof.** By Theorem 5.3.15,

$$H_0(K', \overline{L}; \mathbb{Z}_2) \cong H^n(L; \mathbb{Z}_2) \cong H_0(L; \mathbb{Z}_2) \cong \mathbb{Z}_2.$$ 

Thus in the exact homology sequence of the pair $(K, L)$:

$$\cdots \rightarrow H_0(\overline{L}; \mathbb{Z}_2) \rightarrow H_0(K'; \mathbb{Z}_2) \rightarrow H_0(K', \overline{L}; Z_2) \rightarrow H_0(K, \overline{L}; \mathbb{Z}_2) \rightarrow 0,$$

since $H_0(K'; \mathbb{Z}_2) \cong H_0(K', \overline{L}; \mathbb{Z}_2) \cong \mathbb{Z}_2$, $i_*$ must be the zero homomorphism. But this is impossible unless $\overline{L} = \emptyset$, that is, $K = L$. 

In other words, a homology $n$-manifold cannot be properly contained in another, as a subpolyhedron. Of course, it is essential for this result that the dimensions of the two homology manifolds should be the same; for we cannot have one contained in another of lower
dimension, and on the other hand it is certainly possible to have one contained in another of higher dimension: for example, $S^{n-1}$ in $S^n$.

The duality theorems allow us to say quite a lot about homology $n$-manifolds contained in $S^{n+1}$.

**Proposition 5.3.22** Let $|L|$ be a non-orientable homology $n$-manifold. Then $L$ cannot be a subcomplex of a triangulation of $S^{n+1}$.

**Proof.** Suppose, if possible, that $K$ is a triangulation of $S^{n+1}$, having $L$ as a subcomplex. Then $\tilde{H}_0(L) \cong \tilde{A}^n(L) = 0$, by Theorem 5.3.19. But $\tilde{H}_0(L; Z_2) \cong \tilde{A}^n(L; Z_2) \cong H^n(L; Z_2) \cong H_0(L; Z_2) \cong Z_2$ ($n > 0$, since otherwise $L$ must be a point, and so orientable), which contradicts Theorem 4.5.15.

That is, a homology $n$-manifold that is a subpolyhedron of $S^{n+1}$ must be orientable. In particular, none of the 2-manifolds $N_n$ can be a subpolyhedron of $S^3$.

**Proposition 5.3.23** Let $|L|$ be an orientable homology $n$-manifold ($n > 1$), and let $L$ be a subcomplex of some triangulation of $S^{n+1}$. Then $S^{n+1} - |L|$ has two path components.

**Proof.** By Theorem 5.3.19,

$$
\tilde{H}_0(S^n - |L|) \cong \tilde{A}^n(L) \\
\cong H^n(L), \text{ since } n \geq 1 \\
\cong Z, \text{ since } |L| \text{ is orientable.}
$$

Thus $H_0(S^n - |L|) \cong Z \oplus Z$, so that by Example 4.2.13 $S^n - |L|$ has two path components.

In particular the complement in $S^{n+1}$ of any subpolyhedron homeomorphic to $S^n$ must have two path components, and indeed, by Chapter 3, Exercise 2, these path components are connected sets. This result is a generalization of the Jordan Curve Theorem: the complement in $S^2$ of any subpolyhedron homeomorphic to $S^1$ has two connected components.

### 5.4 Manifolds with boundary and the Lefschetz Duality Theorem

In this section we shall generalize the duality theorems of Section 5.3 to manifolds 'with boundary' (compare Chapter 3, Exercises 15 and 16). These are spaces which are locally like either Euclidean space $R^n$ or the half-plane $x_1 \geq 0$. 
Definition 5.4.1 A Hausdorff space $M$ is called an $n$-manifold with boundary ($n \geq 1$) if each point of $M$ has a neighbourhood homeomorphic to an open set in the subspace $x_1 \geq 0$ of $\mathbb{R}^n$.

Examples 5.4.2 $E^n$ is an $n$-manifold with boundary. For each point of $E^n - S^{n-1}$ has a neighbourhood that is already an open set in $\mathbb{R}^n$; moreover $(E^n, S^{n-1})$ is homeomorphic to $(\sigma, |\sigma|)$ for an $n$-simplex $\sigma$, so that a point $x$ of $S^{n-1}$ has a neighbourhood in $E^n$ that is homeomorphic to the intersection of an open set in $\mathbb{R}^n$ with $\sigma$, and this (if small enough) is of the required form (we can ensure that the given point $x$ is mapped under the homeomorphism to an interior point of an $(n - 1)$-face of $\sigma$). See Fig. 5.6.
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Other examples are the 2-manifolds with boundary $M'_p$ and $N'_h$ of Chapter 3, Exercise 16, and $M \times I$ for any manifold $M$ (without boundary): for a point of $M \times I$ has a neighbourhood of the form $A \times B$, where $A \subset M$ is homeomorphic to an open set in some Euclidean space, and $B$ is an open set in $I$ (and is not the whole of $I$).

We are particularly interested, of course, in those manifolds with boundary that are triangulable. Information about possible triangulations can be obtained from the following proposition, which generalizes Proposition 3.4.33.

Proposition 5.4.3 Let $K$ be a triangulation of an $n$-manifold with boundary. Then for each $x \in |K|$, $|\text{Lk}(x)|$ is homotopy-equivalent either to $S^{n-1}$ or to a point.
Proof. If \( x \) has a neighbourhood homeomorphic to an open set in \( x_1 \geq 0 \) that does not meet \( x_1 = 0 \), the argument of Proposition 3.4.3 applies, to show that \( |\text{Lk}(x)| \simeq S^{n-1} \). Otherwise, there exists a point \( y \) in \( x_1 = 0 \), an \( \epsilon > 0 \), and a homeomorphism \( h \) of \( B \cap (x_1 \geq 0) \) onto a subset of \( |K| \) such that \( h(y) = x \), where \( B \) is the \( \epsilon \)-neighbourhood of \( y \) in \( \mathbb{R}^n \). But \( B \cap (x_1 \geq 0) \) can be triangulated as \( K(\sigma) \), where \( \sigma \) is an \( n \)-simplex with \( y \) in the interior of an \((n-1)\)-face. Hence, by Theorem 2.4.5 \( |\text{Lk}(x)| \simeq |\text{Lk}(y)| \), which is clearly contractible. □

It follows that if \( M \) is a triangulable manifold with boundary, the set of points of \( M \) having all neighbourhoods homeomorphic to open sets that meet \( x_1 = 0 \) is exactly the set of points \( x \) such that \( |\text{Lk}(x)| \) is contractible. This subset of \( M \) is called the boundary of \( M \), \( \partial M \); notice that any homeomorphism of \( M \) onto another manifold with boundary, \( N \), must map \( \partial M \) onto \( \partial N \).

Proposition 5.4.4 If \( K \) is a triangulation of an \( n \)-manifold with boundary, there exists a subcomplex \( L \) of \( K \) such that \( |L| = \partial|K| \). Moreover, \( |L| \) is an \((n-1)\)-manifold.

Proof. We show first that \( \partial|K| \) is a closed subspace of \( |K| \). Now each point \( x \) of \( |K| - \partial|K| \) has a neighbourhood homeomorphic to an open set in \( \mathbb{R}^n \); the same is therefore true for each point in this neighbourhood, and so \( |K| - \partial|K| \) is open, and hence \( \partial|K| \) is closed.

If \( \sigma \) is a simplex of \( K \) that meets \( \partial|K| \) at a point \( x \) in its interior, then \( |\text{Lk}(x)| \) is contractible. But \( \text{Lk}(x) = \text{Lk}(y) \) for all points \( y \) in the
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interior of $\sigma$, so that the interior of $\sigma$ is contained in $\partial |K|$. Hence $\sigma \subset \partial |K|$ since $\partial |K|$ is closed, and so if $L$ is the subcomplex of $K$ of those simplexes that are contained in $\partial |K|$, $|L| = \partial |K|$.

Lastly, consider a point $x \in |L|$. Then there exists a point $y$ in $x_1 = 0$, an $\epsilon > 0$, and a homeomorphism $h$ as in Proposition 5.4.3: see Fig. 5.7.

Now it is clear that points $z$ in $x_1 \geq 0$ such that $d(y, z) < \epsilon$ are mapped by $h$ to $|K| - |L|$ if they do not lie in $x_1 = 0$, and to $|L|$ otherwise (a point in $x_1 > 0$, for example, has a neighbourhood that is an open set in $\mathbb{R}^n$, and is contained in $B \cap (x_1 > 0)$). Hence $x = h(y)$ has a neighbourhood in $|L|$ that is homeomorphic to the set of points $z$ in $x_1 = 0$ such that $d(y, z) < \epsilon$, and this in turn is homeomorphic to an open set in $\mathbb{R}^{n-1}$.

So far in this section, we have considered triangulable manifolds with boundary, and it is perfectly possible to prove the Lefschetz Duality Theorem for these spaces only. However, in the spirit of Section 5.3, we prefer to work with rather more general spaces, the homology manifolds with boundary.

**Definition 5.4.5** A path-connected space $X$ is a homology $n$-manifold with boundary ($n \geq 1$) if there exists a triangulation $K$ of $X$, such that for each point $x \in |K|$, $\tilde{H}_*(Lk(x))$ is isomorphic either to $\tilde{H}_*(S^{n-1})$ or to 0. The boundary of $X$, $\partial X$, is the set of points $x$ such that $\tilde{H}_*(Lk(x)) = 0$; observe that $X - \partial X \neq \emptyset$, since a point in the interior of a simplex of maximum dimension cannot be in $\partial X$.

By Theorem 2.4.5, this property holds for all triangulations of $X$ if it holds for one, and the definition of $\partial X$ is independent of the particular triangulation; also, by Proposition 5.4.3, every path-connected triangulable $n$-manifold with boundary is a homology $n$-manifold with boundary. So, of course, is every homology $n$-manifold in the sense of Definition 5.3.1; we shall sometimes call such homology manifolds closed, if we wish to stress that their boundaries are empty.

**Examples 5.4.6** $\mathbb{E}^n$, $M^*_h$ and $N^*_h$ are all homology manifolds with boundary.

We should like to be able to say also that $X \times I$ is a homology $n$-manifold with boundary if $X$ is a (closed) homology $(n - 1)$-manifold. This is true, but is a little more difficult to prove than the corresponding result in Examples 5.4.2. The following lemma is necessary.
Lemma 5.4.7 Let \( x \) be a vertex of a simplicial complex \( K \), and let \( L = \text{Lk}_K(x) \). Let \( y \) be any point of \( |L| \), and let \( z \) be the mid-point of \( xy \) (see Fig. 5.8). Then for each \( r \), \( H_r(\text{Lk}_K(z)) \cong H_{r-1}(\text{Lk}_K(y)) \).

\[
\sigma \in \text{Lk}_K(z) \iff x, y \text{ and } \sigma \text{ are faces of a simplex of } K, \text{ but } \sigma \text{ does not contain both } x \text{ and } y \\
\iff \sigma \in \text{Lk}_L(y) \cup \text{Lk}_L(y) \ast x \cup \text{Lk}_L(y) \ast y \\
= \text{Lk}_L(y) \ast (x \cup y)
\]

(if for example \( \sigma \) contains neither \( x \) nor \( y \), then \( \sigma \in L \) and \( \sigma \in \text{Lk}_K(y) \)). Hence \( H_r(\text{Lk}_K(z)) \cong H_{r-1}(\text{Lk}_K(y)) \) by Theorem 4.4.10.

On the other hand if \( y \) is not a vertex of \( L \), we may as well assume that \( y \) is a barycentre of some simplex of \( L \). Thus \( y \) is a vertex of \((L') \ast x\), and by Theorem 2.4.5 this subdivision has not altered the homotopy types of either \( |\text{Lk}_K(x)| \) or \( |\text{Lk}_L(y)| \).

**Proposition 5.4.8** If \( X \) is a closed homology \((n - 1)\)-manifold, then \( X \times I \) is a homology \( n \)-manifold with boundary, and \( \partial X = X \times 0 \cup X \times 1 \).

**Proof.** Let \( K \) be a triangulation of \( X \), and consider the ‘cone’ \( CK = K \ast a \), where \( a \) is a single vertex. If \( x \in |CK| - (|K| \cup a) \), \( x \) is an interior point of a straight-line segment \( ay \), where \( y \) is a point of \( |K| \); thus if \( z \) is the mid-point of \( ay \), \( \text{Lk}(x) = \text{Lk}(z) \), so that by Lemma 5.4.7

\[
H_r(\text{Lk}(x)) = H_r(\text{Lk}(z)) \cong H_{r-1}(\text{Lk}_K(y)) \cong \begin{cases} Z, & r = n - 1 \\ 0, & \text{otherwise.} \end{cases}
\]
On the other hand, if \( x \in |K| \), it is easy to see that \( \text{Lk}_{CK}(x) = \text{Lk}_K(x) \star a \), so that \( \text{Lk}_{CK}(x) \) is contractible, and \( \tilde{H}_r(\text{Lk}(x)) = 0 \) for all \( r \). That is to say, \( |CK| \) is almost a homology \( n \)-manifold with boundary: each point except \( a \) satisfies the conditions of Definition 5.4.5 (\( a \) does not in general, since \( \text{Lk}(a) = K \)).

Now \( |K| \times I \) can be triangulated as \( K \times I \), as in Section 4.2, and \( K \times I \) has subcomplexes \( K \times 0 \) and \( K \times 1 \) that triangulate \( |K| \times 0 \) and \( |K| \times 1 \) respectively. Thus a simplicial complex \( M \) can be formed from the union of \( K \times I \) and \( CK \) by identifying points of \( K \times 1 = K \) with corresponding points of the subcomplex \( K \) of \( CK \); and it is easy to see that \( M \) is another triangulation of \( |CK| \) (see Fig. 5.9).

![Fig. 5.9](image)

It follows from Theorem 2.4.5 that, if \( x \in |K| \times [0, 1) \), \( |\text{Lk}_{K \times I}(x)| = |\text{Lk}_M(x)| \simeq |\text{Lk}_{CK}(x)| \), so that

\[
\tilde{H}_r(\text{Lk}_{K \times I}(x)) \simeq \begin{cases} Z, & \text{if } r = n - 1 \text{ and } x \in |K| \times (0, 1) \\ 0, & \text{otherwise.} \end{cases}
\]

Similarly \( \tilde{H}_r(\text{Lk}_{K \times I}(x)) = 0 \) for all \( r \) if \( x \in |K| \times 1 \), and certainly \( |K| \times I \) is path-connected if \( |K| \) is. Thus \( |K| \times I \) is a homology \( n \)-manifold with boundary, and \( \partial(|K| \times I) = |K| \times 0 \cup |K| \times 1 \).

The reader will have noticed that if \( X \) is a homology \( n \)-manifold with boundary, and \( X \) is a manifold with boundary or \( X \) is of the form \( Y \times I \) for some (closed) homology \( (n - 1) \)-manifold, then \( \partial X \) is a subpolyhedron of \( X \) and each path component is a closed homology \( (n - 1) \)-manifold. This result is in fact true for all homology manifolds with boundary, though it is by no means an obvious consequence of Definition 5.4.5; indeed, to prove it we must first establish the
Lefschetz Duality Theorem. Let us call a homology $n$-manifold with boundary $X$ *special* if, for each triangulation, $\partial X$ is a subpolyhedron, and each path-component of $\partial X$ is a closed homology $(n - 1)$-manifold. Our plan of action is first to prove the Lefschetz Duality Theorem for special homology manifolds with boundary, and then to deduce by induction on $n$ that every homology $n$-manifold with boundary is special.

As in the case of the duality theorems of Section 5.3, the Lefschetz Duality Theorem takes two forms according as the manifold is orientable or not. Now the proof of Theorem 5.3.3 shows that if $|K|$ is a homology $n$-manifold with boundary, then $\dim K = n$ and every $(n - 1)$-simplex is a face of one or two $n$-simplexes. Definition 5.3.4 can therefore be extended as follows.

**Definition 5.4.9** A homology $n$-manifold with boundary is said to be *orientable* if there exists a triangulation $K$, for which the $n$-simplexes can be identified with elements of $C_n(K)$ in such a way that, if $\sigma$ is an $(n - 1)$-simplex that faces two $n$-simplexes $\tau_1$ and $\tau_2$, then $\sigma$ occurs with opposite sign in $\partial(\tau_1)$ and $\partial(\tau_2)$.

Of course, this definition suffers from the same disadvantages as Definition 5.3.4. To resolve this difficulty (and indeed as the main tool in proving the Lefschetz Duality Theorem) we define the *double* of a special homology $n$-manifold with boundary.

**Definition 5.4.10** Let $X$ be a special homology $n$-manifold with (non-empty) boundary, and let $X_0$ and $X_1$ be two copies of $X$. The *double* of $X$, $2X$, is defined to be the space obtained from $X_0 \cup \partial X \times I \cup X_1$ by identifying points of $\partial X_i$ with corresponding points of $\partial X_i$, for $i = 0, 1$.

**Proposition 5.4.11** $2X$ is a closed homology $n$-manifold, and is orientable if and only if $X$ is.

**Proof.** Let $(K, L)$ be a triangulation of $(X, \partial X)$. $2X$ is certainly path-connected and triangulable; as $2K$, defined to be $K_0 \cup L \times I \cup K_1$ with appropriate identifications, where $K_0$ and $K_1$ are two copies of $K$. It is also clear from Proposition 5.4.8 that $\bar{H}_*(\text{Lk}(x)) \cong \bar{H}_*(S^{n-1})$ for all points $x \in |2K|$ that do not lie in $|L \times 0|$ or $|L \times 1|$. On the other hand, if say $x \in |L \times 0|$, then $\text{Lk}_{2K}(x) = \text{Lk}_{L \times I}(x) \cup \text{Lk}_{K}(x)$, and $\text{Lk}_{L \times I}(x) \cap \text{Lk}_{K}(x) = \text{Lk}_{L}(x)$. But $\bar{H}_*(\text{Lk}_{L \times I}(x)) = \bar{H}_*(1_{K}(x)) = 0$, so that, by the reduced Mayer–Vietoris sequence,

$$
\bar{H}_*(\text{Lk}_{2K}(x)) \cong \bar{H}_{r-1}(\text{Lk}_{L}(x)) \cong \bar{H}_{r-1}(S^{n-2}) \cong \bar{H}_r(S^{n-1}).
$$
The same argument works for points of $|L \times 1|$, so that $|2K| = 2X$ is a closed homology $n$-manifold.

If $2X$ is orientable, identify the $n$-simplexes of $2K$ with elements of $C_n(2K)$, as in Definition 5.3.4. In particular this identifies the $n$-simplexes of $K$ with elements of $C_n(K)$, and shows that $X$ is orientable. To prove the converse, suppose that the $n$-simplexes of $K$ are identified with elements of $C_n(K)$ as in Definition 5.4.9. Now an $(n - 1)$-simplex of $K$ faces just one $n$-simplex of $K$ if and only if it lies in $L$; so if $\alpha$ is the sum of the $n$-simplexes of $K$, $\partial(\alpha) = 0$ and $\partial(\alpha)$ is the sum of all the $(n - 1)$-simplexes of $L$, with appropriate signs. Since the path components of $|L|$ are obviously subpolyhedra and are homology $(n - 1)$-manifolds, this means that each path component of $|L|$ is orientable: they can be oriented by identifying each $(n - 1)$-simplex of $L$ with the corresponding element in $\partial(\alpha)$ (with its sign). To deduce that $|2K|$ is orientable, orient $K_0$ in the same way as $K$, $K_1$ in the opposite way (that is, $\alpha$ in $K_1$ corresponds to $-\alpha$ in $K$), and $L \times I$ as follows. Let $h: S(|L|) \to S(|L| \times I)$ be the homomorphism of Proposition 4.2.21, which clearly restricts to $h: \Delta(L) \to \Delta(L \times I)$ and induces $h: C(L) \to C(L \times I)$. It is easy to see that each $n$-simplex $\tau$ of $L \times I$ occurs in just one expression $h(\sigma)$, where $\sigma$ is an $(n - 1)$-simplex of $L$ (already identified with an element of $C(L)$): identify $\tau$ with the corresponding element in $h(\sigma)$ (with its sign). Now Definition 5.3.4 is certainly satisfied for $(n - 1)$-simplexes of $K_0 - L$ or $K_1 - L$; on the other hand the formula
\[
\partial h(\sigma) + h \partial(\sigma) = (i_1)\sigma - (i_0)\sigma
\]
shows that Definition 5.3.4 is also satisfied for $(n - 1)$-faces of $n$-simplexes $\tau$ of $L \times I$: for if the face occurs in $\partial h(\sigma)$ the fact that $L$ is oriented correctly will give us our result, and if the face is $(i_1)\sigma$ or $(i_0)\sigma$ the result follows because of the chosen orientation of $K_0$ and $K_1$ (other faces of $\tau$ must cancel in the expression for $\partial h(\sigma)$). Hence $2X$ is orientable.

It follows that Definition 5.4.9 is independent of the triangulation of $X$, at least if $X$ is special. It is also worth noting explicitly the following result, obtained in proving Proposition 5.4.11.

**Corollary 5.4.12** If $X$ is orientable (and special), then each path component of $\partial X$ is orientable.

The converse is not true: for example, each of the manifolds $N_h^1$ is non-orientable (if $N_h^1$ were orientable, it is easy to see that $N_h^1$ would also be orientable); however $\partial N_h^1$ is a disjoint union of $S^1$s, each of which is certainly orientable.
We are now in a position to prove the Lefschetz Duality Theorem.

**Theorem 5.4.13** Let \( X \) be a special homology \( n \)-manifold with boundary, and let \((K, L)\) be a triangulation of \((X, \partial X)\). Then if \( X \) is orientable,

\[
H^r(K, L) \cong H_{-r}(K) \quad (\text{all } r),
\]

and in any case

\[
H^r(K, L; \mathbb{Z}_2) \cong H_{-r}(K; \mathbb{Z}_2).
\]

**Proof.** We may assume that \( L \) is not empty, for otherwise this is just Theorem 5.3.17. Suppose first that \( X \) is orientable, so that by Proposition 5.4.11 \( 2X \) is also orientable. Thus \( 2K \) is a triangulation of an orientable homology \( n \)-manifold, and Theorem 5.3.13 may be applied to the pair of subcomplexes \((2K, K_1)\), to obtain

\[
H^r(2K, K_1) \cong H_{-r}(K_1).
\]

But by Example 4.3.6 (applied to cohomology) we have

\[
H^r(2K, K_1) \cong H^r(K_0 \cup L \times I, L \times I).
\]

However, in the exact cohomology sequence of the pair \((L \times I, L \times I)\), the inclusion of \(|L \times I|\) in \(|L \times I|\) is clearly a homotopy equivalence, so that \(H_s(L \times I, L \times I) = 0\) for all \( s \). Thus in the exact cohomology sequence of the triple \((K_0 \cup L \times I, L \times I, L \times I)\), we have

\[
H^r(K_0 \cup L \times I, L \times I) \cong H^r(K_0, L \times 0) \cong H^r(K, L).
\]

On the other hand,

\[
|\overline{K}_1| \simeq |2K| - |K_1|, \quad \text{by Proposition 5.3.9}
\]

\[
= |K_0| \cup |L| \times [0, 1)
\]

\[
\simeq |K_0|, \quad \text{by an obvious deformation retraction}.
\]

Hence

\[
H_{-r}(K_1) \cong H_{-r}(K_0) \cong H_{-r}(K).
\]

A similar proof works, using \( \mathbb{Z}_2 \) coefficients, if \( X \) is not orientable. 

Of course, we can interchange homology and cohomology, and also use coefficients \( \mathbb{Q} \) or \( \mathbb{Z}_p \), for any positive integer \( p \), if \( X \) is orientable. Theorem 5.4.13 allows us now to justify our original definition of homology manifolds with boundary, by showing that they are all special.
Theorem 5.4.14  Let $X$ be a homology $n$-manifold with boundary. Then $X$ is special.

Proof. We shall prove this theorem by induction on $n$, supposing it to be true for all homology manifolds with boundary, of dimension $(n - 1)$. The induction starts, with $n = 1$, since in any triangulation of a homology 1-manifold $X$ it is easy to see that $\partial X$ is the set of vertices that are faces of just one 1-simplex.

Suppose then that $X$ is a homology $n$-manifold with boundary ($n > 1$), and that $K$ is a triangulation of $X$. Let $x$ be a vertex of $K$, and write $L = \text{Lk}(x)$. Now $\tilde{H}_r(L) \cong \tilde{H}_r(S^{n-1})$ or 0 according as $x$ is in $X - \partial X$ or $\partial X$; hence $|L|$ is path-connected, and by Lemma 5.4.7 $|L|$ is a homology $(n - 1)$-manifold with boundary. Thus by the inductive hypothesis $L$ contains a subcomplex $M$ such that $|M| = \partial|L|$, and each path component of $|M|$ is a closed homology $(n - 2)$-manifold.

If $x \in X - \partial X$, Theorem 5.4.13 gives

$$H_0(L, M; \mathbb{Z}_2) \cong H^{n-1}(L; \mathbb{Z}_2) \cong \mathbb{Z}_2.$$ 

If $M$ were non-empty, the exact reduced homology sequence of the pair $(L, M)$ shows this to be a contradiction, since $\tilde{H}_0(L) = 0$. Hence $M$ is empty and so $|L|$ is a closed homology manifold. By Lemma 5.4.7 again, this means that for each point $y \in |L|$, the midpoint of the segment $xy$ is in $X - \partial X$. But Lk($x$) is the same for all interior points $z$ of $xy$, so that all points of these segments, except their end-points in $|L|$, lie in $X - \partial X$, and so $x$ has a neighbourhood contained in $X - \partial X$. Now the same is true for any point $x$ of $X - \partial X$, for we could take $x$ to be a barycentre, and make it a vertex by subdividing. It follows that $X - \partial X$ is open; hence $\partial X$ is closed; hence there is a subcomplex $\partial K$ of $K$ such that $|\partial K| = \partial|L|$, as in the proof of Proposition 5.4.4.

Now suppose that $x$ is a vertex of $\partial K$. Again, Theorem 5.4.13 gives

$$H_r(L, M; \mathbb{Z}_2) \cong H^{n-r-1}(L; \mathbb{Z}_2) \cong \begin{cases} \mathbb{Z}_2, & r = n - 1 \\ 0, & \text{otherwise.} \end{cases}$$

Thus the exact reduced homology sequence of the pair $(L, M)$, and the fact that $\tilde{H}_r(L) = 0$, yields

$$\tilde{H}_r(M; \mathbb{Z}_2) \cong \begin{cases} \mathbb{Z}_2, & r = n - 2 \\ 0, & \text{otherwise.} \end{cases}$$

Since $\tilde{H}_{n-2}(M)$ must be a free abelian group, and $\tilde{H}_{n-3}(M; \mathbb{Z}_2) = 0$, Theorem 4.5.15 shows that therefore $\tilde{H}_{n-2}(M) \cong \mathbb{Z}$. Since $\tilde{H}_*(L) = 0$, 
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it follows by the reduced Mayer—Vietoris sequence that $\tilde{H}_{n-1}(2L) \cong Z$; hence $2|L|$ is orientable, $|L|$ is orientable, and we may use Theorem 5.4.13 again to give $\tilde{H}_r(M) \cong \tilde{H}_r(S^{n-2})$, all $r$.

Now by Lemma 5.4.7, interior points $z$ of segments $xy$ ($y \in |L|$) lie in $\partial X$ if and only if $y \in |M|$; indeed, since $\partial X$ is closed, whole segments $xy$ lie in $\partial X$ if and only if $y \in |M|$. It follows that $\text{Lk}_{\partial X}(x) = M$, so that $\tilde{H}_r(\text{Lk}_{\partial X}(x)) \cong \tilde{H}_r(M) \cong \tilde{H}_r(S^{n-2})$. The same is true if $x$ is a general point of $\partial X$ by the usual trick: assume $x$ is a barycentre and make it a vertex by subdividing. Thus the inductive step, and hence the proof of the theorem, is complete.

We conclude this section with a short discussion of cobordism. As we have seen, the boundary of a homology $n$-manifold with boundary is a union of closed homology $(n-1)$-manifolds; cobordism is the study of the reverse problem: given a closed homology manifold (or a union of them), is it the boundary of a homology manifold with boundary? In particular, two closed $(n-1)$-manifolds $X$ and $Y$ are said to be cobordant if there exists an $n$-manifold $Z$ such that $\partial Z$ is the disjoint union of $X$ and $Y$; and the problem can alternatively be stated: given $X$ and $Y$, how do we tell whether or not they are cobordant? The problem remains unsolved in general for homology manifolds (though it has been done for differentiable manifolds: see the notes at the end of this chapter). However, it is sometimes possible to prove that $X$ and $Y$ are not cobordant by using the following result about the Euler–Poincaré characteristic.

**Proposition 5.4.15** Let $X$ be a homology $n$-manifold with boundary. Then $\chi(\partial X)$ is even.

**Proof.** Consider the Mayer—Vietoris sequence associated with the subpolyhedra $X_0 \cup (\partial X \times I)$ and $(\partial X \times I) \cup X_1$ of $2X$ (with coefficients $Z_2$):

$$
\cdots \to H_1(\partial X \times I; Z_2) \to H_1(X_0 \cup \partial X \times I; Z_2) \oplus H_1(\partial X \times I \cup X_1; Z_2) \to H_1(2X; Z_2) \to H_{r-1}(\partial X \times I; Z_2) \to \cdots
$$

Now $\partial X \times I \simeq \partial X$, and $X_0 \cup \partial X \times I \simeq X \simeq \partial X \times I \cup X_1$, all by obvious deformation retraction. Thus the Mayer—Vietoris sequence can be amended so as to read

$$
\cdots \to H_1(\partial X; Z_2) \to H_1(X; Z_2) \oplus H_1(X; Z_2) \to H_1(2X; Z_2) \to H_{r-1}(\partial X; Z_2) \to \cdots
$$

But an exact sequence of vector spaces over $Z_2$

$$
0 \to V_1 \to V_2 \to \cdots \to V_n \to 0
$$
may be regarded as a chain complex, so that, as in Lemma 4.5.17, we have \( \sum (-1)^r \dim V_r = 0 \). Applying this to the Mayer–Vietoris sequence, we obtain
\[
\chi'(\partial X) - 2\chi'(X) + \chi'(2X) = 0,
\]
where \( \chi'(X) = \sum (-1)^r \dim H_r(X; \mathbb{Z}_2) \). But it was proved in Proposition 5.3.20 that \( \chi'(X) = \chi(X) \), so that
\[
\chi(\partial X) - 2\chi(X) + \chi(2X) = 0.
\]
If \( n \) is even, each path component of \( \partial X \) is an odd-dimensional closed homology manifold, so that by Proposition 5.3.20 \( \chi(\partial X) = 0 \). On the other hand if \( n \) is odd, then \( \chi(2X) = 0 \), so that \( \chi(\partial X) = 2\chi(X) \), which is even.

**Corollary 5.4.16** \( \mathbb{RP}^n \) and \( S^n \) cannot be cobordant if \( n \) is even; neither can \( N_h \) and \( M_g \) be if \( h \) is odd (for any \( g \)), nor \( N_h \) and \( N_{h'} \), if \( h - h' \) is odd.

**Proof.** If \( n \) is even, \( \chi(\mathbb{RP}^n) = 1 \) and \( \chi(S^n) = 2 \). Hence
\[
\chi(\mathbb{RP}^n \cup S^n) = \chi(\mathbb{RP}^n) + \chi(S^n) = 3,
\]
and so \( \mathbb{RP}^n \cup S^n \) cannot be a boundary. The results about \( N_h \) and \( M_g \) follow similarly, since \( \chi(M_g) = 2 - 2g \) and \( \chi(N_h) = 2 - h \).

In fact every \( M_g \) is a boundary, as also is \( N_h \) if \( h \) is even; on the other hand \( N_h \) is cobordant to \( N_1 \) if \( h \) is odd (see Exercise 17). Thus two 2-manifolds \( X \) and \( Y \) are cobordant (counting the empty set as a 2-manifold) if and only if \( \chi(X) + \chi(Y) \) is even.

**EXERCISES**

1. Let \( K \) be a simplicial complex with a block dissection, and let \( \mathcal{L} \) be a block subcomplex. Let \( C \) be the chain complex \( \bigoplus C_n \), where \( C_n = H_n(M^n, M^{n-1}) \), and \( M^n = K_n \cup L \); and for any abelian group \( G \), let \( C(G) = \bigoplus C_n(G) \) be the chain complex defined by \( C_n(G) = H^n(M^n, M^{n-1}; G) \). Show that \( C \otimes G \) and \( C(G) \) are chain-isomorphic, so that the two ways of generalizing to cohomology the method of calculating homology by a block dissection in fact coincide.

2. Show that a cap product \( H^*(X; G) \otimes H_n(X; G) \to H_{n-r}(X; G) \) can be defined for an arbitrary space \( X \), as follows. Given a generator \( \lambda \) of \( S_n(X) \), let \( \lambda' = \lambda F_1 \) and \( \lambda'' = \lambda F_2 \), where \( F_1: \Delta_{n-r} \to \Delta_n \) and \( F_2: \Delta_r \to \Delta_n \) are defined by \( F_1 = (a^0, \ldots, a^{n-r}) \), \( F_2 = (a^{n-r}, \ldots, a^n) \). Given also \( \alpha \in S_r(X) \otimes G \), define \( \alpha \cap (\sum \lambda_i \otimes g_i) = \sum \lambda_i' \otimes (\alpha(\lambda_i')g_i) \).
show that this induces the required cap product between cohomology and homology. Prove also that this coincides with the cap product of Proposition 5.2.10 if $X$ is a polyhedron, and that $f_* (f^*(x) \cap y) = x \cap f_* (y)$ if $f$ is a continuous map.

3. Given an exact sequence $0 \rightarrow A \xrightarrow{\alpha} B \xrightarrow{\beta} C \rightarrow 0$ of abelian groups, and another abelian group $G$, show that the sequence

$$0 \rightarrow C \otimes G \xrightarrow{\beta \otimes 1} B \otimes G \xrightarrow{\alpha \otimes 1} A \otimes G$$

is exact, but that $\alpha \otimes 1$ need not be onto.

4. Given abelian groups $A$ and $B$, write $A$ in the form $F/R$, where $F$ is a free abelian group, so that there is an exact sequence

$$0 \rightarrow R \xrightarrow{\alpha} F \xrightarrow{\beta} A \rightarrow 0.$$  

Define $\text{Ext} (A, B) = R \otimes G/\text{Im} (\alpha \otimes 1)$, so that by Exercise 2 there is an exact sequence

$$0 \rightarrow A \otimes G \xrightarrow{\beta \otimes 1} F \otimes G \xrightarrow{\alpha \otimes 1} R \otimes G \rightarrow \text{Ext} (A, B) \rightarrow 0.$$  

Establish the following properties of $\text{Ext} (A, B)$.

(a) $\text{Ext} (A, B)$ depends only on $A$ and $B$, and not on the particular representation $A = F/R$.

(b) $\text{Ext} (\bigoplus_i A_i, \bigoplus_j B_j) \cong \bigoplus_i \text{Ext} (A_i, B_j)$, provided both direct sums are finite.

(c) $\text{Ext} (A, B) = 0$ if $A$ is a free abelian group; $\text{Ext} (Z_p, Z) \cong Z_p$, $\text{Ext} (Z_p, Z_q) \cong Z_{(p,q)}$, $\text{Ext} (Z_p, Q) = 0$, for positive integers $p$ and $q$.

5. Let $C$ be a chain complex in which each $C_n$ is a free abelian group, and let $G$ be any abelian group. Prove that

$$H_{-n}(C \otimes G) \cong H_n(C) \otimes G \oplus \text{Ext} (H_{-n-1}(C), G).$$

6. If in Exercise 5 each $C_n$ is also finitely generated, show that

$$H_{-n}(C \otimes G) \cong H_n(C \otimes Z) \otimes G \oplus \text{Tor} (H_{-n-1}(C \otimes Z), G).$$  

(Hint: use Proposition 5.2.15.)

7. Let $M$ be a closed orientable homology $n$-manifold. Show that $H_n(M)$ is a free abelian group.

8. Show that a homology $n$-manifold (with or without boundary) is an $n$-manifold in the sense of Definitions 3.4.1 and 5.4.1, if $n \leq 3$. (Hint: prove this by induction on $n$, using Lemma 5.4.7 and the classification theorems for triangulable 2-manifolds.)

9. The result of Exercise 8 does not hold if $n \geq 4$. For example, let $X$ be the space obtained from the (solid) dodecahedron by making identifications on the boundary, as in Example 3.3.22. Show that $X$ is a triangulable 3-manifold, and that $\pi_1 (X) \cong \mathbb{Z}_p \{a, b; a^3(ab)^{-2}, b^5(ab)^{-2}\}$.  
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Show also that $H_3(X) \cong \mathbb{Z}$, and deduce from Chapter 4, Exercise 3, and Theorem 5.3.17 that $H_1(X) = H_2(X) = 0$, so that $X$ has the same homology groups as $S^3$.

Deduce that the suspension of $X$, $SX$, is a simply-connected homology 4-manifold that is not a 4-manifold.

10. Let $|K|$ be an orientable homology $n$-manifold, and let $(L, M, N)$ be a triple of subcomplexes of $K$. Consider the diagram

$$
\cdots \to H^r(L, M) \xrightarrow{i^*} H^r(L, N) \xrightarrow{i^*} H^r(M, N) \xrightarrow{d^r} H^{r+1}(L, M) \to \cdots
$$

$\cdots \to H_{n-r}(\overline{M}, \overline{L}) \xrightarrow{j_*} H_{n-r}(\overline{N}, \overline{L}) \xrightarrow{j_*} H_{n-r}(\overline{N}, \overline{M}) \xrightarrow{j_*} H_{n-r-1}(\overline{M}, \overline{L}) \to \cdots$

where the rows are exact sequences of triples, and $D$ is the isomorphism of Theorem 5.3.13. Show that the diagram is commutative up to sign; more precisely, that

$$i_* D = D j^*, \quad j_* D = D i^*, \quad \text{and} \quad \partial_* D = (-1)^{n-r} D \delta^*$$

(use Chapter 4, Exercise 8).

Establish a similar result for homology and cohomology with coefficients $\mathbb{Z}_2$, if $|K|$ is not necessarily orientable.

11. Let $X$ be a homology $n$-manifold with boundary, and suppose $H_1(X; \mathbb{Z}_2) = 0$. Show that $X$ is orientable.

12. Let $|K|$ be an orientable homology $n$-manifold with boundary, and let $(L, M)$ be a pair of subcomplexes of $K$, such that $|L| \cap \partial|K| = \emptyset$. Prove that $H^r(L, M) \cong H_{n-r}(\overline{M}, \overline{L})$, for each $r$.

13. Let $|K|$ be a closed homology $n$-manifold, and let $(L, M)$ be a pair of subcomplexes such that $|L|$ is a homology $n$-manifold with boundary, and $\partial|L| = |L \cap M|$, $|K| = |L \cup M|$. Show that $|M|$ is also a homology $n$-manifold with boundary, and $\partial|M| = \partial|L|$. (Hint: prove this by induction on $n$, using the Mayer–Vietoris sequence on the links of points in $\partial|L|$, and the fact that $H_n(X) = 0$ for coefficients $\mathbb{Z}$ or $\mathbb{Z}_p$, if $X$ is an orientable homology $n$-manifold with non-empty boundary.)

14. Let $(K, L)$ be a triangulation of an orientable homology $n$-manifold with boundary, where $|L| = \partial|K|$. If $i: |\overline{L}| \to |K|$ is the inclusion map, show that $i_*: H_*(\overline{L}) \to H_*(K)$ is an isomorphism for all $r$.

15. Given two closed homology $n$-manifolds $|K|$ and $|L|$, the connected sum $|K| \# |L|$ is defined as follows (compare Chapter 3, Exercise 14). Choose $n$-simplexes $\sigma$, $\tau$ in $K$ and $L$ respectively, and in $|K - \sigma| \cup |L - \tau|$, identify points of $|\sigma|$ with corresponding points of $|\tau|$, under some simplicial homeomorphism of $|\sigma|$ onto $|\tau|$. (This definition can be made independent of everything except the homeomorphism classes of
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|K| and |L|. Show that |K| # |L| is a closed homology n-manifold, and that if |K| and |L| are orientable, then

\[ H_n(|K| # |L|) \cong \mathbb{Z}, \]
\[ H_r(|K| # |L|) \cong H_r(K) \oplus H_r(L) \quad (0 < r < n). \]

Prove also that |K| # |L| cannot be orientable unless both |K| and |L| are.

16. Let |K| be a closed orientable homology n-manifold (n \geq 2). Let \sigma and \tau be disjoint n-simplexes of K, and let L be the simplicial complex obtained from K = (\sigma \cup \tau) and \sigma \times I by identifying \sigma \times 0 with \sigma and \sigma \times 1 with \tau (using a simplicial homeomorphism). Show that this can be done in such a way that |L| is an orientable homology n-manifold, and

\[ H_r(L) \cong H_r(K), \quad r \neq n - 1, 1 \]
\[ H_{n-1}(L) \cong H_{n-1}(K) \oplus \mathbb{Z} \]
\[ H_1(L) \cong H_1(K) \oplus \mathbb{Z} \quad (n \geq 3) \]
\[ H_1(L) \cong H_1(K) \oplus \mathbb{Z} \oplus \mathbb{Z} \quad (n = 2). \]

(The construction of L from K is a special case of a construction known as surgery: in general this consists in replacing a subspace homeomorphic to \( S^r \times E^{n-r} \) by \( E^{r+1} \times S^{n-r-1} \), which has the same boundary \( S^r \times S^{n-r-1} \). In the above example r = 0.)

17. Show that in Exercise 16 the homology manifolds |K| and |L| are cobordant. Deduce that each of the orientable triangulable 2-manifolds \( M_2 \) is the boundary of a 3-manifold.

Use a similar method to prove that \( N_h \) is the boundary of a 3-manifold if \( h \) is even, and that \( N_1 \) and \( N_h \) are cobordant if \( h \) is odd. (Hint: use Chapter 3, Exercise 14 to show that \( N_2 \) is the space obtained from two copies of \( N_1 \) by performing the construction of Exercise 16.)

NOTES ON CHAPTER 5

Cohomology. Cohomology theory originated with the 'pseudocycles' of Lefschetz [89], Chapter 6, and was developed further by Alexander [10], Whitney [163] and Lefschetz [91], Chapter 3. It was Whitney who invented the word 'cohomology'.

Corresponding to the Čech homology groups, one can define Čech cohomology groups: see for example Eilenberg and Steenrod [56], Chapter 9.

The Alexander–Poincaré Duality Theorem. The original references are Poincaré [116, 117] and Alexander and Veblen [12] for Theorem 5.3.17, and Alexander [8] for Theorem 5.3.19. The idea of combining these two theorems as in Theorem 5.3.13 is due to Lefschetz [89], Chapter 3.
NOTES ON CHAPTER 5

In fact the assumption of triangulability in Theorem 5.3.13 is not really necessary, and was made only in order to simplify the proof. The more general theorem states that, if $M$ is any (orientable) $n$-manifold, and $(A, B)$ is a pair of closed subspaces of $M$, then

$$H_c^i(A, B) \cong H_{n-i}(M - B, M - A),$$

where $H_c^i$ denotes Čech cohomology 'with compact supports'. A proof will be found in Spanier [131], Chapter 6 (see also Greenberg [60], Section 27).

In the case of non-orientable manifolds, Theorem 5.3.13 can be improved to give an isomorphism between cohomology with $\mathbb{Z}$ coefficients and homology with 'twisted integer' coefficients. See, for example, Swan [141], Chapter 11.

For more results along the lines of Proposition 5.3.22, see Chapter 8, Exercise 17.

The Jordan Curve Theorem. The result that the complement in $S^3$ of a subspace homeomorphic to $S^1$ has two connected components was first stated by Jordan [82], although his proof contained some gaps. The first rigorous proof was given by Veblen [146].

The Lefschetz Duality Theorem. Theorem 5.4.13 is due to Lefschetz [87, 88, 89]. In fact it holds for arbitrary manifolds with boundary: see Greenberg [60], Section 28, or Spanier [131], Chapter 6.

Cobordism. The concept of cobordism is due to Thom [143], who gave necessary and sufficient conditions for two differentiable manifolds to be cobordant. This work was extended to 'orientation-preserving' cobordism of differentiable manifolds by Milnor [105] and Wall [150]. The position with regard to cobordism of non-differentiable manifolds is, however, less satisfactory. A certain amount is known about manifolds of low dimensions (see Wall [151]), and for combinatorial manifolds the problem has been reduced to an (as yet unsolved) problem in homotopy theory (Williamson [164], Armstrong and Zeeman [15], Rourke and Sanderson [123]; see also Browder, Liulevicius and Peterson [28]).

Surgery and differentiable manifolds. The technique of surgery is due to Milnor [106]. Both cobordism and surgery have proved extremely useful tools in the study of manifolds. The interested reader should consult the excellent survey article of Smale [128].
CHAPTER 6

GENERAL HOMOTOPY THEORY

6.1 Introduction

In the last two chapters we have investigated algebraic invariants defined for various spaces. Although the techniques were powerful enough to prove some quite important theorems, the situation is somewhat unsatisfactory, because the definition of homology and cohomology appeared to be almost entirely algebraic. Aesthetically, at least, it would be more satisfying to perform as many of the manipulations as possible with the spaces themselves, rather than with groups, and also to ensure as far as possible that any constructions involved are homotopy-invariant.

The first aim in this chapter, then, will be the definition of constructions for topological spaces analogous to the direct sum, tensor product and $\wedge$ constructions for groups. We shall see that these constructions have many of the properties of their algebraic counterparts, and that there is a form of duality between the analogues of $\circ$ and $\wedge$.

We shall then go on to consider in some detail the set $[X, Y]$ of homotopy classes of maps from a space $X$ to a space $Y$. In many cases this set can be given the structure of a group, and it is of course a homotopy-type invariant of both $X$ and $Y$. In the following two chapters it will become apparent that the set $[X, Y]$ generalizes both the fundamental group of Chapter 3 and the cohomology groups of Chapter 5, and so is an appropriate concept for unifying previous techniques. The present chapter, however, is concerned with the basic properties of $[X, Y]$, and with general methods for calculation: in particular we shall establish results similar to the very useful exact sequence theorems of Chapters 4 and 5.

The geometric analogues of algebraic constructions will be discussed in Section 6.2, and the set $[X, Y]$ in Section 6.3. Section 6.4 is concerned with exact sequence theorems involving $[X, Y]$, and Section 6.5 with certain important special cases of these exact sequences.
6.2 Some geometric constructions

Throughout this section, and indeed throughout the rest of this chapter, we shall assume unless otherwise stated that all spaces have base points, and that all continuous maps and homotopies are base-point-preserving, that is, homotopies will always be relative to base points. This assumption will usually not be made explicit: thus for example a map \( f: X \to Y \) will always be taken to mean a based continuous map between spaces with base point.

Examples 6.2.1

(a) The spaces considered in Section 1.4 are given 'standard' base points as follows. The base point of \( I \), the unit interval \([0, 1]\), is 1, and the base point of \( J \), the double unit interval \([-1, 1]\), is \(-1\); \( E^n \) and \( S^{n-1} \) each have base point \((-1, 0, \ldots, 0)\). Thus the identity map from \( J \) to \( E^1 \), and the standard map \( \theta: E^n \to S^n \), are based maps (but \( l: I \to J \) is not).

(b) Given a collection of based spaces \( X_a (a \in A) \), where \( x_a \) is the base point of \( X_a \), the product \( \prod_{a \in A} X_a \) is always given the base point \((x_a)\). Thus for example \( J^n \) has base point \((-1, -1, \ldots, -1)\), and so \( \rho: E^n \to J^n \) is not a based map (if \( n \geq 2 \)).

Note that, if \( f_a: X_a \to Y_a \) are based maps \( (a \in A) \), then so is \( \times f_a: \prod_{a \in A} X_a \to \prod_{a \in A} Y_a \). Moreover, if each \( X_a \) is a copy of a single space \( X \), the diagonal map \( \Delta_X: X \to \prod_{a \in A} X_a \), defined by \( \Delta_X(x) = (x_a) \), where \( x_a = x \) for each \( a \), is a based map (it is continuous by Proposition 1.4.21(c)).

It was mentioned in Section 6.1 that one of the aims of this chapter is to ensure as far as possible that all geometric constructions are homotopy-invariant. Having already introduced the product, we start by checking its homotopy properties; and inevitably this involves first investigating maps between spaces, and then spaces themselves.

Theorem 6.2.2 Given collections of (based) spaces \( X_a, Y_a (a \in A) \), and maps \( f_a \simeq g_a: X_a \to Y_a \), then \( \times f_a \simeq \times g_a \).

Proof. Let \( F_a: X_a \times I \to Y_a \) be the homotopy between \( f_a \) and \( g_a \). Then \( F: (\times X_a) \times I \to \times Y_a \), defined by

\[
F((x_a), t) = (F_a(x_a, t)) \quad (t \in I)
\]

is clearly continuous, and is a (based) homotopy between \( \times f_a \) and \( \times g_a \).
Corollary 6.2.3 If each $f_a$ is a homotopy equivalence, then so is $\times f_a$.

Proof. Let $g_a: Y_a \to X_a$ be a homotopy inverse to $f_a$, for each $a \in A$. Then

$$(\times g_a)(\times f_a) = \times (g_a f_a) \simeq \times (1_{X_a}) = 1 \times x_a.$$ 

Similarly $(\times f_a)(\times g_a) \simeq 1 \times Y_a$. 

That is to say, the homotopy type of $\times X_a$ depends only on that of each $X_a$ (clearly a similar proof will show that $\times f_a$ is a homeomorphism if each $f_a$ is).

The first two new constructions in this chapter, the geometric analogues of the direct sum and tensor product, both make use of identification maps in their definitions. Since we shall be particularly interested in the homotopy properties of these constructions, it is convenient first to investigate the homotopy properties of identification spaces. These depend on the result that if $p: X \to Y$ is an identification map, then $p \times 1: X \times I \to Y \times I$ is also an identification map. This in turn is a special case of the more general result in which $I$ is replaced by an arbitrary space $Z$; but a difficulty arises here, since this result would not be true without some restriction on the spaces involved (see Exercise 1). The following theorem covers all the cases that we shall need.

Theorem 6.2.4

(a) If $p: X \to Y$ is an identification map, and $Z$ is a locally compact Hausdorff space, then $p \times 1: X \times Z \to Y \times Z$ is an identification map.

(b) If $A$ is a compact subspace of a space $X$, and $p: X \to X/A$ is the identification map, then for any space $Z$, $p \times 1: X \times Z \to (X/A) \times Z$ is an identification map.

(Note. In this theorem, maps are not assumed to be base-point-preserving.)

Proof.

(a) Certainly $p \times 1$ is onto, and it is continuous by Proposition 1.4.21. It remains, then, to show that if $U \subseteq Y \times Z$ is a set such that $(p \times 1)^{-1}(U)$ is open, then $U$ is itself open.

Let $(y, z)$ be a point of $U$, and choose a point $x \in X$ such that $p(x) = y$. Thus $(p \times 1)(x, z) = (y, z)$, and $(x, z) \in (p \times 1)^{-1}(U)$. Since this set is open, and $Z$ is locally compact and Hausdorff, Proposition 1.4.9 shows that there is an open set $V$ in $Z$, containing $z$, such that $(x, z') \in (p \times 1)^{-1}(U)$ for all $z' \in V$, and $V$ is compact: see Fig. 6.1.
Now each point \((x, z') \in x \times V\) has an open neighbourhood of the form \(A \times B\) contained in \((p \times 1)^{-1}(U)\), where \(A\) is open in \(X\) and \(B\) is open in \(Z\). Since \(V\) is compact, a finite number of such \(B\)'s will suffice to cover \(V\), and so if \(W\) is the intersection of the corresponding \(A\)'s, \(W\) is open, \(x \in W\), and \(W \times V\) is still contained in \((p \times 1)^{-1}(U)\). Notice also that \(p^{-1}(p(W)) \times V \subseteq (p \times 1)^{-1}(U)\), since \(p(W) \times V \subseteq U\).

Now consider all open sets \(W\) containing \(x\), such that \(W \times V \subseteq (p \times 1)^{-1}(U)\). By taking their union, we might as well assume that \(W\) is the largest such set, in the sense that every such set is contained in \(W\). In this case, \(p^{-1}(p(W)) = W\): for certainly \(W \subseteq p^{-1}(p(W))\), and if \(x'\) is any point of \(p^{-1}(p(W))\), then \(x' \times V \subseteq (p \times 1)^{-1}(U)\); the same argument as before shows that there must be an open set \(W'\) containing \(x'\), such that \(W' \times V \subseteq (p \times 1)^{-1}(U)\), and so \(x'\) must be in \(W\), for otherwise \(W \cup W'\) would be strictly larger than \(W\), although \((W \cup W') \times V \subseteq (p \times 1)^{-1}(U)\); thus \(p^{-1}(p(W)) \subseteq W\), and so \(p^{-1}(p(W)) = W\).

Since \(p\) is an identification map, it follows that \(p(W)\) is open in \(Y\). But \((y, z) \in p(W) \times V \subseteq U\), so that \(U\) must be open.

(b) Again it is sufficient to show that if \(U \subseteq (X/A) \times Z\) is a set such that \((p \times 1)^{-1}(U)\) is open, then \(U\) is open. As in case (a), let \((y, z)\) be a point of \(U\), and choose \(x \in X\) such that \(p(x) = y\).
If \( x \in A \), then \( A \times z \subset (p \times 1)^{-1}(U) \). Since \( A \) is compact, a similar argument to that used in case (a) shows that there exist open sets \( V \subset X, W \subset Z \) such that \( A \times z \subset V \times W \subset (p \times 1)^{-1}(U) \).

But then \( (y, z) \in p(V) \times W \subset U; p(V) \) is open since \( p^{-1}p(V) = V \) (because \( A \subset V \)), and so \( p(V) \times W \) is open.

If on the other hand \( x \notin A \), there certainly exist open sets \( V \subset X, W \subset Z \) such that \( (x, z) \in V \times W \subset (p \times 1)^{-1}(U) \); and if \( V \cap A = \emptyset \), then \( p(V) \times W \) is open. However, if \( V \cap A \neq \emptyset \), then \( (p(A), z) \in U \), and we have already seen that we can then write

\[
(p(A), z) \in p(V') \times W' \subset U.
\]

But then \( (x, z) \in p(V \cup V') \times (W \cap W') \subset U; p(V \cup V') \) is open, since \( A \subset V' \), and so once again \( (x, z) \) is contained in an open subset of \( U \). It follows that \( U \) is open, and so \( p \times 1 \) is an identification map. \( \square \)

Theorem 6.2.4 has particularly useful corollaries on the homotopy properties of quotient spaces.

**Proposition 6.2.5** Given maps of pairs \( f, g: (X, A) \to (Y, B) \), such that \( f \simeq g \) as maps of pairs, then the induced maps \( \bar{f}, \bar{g}: X/A \to Y/B \) are homotopic.

(Note. The maps \( f \) and \( g \) need not be in any sense base-point-preserving; but if we take as base points of \( X/A, Y/B \) the points to which \( A, B \) respectively are identified, then \( \bar{f}, \bar{g} \) and the homotopy between them are all based.)

**Proof.** Let \( F: (X \times I, A \times I) \to (Y, B) \) be the homotopy between \( f \) and \( g \). Certainly \( F \) induces a function \( \bar{F}: (X/A) \times I \to Y/B \) such that the diagram

\[
\begin{array}{ccc}
X \times I & \xrightarrow{F} & Y \\
\downarrow{p \times 1} & & \downarrow{q} \\
(X/A) \times I & \xrightarrow{\bar{F}} & Y/B
\end{array}
\]

is commutative, where \( p \) and \( q \) are the identification maps. But \( \bar{F}(p \times 1) = qF \) is continuous, and hence \( \bar{F} \) is continuous, since \( p \times 1 \) is an identification map (\( I \) is locally compact and Hausdorff). Thus \( F \) is a (based) homotopy between \( \bar{f} \) and \( \bar{g} \). \( \square \)

Note that Proposition 6.2.5 remains true if \( A = B = \emptyset \), provided that \( X/\emptyset \), for example, is interpreted as the disjoint union of \( X \) with another point \( x_0 \), which is taken to be the base point of \( X/\emptyset \).
Corollary 6.2.6 If \( f: (X, A) \to (Y, B) \) is a homotopy equivalence of pairs, then \( \tilde{f}: X/A \to Y/B \) is a (based) homotopy equivalence.

Corollary 6.2.7 If \((X, A)\) has the absolute homotopy extension property (see Theorem 2.4.1), and \(A\) is contractible, then the identification map \( p: X \to X/A \) is a homotopy equivalence.

Proof. Let \( f: (X, x_0) \to (X, A) \) be the inclusion map, where \( x_0 \) is the base point of \( X \), assumed to be in \( A \). Since \( A \) is contractible, there exists a homotopy \( F: A \times I \to A \) such that \( F \mid (A \times 0) \) is the identity map and \( F(A \times 1) = x_0 \). This homotopy can be extended to a homotopy \( F: X \times I \to X \), such that \( F \mid (X \times 0) \) is the identity map; let \( g: (X, A) \to (X, x_0) \) be \( F \mid (X \times 1) \). Then \( fg \) is homotopic to the identity map (as a map of pairs) by the homotopy \( F \), and the same is true of \( gf \). Hence \( f \) is a homotopy equivalence, and therefore so is \( \tilde{f} = p \).

In particular, therefore, \( X \cong X/A \) if \((X, A)\) is a triangulable pair and \( A \) is contractible. See Exercise 2, however, for an example of a pair of spaces where this result does not hold.

Having investigated the homotopy properties of identification maps, we are now in a position to define the geometric analogue of the direct sum. It might be thought that the disjoint union would be suitable, but since in this chapter we assume that all spaces have base points, this is inappropriate, since there is no canonically defined base point in the disjoint union. This difficulty is easily overcome by identifying together the base points of each space.

Definition 6.2.8 Let \( X_a \ (a \in A) \) be a collection of (disjoint) spaces, with base points \( x_a \in X_a \). The one-point union (or wedge) \( \bigvee_A X_a \) is defined to be the quotient space \( X/X_0 \), where \( X \) is the disjoint union of the spaces \( X_a \), and \( X_0 \) is the subspace consisting of all the base points \( x_a \); the base point of \( \bigvee_A X_a \) is the point corresponding to \( X_0 \). In other words, \( \bigvee_A X_a \) is the space obtained from \( X \) by identifying together the base points \( x_a \).

As in the case of other constructions, if \( A \) is a finite set we shall often use the notation \( X_1 \vee X_2 \vee \cdots \) instead of \( \bigvee X_a \).

There is an analogue for the one-point union of the diagonal map. If each \( X_a \) is a copy of a single space \( X \), the folding map \( \nabla_X: \bigvee X_a \to X \) is induced by the map of the disjoint union to \( X \) that sends the point \( x \) in \( X_a \) to the point \( x \) in \( X \), for each \( a \in A \). \( \nabla_X \) is continuous by Proposition 1.4.23(a).
To show that the one-point union has desirable homotopy properties, we prove a result similar to Theorem 6.2.2.

**Theorem 6.2.9** Given collections of spaces $X_a$, $Y_a$ ($a \in A$), and based maps $f_a : X_a \to Y_a$, there exists a map $\bigvee f_a : \bigvee X_a \to \bigvee Y_a$, with the following properties.

(a) If $g_a : Y_a \to Z_a$ ($a \in A$) are further maps, then $(\bigvee g_a)(\bigvee f_a) = \bigvee (g_a f_a)$.
(b) If $f_a \simeq g_a : X_a \to Y_a$ ($a \in A$), then $\bigvee f_a \simeq \bigvee g_a$.
(c) If each $f_a : X_a \to Y_a$ is a copy of a single map $f : X \to Y$, then $f \bigvee X = \bigvee Y(\bigvee f_a)$.

**Proof.** $\bigvee f_a$ is the map induced by the obvious map of the disjoint unions. Properties (a) and (c) are clear from this definition, and property (b) follows from Proposition 6.2.5.

**Corollary 6.2.10** If each $f_a$ is a homotopy equivalence, so is $\bigvee f_a$.

Of course, a similar argument shows that $\bigvee f_a$ is a homeomorphism if each $f_a$ is.

If $A$ is a finite set, it is possible to regard $\bigvee X_a$ as a subspace of $\prod X_a$, by means of the following result.

**Proposition 6.2.11** If $A$ is a finite set, there is a homeomorphism of $\bigvee X_a$ onto the subspace $X$ of $\prod X_a$ consisting of all points with at most one co-ordinate different from the base point.

**Proof.** There is an obvious map $f$ of the disjoint union of the $X_a \cup X$, that sends the point $x$ in $X_a$ to the point of $X$ whose 'a' co-ordinate is $x$ and whose other co-ordinates are all base points. In fact, $f$ is an identification map: it is certainly onto, and if $U$ is a subset of $X$ such that $f^{-1}(U)$ is open, then $U$ is open. For $f^{-1}(U) = \bigcup (U \cap X_a)$ (where we identify $X_a$ with its image under $f$); so if $f^{-1}(U)$ is open, each $U \cap X_a$ is open in $X_a$, and so $U$ is open in $X$, since

$$U = \begin{cases} X \cap \bigcup A \left( (U \cap X_a) \times \prod \limits_{b \neq a} X_b \right), & \text{if } U \text{ does not contain the base point}, \\ X \cap \prod A (U \cap X_a), & \text{if } U \text{ contains the base point}. \end{cases}$$

Since $f$ identifies together the base points of all the $X_a$, it follows that $f$ induces a homeomorphism from $\bigvee X_a$ to $X$.

The reader should notice where this proof breaks down if $A$ is not a finite set: an arbitrary product of open sets is not necessarily open in a topological product.
The next construction is the geometric analogue of the tensor product. As in the algebraic situation, the definition is given only for a pair of spaces, and in fact the construction is not in general associative (though compare Theorem 6.2.23).

**Definition 6.2.12** Given (based) spaces $X$ and $Y$, the reduced product (or smash product) $X \wedge Y$ is defined to be the quotient space $(X \times Y)/(X \vee Y)$, where $X \vee Y$ is regarded as a subspace of $X \times Y$ as in Proposition 6.2.11. The base point of $X \wedge Y$ is of course the point corresponding to $X \vee Y$. Points of $X \wedge Y$ will be written in the form $x \wedge y$: this denotes the equivalence class of $(x, y)$ in $X \times Y$.

The reduced product has mapping and homotopy properties that resemble those of the ordinary product and one-point union.

**Theorem 6.2.13** Given spaces $X, Y, A, B$, and based maps $f: X \to A$, $g: Y \to B$, there exists a map $f \wedge g: X \wedge Y \to A \wedge B$, with the following properties.

(a) If $h: A \to C$, $k: B \to D$ are further maps, then $(h \wedge k)(f \wedge g) = (hf) \wedge (kg)$.

(b) If $f \simeq f': X \to A$ and $g \simeq g': Y \to B$, then $f \wedge g \simeq f' \wedge g'$.

*Proof.* The map $f \times g: X \times Y \to A \times B$ has the property that $f \times g(X \vee Y) \subseteq A \vee B$; hence $f \times g$ induces a map $f \wedge g: X \wedge Y \to A \wedge B$, and property (a) is obvious. As for (b), we note that the homotopy $F$ between $f \times g$ and $f' \times g'$, constructed in the proof of Theorem 6.2.2, is in fact a homotopy of maps of pairs from $(X \times Y, X \vee Y)$ to $(A \times B, A \vee B)$, and so by Proposition 6.2.5 induces a homotopy between $f \wedge g$ and $f' \wedge g'$.

**Corollary 6.2.14** If $f$ and $g$ are homotopy equivalences, so is $f \wedge g$.

Once again, of course, a similar proof shows that $f \wedge g$ is a homeomorphism if both $f$ and $g$ are.

The point in working with the reduced product, rather than the ordinary product, is that its properties are often more convenient when dealing with based spaces. For example, it is useful that each pair of points $(x, y)$, in which either is a base point, becomes the base point of $X \wedge Y$. Moreover, the reduced product is particularly appropriate in any discussion of spheres, as the following proposition demonstrates.
**Proposition 6.2.15** For each $m, n \geq 0$, $S^{m+n}$ is homeomorphic to $S^m \wedge S^n$.

**Proof.** Consider the composite
\[
E^m \times E^n \xrightarrow{p \times q} (E^m/S^{m-1}) \times (E^n/S^{n-1}) \xrightarrow{r} (E^m/S^{m-1}) \wedge (E^n/S^{n-1}),
\]
where $p$, $q$ and $r$ are the obvious identification maps. Since $p \times q = (p \times 1)(1 \times q)$, and the composite of identification maps is again an identification map, Theorem 6.2.4 shows that this composite is an identification map. Moreover its effect is to identify together points of $E^m \times S^{n-1} \cup S^{m-1} \times E^n$. Hence the standard homeomorphism
\[
h_{m,n} : E^{m+n}, S^{m+n-1} \rightarrow E^m \times E^n, E^m \times S^{n-1} \cup S^{m-1} \times E^n
\]
induces a homeomorphism, for which the same notation is used:
\[
h_{m,n} : E^{m+n}/S^{m+n-1} \rightarrow (E^m/S^{m-1}) \wedge (E^n/S^{n-1})
\]
(notice that this is a based map). But $E^m/S^{m-1}$, for example, is known to be homeomorphic to $S^m$, so that there is a (based) homeomorphism $h : S^{m+n} \rightarrow S^m \wedge S^n$, that makes the following diagram commutative:
\[
\begin{array}{ccc}
E^{m+n}/S^{m+n-1} & \xrightarrow{h_{m,n}} & (E^m/S^{m-1}) \wedge (E^n/S^{n-1}) \\
\downarrow \theta & & \downarrow \theta \wedge \theta \\
S^{m+n} & \xrightarrow{h} & S^m \wedge S^n.
\end{array}
\]

Although the homeomorphism $h$ of Proposition 6.2.15 is easy to define, there are other more-or-less ‘obvious’ maps from $S^{m+n}$ to $S^m \wedge S^n$, and for some purposes it is necessary to relate these. For example, one may regard $S^{m+n}$ as a subspace of $E^{m+n+1}$, and consider the composite map
\[
S^{m+n} \xrightarrow{h_{m+1,n}} S^m \times E^n \cup E^{m+1} \times S^{n-1} \xrightarrow{p} S^m \wedge (E^n/S^{n-1}) \xrightarrow{1 \wedge \theta} S^m \wedge S^n,
\]
where $p$ is the identification map that identifies together points of $E^{m+1} \times S^{n-1}$ and $(-1, 0, \ldots, 0) \times E^n$. In fact this differs from the ‘standard’ homeomorphism of Proposition 6.2.15 only by a homotopy.

**Proposition 6.2.16** This map is homotopic to $h$.

**Proof.** Consider the effect on a point $(x_1, \ldots, x_{m+n+1})$ of $S^{m+n}$ of applying the composite map
\[
\begin{array}{ccc}
S^{m+n} & \xrightarrow{h_{m+1,n}} & S^m \times E^n \cup E^{m+1} \times S^{n-1} \xrightarrow{p} S^m \wedge (E^n/S^{n-1}) \xrightarrow{1 \wedge \theta} S^m \wedge S^n \\
& & \xrightarrow{\theta \wedge \theta} (E^m/S^{m-1}) \wedge (E^n/S^{n-1}) \\
& & \xrightarrow{1 \wedge \theta} S^m \wedge S^n \\
& & \xrightarrow{h_{m,n}} E^{m+n}/S^{m+n-1} \xrightarrow{\theta} S^{m+n}.
\end{array}
\]
Either \((x_1, \ldots, x_{m+n+1})\) is sent to the base point (for example, if \(h_{m+1,n}(x_1, \ldots, x_{m+n+1}) \in E^{m+1} \times S^{n-1}\)), or we can trace \((x_1, \ldots, x_{m+n+1})\) through the various maps as follows:

\[
(x_1, \ldots, x_{m+n+1}) \rightarrow ((ax_1, \ldots, ax_{m+1}), (bx_{m+2}, \ldots, bx_{m+n+1}))
\]

under \(h_{m+1,n}\)

\[
\rightarrow (ax_1, \ldots, ax_{m+1}) \wedge (bx_{m+2}, \ldots, bx_{m+n+1}) \text{ under } p
\]

\[
\rightarrow (a_2x_2, \ldots, a_{m+1}x_{m+1}) \wedge (bx_{m+2}, \ldots, bx_{m+n+1})
\]

under \((\theta \wedge \theta)^{-1}(1 \wedge \theta) = \theta^{-1} \wedge 1\)

\[
\rightarrow (b_2x_2, \ldots, b_{m+1}x_{m+1}, \ldots, b_{m+n+1}x_{m+n+1})
\]

under \(h_{m,n}^{-1}\)

\[
\rightarrow (x_0, c_2x_2, \ldots, c_{m+n+1}x_{m+n+1}) \text{ under } \theta
\]

where \(a, b, a_2, \ldots, a_{m+1}, b_2, \ldots, b_{m+n+1}, c_3, \ldots, c_{m+n+1}\) are non-negative numbers. Thus if some \(c_r x_r \neq 0, (x_1, \ldots, x_{m+n+1})\) is not sent to \((-x_1, \ldots, -x_{m+n+1})\); and if \(c_2 x_2 = \cdots = c_{m+n+1}x_{m+n+1} = 0\), then \((x_1, \ldots, x_{m+n+1})\) is sent to \((\pm 1, 0, \ldots, 0)\). But both \((1, 0, \ldots, 0)\) and \((-1, 0, \ldots, 0)\) are sent to themselves, so that in no case is \((x_1, \ldots, x_{m+n+1})\) sent to \((-x_1, \ldots, -x_{m+n+1})\). It follows from Corollary 2.2.4 that the composite map is homotopic to the identity map, so that \((1 \wedge \theta)p h_{m+1,n} \simeq (\theta \wedge \theta)h_{m,n} \theta^{-1} = h\).

Another 'obvious' map from \(S^{m+n}\) to \(S^m \wedge S^n\) is \((\theta \wedge 1)q h_{m,n+1}\), where \(q: S^{m-1} \times E^{n+1} \cup E^m \times S^n \rightarrow (E^m/S^{m-1}) \wedge S^n\) is the obvious identification map. An argument similar to that of Proposition 6.2.16 shows that this map is homotopic to \(q h\), where

\[
\phi(x_1, \ldots, x_{m+n+1}) = (x_{m+1}, x_1, \ldots, x_m, x_{m+2}, \ldots, x_{m+n+1})
\]

(so that, by Example 4.4.11, \(\phi: H_{m+n}(S^{m+n}) \rightarrow H_{m+n}(S^{m+n})\) is multiplication by \((-1)^m\)).

Apart from its applications to spheres, however, the reduced product is also useful in constructing an analogue for arbitrary based spaces of the suspension construction of Definition 4.4.8.

**Definition 6.2.17** The reduced suspension of a space \(X, sX\), is defined to be \(X \wedge S^1\).

Thus for example the reduced suspension of \(S^n\) is homeomorphic to \(S^{n+1}\); and it is immediate from Corollary 6.2.14 that \(sX \simeq sY\) if \(X \simeq Y\). The notation \(sX\) is used to prevent confusion with the suspension \(SX\) of a triangulated space \(X\): if \(X\) is triangulable the two suspensions closely resemble each other, but are not quite identical, as the next proposition shows.
Proposition 6.2.18 Let $x_0$ be the base point of a (not necessarily triangulable) space $X$. Then $sX$ is homeomorphic to the quotient space $(X \times I)/(X \times 0 \cup x_0 \times I \cup X \times 1)$.

(See Fig. 6.2, in which the thick line is supposed to be identified to a point.)
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Proof. This is rather similar to Proposition 6.2.15. Now the composite of standard maps

$$I \xrightarrow{i} J = E^1 \xrightarrow{\theta} S^1$$

is an identification map, and identifies together the points 0 and 1 (in fact $\theta(t) = (\cos(2t - 1)\pi, \sin(2t - 1)\pi)$). Thus if $p : X \times S^1 \to X \wedge S^1$ is the identification map, Theorem 6.2.4(b) shows that the composite map

$$X \times I \xrightarrow{1 \times \theta} X \times S^1 \xrightarrow{p} X \wedge S^1$$

is also an identification map, and its effect is to identify together points of $X \times 0 \cup x_0 \times I \cup X \times 1$. It follows that $p(1 \times \theta)$ induces a homeomorphism

$$(X \times I)/(X \times 0 \cup x_0 \times I \cup X \times 1) \to X \wedge S^1 = sX.$$  

Corollary 6.2.19 If $X$ is a polyhedron, and $x_0$ is a vertex, there is a homotopy equivalence $p : SX \to sX$, such that if $f : X \to Y$ is a continuous map of polyhedra, the diagram
§6.2  *Some Geometric Constructions*

\[
\begin{align*}
SX & \xrightarrow{sf} SY \\
p & \downarrow \quad \downarrow p \\
sX & \xrightarrow{f \wedge 1} sY
\end{align*}
\]

is commutative.

**Proof.** It is easy to see that \(SX\) is homeomorphic to the space obtained from \(X \times I\) by identifying \(X \times 1\) and \(X \times 0\) to points (these points correspond to \(a\) and \(b\) respectively in Definition 4.4.8). Thus there is an identification map \(p: SX \to sX\), that identifies \(x_0 \times I\) to a point. Now \(x_0 \times I\) is contractible, and by Theorem 2.4.1 the pair \((X \times I, x_0 \times I)\) has the absolute homotopy extension property, since \(X \times I\) is a polyhedron and \(x_0 \times I\) is a subpolyhedron. Hence \(p\) is a homotopy equivalence, by Corollary 6.2.7.

That \(p(Sf) = (f \wedge 1)p\) is an easy consequence of the definition of \(p\) and the fact that \(Sf\) is induced by \(f \times 1: X \times I \to Y \times I\). \(\square\)

Observe that if \(X = S^n\), \(p: S(S^n) \to sS^n\) gives yet another homotopy equivalence from \(S^{n+1}\) to \(S^n \wedge S^1\), if \(S(S^n)\) is identified with \(S^{n+1}\) as in Example 4.4.9. However, if \(q: S^n \times E^1 \cup E^{n+1} \times S^0 \to S(S^n)\) is the map that identifies the two components of \(E^{n+1} \times S^0\) to points and sends \(E^1\) to \(I\) by \(l^{-1}\), it is easy to see that the diagram

\[
\begin{array}{ccc}
S^{n+1} & \xrightarrow{h_{n+1,1}} & S^n \times E^1 \cup E^{n+1} \times S^0 \\
\downarrow & & \downarrow q \\
S(S^n) & & \end{array}
\]

is homotopy-commutative, in the sense that \(qh_{n+1,1}\) is homotopic to the identity map \(S^{n+1} \to S(S^n)\). It follows that \(p: S^{n+1} \to s(S^n)\) is homotopic to the map considered in Proposition 6.2.16, and so is homotopic to the 'standard' homeomorphism \(h\) of Proposition 6.2.15.

It will be seen that the reduced suspension is in keeping with the spirit of this chapter, in which the usual policy is to identify to the base point anything that involves the base points of the original spaces. In the same spirit, the cone construction of Chapter 4, Exercise 5, can be adapted to arbitrary spaces as follows.

**Definition 6.2.20**  The *reduced cone* on a space \(X\), \(cX\), is defined to be \(X \wedge I\) (recall that the base point of \(I\) is always taken to be 1).

The reduced cone bears the same relation to the join of a polyhedron and a point that the reduced suspension bears to the suspension of a polyhedron in the sense of Definition 4.4.8. We shall not give the
details here, but merely note that the property of being contractible holds for any reduced cone.

**Proposition 6.2.21** For any space $X$, $cX$ is contractible.

**Proof.** Since $I$ is contractible (to the point 1), Corollary 6.2.14 yields

$$cX = X \wedge I \simeq X \wedge 1,$$

which is clearly a single point. 

This discussion of the reduced product is concluded with results on the composition of the reduced product and one-point union constructions, and on the associativity of reduced products.

**Theorem 6.2.22** Given three spaces $X$, $Y$ and $Z$, $(X \vee Y) \wedge Z$ is homeomorphic to $(X \wedge Z) \vee (Y \wedge Z)$. (Compare Proposition 4.5.7(b.).)

**Proof.** The map $f: X \times Y \times Z \to X \times Z \times Y \times Z$, defined by $f(x, y, z) = (x, z, y, z)$, is clearly continuous, since if $A \times B \times C \times D$ is an open set in $X \times Z \times Y \times Z$, $f^{-1}(A \times B \times C \times D) = A \times C \times (B \cap D)$. This composes with the product of identification maps to give a map

$$X \times Y \times Z \to (X \wedge Z) \times (Y \wedge Z),$$

and if $X \vee Y$, for example, is regarded as a subspace of $X \times Y$ by Proposition 6.2.11, this map sends $(X \vee Y) \times Z$ to $(X \wedge Z) \vee (Y \wedge Z)$. Moreover, $(X \vee Y) \vee Z$ is sent to the base point, so that $f$ induces a map

$$g: (X \vee Y) \wedge Z \to (X \wedge Z) \vee (Y \wedge Z),$$

where $g((x, y_0) \wedge z) = x \wedge z$ in $X \wedge Z$ and $g((x_0, y) \wedge z) = y \wedge z$ in $Y \wedge Z$.

Conversely, define

$$h: (X \wedge Z) \vee (Y \wedge Z) \to (X \vee Y) \wedge Z$$

by $h = [(i_x \wedge 1_2) \vee (i_y \wedge 1_2)] \vee$, where $i_x: X \to X \vee Y$ is defined by $i_x(x) = (x, y_0)$, and $i_y$ is similarly defined. Then $h(x \wedge z) = (x, y_0) \wedge z$ and $h(y \wedge z) = (x_0, y) \wedge z$, so that both $gh$ and $hg$ are identity maps, and hence $g$ is a homeomorphism.

In particular, by taking $Z = S^1$, this proves that $s(X \vee Y)$ is homeomorphic to $sX \vee sY$. 
Theorem 6.2.23  If $X$ and $Y$ are compact, and $X$ is Hausdorff, then $(X \wedge Y) \wedge Z$ is homeomorphic to $X \wedge (Y \wedge Z)$.

Proof. Write $p$ for the various identification maps of the form $X \times Y \to X \wedge Y$, and consider the diagram

$$
\begin{array}{ccc}
X \times Y \times Z & \xrightarrow{1} & X \times Y \times Z \\
 p \times 1 & \downarrow & 1 \times p \\
(X \wedge Y) \times Z & \xrightarrow{p} & X \times (Y \wedge Z) \\
 p & \downarrow & p \\
(X \wedge Y) \wedge Z & \xrightarrow{1} & X \wedge (Y \wedge Z).
\end{array}
$$

Now $p \times 1$ is an identification map by Theorem 6.2.4(b), since $X \vee Y$ is compact if $X$ and $Y$ are compact. Also, $1 \times p$ is an identification map by Theorem 6.2.4(a), since $X$ is locally compact and Hausdorff. Since both $p(p \times 1)$ and $p(1 \times p)$ identify to points those points of $X \times Y \times Z$ that have at least one co-ordinate equal to a base point, $1: X \times Y \times Z \to X \times 1 \times Z$ induces maps

$$
f: (X \wedge Y) \wedge Z \to 1 \wedge (Y \wedge Z)
$$

and

$$
g: X \wedge (Y \wedge Z) \to (X \wedge Y) \wedge Z
$$

that are clearly homeomorphisms.

A similar proof works if $Y$ and $Z$ are compact and $Z$ is Hausdorff, so that in particular $s(sX)$ is homeomorphic to $X \wedge S^2$ for any space $X$. See also Exercise 4, for another set of conditions on $X$, $Y$ and $Z$ that makes $(X \wedge Y) \wedge Z$ homeomorphic to $X \wedge (Y \wedge Z)$.

The next and last construction in this section is the geometric analogue of $\wedge$. Given spaces $X$ and $Y$, it is reasonably obvious that we should consider a space whose points are the continuous maps from $X$ to $Y$, but it is not immediately clear how to topologize this space. We shall use what is known as the 'compact-open' topology, for reasons that will become clear in the proof of Theorem 6.2.25 below.

Definition 6.2.24  Given spaces $X$ and $Y$, with base points $x_0$ and $y_0$ respectively, the mapping space $Y^X$ consists of all (based) maps from $X$ to $Y$. The base point of $Y^X$ is the 'constant map', that sends all of $X$ to $y_0$, and $Y^X$ is topologized by taking as a sub-base of open sets all subsets of $Y^X$ of the form

$$
W_{K,U} = \{f: X \to Y \mid f(K) \subset U\},
$$
where $K$ is a compact subspace of $X$ and $U$ is an open subspace of $Y$.

This topology on $Y^X$ is called the compact-open topology.

As with the other constructions in this section, the next step is to prove a theorem on maps and homotopies.

**Theorem 6.2.25** Given spaces $X$, $Y$, $A$ and $B$, and based maps $f: A \to X$, $g: Y \to B$, there exists a map $g': Y^X \to B^A$, with the following properties.

(a) If $h: C \to A$ and $k: B \to D$ are further maps, then

$$(kh)(g') = (kg)'h: Y^X \to D^C.$$ 

(b) If $f \simeq f': A \to X$ and $g \simeq g': Y \to B$, then $g' \simeq (g')'$.

**Proof.** Given a point $\lambda$ of $Y^X$, that is, a map $\lambda: X \to Y$, define

$$g'(\lambda) = g\lambda f.$$ 

This is certainly a map from $A$ to $B$, and if $\lambda$ is the constant map from $X$ to $Y$, then $g'(\lambda)$ is the constant map from $A$ to $B$. However, it is not obvious that $g'$ is continuous, and this must be proved next.

Take a sub-basic open set $W_{K,U}$ in $B^A$, where $K \subset A$ is compact and $U \subset B$ is open. Then

$$(g')^{-1}(W_{K,U}) = \{ \lambda: X \to Y \mid g\lambda f(K) \subset U \}$$ 

$$= \{ \lambda: X \to Y \mid \lambda f(K) \subset g^{-1}(U) \}.$$ 

But $f(K)$ is a compact subspace of $X$, and $g^{-1}(U)$ is an open subspace of $Y$, so that $(g')^{-1}(W_{K,U}) = W_{f(K),g^{-1}(U)}$, a sub-basic open set of $Y^X$. Hence $g'$ is continuous. (The reader will see now why the compact-open topology is used: continuous images of compact sets are compact, and inverse images of open sets are open.)

Property (a) follows immediately from the definition of $g'$. As for property (b), this is rather more complicated. Let $F: A \times I \to X$ and $G: Y \times I \to B$ be the homotopies between $f$, $f'$ and $g$, $g'$ respectively, and let $f_t: A \to X$, $g_t: Y \to B$ ($0 \leq t \leq 1$) be the maps defined by $f_t(a) = F(a, t)$, $g_t(y) = G(t, y)$. Then certainly the set of maps $Y^X \to B^A$ starts with $g'$ and ends with $(g')''$, but we have to prove that this process defines a continuous map $Y^X \times I \to B^A$.

To do so, define functions (which will afterwards be proved to be continuous) $\theta: Y^X \times I \to (Y \times I)^X$ and $\phi: B^A \times I \times I \to B^A$ by the rules

$$[\theta(\lambda, t)](x) = (\lambda(x), t) \quad (x \in X, \lambda: X \to Y, t \in I)$$ 

$$[\phi(\mu, t)](a) = (a, t) \quad (a \in A, \mu: A \times I \to B).$$
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Now consider the composite map

\[
\begin{align*}
Y^X \times I \xrightarrow{1 \times \Delta} Y^X \times I \times I \xrightarrow{\theta \times 1} (Y \times I)^X \times I \\
g \times 1 \xrightarrow{1 \times \phi} B^A \times I \times I \xrightarrow{1} B^A,
\end{align*}
\]

where \(A: I \to I \times I\) is the diagonal map. Under this composite, the pair \((\lambda, t) (\lambda: X \to Y, t \in I)\) is sent to the map that sends \(a \in A\) to \(g_A((\lambda a) \in B)\); that is, for a given \(t\) the composite is exactly \((g_t)^\lambda\). So the composite is the homotopy we want, and is continuous provided \(\theta\) and \(\phi\) are continuous.

To deal with \(\theta\), consider the set \(W_{K, U} \subset (Y \times I)^X\), where \(K \subset X\) is compact and \(U \subset Y \times I\) is open, and suppose that \(\theta(\lambda, t) \in W_{K, U}\). Then \(\lambda(K) \times t \subset U\). Now for each point \((y, t) \in \lambda(K) \times t\), there are open sets \(V_y \subset Y, T_y \subset I\), such that

\[
(y, t) \in V_y \times T_y \subset U.
\]

The open sets \(V_y\) cover \(\lambda(K)\), which is compact, so that a finite subcollection of them, say \(V_{y_1}, \ldots, V_{y_n}\), will suffice to cover \(\lambda(K)\). Thus if \(V = \bigcup_{r=1}^n V_{y_r}\) and \(T = \bigcap_{r=1}^n T_{y_r}\), \(V\) and \(T\) are open sets, and

\[
\lambda(K) \times t \subset V \times T \subset U.
\]

Now consider \(W_{K, V} \times T \subset Y^X \times I\). Certainly \((\lambda, t)\) is in this subset, and if \((\lambda', t')\) is any other point in it, \(\lambda'(K) \times t' \subset V \times T \subset U\), so that \(\theta(\lambda', t') \in W_{K, U}\) and \((\lambda', t') \in \theta^{-1}(W_{K, U})\). It follows that \(\theta^{-1}(W_{K, U})\) is open, so that \(\theta\) is continuous.

The proof that \(\phi\) is continuous is similar. This time consider \(W_{K, U} \subset B^A\), where \(K \subset A\) is compact and \(U \subset B\) is open, and suppose that \(\phi(\mu, t) \in W_{K, U}\). Then \(\mu(K \times t) \subset U\), or \(K \times t \subset \mu^{-1}(U)\), which is an open set in \(A \times I\). The same argument as before shows that there exists an open set \(T \subset I\) such that

\[
K \times t \subset K \times T \subset \mu^{-1}(U),
\]

and since \(I\) is locally compact and Hausdorff there is an open set \(V \subset I\) such that \(t \in V \subset \tilde{V} \subset T\) and \(\tilde{V}\) is compact. Now consider \(W_{K \times \tilde{V}, U} \times V \subset B^A \times I\). Again \((\mu, t)\) is in this subset, and if \((\mu', t')\) is another point in it, \(\mu'(K \times t') \subset \mu'(K \times \tilde{V}) \subset U\), so that \(\phi(\mu', t') \in W_{K, U}\). Hence \(\phi^{-1}(W_{K, U})\) is open and \(\phi\) is continuous.

As has already been remarked, the continuity of \(\theta\) and \(\phi\) is sufficient to prove that \(g^! \simeq (g^!)'\).

**Corollary 6.2.26** If \(f\) and \(g\) are homotopy equivalences, so is \(g^!\).

Naturally, also, \(g^!\) is a homeomorphism if \(f\) and \(g\) are.
For the next result, suppose that $Z$ is a subspace of $Y$, so that a set $U \subseteq Z$ is open if and only if it is of the form $V \cap Z$, where $V$ is open in $Z$. Certainly $Z^X$ is a subset of $Y^X$, and in fact the compact-open topology on $Z^X$ coincides with the topology as a subspace of $Y^X$.

**Proposition 6.2.27** If $Z$ is a subspace of $Y$, then $Z^X$ is a subspace of $Y^X$.

**Proof.** We have to show that a set is open in $Z^X$ if and only if it is the intersection with $Z^X$ of a set that is open in $Y^X$. Now if $i: Z \to Y$ is the inclusion map, $i^1: Z^X \to Y^X$ is continuous, so that if $U \subseteq Y^X$ is open, $U \cap Z^X = (i^1)^{-1}(U)$ is open in $Z^X$. To prove the converse, it is sufficient to consider an open set in $Z^X$ of the form $W_{K,V}$, where $K \subseteq X$ is compact and $U \subseteq Z$ is open. But $U' = V \cap Z$, where $V$ is open in $Y$; and

$$W_{K,V} \cap Z^X = \{f: X \to Y \mid f(K) \subseteq V \text{ and } f(X) \subseteq Z\}$$

$$= \{f: X \to Z \mid f(K) \subseteq V \cap Z = U'\}$$

$$= W_{K,U}.$$

That is, an open set in $Z^X$ is the intersection with $Z^X$ of an open set in $Y^X$.

As examples of mapping spaces, we can define spaces that are in a sense dual to the reduced suspension and reduced cone constructions.

**Definition 6.2.28** Given a space $X$, the path space $LX$ is defined to be $X'$, and the loop space $\Omega X$ is $X^s$.

Thus the points of $LX$ are the paths in $X$ that end at the base point $x_0$, and it is easy to see that the points of $\Omega X$ may be regarded as loops in $X$ based at $x_0$; more precisely, $\Omega X$ may be identified with the subspace $(1)^s(\Omega X)$ of $LX$. The relationship of $\Omega X$ and $LX$ to $sX$ and $cX$ will become clearer later, but it is worth noticing the following analogue of Proposition 6.2.21 here.

**Proposition 6.2.29** For any space $X$, $LX$ is contractible.

**Proof.** By Corollary 6.2.26, $LX = X' \simeq X^1$. But $X^1$ is a single point.

We end this section with some results on the composition of the mapping space construction with products, reduced products and one-point unions. Most of these amount to proving that certain maps are continuous, and the first of these is the 'evaluation map'.


Definition 6.2.30 Given spaces $X$ and $Y$, define a function
\[
f: Y^X \times X \to Y
\]
by the rule $f(\lambda, x) = \lambda(x)$ ($\lambda: X \to Y, x \in X$). If $\lambda$ is the constant map, or $x$ is the base point $x_0$, then $f(\lambda, x) = y_0$, the base point of $Y$. That is, $f(Y^X \circ X) = y_0$, so that $f$ induces a function $e: Y^X \land X \to Y$, called the evaluation map.

We do not claim that $e$ is always continuous (see Exercise 6). However, it is if $X$ is a reasonably well-behaved space.

Theorem 6.2.31 If $X$ is locally compact and Hausdorff, then $e: Y^X \land X \to Y$ is continuous.

Proof. It is sufficient to show that $f: Y^X \times X \to Y$ is continuous, and the proof of this follows the pattern familiar from Theorem 6.2.25. Suppose then that $U \subset Y$ is open, and that $f(\lambda, x) \in U$. Then $\lambda(x) \in U$ and $x \in \lambda^{-1}(U)$, which is open in $X$. Since $X$ is locally compact and Hausdorff, there exists an open set $V$ in $X$, such that $x \in V \land V \subset \lambda^{-1}(U)$, and $V$ is compact. Consider $W_{y, u} \times V \subset Y^X \times X$: this contains $(\lambda, x)$, and if $(\lambda', x')$ is another point in it, then
\[
f(\lambda', x') = \lambda'(x') = \lambda'(V) \subset U.
\]
Thus $f^{-1}(U)$ is open, and $f$ is continuous.

The next few results show that mapping spaces obey rules similar to the index laws for real numbers, at least if the spaces involved are sufficiently well-behaved.

Theorem 6.2.32 Given spaces $X$, $Y$ and $Z$, where $X$ and $Y$ are Hausdorff, $Z^{X \vee Y}$ is homeomorphic to $Z^X \times Z^Y$.

Proof. Let $x_0$ and $y_0$ be the base points of $X$ and $Y$ respectively, and define maps
\[
i_X: X \to X \vee Y, \quad i_Y: Y \to X \vee Y
\]
by $i_X(x) = (x, y_0)$, $i_Y(y) = (x_0, y)$ (using Proposition 6.2.11 to identify $X \vee Y$ with the subspace $X \times y_0 \cup x_0 \times Y$ of $X \times Y$). Now define a function $\theta: Z^X \times Z^Y \to (Z \lor Z)^{X \lor Y}$ by $\theta(\lambda, \mu) = \lambda \lor \mu$, where $\lambda: X \to Z$ and $\mu: Y \to Z$, and consider the composite functions
\[
\phi: \quad Z^{X \lor Y} \xrightarrow{d} Z^X \times Z^Y \xrightarrow{i_X \times i_Y} Z^X \times Z^Y
\]
and
\[
\psi: \quad Z^X \times Z^Y \xrightarrow{\theta} (Z \lor Z)^{X \lor Y} \xrightarrow{\lor} Z^{X \lor Y},
\]
where \( \Delta \) is the diagonal map, and \( \nabla : Z \vee Z \to Z \) is the folding map. Given \( \nu : X \vee Y \to Z \), \( \phi(\nu) = (\nu_x, \nu_y) \), and given \( \lambda : X \to Z \) and \( \mu : Y \to Z \), \( \psi(\lambda, \mu) = \nabla(\lambda \vee \mu) \). Thus \( \phi \psi \) and \( \phi \phi \) are identity functions, and the only point that remains in showing that \( \phi \) is a homeomorphism is to show that \( \theta \) is continuous (it is certainly base-point-preserving).

To do so, consider the set \( W_{K,U} \), where \( K \subset X \vee Y \) is compact and \( U \subset Z \vee Z \) is open. Now

\[
\theta^{-1}(W_{K,U}) = \{ (\lambda, \mu) \mid (\lambda \vee \mu)(K) \subset U \} = \{ (\lambda, \mu) \mid \lambda(K \cap X) \subset U \cap (Z \times z_0) \text{ and } \mu(K \cap Y) \subset U \cap (z_0 \times Z) \},
\]

where \( z_0 \) is the base point of \( Z \), and \( X \) and \( Y \) are identified with their images in \( X \vee Y \). Certainly \( U_1 = U \cap (Z \times z_0) \) and \( U_2 = U \cap (z_0 \times Z) \) are open, since \( U \) is the intersection with \( Z \vee Z \) of an open set in \( Z \times Z \). But since \( X \) and \( Y \) are Hausdorff, so is \( X \times Y \) and hence \( X \vee Y \); thus \( K, X \) and \( Y \) are closed in \( X \vee Y \), so that \( K \cap X \) and \( K \cap Y \) are closed and hence compact. That is, \( \theta^{-1}(W_{K,U}) = W_{K \cap X, U_1} \times W_{K \cap Y, U_2} \), so that \( \theta \) is continuous. Hence \( \phi \) is a homeomorphism.

There is a similar result involving \( (Y \times Z)^X \) and \( Y^X \times Z^X \), though it is a little more difficult this time to prove that the maps involved are continuous. We need the following lemma.

**Lemma 6.2.33** Let \( X \) be a Hausdorff space, and let \( \mathcal{S} \) be a sub-base of open sets for a space \( Y \). Then the sets of the form \( W_{K,U} \), for \( K \subset X \) compact and \( U \in \mathcal{S} \), form a sub-base of open sets for \( Y^X \).

**Proof.** Let \( K \subset X \) be compact, \( V \subset Y \) be open, and let \( \lambda \in W_{K,V} \). Now it is certainly true that \( V = \bigcup V_\alpha \), where each \( V_\alpha \) is a finite intersection of sets in \( \mathcal{S} \). Then \( K \subset \bigcup \lambda^{-1}(V_\alpha) \); hence, since \( K \) is compact, a finite collection of the sets \( \lambda^{-1}(V_\alpha) \), say \( \lambda^{-1}(V_1), \ldots, \lambda^{-1}(V_n) \), suffice to cover \( K \). Since \( K \) is a compact Hausdorff space, it is regular, and so given a point \( x \in K \), which must be in some \( \lambda^{-1}(V_r) \), there exists an open set \( A_x \) in \( K \) such that

\[
x \in A_x \subset A_x \subset K \cap \lambda^{-1}(V_r).
\]

Again, a finite collection of the sets \( A_x \) will cover \( K \), and their closures are each contained in just one set of the form \( \lambda^{-1}(V_r) \). Thus by taking suitable unions of \( A_x \)'s, we can write \( K = \bigcup_{r=1}^n K_r \), where \( K_r \subset \lambda^{-1}(V_r) \) and \( K_r \) is closed and so compact. It follows that \( \lambda \in \bigcap_{r=1}^n W_{K_r,V} \subset W_{K,V} \).
since if $\mu(K_r) < V_r$ for each $r$, then $\mu(K) \subset \bigcup_{r=1}^{m} V_r \subset V$. But if, say,

$$V_r = \bigcap_{s=1}^{m} U_s$$

for $U_s \in \mathcal{C}$, then $W_{K,V} = \bigcap_{s=1}^{m} W_{K,U_s}$. Hence $\lambda$ is contained in a finite intersection of sets of the form $W_{K,U}$, for $U \in \mathcal{C}$, and this intersection is contained in $W_{K,V}$.

**Theorem 6.2.34**  Given spaces $X$, $Y$ and $Z$, where $X$ is Hausdorff, $(Y \times Z)^X$ is homeomorphic to $Y^X \times Z^X$.

**Proof.** This is now very similar to Theorem 6.2.32. Let $p_Y: Y \times Z \to Y$ and $p_Z: Y \times Z \to Z$ be the maps defined by $p_Y(y,z) = y$ and $p_Z(y,z) = z$, and define a function $\theta: Y^X \times Z^X \to (Y \times Z)^{X \times X}$ by $\theta(\lambda, \mu) = \lambda \times \mu$, where $\lambda: X \to Y$ and $\mu: X \to Z$. Consider the composites

$$\phi: (Y \times Z)^X \xrightarrow{\Delta} (Y \times Z)^X \times (Y \times Z)^X \xrightarrow{p_1 \times p_2} Y^X \times Z^X,$$

$$\psi: Y^X \times Z^X \xrightarrow{\theta} (Y \times Z)^{X \times X} \xrightarrow{1 \times 1} (Y \times Z)^X,$$

where each $\Delta$ is a diagonal map. If $\nu: X \to Y \times Z$, then $\phi(\nu) = (p_Y \nu, p_Z \nu)$, and if $\lambda: X \to Y$, $\mu: X \to Z$, then $\psi(\lambda, \mu) = (\lambda \times \mu) \Delta$. Thus $\phi \psi$ and $\psi \phi$ are identity functions, and it remains only to prove that $\theta$ is continuous.

Since $X$ is Hausdorff, by Lemma 6.2.33 it is sufficient to consider sets of the form $W_{K,U \times V}$, where $K \subset X \times X$ is compact and $U \subset Y$, $V \subset Z$ are open. Then

$$\theta^{-1}(W_{K,U \times V}) = \{(\lambda, \mu) \mid (\lambda \times \mu)(K) \subset U \times V\}$$

$$= \{\lambda \mid K \subset \lambda^{-1}(U) \times \mu^{-1}(V)\}.$$ 

But if $p_1, p_2: X \times X \to X$ are the maps defined like $p_Y$ and $p_Z$, then $p_1(K)$ and $p_2(K)$ are compact, and $K \subset \lambda^{-1}(U) \times \mu^{-1}(V)$ if and only if $p_1(K) \times p_2(K) \subset \lambda^{-1}(U) \times \mu^{-1}(V)$. Hence

$$\theta^{-1}(W_{K,U \times V}) = W_{p_1(K),U} \times W_{p_2(K),V},$$

and so $\theta$ is continuous. 

At this point we possess rules for manipulating mapping spaces, analogous to the index laws $a^{b+c} = a^b \cdot a^c$ and $(a \cdot b)^c = a^c \cdot b^c$ for real numbers, and it remains to investigate what rule, if any, corresponds to the index law $a^{b\cdot c} = (a^b)^c$. To this end, we start by defining the 'association map'.
Definition 6.2.35  Given spaces $X$, $Y$ and $Z$, the association map is the function $\alpha: Z^{X \wedge Y} \to (Z^Y)^X$ defined by

$$[\alpha \lambda(x)](y) = \lambda(x \wedge y) \quad (x \in X, y \in Y, \lambda: X \wedge Y \to Z).$$

To justify this definition, we have to show that $\alpha(\lambda)$ really is an element of $(Z^Y)^X$, that is, is a continuous based map from $X$ to $Z^Y$. Now for a fixed $x$, the function $\alpha \lambda(x): Y \to Z$ is certainly a continuous based map, so that at least $\alpha(\lambda)$ is a function from $X$ to $Z^Y$; and it is obviously base-point-preserving.

Proposition 6.2.36 $\alpha(\lambda): X \to Z^Y$ is continuous.

Proof. Consider $W_{K, U}$, where $K \subset Y$ is compact and $U \subset Z$ is open. If $x \in X$ is a point such that $\alpha \lambda(x) \in W_{K, U}$, then $\lambda \rho(x \times K) \subset U$, or $x \times K \subset (\lambda \rho)^{-1}(U)$, where $\rho: X \times Y \to X \wedge Y$ is the identification map. As in the proof of Theorem 6.2.25, there exists an open set $V \subset X$ such that $x \times K \subset V \times K \subset (\lambda \rho)^{-1}(U)$. But for any point $x' \in V$, $\lambda \rho(x' \times K) \subset \lambda \rho(V \times K) \subset U$, so that $\alpha \lambda(x') \in W_{K, U}$. That is,

$$x \in V \subset (\alpha \lambda)^{-1}(W_{K, U}),$$

so that $(\alpha \lambda)^{-1}(W_{K, U})$ is open, and hence $\alpha(\lambda)$ is continuous.

Thus at least $\alpha(\lambda)$ is an element of $(Z^Y)^X$, for each $\lambda \in Z^{X \wedge Y}$. Moreover, the function $\alpha$ is obviously base-point-preserving; but unfortunately $\alpha$ is not always continuous unless $X$ is a Hausdorff space.

Proposition 6.2.37 If $X$ is Hausdorff, the association map $\alpha: Z^{X \wedge Y} \to (Z^Y)^X$ is continuous.

Proof. By Lemma 6.2.33, it suffices to consider $\alpha^{-1}(W_{K, U})$, where $K \subset X$ is compact and $U \subset Z^Y$ is of the form $W_{L, V}$, for $L \subset Y$ compact and $V \subset Z$ open. Now

$$\alpha^{-1}(W_{K, U}) = \{\lambda \mid (\alpha \lambda)(K) \subset W_{L, V}\}$$

$$= \{\lambda \mid \lambda \rho(K \times L) \subset V\}$$

$$= W_{\rho(K \times L), V}.$$ 

But $\rho(K \times L)$ is a compact subset of $X \wedge Y$, so that $\alpha$ is continuous.

Of course, we should like to be able to say that $\alpha$ is a homeomorphism, but this is not true without imposing more conditions on the spaces involved.
Theorem 6.2.38

(a) For all spaces $X$, $Y$ and $Z$, the function $\alpha: Z^{X \wedge Y} \to (Z^Y)^X$ is (1-1).
(b) If $Y$ is locally compact and Hausdorff, then $\alpha$ is also onto.
(c) If both $X$ and $Y$ are compact and Hausdorff, then $\alpha$ is a homeomorphism.

Proof.

(a) Let $\lambda, \mu: X \wedge Y \to Z$ be two maps such that $\alpha(\lambda) = \alpha(\mu)$. Then for all $x \in X$, $y \in Y$, we have
\[
\lambda(x \wedge y) = [\alpha(\lambda)](y) = [\alpha(\mu)](y) = \mu(x \wedge y),
\]
so that $\lambda = \mu$.

(b) Given a map $\lambda: X \to Z^Y$, let $\mu: X \wedge Y \to Z$ be the composite
\[
X \wedge Y \xrightarrow{\lambda \wedge 1} Z^X \wedge Y \xrightarrow{\epsilon} Z,
\]
where $\epsilon$ is the evaluation map. By Theorem 6.2.31 $\epsilon$, and hence $\mu$, are continuous. But if $x \in X$ and $y \in Y$, we have
\[
[\alpha(\mu)][(y)] = \mu(x \wedge y) = \epsilon(\lambda \wedge 1)(x \wedge y) = [\lambda(x)](y),
\]
so that $\alpha(\mu) = \lambda$, and hence $\alpha$ is onto.

(c) Certainly $\alpha$ is continuous, (1-1) and onto, so we have only to show that the inverse function to $\alpha$ is continuous.

Consider the map $\theta: (Z^Y)^X \times X \times Y \to Z$ given by composing the 'evaluation maps' $f: (Z^Y)^X \times Y \to Z^Y$ (or rather $f \times 1_Y$) and $f: Z^Y \times Y \to Z$; by Theorem 6.2.31 this is continuous. Now since $X$ and $Y$ are compact, if $p: X \times Y \to X \wedge Y$ is the identification map, then by Theorem 6.2.4(b)
\[
1 \times p: (Z^Y)^X \times X \times Y \to (Z^Y)^X \times (X \wedge Y)
\]
is also an identification map. And since $\theta$ maps $(Z^Y)^X \times Y \times z_0$ and $(Z^Y)^X \times y_0 \times X$ to $z_0$, it follows that $\theta$ induces a map
\[
\phi: (Z^Y)^X \times (X \wedge Y) \to Z.
\]

This in turn induces
\[
\psi: (Z^Y)^X \wedge (X \wedge Y) \to Z;
\]
but then \(\alpha(\phi)\) is a map \((Z^r)^X \to Z^{X^Y}\), and it is easy to see that this map is the inverse of \(\alpha\). Hence \(\alpha\) is a homeomorphism.

### 6.3 Homotopy classes of maps

It has already been noted in Chapter 2 that, given (based) spaces \(X\) and \(Y\), the relation between (based) maps \(X \to Y\) of being homotopic (by a based homotopy) is an equivalence relation. It therefore makes sense to write \([X, Y]\) for the set of equivalence classes, under this equivalence relation.

**Example 6.3.1** The set \([S^1, Y]\) is in (1-1)-correspondence with \(\pi_1(Y, y_0)\). For \(\pi_1(Y, y_0)\) is, as a set, the set of (pairwise) homotopy classes of maps of pairs \((I, 0 \cup 1) \to (Y, y_0)\), and this, by Proposition 6.2.5, is in (1-1)-correspondence with the set \([I/(0 \cup 1), Y]\). But \(I/(0 \cup 1)\) is homeomorphic to \(S^1\).

So \([X, Y]\) is a generalization of at least the fundamental group. In fact, as we shall see later, by a suitable choice of either \(X\) or \(Y\) most of the standard algebraic invariants of topology, for example, homotopy and cohomology groups, can be obtained. However, the immediate task is to investigate two problems suggested by Example 6.3.1: in what way do maps of spaces give rise to functions on \([X, Y]\), and in what circumstances can \([X, Y]\) be given a group structure?

The first of these problems is quite simple, and the situation is entirely analogous to that of Theorem 3.2.8.

**Theorem 6.3.2** A (based) map \(f: Y_0 \to Y_1\) gives rise to a function \(f_*: [X, Y_0] \to [X, Y_1]\),

with the following properties.

(a) If \(f': Y_0 \to Y_1\) is another map, and \(f \simeq f'\), then \(f_* = f'_*\).
(b) If \(1: Y \to Y\) is the identity map, then \(1_* = \text{the identity function.}\)
(c) If \(g: Y_1 \to Y_2\) is another map, then \((gf)_* = g_*f_*\).

**Proof.** Write \([\lambda]\) for the equivalence class of a map \(\lambda: X \to Y_0\) in the set \([X, Y_0]\). Define \(f_*\) by the rule \(f_*[\lambda] = [f\lambda]\): this clearly depends only on the class of \(\lambda\), and property (a) is obvious. Moreover properties (b) and (c) follow immediately from this definition.

**Corollary 6.3.3** If \(f: Y_0 \to Y_1\) is a homotopy equivalence, then \(f_*\) is a (1-1)-correspondence.

Of course, similar results hold about maps of \(X\) rather than \(Y\).
Since the proofs are almost identical, we shall merely state these results.

**Theorem 6.3.4** A map \( f: X_0 \to X_1 \) gives rise to a function

\[
f^*: [X_1, Y] \to [X_0, Y],
\]

with the following properties.

1. If \( f': X_0 \to X_1 \) is another map, and \( f \simeq f' \), then \( f^* = (f')^* \).
2. If \( 1: X \to X \) is the identity map, then \( 1^* \) is the identity function.
3. If \( g: X_1 \to X_2 \) is another map, then \( (gf)^* = f^*g^* \).

**Corollary 6.3.5** If \( f: X_0 \to X_1 \) is a homotopy equivalence, then \( f^* \) is a (1-1)-correspondence. Thus the set \([X, Y]\) depends only, up to (1-1)-correspondence, on the homotopy types of \( X \) and \( Y \). Indeed, there is a sort of converse to Corollaries 6.3.3 and 6.3.5.

**Theorem 6.3.6**

(a) If \( f: Y_0 \to Y_1 \) is a map such that \( f_*: [X, Y_0] \to [X, Y_1] \) is a (1-1)-correspondence for all spaces \( X \), then \( f \) is a homotopy equivalence.

(b) Similarly, if \( g: X_0 \to X_1 \) gives rise to a (1-1)-correspondence \( g^*: [X_1, Y] \to [X_0, Y] \) for all spaces \( Y \), then \( g \) is a homotopy equivalence.

**Proof.**

(a) In particular, \( f_*: [Y_1, Y_0] \to [Y_1, Y_1] \) is a (1-1)-correspondence, so that there exists a map \( g: Y_1 \to Y_0 \) such that \( f_*[g] = [1_{Y_1}] \), or \( fg \simeq 1_{Y_1} \). Thus for any \( X \), \( f_*g_* \) is the identity function on \([X, Y_1]\), and so \( g_* \) is the inverse (1-1)-correspondence to \( f_* \). In particular, \( g_*[f] = [1_{Y_0}] \), so that we also have \( gf \simeq 1_{Y_0} \). Hence \( f \) is a homotopy equivalence.

(b) is proved similarly.

Of course, Theorem 6.3.6 is much too general to be of practical use in showing that a given map is a homotopy equivalence. However, for a large class of spaces (including all polyhedra), it is sufficient in (a) to consider only \( X = S^n \), for all \( n \); this is J. H. C. Whitehead’s theorem, which will be proved in Chapter 7.

We turn now to the second problem: when is \([X, Y]\) a group? The answer is that it is if \( Y \) is 'group-like' in the sense of the next definition, or if \( X \) has corresponding 'dual' properties.
Definition 6.3.7 A space $Y$ is called an $H$-space if there exists a map

$$m: Y \times Y \to Y,$$

such that $mi_1 \simeq mi_2 \simeq 1_Y$, where $i_1, i_2: Y \to Y \times Y$ are the maps defined by $i_1(y) = (y, y_0), i_2(y) = (y_0, y)$ ($y_0$ is the base point of $Y$).

An $H$-space $Y$ is said to be associative if $m(m \times 1) \simeq m(1 \times m)$: $Y \times Y \times Y \to Y$, and an inverse is a map $u: Y \to Y$ such that

$$m(u \times 1) \Delta_Y \simeq m(1 \times u) \Delta_Y \simeq \varepsilon_Y,$$

where $\varepsilon_Y$ is the constant map that sends all of $Y$ to $y_0$, and $\Delta_Y$ is the diagonal map.

For convenience, we shall say that $Y$ is an AHI if it is an associative $H$-space with an inverse.

It will be seen that an AHI $Y$ is 'group-like', in the sense that if we write $y_1 \cdot y_2$ for $m(y_1, y_2)$ and $y^{-1}$ for $u(y)$, we almost have the properties

$$y_0 \cdot y = y \cdot y_0 = y,$$

$$(y_1 \cdot y_2) \cdot y_3 = y_1 \cdot (y_2 \cdot y_3),$$

$$y \cdot y^{-1} = y^{-1} \cdot y = y_0,$$

except that all equalities are, as it were, replaced by homotopies. However, since the set $[X, Y]$ involves only homotopy classes of maps, it will be no surprise that $[X, Y]$ is a genuine group whenever $Y$ is an AHI.

Theorem 6.3.8 If $X$ is any space and $Y$ is an AHI, then $[X, Y]$ can be given the structure of a group.

Proof. Given two maps $f, g: X \to Y$, let $f \cdot g$ be $m(f \times g)\Delta_X$: this is certainly another continuous map from $X$ to $Y$. Moreover, given further maps $f', g': X \to Y$, such that $f \simeq f'$ and $g \simeq g'$, then $f \cdot g \simeq f' \cdot g'$ by Theorem 6.2.2, and so a multiplication in $[X, Y]$ can be unambiguously defined by $[f] \cdot [g] = [f \cdot g]$.

It remains to show that this multiplication satisfies the axioms for a group. First, given a third map $h: X \to Y$, we have

$$(f \cdot g) \cdot h = m(f \cdot g) \times h)\Delta$$

$$= m[m(f \times g)\Delta \times h]\Delta$$

$$= m(m \times 1)(f \times g \times h)\Delta.$$

Similarly $f \cdot (g \cdot h) = m(1 \vee m)(f \times g \times h)\Delta$, so that $(f \cdot g) \cdot h \simeq f \cdot (g \cdot h)$, and $[[f] \cdot [g] \cdot [h]] = [f] \cdot ([g] \cdot [h])$. 
Secondly, if \( e: X \to Y \) is the constant map,
\[
f \cdot e = m(f \times e) \Delta = m_1 f \simeq f,
\]
and similarly \( e \cdot f \simeq f \), so that \([e]\) is a unit element for \([X, Y]\).

Lastly, we may define \([f]^{-1} = [uf]\), since
\[
(uf) \cdot f = m(uf \times f) \Delta = m(uf \times 1) \Delta f \simeq e,
\]
and similarly \( f \cdot (uf) \simeq e \).

Naturally also, maps of \( X \) give rise to homomorphisms, not just functions.

**Proposition 6.3.9** If \( g: X_0 \to X_1 \) is a map, and \( Y \) is an AHI, then \( g^*: [X_1, Y] \to [X_0, Y] \) is a homomorphism. In particular, \( g^* \) is an isomorphism if \( g \) is a homotopy equivalence.

**Proof.** Given maps \( f_1, f_2: X_1 \to Y \), we have
\[
(f_1 \cdot f_2)g = m(f_1 \times f_2) \Delta g = m(f_1 \times f_2)(g \times g) \Delta = m(f_1 g \times f_2 g) \Delta = (f_1 g) \cdot (f_2 g).
\]

Thus \( g^*([f_1] \cdot [f_2]) = g^*[f_1] \cdot g^*[f_2] \).

Before giving examples of AHI spaces, let us examine the 'dual' situation, in which \([X, Y]\) becomes a group because of properties possessed by \( X \) rather than \( Y \).

**Definition 6.3.10** A space \( X \) is called an \( H' \)-space if there exists a map
\[
\mu: X \to X \vee X,
\]
such that \( p_1 \mu \simeq p_2 \mu \simeq 1 \), where \( p_1 \) and \( p_2 \) are the restrictions to \( X \vee X \) of the 'projection maps' \( p_1, p_2: X \times X \to X \) defined by \( p_1(x_1, x_2) = x_1, \ p_2(x_1, x_2) = x_2 \) (as usual, we regard \( X \vee X \) as a subspace of \( X \times X \), by Proposition 6.2.11). An \( H' \)-space \( X \) is said to be associative if \((\mu \vee 1)\mu \simeq (1 \vee \mu)\mu: X \to X \vee X \vee X \), and an
inverse is a map \( v : X \to X \) such that \( \nabla_X(v \circ v) \mu \simeq \nabla_X(1 \circ v) \mu \simeq e_X \), where \( \nabla_X \) is the folding map. Again, we shall say that \( X \) is an AH'I if it is an associative \( H' \)-space with an inverse.

Notice that the definition of an \( H' \)-space closely resembles that of an \( H \)-space: we merely turn all the maps round and use the one-point union instead of the product. For this reason, we shall not always prove in full both 'dual' versions of theorems involving \( H \)- and \( H' \)-spaces. The reader should have no difficulty, for example, in filling in the details in such theorems as the following.

**Theorem 6.3.11** If \( X \) is an AH'I and \( Y \) is any space, \([X, Y]\) can be given the structure of a group. Moreover, if \( g : Y_0 \to Y_1 \) is a map, \( g_* : [X, Y_0] \to [X, Y_1] \) is a homomorphism, and so is an isomorphism if \( g \) is a homotopy equivalence.

**Proof.** Given maps \( f_1, f_2 : X \to Y \), define \( f_1 \cdot f_2 = \nabla(f \circ g) \mu \), and proceed as in the proofs of Theorem 6.3.8 and Proposition 6.3.9. 

As a first example, we shall show that \( S^1 \) is an AH'I. In fact this example is really as general as we shall need, since it will be proved afterwards that, as a consequence, \( sX \) is an AH'I, and \( \Omega X \) an AHI, for any space \( X \) whatsoever.

**Proposition 6.3.12** \( S^1 \) is an AH'I.

**Proof.** This is very similar to Corollary 3.2.6; not unexpectedly, perhaps, in virtue of Example 6.3.1. Let \( \theta l \) be the composite of standard maps, and use it to denote points of \( S^1 \) by real numbers \( t \) such that \( 0 \leq t \leq 1 \); that is, denote the point \( \theta l(t) \) merely by \( t \). Define a map

\[ v : I \to S^1 \vee S^1 \]

by

\[ v(t) = \begin{cases} (2t, 0) & (0 \leq t \leq \frac{1}{2}) \\ (0, 2t - 1) & (\frac{1}{2} \leq t \leq 1). \end{cases} \]

This is certainly continuous, and since \( v(0) = v(1) \), \( v \) induces a (based) map \( \mu : S^1 \to S^1 \vee S^1 \).

To show that this map makes \( S^1 \) into an \( H' \)-space, consider the composite

\[ I \to S^1 \vee S^1 \to S^1. \]

Now

\[ p_1 v(t) = \begin{cases} 2t & (0 \leq t \leq \frac{1}{2}) \\ 0 & (\frac{1}{2} \leq t \leq 1), \end{cases} \]
so that $p_1\nu$ is just the product loop of $\partial I$ and the 'constant path', and hence $p_1\nu \simeq \partial I$, rel $0$, $1$, by Corollary 3.2.6(b). Hence by Proposition 6.2.5 $p_1\mu \simeq 1$; similarly, $p_2\mu \simeq 1$.

$S^1$ is associative by a similar argument using Corollary 3.2.6(a), and the map $v: S^1 \to S^1$ given by $v(t) = 1 - t$ is an inverse, by using Corollary 3.2.6(c).

Corollary 6.3.13 $[S^1, Y]$ and $\pi_1(Y, y_0)$ are isomorphic groups.

Proof. The $(1-1)$-correspondence $\pi_1(Y, y_0) \to [S^1, Y]$ in Example 6.3.1 is clearly a homomorphism. \[\]

We show next that, because $S^1$ is an AH'I, $sX$ is an AH'I and $\Omega X$ is an AH'I, for any space $X$. In fact, a slightly more general result is true.

Theorem 6.3.14 Given spaces $X$ and $Y$,

(a) $X \wedge Y$ is an AH'I if either $X$ or $Y$ is;

(b) if moreover $X$ is Hausdorff, $Y^X$ is an AH'I if either $X$ is an AH'I or $Y$ is an AH'I.

Proof.

(a) Let $X$ be an AH'I, with map $\mu: X \to X \vee X$, and inverse $v: X \to X$. Define $\bar{\mu}: X \wedge Y \to (X \wedge Y) \vee (X \wedge Y)$ to be the composite

$$X \wedge Y \xrightarrow{\mu \wedge 1} (X \vee X) \wedge Y \xrightarrow{\bar{g}} (X \wedge Y) \vee (X \wedge Y),$$

where $\bar{g}$ is the homeomorphism of Theorem 6.2.22. Now there is an obvious commutative diagram

$$
\begin{array}{ccc}
(X \vee X) \wedge Y & \xrightarrow{\bar{g}} & (X \wedge Y) \vee (X \wedge Y) \\
\downarrow p_1 \wedge 1 & & \downarrow p_2 \\
X \wedge Y & & \\
\end{array}
$$

where $p_1$ and $\bar{p}_1$ are the 'projection maps'; thus

$$\bar{p}_1 \bar{\mu} = (p_1 \wedge 1)(\mu \wedge 1) = p_1\mu \wedge 1 \simeq 1,$$

by Theorem 6.2.13. Similarly $\bar{p}_2\bar{\mu} \simeq 1$.

Similar arguments show that $X \wedge Y$ is associative, and that the map $\bar{v} = v \wedge 1: X \wedge Y \to X \wedge Y$ is an inverse for $X \wedge Y$. And of course the same proof works if $Y$ rather than $X$ is an AH'I.

(b) Suppose that $X$ is Hausdorff and an AH'I. Let

$$\bar{m}: Y^X \times Y^X \to Y^X$$
be the composite

\[ Y^X \times Y^X \xrightarrow{\psi} Y^{X \times X} \xrightarrow{1^*} Y^X, \]

where \( \psi \) is the homeomorphism of Theorem 6.2.32. Now proceed as in (a), with the inverse \( \bar{u} = 1^*: Y^X \rightarrow Y^X \).

Similarly, if \( X \) is Hausdorff and \( Y \) is an AHI, with map \( m: Y \times Y \rightarrow Y \) and inverse \( u: Y \rightarrow Y \), then \( Y^X \) becomes an AHI under \( \overline{m} \), the composite

\[ Y^X \times Y^X \xrightarrow{\psi} (Y \times Y)^X \xrightarrow{m^1} Y^X, \]

where this time \( \psi \) is the homeomorphism of Theorem 6.2.34. Of course, the inverse is \( \bar{u} = u^1: Y^X \rightarrow Y^X \). □

In particular, then, \( sX \) is an AHI and \( \Omega Y \) is an AHI for any spaces \( X \) and \( Y \), and so \([sX, Y]\) and \([X, \Omega Y]\) are groups for any \( X \) and \( Y \).

Specializing further, since by Proposition 6.2.15 \( S^n \) is homeomorphic to \( sS^{n-1} \) for all \( n \geq 1 \), it is easy to see that \( S^n \) is an AHI, and hence \([S^n, Y]\) is a group for all spaces \( Y \).

**Definition 6.3.15** For any (based) space \( Y \), and \( n \geq 1 \), the group \([S^n, Y]\) is called the \( n \)-th homotopy group of \( Y \), and is usually written \( \pi_n(Y) \).

Notice that this definition can even be extended to the case \( n = 0 \): for based maps \( S^0 \rightarrow Y \) are in (1-1)-correspondence with points of \( Y \), and their homotopies correspond to paths in \( Y \); thus the set \([S^0, Y]\) is what we have previously referred to as \( \pi_0(Y) \).

**Example 6.3.16** \( \pi_r(S^n) = 0 \) if \( r < n \). For by Corollary 2.2.4 a map \( f: X \rightarrow S^n \) is homotopic to the constant map if it is not onto; but by the Simplicial Approximation Theorem a map \( f: S^r \rightarrow S^n \) is homotopic to a simplicial map with some triangulations, and this cannot be onto if \( r < n \). □

Definition 6.3.15 is somewhat unsatisfactory as it stands, since it appears to depend on the choice of a map \( \mu: S^n \rightarrow S^n \vee S^n \) that makes \( S^n \) into an AHI. However, this ambiguity is more apparent than real if \( n > 1 \), for we shall prove in Chapter 7 that all such maps are homotopic; and if \( n = 1 \) there are only two homotopy classes of such maps, which give rise to isomorphic group structures in \( \pi_1 \): see Exercise 9.

Ambiguities in the definition of the group structure also appear to arise in more general situations. For example, consider the set \([X_1 \wedge X_2, Y]\): if both \( X_1 \) and \( X_2 \) are AHI's, then by Theorem
6.3.14 \( X_1 \land X_2 \) is an AH'I in two ways, and so there appear to be two different group structures in \([X_1 \land X_2, Y]\). Fortunately, however, these two group structures always coincide.

**Theorem 6.3.17** Let \( X_1 \) and \( X_2 \) be AH'I's, with corresponding maps \( \mu_1: X_1 \to X_1 \lor X_1 \) and \( \mu_2: X_2 \to X_2 \lor X_2 \), and let

\[
\bar{\mu}_1, \bar{\mu}_2: X_1 \land X_2 \to (X_1 \land X_2) \lor (X_1 \land X_2)
\]

be the two maps, as in Theorem 6.3.14(a), that make \( X_1 \land X_2 \) into an AH'I. Then \( \bar{\mu}_1 \simeq \bar{\mu}_2 \).

**Proof.** Let \( p_1, p_2: X_1 \lor X_1 \to X_1 \) and \( q_1, q_2: X_2 \lor X_2 \to X_2 \) be the 'projection maps'. Now

\[
\mu_1(x_1 \land x_2) = \begin{cases} (p_1\mu_1(x_1) \land x_2, \text{base point}) & \text{if } \mu_1(x_1) \in X_1 \times \text{base point} \\ (\text{base point}, p_2\mu_1(x_1) \land x_2) & \text{if } \mu_1(x_1) \in \text{base point} \times X_1. \end{cases}
\]

Let \( \alpha = [(1 \land q_1\mu_2) \lor (1 \land q_2\mu_2)]\bar{\mu}_1: X_1 \land X_2 \to (X_1 \land X_2) \lor (X_1 \land X_2); \) then certainly \( \alpha \simeq \bar{\mu}_1 \), and

\[
\alpha(x_1 \land x_2) = \begin{cases} (p_1\mu_1(x_1) \land q_1\mu_2(x_2), \text{base point}) & \text{if } \mu_1(x_1) \in X_1 \times \text{base point} \\ (\text{base point}, p_2\mu_1(x_1) \land q_2\mu_2(x_2)) & \text{if } \mu_1(x_1) \in \text{base point} \times X_1. \end{cases}
\]

But \( q_1\mu_2(x_2) = \text{base point} \) unless \( \mu_2(x_2) \in X_2 \times \text{base point} \), and \( q_2\mu_2(x_2) = \text{base point} \) unless \( \mu_2(x_2) \in \text{base point} \times X_2 \). So the effect of \( \alpha \) is given more precisely by the formulae

\[
\alpha(x_1 \land x_2) = \begin{cases} (p_1\mu_1(x_1) \land q_1\mu_2(x_2), \text{base point}) & (\mu_1(x_1) \in X_1 \times \text{base point}, \mu_2(x_2) \in X_2 \times \text{base point}) \\ (\text{base point}, p_2\mu_1(x_1) \land q_2\mu_2(x_2)) & (\mu_1(x_1) \in \text{base point} \times X_1, \mu_2(x_2) \in \text{base point} \times X_2) \\ \text{base point} & \text{(otherwise).} \end{cases}
\]

Similarly, by symmetry, \( \alpha \simeq \bar{\mu}_2 \), so that \( \bar{\mu}_1 \simeq \bar{\mu}_2 \).

**Corollary 6.3.18** For any \( Y \), the group structures in \([X_1 \land X_2, Y]\), defined by \( \bar{\mu}_1 \) and \( \bar{\mu}_2 \), are the same.

In fact the proof of Theorem 6.3.17 has a rather surprising consequence. Let us call an \( H' \)-space \( X \) (with map \( \mu: X \to X \lor X \)) commutative if \( \mu \simeq \tau\mu \), where \( \tau: X \lor X \to X \lor X \) is the restriction of the map \( X \times X \to X \times X \) that sends \((x_1, x_2)\) to \((x_2, x_1)\).

**Proposition 6.3.19** With the same data as in Theorem 6.3.17, \( X_1 \land X_2 \) is a commutative AH'I.
Proof. Let

$$\beta = [(1 \land q_2 \mu_2) \lor (1 \land q_1 \mu_2)]\tilde{\mu}_1: X_1 \land X_2 \rightarrow (X_1 \land X_2) \lor (X_1 \land X_2);$$

again $\beta \simeq \tilde{\mu}_1$, and

$$p(x_1 \land x_2) = \begin{cases} 
(\mu_1(x_1) \land q_2 \mu_2(x_2), \text{base point}) & (\mu_1(x_1) \in X_1 \times \text{base point}, \mu_2(x_2) \in \text{base point} \times X_2) \\
(\text{base point}, p_2 \mu_1(x_1) \land q_1 \mu_2(x_2)) & (\mu_1(x_1) \in \text{base point} \times X_1, \mu_2(x_2) \in X_2 \times \text{base point}) \\
\text{base point} & \text{(otherwise).}
\end{cases}$$

Similarly, by symmetry, $\beta \simeq \tau \tilde{\mu}_2$. Hence $\tilde{\mu}_1 \simeq \tau \tilde{\mu}_2 \simeq \tau \tilde{\mu}_1$. \Box

The point of Proposition 6.3.19 is that commutative AHT's give rise to abelian groups.

Proposition 6.3.20 If $X$ is a commutative AHT, and $Y$ is any space, then $[X, Y]$ is an abelian group.

Proof. Given maps $f, g: X \rightarrow Y$, we have

$$f \cdot g = \nabla (f \lor g)\mu$$

$$\simeq \nabla (f \lor g)\tau \mu$$

$$= \nabla (g \lor f)\mu$$

$$= g \cdot f.$$

Thus $[f] \cdot [g] = [g] \cdot [f]$. \Box

Corollary 6.3.21 For any spaces $X$ and $Y$, $[s(sX), Y]$ is an abelian group. In particular, $\pi_n(Y)$ is abelian for $n \geq 2$. \Box

As usual, there are 'dual' results to 6.3.17–6.3.21, involving AHI's instead of AHT's.

Theorem 6.3.22 Let $X$ be a Hausdorff space, and an AHT, with map $\mu: X \rightarrow X \lor X$; let $Y$ be an AHI, with map $m: Y \times Y \rightarrow Y$. Then if $\overline{m}_1, \overline{m}_2: Y^X \times Y^X \rightarrow Y^X$ are the maps arising from $\mu$ and $m$ respectively, in Theorem 6.3.14(b), we have $\overline{m}_1 \simeq \overline{m}_2$.

Proof. By definition, $\overline{m}_1$ is the composite

$$Y^X \times Y^X \xrightarrow{\theta} (Y \lor Y)^{X \lor X} \xrightarrow{\Delta^1} Y^{X \lor X} \xrightarrow{1^\mu} Y^X,$$

where $\theta$ is the map defined in the proof of Theorem 6.2.32. Let $\alpha = 1^\mu \nabla^1 (mi_1 \lor mi_2)^1 \theta: Y^X \times Y^X \rightarrow Y^X$, where $i_1, i_2: Y \rightarrow Y \times Y$
are the usual inclusions; then \( \alpha \simeq \overline{m}_1 \). But if \( f, g: X \to Y \) are two maps, we have

\[
\alpha(f, g) = \nabla(m_{i_1} \vee m_{i_2})(f \vee g)\mu.
\]

That is, if \( x \in X \),

\[
[a(f, g)](x) = \begin{cases} m(fp_1\mu(x), y_0) & (\mu(x) \in X \times x_0) \\ m(y_0, gp_2\mu(x)) & (\mu(x) \in x_0 \times X), \end{cases}
\]

where \( p_1, p_2: X \vee X \to X \) are the 'projection maps'. But this is the same as the map that sends \( x \) to \( m(fp_1\mu(x), gp_2\mu(x)) \), so that

\[
\alpha(f, g) = m(f \times g)(p_1\mu \times p_2\mu)\Delta.
\]

It follows that we can also write

\[
\alpha = m^1[1]^{(p_1\mu \times p_2\mu)}\theta,
\]

where now \( \theta: Y^X \times Y^X \to (Y \times Y)^{X \times X} \) is the map defined in Theorem 6.2.34. Hence \( \alpha \simeq m^1[1]^{\theta} = \overline{m}_2 \).

**Corollary 6.3.23** For any \( Z \), the two group structures in \([Z, Y^X]\), defined by \( \overline{m}_1 \) and \( \overline{m}_2 \), are the same.

Let us call an \( H \)-space \( Y \) (with map \( m: Y \times Y \to Y \)) commutative if \( m \simeq m\tau \), where \( \tau: Y \times Y \to Y \times Y \) is defined by \( \tau(y_1, y_2) = (y_2, y_1) \).

**Proposition 6.3.24** With the same data as in Theorem 6.3.22, \( Y^X \) is a commutative \( AHI \).

**Proposition 6.3.25** If \( Y \) is a commutative \( AHI \), and \( X \) is any space, then \([X, Y]\) is an abelian group.

**Corollary 6.3.26** For any spaces \( X \) and \( Y \), \([X, \Omega(\Omega Y)]\) is an abelian group.

In fact there is hardly any need to prove Corollary 6.3.26 as a separate result, since it is true that for any spaces \( X \) and \( Y \), \([sX, Y]\) and \([X, \Omega Y]\) are isomorphic groups: thus Corollary 6.3.26 follows from Corollary 6.3.21. The theorem that \([sX, Y] \simeq [X, \Omega Y]\) is a special case of a more general result: recall from Theorem 6.2.38 that, if \( Y \) is locally compact and Hausdorff, the association map gives a \((1-1)\)-correspondence between maps \( X \wedge Y \to Z \) and \( X \to Z^Y \).

Indeed, homotopies correspond as well, so that we have

**Theorem 6.3.27** If \( Y \) is locally compact and Hausdorff, \( \alpha \) induces an \((1-1)\)-correspondence \( \bar{a}: [X \wedge Y, Z] \to [X, Z^Y] \).
Proof. Let \( F: (X \land Y) \times I \to Z \) be a homotopy between maps \( f, g: X \land Y \to Z \). If \( p: X \times Y \to X \land Y \) is the identification map, \( F(p \times 1): X \times Y \times I \to Z \) is a map that sends \( X \times y_0 \times I \) and \( x_0 \times Y \times I \) to \( z_0 \), and so induces a map \( F': (X \times I) \land Y \to Z \). Then \( \alpha(F') \): \( X \times I \to Z^Y \) sends \( x_0 \times I \) to the base point, and is clearly a homotopy between \( \alpha(f) \) and \( \alpha(g) \).

Conversely, if \( \alpha(f) \simeq \alpha(g) \), then since \( \alpha \) is a \((1,1)\)-correspondence we may assume that the homotopy between them is of the form \( \alpha(F) \), where \( F: (X \times I) \land Y \to Z \) is a map such that \( F[(x, t) \land y_0] = z_0 \) for all \((x, t) \in X \times I \). So if \( q: X \times I \times Y \to (X \times I) \land Y \) is the identification map, \( Fq \) may be regarded as a map \( X \times Y \times I \to Z \) that sends \( X \times y_0 \times I \) and \( x_0 \times Y \times I \) to \( z_0 \). Since, by Theorem 6.2.4, \((p \times 1)\) is an identification map, it follows that \( Fq \) induces a map \( F': (X \land Y) \times I \to Z \), which is clearly a homotopy between \( f \) and \( g \).

In particular, there is a \((1,1)\)-correspondence between \([sX, Y]\) and \([X, OY]\), for all \( X \) and \( Y \). The next step is to prove that this \((1,1)\)-correspondence preserves the multiplication, and so is an isomorphism. In fact a more general result is true: the \((1,1)\)-correspondence of Theorem 6.3.27 is an isomorphism whenever the sets concerned are groups.

**Theorem 6.3.28** \( \tilde{\alpha} \) is an isomorphism in any of the following cases.

(a) \( X \) an \( AH'I; \) group structures defined by the \( AH'I \) spaces \( X \land Y, X \) respectively.

(b) \( Z \) an \( AH'I; \) groups defined by the \( AH'I's \) \( Z \) and \( Z^Y \).

(c) \( Y \) an \( AH'I; \) groups defined by the \( AH'I \) \( X \land Y \) and the \( AH'I \) \( Z^Y \).

**Proof.**

(a) Let \( \mu: X \to X \lor X \) be the map that makes \( X \) an \( AH'I \), and consider two maps \( f, g: X \land Y \to Z \). Now for \( x \in X \) and \( y \in Y \), we have

\[
(f \cdot g)(x \land y) = \begin{cases} f(p_1 \mu(x) \land y) & (\mu(x) \in X \times x_0) \\ g(p_2 \mu(x) \land y) & (\mu(x) \in x_0 \times X) \end{cases},
\]

where \( p_1, p_2: X \lor X \to X \) are the 'projection maps'. But

\[
[(\alpha f)(x)](y) = f(x \land y),
\]

and

\[
(\alpha f \cdot \alpha g)(x) = \begin{cases} ((\alpha f)(p_1 \mu(x)) & (\mu(x) \in X \times x_0) \\ ((\alpha g)(p_2 \mu(x)) & (\mu(x) \in x_0 \times X) \end{cases},
\]
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so that clearly \( \alpha f \cdot \alpha g = \alpha (f \cdot g) \), and \( \alpha \) is a homomorphism and hence an isomorphism.

(b) Let \( m: Z \times Z \to Z \) be the map that makes \( Z \) an AH'I. This time

\[
[\alpha (f \cdot g)(x)](y) = (f \cdot g)(x \land y)
= m(f(x \land y), g(x \land y))
= m([(\alpha f)(x)](y), [(\alpha g)(x)](y))
= [(\alpha f \cdot \alpha g)(x)](y),
\]

so that \( \alpha f \cdot \alpha g = \alpha (f \cdot g) \).

(c) Again, let \( \mu: Y \to Y \lor Y \) make \( Y \) into an AH'I. Then

\[
(f \cdot g)(x \land y) = \begin{cases} f(x \land p_1 \mu(y)) & (\mu(y) \in Y \times y_0) \\ g(x \land p_2 \mu(y)) & (\mu(y) \in y_0 \times Y) \end{cases}
\]

But \( (\alpha f \cdot \alpha g)(x) = \overline{m}(\alpha f(x), \alpha g(x)) \), where \( \overline{m}: Z^Y \times Z^Y \to Z^Y \) is induced by \( \mu \). Thus

\[
[(\alpha f \cdot \alpha g)(x)](y) = [(\overline{m}(\alpha f(x), \alpha g(x)))](y)
= \begin{cases} \overline{m}(\alpha f(x) \lor \alpha g(x)) & (\mu(y) \in Y \times y_0) \\ \overline{m}(\alpha f(x) \lor \alpha g(x)) & (\mu(y) \in y_0 \times Y) \end{cases}
\]

so that once again \( \alpha f \cdot \alpha g = \alpha (f \cdot g) \).

Corollary 6.3.29 For any spaces \( X \) and \( Y \), \( \bar{\alpha}: [sX, Y] \to [X, \Omega Y] \) is an isomorphism.

Corollary 6.3.30 For any space \( Y \), and \( n > 1 \), \( \pi_n(Y) \cong \pi_{n-1}(\Omega Y) \).

Proof. By definition, \( \pi_n(Y) = [sS^{n-1}, Y] \). By Corollary 6.3.18 we may assume that the group structure is defined by the AH'I structure of \( S^{n-1} \); thus by Theorem 6.3.28(a), \( \pi_n(Y) \cong [S^{n-1}, \Omega Y] = \pi_{n-1}(\Omega Y) \).

Notice that, by Corollary 6.3.23, the group structure in \( \pi_{n-1}(\Omega Y) \) may equally well be taken to be that defined by the AH'I \( \Omega Y \). Thus even \( \pi_{0}(\Omega Y) \) is a group, which by Corollary 6.3.29 is isomorphic to \( \pi_1(Y) \).

6.4 Exact sequences

From the discussion of the sets \([X, Y]\), it is clear that the problem of classifying spaces up to homotopy equivalence is intimately bound
up with the calculation of \([X, Y]\). It is particularly important to be able to identify these sets in the cases where they are groups; and the clue to how to proceed is provided by Chapters 4 and 5, where the most useful tools were the exact homology and cohomology sequences of pairs and triples.

We wish, then, to establish results analogous to these exact sequences, for the sets \([X, Y]\). Now in general the set \([X, Y]\) is not a group, although it has a ‘distinguished element’, namely the class of the constant map from \(X\) to \(Y\) (this, of course, is the unit element of \([X, Y]\) if it happens to be a group). Let us call a set with a distinguished element a based set: we must first define the notion of an exact sequence of based sets.

**Definition 6.4.1** Given a function \(f: A \to B\) between based sets (with distinguished elements \(a_0\) and \(b_0\)), write \(\text{Im} f = \{f(a) \mid a \in A\}\) and \(\text{Ker} f = \{a \mid f(a) = b_0\}\). A sequence of based sets and functions

\[
\cdots \to A_i \xrightarrow{f_i} A_{i+1} \xrightarrow{f_{i+1}} \cdots
\]

is called an exact sequence if, for each \(i\), \(\text{Im} f_i = \text{Ker} f_{i+1}\). (Note that this coincides with the usual definition if the sets are groups, the functions are homomorphisms, and the distinguished element of each group is its unit element.)

The aim in this section is to show that a map \(f: A \to B\) gives rise to an exact sequence involving the sets \([A, Y]\) and \([B, Y]\), for any space \(Y\); there is also a ‘dual’ result involving the sets \([X, A]\) and \([X, B]\). If \(A\) is a subspace of \(B\), and \(f\) is the inclusion map, this sequence ought to resemble the exact cohomology sequence. It is to be expected, therefore, that the sequence will also involve something like the relative cohomology of a pair. Now we have seen, in Chapter 4, Exercise 5, that if \((K, L)\) is a simplicial pair, \(H_*(K, L) \cong \check{H}_*(K \cup CL)\), where \(K \cup CL\) denotes \(K\) with a ‘cone’ attached to \(L\). This result suggests how to define the ‘relative set’ that appears as the third object in the exact sequence involving \([A, Y]\) and \([B, Y]\).

**Definition 6.4.2** Given a map \(f: A \to B\), the mapping cone \(C_f\) is defined to be the space obtained from \(B\) and \(cA\) (the reduced cone), by identifying, for each \(a \in A\), the points \(a \land 0 \in cA\) and \(f(a)\) in \(B\). The base point of \(C_f\) is, of course, the point to which \(a_0 \land t\) and \(b_0\) are identified, for all \(t \in I\), where \(a_0\) and \(b_0\) are the base points of \(A\) and \(B\) respectively. See Fig. 6.3, in which the thick line is supposed to be identified to a point.
Write $f'$ for the 'inclusion map' of $B$ in $C_f$; more precisely, $f'$ is the inclusion of $B$ in the disjoint union of $B$ and $cA$, composed with the identification map onto $C_f$.

**Theorem 6.4.3** For any space $Y$, the sequence of based sets and functions

$$[C_f, Y] \xrightarrow{f^*} [B, Y] \xrightarrow{f'} [A, Y]$$

is exact.

**Proof.** The map $f'f: A \to C_f$ is the same as the composite

$$A \xrightarrow{i} cA \to C_f,$$

where $i$ is defined by $i(a) = a \land 0$, and the second map is the 'inclusion map', defined similarly to $f'$. Now by Proposition 6.2.21 $cA$ is contractible, so that $f'f \simeq e$, the constant map from $A$ to $C_f$. Thus $f*f' = e^*$, and $\text{Im } f'^* \subseteq \text{Ker } f^*$.

Conversely, let $g: B \to Y$ be a map such that $f^*[g]$ is the distinguished element of $[A, Y]$, so that $gf \simeq e$, the constant map from $A$ to $Y$. Let $F: A \times I \to Y$ be the homotopy; since

$$F(a_0, t) = F(a, 1) = y_0,$$

all $a \in A, t \in I$,

$F$ induces a map $\bar{F}: cA \to Y$. And since $\bar{F}(a \land 0) = F(a, 0) = gf(a)$, the maps $g$ and $\bar{F}$ together induce a map $G: C_f \to Y$, where clearly $f'G = g$: That is, $[g] \in \text{Im } f'^*$, so that $\text{Ker } f^* \subseteq \text{Im } f'^*$, and hence $\text{Ker } f^* = \text{Im } f'^*$.

Of course, the exact sequence is an exact sequence of groups and homomorphisms, if $Y$ happens to be an AHI.
The construction of $C_f$ can be iterated, and we then obtain a long sequence of spaces and maps

$$A \xrightarrow{f} B \xrightarrow{f'} C_f \xrightarrow{f''} C_{f''} \rightarrow \cdots.$$  

**Corollary 6.4.4** For any space $Y$, the sequence of based sets

$$
\cdots \rightarrow [C_f, Y] \xrightarrow{(f'')^*} [C_f, Y] \xrightarrow{(f')^*} [B, Y] \xrightarrow{f^*} [A, Y]
$$

is exact (and if $Y$ is an AH1, it is an exact sequence of groups and homomorphisms). \qed

Thus we have a long exact sequence, but the resemblance to the exact cohomology sequence is no longer clear. However, let us examine $C_f$ more closely. $C_{f'}$ is the space obtained from $C_f$ by 'attaching' $cB$, and since $cB$ already includes a copy of $B$, it is easy to see that $C_{f'}$ is the space obtained from $cA$ and $cB$ by identifying, for each $a \in A$, the points $a \wedge 0$ and $f(a) \wedge 0$: see Fig. 6.4.

It will be noticed that $cB$ contains a copy of $c(fA)$, and Fig. 6.4 suggests that it might be possible to 'shrink away' $cB - c(fA)$, so as to leave something like $sA$. This is indeed the case, as the next theorem shows.

**Theorem 6.4.5.** $C_{f'} \simeq sA$.

**Proof.** As usual, denote points of $S^1$ by numbers $t$, with $0 \leq t \leq 1$, where 0 and 1 both represent the base point. Define $\theta: sA \to C_{f'}$ by

$$
\theta(a \wedge t) = \begin{cases} 
  f(a) \wedge (1 - 2t) \text{ in } cB & (0 \leq t \leq \frac{1}{2}) \\
  a \wedge (2t - 1) \text{ in } cA & (\frac{1}{2} \leq t \leq 1).
\end{cases}
$$

\[ \]
(Or rather, $\theta$ is this map into the disjoint union of $cB$ and $cA$, followed by the identification map onto $C_f$.) This is well-defined, since $f(a) \wedge 1$ and $a \wedge 1$ both represent the base point of $C_f$, and (for $t = \frac{1}{2}$) $f'(a) \wedge 0$ and $a \wedge 0$ represent the same point of $C_f$. Moreover $\theta$ is continuous by Proposition 1.4.15(d).

Also define $\phi: C_f \rightarrow sA$, by
\[
\phi(a \wedge t) = a \wedge t \in sA, \quad \text{for points of } cA \\
\phi(b \wedge t) = \text{base point}, \quad \text{for points of } cB.
\]
(Strictly speaking, $\phi$ is the map induced by this map from the disjoint union of $cA$ and $cB$. This map does induce $\phi$, since $\phi(a \wedge 0) = a \wedge 0 \in sA = \text{base point} = \phi(f(a) \wedge 0)$.)

It remains to prove that $\phi\theta$ and $\theta\phi$ are homotopic to the respective identity maps. Now $\phi\theta: sA \rightarrow sA$ is given by the formulae
\[
\phi\theta(a \wedge t) = \begin{cases} 
\text{base point} & (0 \leq t \leq \frac{1}{2}) \\
(a \wedge (2t - 1)) & (\frac{1}{2} \leq t \leq 1)
\end{cases}
\]
But this is the same as the composite
\[
sA \xrightarrow{\mu} sA \lor sA \xrightarrow{p_2} sA,
\]
where $\mu$ is defined as in Theorem 6.3.14(a), using the map $\mu: S^1 \rightarrow S^1 \lor S^1$ of Proposition 6.3.12. Hence $\phi\theta \simeq 1$.

On the other hand $\theta\phi$ is given by
\[
\theta\phi(a \wedge t) = \begin{cases} 
(f(a) \wedge (1 - 2t)) & (0 \leq t \leq \frac{1}{2}) \\
(a \wedge (2t - 1)) & (\frac{1}{2} \leq t \leq 1)
\end{cases}
\]
To construct a homotopy $F: C_f \times I \rightarrow C_f$, between $\theta\phi$ and 1, define $F_A: cA \times I \rightarrow C_f$, by
\[
F_A(a \wedge t, s) = \begin{cases} 
(f(a) \wedge (1 - 2t - s(1 - t))) & (0 \leq t \leq (1 - s)/(2 - s)) \\
(a \wedge (2t - 1 + s(1 - t))) & ((1 - s)/(2 - s) \leq t \leq 1)
\end{cases}
\]
and $F_B: cB \times I \rightarrow C_f$, by
\[
F_B(b \wedge t, s) = b \wedge (1 - s(1 - t)) \quad (0 \leq s \leq 1).
\]
Now $F_A$ is continuous, because it is induced by a continuous map of $(A \times I) \times I \rightarrow C_f$, (using Proposition 1.4.15: the definitions of $F_A$ coincide when $t = (1 - s)/(2 - s)$), and $p \times 1: (A \times I) \times I \rightarrow cA \times I$ is an identification map, where $p: A \times I \rightarrow cA$ is the standard identification. Similarly $F_B$ is continuous; and since
\[
F_A(a \wedge 0, s) = f(a) \wedge (1 - s) = F_B(f(a) \wedge 0, s),
\]
$F_A$ and $F_B$ together induce a homotopy $F: C_f \times I \to C_{f'}$, which is continuous by an argument similar to that used for $F_A$ and $F_B$. Moreover for $t = 1$, $F_A(a \wedge 1, s) = F_B(b \wedge 1, s) = \text{base point}$, so that $F$ is a based homotopy; and clearly $F$ is a homotopy between $\theta \phi$ and $1$. Hence $\theta$ and $\phi$ are homotopy equivalences.

It follows, of course, that $C_{f'} \simeq sB$, $C_{f(\omega)} \simeq s(C_f)$, and so on; in fact each space in the sequence

\[ A \overset{f}{\to} B \overset{f'}{\to} C_f \overset{f''}{\to} C_{f'} \to \cdots \]

can be identified, up to homotopy equivalence, with an iterated suspension of $A$, $B$ or $C_f$.

In particular $f^{(3)}$ is more-or-less a map from $sA$ to $sB$, and it would be very convenient if this map were $f \wedge 1$. This is not quite true, since instead of the identity map of $S^1$, we must use the inverse map $v: S^1 \to S^1$ of Proposition 6.3.12.

**Proposition 6.4.6** The diagram

\[ \begin{array}{ccc}
C_f & \overset{f^{(3)}}{\to} & C_{f'} \\
\theta \uparrow & & \downarrow \phi \\
sA & \overset{f \wedge v}{\to} & sB
\end{array} \]

is homotopy-commutative, where $\theta$ and $\phi$ are homotopy equivalences defined as in Theorem 6.4.5 (that is, $\phi f^{(3)} \theta \simeq f \wedge v$).

**Proof.** $\phi f^{(3)}$ maps points of $C_f$ to the base point, and points of $cB$ to $sB$ by the rule $(b \wedge t) \mapsto (b \wedge t)$ in $sB$. Thus

\[ \phi f^{(3)} \theta (a \wedge t) = \begin{cases} f(a) \wedge (1 - 2t) & (0 \leq t \leq \frac{1}{2}) \\ \text{base point} & (\frac{1}{2} \leq t \leq 1), \end{cases} \]

and so $\phi f^{(3)} \theta = f \wedge \bar{v}$, where $\bar{v}: S^1 \to S^1$ is defined by

\[ \bar{v}(t) = \begin{cases} 1 - 2t & (0 \leq t \leq \frac{1}{2}) \\ 0 & (\frac{1}{2} \leq t \leq 1). \end{cases} \]

But $v \simeq \bar{v}$ by an obvious homotopy, so that $f \wedge v \simeq f \wedge v$. 

To sum up, we have (almost) proved

**Theorem 6.4.7** A map $f: A \to B$ gives rise to a sequence of spaces and maps

\[ A \overset{f}{\to} B \overset{f_1}{\to} C_f \overset{f_2}{\to} sA \overset{f^{(1)}_A}{\to} sB \overset{f^{(1)}_A}{\to} sC_f \to \cdots, \]

such that, for any space $Y$, the sequence

\[ \cdots \to [sB, Y] \overset{(f^{(1)}_A)^*}{\to} [sA, Y] \overset{f_2^*}{\to} [C_f, Y] \overset{f_1^*}{\to} [B, Y] \overset{f^*}{\to} [A, Y] \]
is an exact sequence of sets. If \( Y \) is an AHI, this is an exact sequence of groups; in any case it is an exact sequence of groups as far as \([sA, Y]\), and an exact sequence of abelian groups as far as \([s(sA), Y]\).

**Proof.** Let \( f_1 = f' : B \to C_f \), and \( f_2 = \phi f'' : C_f \to sA \). Consider the diagram

\[
\begin{array}{cccccc}
\cdots & \to & [sB, Y] & \xrightarrow{(f \wedge v)^*} & [sA, Y] & \xrightarrow{(f_2)^*} & [C_f, Y] & \xrightarrow{(f_1)^*} & [B, Y] & \xleftarrow{i} & [A, Y] \\
\phi^* \downarrow & & \downarrow \phi^* & & \downarrow\phi^* & & \downarrow \phi^* & & \downarrow \phi^* \\
\cdots & \to & [C_{f'}, Y] & \xrightarrow{(f_3)^*} & [C_f, Y] & \\
\end{array}
\]

By Proposition 6.4.6 this diagram is commutative; and each \( \phi^* \) is a (1-1)-correspondence, which sends distinguished elements to distinguished elements. Thus the upper row is an exact sequence. But \( f \wedge v = (f \wedge 1)(1 \wedge v) : sA \to sB \), and \((1 \wedge v)^* : [sA, Y] \to [sA, Y]\) is the function that sends each element into its inverse ([sA, Y] is a group, since sA is an AHI). Since the image of \((f \wedge 1)^* : [sB, Y] \to [sA, Y]\) is a subgroup, this means that \( \text{Im} (f \wedge 1)^* = \text{Im} (f \wedge v)^* \); also, of course, \( \text{Ker} (f \wedge 1)^* = \text{Ker} (f \wedge v)^* \). Thus \((f \wedge v)^*\) can be replaced by \((f \wedge 1)^*\) without sacrificing exactness.

That the sets are (abelian) groups (and the functions homomorphisms) in the stated circumstances is an immediate corollary of Theorem 6.3.8, Theorem 6.3.11 and Corollary 6.3.21. 

As has already been pointed out, the exact sequence of Theorem 6.4.7 resembles the exact cohomology sequence of a pair. In Chapters 4 and 5 a useful property of such sequences was that a map of pairs gave rise to a commutative diagram of exact sequences; and this property holds also for the exact sequences of Theorem 6.4.7.

**Proposition 6.4.8** A commutative diagram of spaces and maps

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow \lambda & & \downarrow \mu \\
A' & \xrightarrow{f'} & B'
\end{array}
\]

gives rise to a commutative diagram

\[
\begin{array}{cccccc}
A & \xrightarrow{f} & B & \xrightarrow{f_1} & C_f & \xrightarrow{f_2} & sA & \to & \cdots \\
\downarrow \lambda & & \downarrow \mu & & \downarrow \nu & & \downarrow \lambda \wedge 1 \\
A' & \xrightarrow{f'} & B' & \xrightarrow{f'_1} & C_{f'} & \xrightarrow{f'_2} & sA' & \to & \cdots 
\end{array}
\]
Proof. Let $\nu$ be the map induced by the map from the disjoint union of $B$ and $cA$ to $C_r$, given by combining $\mu$ and $\lambda \wedge 1$ (certainly $\mu f(a) = (\lambda \wedge 1)(a \wedge 0)$ in $C_r$). Then obviously $\nu f_1 = f_1\mu$ and $(\lambda \wedge 1)f_2 = f_2\nu$.

For any space $Y$, we therefore obtain a commutative diagram involving the two exact sequences of sets of homotopy classes of maps into $Y$. In fact a similar result holds if we merely have $\mu f \simeq f'\lambda$ instead of $\mu f = f'\lambda$, but this is a little more difficult to prove: see Exercise 11.

As usual, there is a 'dual' result to Theorem 6.4.7, which gives an exact sequence of sets of homotopy classes of maps from a space $X$, rather than to a space $Y$. The method of proof is very similar to that of Theorem 6.4.7, so that we shall not give all the details in full.

The 'dual' to the mapping cone is the mapping path-space.

**Definition 6.4.9** Given a map $f: A \to B$, the mapping path-space $L_f$ is the subspace of $A \times LB$ of pairs $(a, \lambda)$ such that $f(a) = \lambda(0)$. The base point of $L_f$ is $(a_0, e)$, where $a_0$ is the base point of $A$ and $e: I \to B$ is the constant map.

Let $f': L_f \to A$ be the map defined by $f'(a, \lambda) = a$.

**Proposition 6.4.10** For any space $X$, the sequence

$$[X, L_f] \xrightarrow{f'} [X, A] \xrightarrow{f} [X, B]$$

is an exact sequence of based sets.

Proof. Since $f'(a, \lambda) = f(a) = \lambda(0)$, the map $ff'$ is the same as the composite

$$L_f \to LB \xrightarrow{p} B,$$

where the first map is defined similarly to $f'$, and $p$ is defined by $p(\lambda) = \lambda(0)$. It is easy to see that $p$ is continuous; and $LB$ is contractible by Proposition 6.2.29: hence $ff'$ is homotopic to the constant map, and $\text{Im} f_* \subset \text{Ker} f_*$.

Conversely, given a map $g: X \to A$ such that $fg$ is homotopic to the constant map from $X$ to $B$, let $F: X \times I \to B$ be this homotopy. $F$ induces a map $F': cX \to B$, and hence $\alpha(F'): X \to LB$, where $\alpha$ is the association map. Then $G = (g \times \alpha F')A: X \to A \times LB$ is a map into $L_f$, and $f'G = g$. Hence $\text{Ker} f_* \subset \text{Im} f_*$.

By iterating the definition of $L_f$, we obtain the sequence of spaces maps

$$\cdots \to L_f \xrightarrow{f'} L_f \xrightarrow{f'} L_f \xrightarrow{f'} A \xrightarrow{f} B.$$
Corollary 6.4.11 For any space $X$, the sequence
\[ \cdots \to [X, L_f] \xrightarrow{i^*_f} [X, L_f] \xrightarrow{i^*_e} [X, A] \xrightarrow{f^*_e} [X, B] \]
is an exact sequence of based sets (an exact sequence of groups if $X$ is an $AH'I$).

Theorem 6.4.12 $L_f \simeq \Omega B$.

Proof. $L_f$ is the subspace of $A \times LB \times LA$ consisting of points $(a, \lambda, \mu)$ such that $f(a) = \lambda(0)$ and $a = f'(a, \lambda) = \mu(0)$: see Fig. 6.5.
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Now $f\mu$ is a path in $B$ from $b_0$ to $f(a)$, so that we can define a map $\theta: L_f \to \Omega B$ by 'sticking together' the two paths $\lambda$ and $f\mu$ in $B$. More precisely, represent points of $S^1$ as usual by numbers $t$, $0 \leq t \leq 1$, and define
\[ [\theta(a, \lambda, \mu)](t) = \begin{cases} f\mu(1 - 2t) & (0 \leq t \leq \frac{1}{2}) \\
(2t - 1) & (\frac{1}{2} \leq t \leq 1). \end{cases} \]

Certainly $\theta$ is continuous, since it corresponds under the association map to an obviously continuous map $L_f \times I \to B$. Also define $\phi: \Omega B \to L_f$ by $\phi(\lambda) = (a_0, \lambda, e)$, where $\lambda: S^1 \to B$, $e: I \to A$ is the constant map, and on the right-hand side $\lambda$ is regarded as a map $I \to B$. Then $\phi$ is continuous as a map into $A \times LB \times LA$, and its image is contained in $L_f$, since $f(a_0) = \lambda(0)$ and $a_0 = e(0)$.

Now $\theta\phi: \Omega B \to \Omega B$ is given by
\[ [\theta\phi(\lambda)](t) = \begin{cases} b_0 & (0 \leq t \leq \frac{1}{2}) \\
(2t - 1) & (\frac{1}{2} \leq t \leq 1). \end{cases} \]

So $\theta\phi \simeq 1$, since it is the composite
\[ \Omega B \xrightarrow{i_2} \Omega B \times \Omega B \xrightarrow{\pi} \Omega B, \]
where $\overline{m}$ is induced by $\mu : S^1 \to S^1 \vee S^1$.

On the other hand, $\phi \theta(a, \lambda, \mu) = (a_0, \nu, e)$, where

$$\nu(t) = \begin{cases} f\mu(1 - 2t) & (0 \leq t \leq \frac{1}{2}) \\ \lambda(2t - 1) & (\frac{1}{2} \leq t \leq 1) \end{cases}.$$ 

To construct a homotopy between $\phi \theta$ and 1, define $F_B : L_{f'} \times I \to LB$ by

$$[F_B(a, \lambda, \mu, s)](t) = \begin{cases} f\mu(1 - 2t - s(1 - t)) & (0 \leq t \leq (1 - s)/(2 - s)) \\ \lambda(2t + s(1 - t)) & ((1 - s)/(2 - s) \leq t \leq 1), \end{cases}$$

and $F_A : L_{f'} \times I \to LA$ by

$$[F_A(a, \lambda, \mu, s)](t) = \mu(1 - s(1 - t)) \quad (0 \leq s \leq 1).$$

Now $F_B$ is continuous, since it corresponds under the association map to a continuous map $(L_{f'} \times I) \wedge I \to B$ (which in turn is induced by a continuous map $L_{f'} \times I \times I \to B$). Similarly $F_A$ is continuous; and since $[F_B(a, \lambda, \mu, s)](0) = f\mu(1 - s)$ and $[F_A(a, \lambda, \mu, s)](0) = \mu(1 - s)$, $F_B$ and $F_A$ combine to give a homotopy $F : L_{f'} \times I \to L_{f'}$ (the 'A-co-ordinate' of $F(a, \lambda, \mu, s)$ is $\mu(1 - s)$). And clearly $F$ is a homotopy between $\phi \theta$ and 1. 

**Proposition 6.4.13** The diagram

$$
\begin{array}{ccc}
L_{f'} & \xrightarrow{f^{(3)}} & L_{f'} \\
\phi \uparrow & & \downarrow \theta \\
\Omega A & \xrightarrow{f^\nu} & \Omega B
\end{array}
$$

is homotopy-commutative, where $\nu : S^1 \to S^1$ is the inverse map, and $\phi$ and $\theta$ are as in Theorem 6.4.12.

**Proof.** $L_{f'}$ is a subspace of $L_I \times LA \times L(L_I)$; and if $\lambda \in \Omega A$, then $\phi(\lambda) = (l_0, \lambda, e)$, where $l_0$ is the base point of $L_I$ and $e : I \to L_I$ is the constant map. Thus $f^{(3)}\phi(\lambda) = (l_0, \lambda)$. But if $L_{f'}$ is regarded as a subspace of $A \times LB \times LA$, $(l_0, \lambda)$ becomes $(a_0, e, \lambda)$, where $e : I \to B$ is the constant map. It follows that

$$[\theta f^{(3)}\phi(\lambda)](t) = \begin{cases} f\lambda(1 - 2t) & (0 \leq t \leq \frac{1}{2}) \\ b_0 & (\frac{1}{2} \leq t \leq 1) \end{cases}.$$ 

Hence $\theta f^{(3)}\phi = f^\nu$, where $\nu$ is as in Proposition 6.4.6. Since $\nu \simeq \nu$, this means that $\theta f^{(3)}\phi \simeq f^\nu$. 

§6.5 FIBRE AND COFIBRE MAPS

Theorem 6.4.14 A map \( f: A \to B \) gives rise to a sequence of spaces and maps

\[ \cdots \to \Omega L_f \xrightarrow{f_1^*} \Omega A \xrightarrow{f_2^*} \Omega B \xrightarrow{f_1^*} L_f \xrightarrow{f_2^*} A \xrightarrow{f} B, \]

such that, for any space \( X \), the sequence

\[ \cdots \to [X, \Omega L_f] \xrightarrow{(f_1^*)_*} [X, \Omega A] \xrightarrow{(f_2^*)_*} [X, \Omega B] \xrightarrow{(f_1^*)_*} [X, L_f] \xrightarrow{(f_2^*)_*} [X, A] \xrightarrow{f_0} [X, B] \]

is an exact sequence of based sets. If \( X \) is an AH'I, this is an exact sequence of groups; in any case it is an exact sequence of groups as far as \([X, \Omega B]\), and an exact sequence of abelian groups as far as \([X, \Omega(\Omega B)]\).

Proof. Let \( f_1 = f': L_f \to A \), and \( f_2 = f''\phi: \Omega B \to L_f \). The proof now proceeds as in Theorem 6.4.7, since \( f'' = 1^*f' \), and \((1^*)_*: [X, \Omega B] \to [X, \Omega B]\) sends each element to its inverse.

Proposition 6.4.15 A commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow{\mu} & & \downarrow{\lambda} \\
A' & \xrightarrow{f'} & B'
\end{array}
\]

gives rise to a commutative diagram

\[ \cdots \to \Omega B \xrightarrow{f_2} L_f \xrightarrow{f_1} A \xrightarrow{f} B \\
\downarrow{\lambda^1} \quad \downarrow{\nu} \quad \downarrow{\mu} \quad \downarrow{\lambda} \\
\cdots \to \Omega B' \xrightarrow{f_2'} L_{f'} \xrightarrow{f_1'} A' \xrightarrow{f'} B'
\]

Proof. Let \( \nu \) be the restriction to \( L_f \) of \( \mu \times \lambda^1: A \times LB \to A' \times LB' \).

Thus for any space \( X \), we obtain a commutative diagram involving the two exact sequences of homotopy classes of maps from \( X \).

6.5 Fibre and cofibre maps

This section is concerned with a further investigation of the spaces \( C_f \) and \( L_f \). If the map \( f: A \to B \) satisfies certain conditions, it is possible to identify \( C_f \) and \( L_f \) up to homotopy equivalence, as a quotient space of \( B \) and a subspace of \( A \), respectively: for example, if \((B, A)\) is a polyhedral pair, and \( i: A \to B \) is the inclusion map, then \( C_1 \simeq B/A \).
As usual, there are two sets of 'dual' results, involving $C_f$ and $L_f$ respectively. We start with the results on $C_f$.

**Definition 6.5.1** A map $f: A \to B$ is called a cofibre map if, whenever we are given a space $X$, a map $g: B \to X$ and a homotopy $H: A \times I \to X$, starting with $gf$, there exists a homotopy $G: B \times I \to X$ that starts with $g$, and satisfies $H = G(f \times 1)$.

Thus if $A$ is a subspace of $B$, the inclusion map $i: A \to B$ is a cofibre map if the pair $(B, A)$ has the absolute homotopy extension property (see Section 2.4) (the converse is not true in general, since the definition of cofibre maps refers to based maps and homotopies, but the absolute homotopy extension property refers to maps and homotopies that are not necessarily based). In particular, by Theorem 2.4.1, the inclusion of a subpolyhedron in a polyhedron is always a cofibre map.

**Theorem 6.5.2** If $f: A \to B$ is a cofibre map, then $C_f \simeq B/f(A)$.

**Proof.** Let $\lambda: C_f \to B/f(A)$ be the map induced by the identification map $B \to B/f(A)$ and the constant map $cA \to B/f(A)$. We show that $\lambda$ is a homotopy equivalence by constructing a homotopy inverse, and this is where we need to know that $f$ is a cofibre map.

Now $f_1f: A \to C_f$ is homotopic to the constant map, by the homotopy $H: A \times I \to C_f$ given by $H(a, t) = a \wedge t$ ($e A$). Since $f$ is a cofibre map, there exists a homotopy $G: B \times I \to C_f$ that starts with $f_1$ and satisfies $H = G(f \times 1)$. Let $g_1: B \to C_f$ be the final map of $G$; then $g_1f(A) = \text{base point}$, so that $g_1$ induces a map $\mu: B/f(A) \to C_f$.

To show that $\mu\lambda \simeq 1: C_f \to C_f$, note that we already have a homotopy $G: B \times I \to C_f$. Define also $J: cA \times I \to C_f$ by

$$J(a \wedge t, s) = a \wedge (s + t(1 - s)) \quad (a \in A, s, t \in I).$$

$J$ is continuous by Theorem 6.2.4; and since

$$J(a \wedge 0, s) = a \wedge s = G(f(a), s),$$

$J$ and $G$ combine to induce a homotopy $C_f \times I \to C_f$, between the identity map and $\mu\lambda$.

Finally, to show that $\lambda\mu \simeq 1: B/f(A) \to B/f(A)$, we have only to remark that $\lambda G: B \times I \to B/f(A)$ sends $f(A) \times I$ to the base point, and so induces a homotopy $B/f(A) \times I \to B/f(A)$ between the identity and $\lambda\mu$. 

Corollary 6.5.3 If \((B, A)\) has the absolute homotopy extension property, and \(i: A \to B\) is the inclusion map, then \(C_i \simeq B/A\). Thus for any space \(Y\), the sequence

\[
\cdots \to [sB, Y] \xrightarrow{(i_1)_*} [sA, Y] \xrightarrow{(i_2)_*} [B/A, Y] \xrightarrow{p_*} [B, Y] \xrightarrow{i_*} [A, Y]
\]

is exact, where \(p: B \to B/A\) is the identification map. Moreover, if \((B', A')\) also has the absolute homotopy extension property, and \(f: (B, A) \to (B', A')\) is a map of pairs, there is a commutative diagram

\[
\cdots \to [sA, Y] \xrightarrow{(i_2)_*} [B/A, Y] \xrightarrow{p_*} [B, Y] \xrightarrow{i_*} [A, Y]
\]

\[
\uparrow f_1 \quad \uparrow f \quad \uparrow f \quad \uparrow f
\]

\[
\cdots \to [sA', Y] \xrightarrow{(i_2')_*} [B'/A', Y] \xrightarrow{(p')_*} [B', Y] \xrightarrow{(i')_*} [A', Y].
\]

Proof. By Theorems 6.4.7 and 6.5.2, the sequence would certainly be exact if we wrote \(\lambda i_1\) instead of \(p\); but clearly \(\lambda i_1 = p\). And by Proposition 6.4.8 a map \(g\) gives rise to a commutative diagram of exact sequences, since \(\mu^* = \lambda^{*-1}\), and \(\lambda\) commutes with maps induced by \(f\).

Theorem 6.5.2 also provides another more-or-less standard map from \(E^n/S^{n-1}\) to \(S^n\). For the pair \((E^n, S^{n-1})\), being triangulable, has the absolute homotopy extension property, and so there is a homotopy equivalence \(\mu: E^n/S^{n-1} \to C_i\), where \(i: S^{n-1} \to E^n\) is the inclusion map. This may be composed with \(i_2: C_i \to sS^{n-1}\), and the inverse of \(h: S^n \to S^{n-1} \wedge S^1\) (the homeomorphism of Proposition 6.2.15) to yield

\[
h^{-1}i_2\mu: E^n/S^{n-1} \to S^n.
\]

Proposition 6.5.4 \(h^{-1}i_2\mu \simeq \phi\theta\), where \(\theta: E^n/S^{n-1} \to S^n\) is the standard homeomorphism, and \(\phi(x_1, \ldots, x_{n+1}) = (-x_{n+1}, x_1, \ldots, x_n)\).

Proof. In defining \(\mu: E^n/S^{n-1} \to C_i\), we have to construct a homotopy \(G: E^n \times I \to C_i = E^n \cup cS^{n-1}\), and take the final map \(g_1: E^n \to C_i\), which induces \(\mu\). Now it is easy to see that a suitable map \(g_1\) is given by

\[
g_1(x_1, \ldots, x_n) = \begin{cases} (2x_1, \ldots, 2x_n) \in E^n & (r \leq \frac{1}{2}) \\ (x_1/r, \ldots, x_n/r) \wedge (2r - 1) \in cS^{n-1} & (r \geq \frac{1}{2}) \end{cases}
\]

where \(r = \|x\|\). Hence \(i_2\mu: E^n/S^{n-1} \to S^{n-1} \wedge S^1\) is given by

\[
i_2\mu(x_1, \ldots, x_n) = \begin{cases} \text{base point} & (r \leq \frac{1}{2}) \\ (x_1/r, \ldots, x_n/r) \wedge (2r - 1) & (r \geq \frac{1}{2}). \end{cases}
\]
But $\phi \theta(x_1, \ldots, x_n) = ((x_1/r) \sin \pi r, \ldots, (x_n/r) \sin \pi r, - \cos \pi r)$, and it is easy to see that $i_2\mu$ is homotopic to the composite of $\phi \theta$ with the map $p: S^n \to S^{n-1} \wedge S^1$ discussed after Corollary 6.2.19. Since $p \simeq h$, it follows that $h^{-1}i_2\mu \simeq \phi \theta$.

So far Theorem 6.5.2 will seem rather special, since the only maps known to be cofibre maps are the inclusions of subpolyhedra in polyhedra. However, cofibre maps are much more common than this state of affairs suggests; indeed, every map is, to within homotopy equivalence, a cofibre map.

**Theorem 6.5.5**  Any map $f: A \to B$ is the composite of a cofibre map and a homotopy equivalence.

**Proof.** Let the mapping cylinder of $f$, $M_f$, be the space obtained from $B$ and $(A \times I)/(a_0 \times I)$ by identifying, for each $a \in A$, the points $(a, 1)$ and $f(a)$: see Fig. 6.6, in which the thick line is supposed to be identified to a point (the base point of $M_f$).

![Fig. 6.6](image)

Let $g: A \to M_f$ be the inclusion of $A$ in $A \times I$ (as $A \times 0$), followed by the identification map, and let $h: M_f \to B$ be the map induced by the identity map of $B$ and the map from $A \times I$ to $B$ that sends each $(a, t)$ to $f(a)$ (so that $h$, as it were, shrinks $A \times I$ down the 'strings' joining $a$ and $f(a)$).

Clearly $f = hg$, so that it remains to prove that $g$ is a cofibre map and that $h$ is a homotopy equivalence. We deal with $g$ first.

Suppose, then, that we have $k: M_f \to X$, and a homotopy $H: A \times I \to X$ starting with $kg$. To construct the corresponding homotopy $G: M_f \times I \to X$, define $G_B: B \times I \to X$ by

$$G_B(b, s) = k(b) \quad (0 \leq s \leq 1),$$
and $G_A: (A \times I) \times I \to X$ by

$$G_A(a, t, s) = \begin{cases} (k(a, (2t - s)/(2 - s)) & (0 \leq s \leq 2t) \\ H(a, s - 2t) & (2t \leq s \leq 1). \end{cases}$$

Now $G_A$ is continuous, since if $s = 2t$, $k(a, 0) = k(g(a)) = H(a, 0)$. Moreover $G_A(a, 1, s) = k(a, 1) = k(f(a)) = G_B(f(a), s)$, so that $G_A$ and $G_B$ together induce (using Theorem 6.2.4) a homotopy $G: M_f \times I \to X$. Clearly $G$ starts with $k$, and

$$G(g \times 1)(a, s) = G(a, 0, s) = H(a, s),$$

so that $G(g \times 1) = H$. Hence $g$ is a cofibre map.

To show that $h$ is a homotopy equivalence, define $j: B \to M_f$ to be (the restriction of) the identification map onto $M_f$. Then $hj = 1_B$, and $jh: M_f \to M_f$ is given by

$$\begin{cases} jh(b) = b \\ jh(a, t) = f(a). \end{cases}$$

A homotopy $H: M_f \times I \to M_f$ between $1$ and $jh$ can be defined by 'sliding down the strings from $a$ to $f(a)$'; more precisely, $H$ is defined by

$$\begin{cases} H(b, s) = b \\ H(a, t, s) = (a, t + s(1 - t)). \end{cases}$$

As usual, Theorem 6.2.4 shows that this is continuous.

The 'dual' results involve the space $L_f$, and certain maps known as fibre maps: this is historically the older concept, and explains the use of the term 'cofibre map' in Definition 6.5.1.

**Definition 6.5.6** A map $f: A \to B$ is a fibre map if, whenever we are given a space $X$, a map $g: X \to A$ and a homotopy $H: X \times I \to B$ that starts with $fg$, there exists a homotopy $G: X \times I \to A$ that starts with $g$ and satisfies $fG = H$.

If $f$ is a fibre map, the fibre of $f$, $F$, is defined by $F = f^{-1}(b_0)$, where $b_0$ is the base point of $B$. It is a subspace of $A$.

**Theorem 6.5.7** If $f: A \to B$ is a fibre map, then $L_f \simeq F$.

**Proof.** Recall that $L_f$ is the subspace of $A \times LB$ of pairs $(a, v)$ such that $f(a) = v(0)$. Thus we can define $\lambda: F \to L_f$ by $\lambda(a) = (a, e)$, where $e: I \to B$ is the constant map; certainly $(a, e) \in L_f$ if $f(a) = b_0$.

Now consider $ff_1 : L_f \to B$. This is homotopic to the constant map, by a homotopy $H: L_f \times I \to B$, where $H(a, v, t) = v(t)$ $(0 \leq t \leq 1)$. Since $f$ is a fibre map, there exists a homotopy $G: L_f \times I \to A$ that
starts with \( f_1 \) and satisfies \( fG = H \). In particular, if \( g_1 : L_f \to A \) is the final map of \( G \), \( f g_1(L_f) = b_0 \), so that \( g_1(L_f) \subset F \); denote \( g_1 \), regarded as a map into \( F \), by \( \mu \).

Now \( G(\lambda \times 1) : F \times I \to A \) is a map into \( F \), since \( fG(a, e, t) = H(a, e, t) = e(t) = b_0 \); thus \( G(\lambda \times 1) \) provides a homotopy between \( 1_F \) and \( \mu \lambda \). On the other hand, a homotopy between the identity map of \( L_f \) and \( \lambda \mu \) can be constructed by combining \( G : L_f \times I \to A \) with \( J : L_f \times I \to L_B \), where \( J \) is defined by

\[
[J(a, \nu, s)](t) = \nu(s + t(1 - s))
\]

(this is continuous, since it corresponds under the association map to a continuous map from \( (L_f \times I) \wedge I \) to \( B \)). \( G \) and \( J \) combine to give a homotopy \( L_f \times I \to L_f \), between \( 1 \) and \( \lambda \mu \), since

\[
fG(a, \nu, s) = H(a, \nu, s) = \nu(s) = [J(a, \nu, s)](0) \]

\[\text{Corollary 6.5.8} \quad \text{If } f : A \to B \text{ is a fibre map, with fibre } F, \text{ then for any space } X, \text{ the sequence}
\]

\[
\cdots \to [X, \Omega B] \xrightarrow{(\mu f_1)_*} [X, F] \xrightarrow{i_*} [X, A] \xrightarrow{f_*} [X, B]
\]

is exact, where \( i : F \to A \) is the inclusion map. Moreover, if \( f' : A' \to B' \)

is a fibre map, with fibre \( F' \), and

\[
A \xrightarrow{f} B
\]

\[
\downarrow \quad \downarrow \quad \downarrow \quad \downarrow
\]

\[
A' \xrightarrow{f'} B'
\]

is a commutative diagram of spaces and maps, then \( g(F) \subset F' \), and there is a commutative diagram

\[
\cdots \to [X, \Omega B] \xrightarrow{(\mu f_2)_*} [X, F'] \xrightarrow{i'_*} [X, A'] \xrightarrow{f'_*} [X, B']
\]

\[\text{Proof.} \quad \text{Since } f_1 \lambda = i : F \to A, \text{ Theorems 6.4.14 and 6.5.1 show that the sequence is exact. And the commutative diagram follows from Proposition 6.4.14.}\]

\[\text{Corollary 6.5.9} \quad \text{If } f : A \to B \text{ is a fibre map, with fibre } F, \text{ there is an exact sequence}
\]

\[
\cdots \to \pi_n(F) \xrightarrow{i_*} \pi_n(A) \xrightarrow{f_*} \pi_n(B) \to \pi_{n-1}(F) \to \cdots
\]

\[
\xrightarrow{\to} \pi_0(F) \xrightarrow{i_*} \pi_0(A) \xrightarrow{f_*} \pi_0(B)
\]
called the 'exact homotopy sequence' of the fibre map $f$. It is an exact sequence of groups and homomorphisms as far as $\pi_1(B)$.

Proof. The diagram

$$
\begin{align*}
[X, \Omega A] &\xrightarrow{(\iota_0)^*} [X, \Omega B] \\
\bar{\iota} \uparrow &\quad \uparrow \bar{\iota} \\
[sX, A] &\xrightarrow{f_*} [sX, B]
\end{align*}
$$

is clearly commutative, where $\bar{\iota}$ is the isomorphism of Corollary 6.3.29. Now apply Corollary 6.5.8 with $X = S^0$, and identify the groups and homomorphisms up to $[S^0, \Omega B]$.

Lastly, the 'dual' of Theorem 6.5.5 is true.

**Theorem 6.5.10** Any map $f: A \to B$ is the composite of a homotopy equivalence and a fibre map.

Proof. Let $I^+$ be the disjoint union of $I$ and a point $p$, where $p$ is taken to be the base point of $I^+$. Thus for any (based) space $B$, $B^{I^+}$ may be regarded as the set of maps from $I$ to $B$ that are not necessarily base-point-preserving. This allows us to define the 'dual' of the mapping cylinder: we let $P_f$ be the subspace of $A \times B^{I^+}$ consisting of pairs $(a, \lambda)$ such that $f(a) = \lambda(1)$, and we take $(a_0, e)$ to be the base point of $P_f$, where $e$ is the constant map.

Now define $g: P_f \to B$ by $g(a, \lambda) = \lambda(0)$, and $h: A \to P_f$ by $h(a) = (a, e_{f(a)})$, where $e_{f(a)}: I^+ \to B$ is the map that sends all of $I$ to $f(a)$. Then $g$ is continuous, since it is easy to see that the map $B^{I^+} \to B$ that sends $\lambda$ to $\lambda(0)$ is; also $h$ is continuous, since the map $B \to B^{I^+}$ that sends $b$ to $e_b$ under the association map to the map $B \times I^+ \to B$ that sends $b \wedge t$ to $b$ for all $t \in I$ (notice that $B \times I^+$ may be identified with $(B \times I)/(b_0 \times I)$). Moreover $gh(a) = e_{f(a)}(0) = f(a)$, so that $f = gh$, and it remains only to prove that $g$ is a fibre map and $h$ is a homotopy equivalence. As in Theorem 6.5.5, we deal with $g$ first.

Suppose, then, that we have $k: X \to P_f$, and a homotopy $H: X \times I \to B$ that starts with $gk$. Now $k: X \to P_f \subset A \times B^{I^+}$ has two components: a map $k_1: X \to A$ and a map $k_2: X \to B^{I^+}$, which under the association map corresponds to a map $X \wedge I^+ \to B$. Since $X \wedge I^+ = (X \times I)/(x_0 \times I)$, the latter map can be composed with the identification map to yield $k': X \times I \to B$, where $k'(x, t) = [k_2(x)](t)$. Now

$$H(x, 0) = gk(x) = [k_2(x)](0) = k'(x, 0),$$
so that we can define $G'_B: (X \times I) \times I \to B$ by

$$G'_B(x, s, t) = \begin{cases} k'(x, (2t - s)/(2 - s)) & (0 \leq s \leq 2t) \\ H(x, s - 2t) & (2t \leq s \leq 1). \end{cases}$$

This is the base point if $x = x_0$, so that $G'_B$ induces a map $(X \times I) \land I^+ \to B$, and hence a homotopy $G_B: X \times I \to B^I$. Thus we can define a homotopy $G: X \times I \to A \times B^I$ by

$$G(x, s) = (k_1(x), G_B(x, s)).$$

In fact this is a map into $P_f$, since

$$f k_1(x) = [k_2(x)](1) = k'(x, 1) = G'_B(x, s, 1) = [G_B(x, s)](1).$$

Moreover $G(x, 0) = (k_1(x), k_2(x)) = k(x)$, so that $G$ starts with $k$; and $g G(x, s) = [G_B(x, s)](0) = G_B(x, s, 0) = H(x, s)$, so that $g G = H$. Hence $g$ is a fibre map.

To show that $h$ is a homotopy equivalence, define $j: P_f \to A$ by $j(a, \lambda) = a$. Then $j h = 1_A$, and $h j(a, \lambda) = (a, e_{f(a)})$. A homotopy $H: P_f \times I \to P_f$ between 1 and $h j$ is given by 'contracting the paths $\lambda$'; more precisely, by defining

$$H(a, \lambda, s) = (a, \lambda_1),$$

where $\lambda_1$ is the map from $I^+$ to $B$ defined by $\lambda_1(t) = \lambda(t + s(1 - t))$.

Now $H$ is continuous, since the map $B^I \times I \to B^I$ that sends $(\lambda, s)$ to $\lambda_1$ is just the homotopy induced as in Theorem 6.2.25(b) by the homotopy $I^+ \times I \to I^+$ that sends $(t, s)$ to $(t + s(1 - t))$. And since $H$ is obviously a map into $P_f$, $H$ is a homotopy between 1 and $h j$.

**EXERCISES**

1. Show that the results of Theorem 6.2.4 are not true without some restriction on the spaces involved, by means of the following example. For each integer $n \geq 1$, let $I_n$ be a copy of the unit interval $I$. Let $X$ be the disjoint union of the $I_n$, let $Y = \bigvee I_n$, and let $p: X \to Y$ be the identification map. Then if $Q$ denotes the rationals, topologized as a subset of the real line, $p \times 1: X \times Q \to Y \times Q$ is not an identification map. (Hint: for each $n \geq 1$, enumerate the rationals in $[-1/n, 1/n]$ as $q_1, q_2, q_3, \ldots$, and let $U_{n,r} = (q_r - 1/(n.2^r), q_r + 1/(n.2^r)) \cap Q$. Let $V_n$ be the subset of $I_n \times Q$ of the form

$$I_n \times \{(-\infty, -1/n) \cap Q\} \cup \bigcup_{r=1}^{\infty} (1 - 1/2^r, 1] \times U_{n,r} \cup I_n \times \{(1/n, \infty) \cap Q\}.$$
Finally, let $V$ be the subset of $Y \times Q$ of the form $(\rho \times 1)(\bigcup_{n=1}^{\infty} V_n)$. Then $(\rho \times 1)^{-1}(V) = \bigcup V_n$, and so is open; but $V$ is not open, since no open neighbourhood of $(y_0, 0)$ can be contained in $V$.)

2. Let $X = S^1$, and $A = S^1 - \rho$, where $\rho$ is any point of $S^1$ other than the base point. Show that $A$ is contractible, but $X \not\simeq X/\!\!/A$.

3. Given spaces $X$ and $Y$, the join $X \ast Y$ is defined to be the space obtained from $X \times Y \times I$ by identifying $(x, y, 0)$ with $(x, y_0, 0)$ and $(x, y, 1)$ with $(x_0, y, 1)$ for each $x \in X$, $y \in Y$. Show that if $X$ and $Y$ are polyhedra, this definition coincides, up to homeomorphism, with that of Definition 2.3.17.

Now define the reduced join $X \spat Y$ to be the space obtained from $X \ast Y$ by identifying to a point the subspace $(x_0 \times Y \times I) \cup (X \times y_0 \times I)$. Prove that $X \spat Y$ and $s(X \wedge Y)$ are homeomorphic, and deduce that $X \ast Y \simeq s(X \wedge Y)$ if $X$ and $Y$ are polyhedra.

4. Show that $(X \wedge Y) \wedge Z$ and $X \wedge (Y \wedge Z)$ are homeomorphic if both $X$ and $Z$ are locally compact and Hausdorff.

5. Define functions

$$\theta: Y^X \times Z \to (Y \times Z)^x, \quad \phi: Y^{x \times z} \times Z \to Y^x$$

by the rules

$$[\theta(\lambda, z)](x) = (\lambda(x), z) \quad (x \in X, z \in Z, \lambda: X \to Y),$$

$$[\phi(\mu, z)](x) = \mu(x, z) \quad (x \in X, z \in Z, \mu: X \times Z \to Y).$$

Show that $\theta$ is always continuous, and that $\phi$ is continuous if $Z$ is locally compact and Hausdorff.

6. Show that the evaluation map $e: Y^X \wedge X \to Y$ is not always continuous, by taking $X = Q$ and $Y = R^1$, both with base point 0. (Hint: no compact subset of $Q$ can contain all the rationals in an interval.)

7. Deduce from Exercise 6 that the association map $\alpha: Z^{x \wedge y} \to (Z^y)^x$ is not always onto.

8. Given spaces $X$ and $Y$, such that $X \simeq Y$, show that $Y$ is an AH if and only if $X$ is. Similarly, show that $Y$ is an AH'I if and only if $X$ is.

9. Let $\mu: S^1 \to S^1 \vee S^1$ be a map that makes $S^1$ into an AH'I. Show that there are only two homotopy classes of such maps, and that if $\pi_1(Y)_1$ and $\pi_1(Y)_2$ denote the corresponding group structures in $[S^1, Y]$, then $\pi_1(Y)_1 \simeq \pi_1(Y)_2$. (Hint: use Theorem 3.3.18 to calculate $\pi_1(S^1 \vee S^1)$, and show that there are only two elements that give an associative $H'$-structure in $S^1$.)

10. Show that $\pi_1(Y)$ is abelian if $Y$ is an $H$-space (not necessarily associative or with inverse).
11. Given a homotopy-commutative diagram

\[
\begin{array}{ccc}
A & \longrightarrow & B \\
\downarrow & & \downarrow \\
A' & \longrightarrow & B',
\end{array}
\]

show that there exists a map \( \nu: C_1 \rightarrow C_{f'} \), such that the diagram

\[
\begin{array}{ccc}
A & \longrightarrow & B & \longrightarrow & C_f & \longrightarrow & \cdots \\
\downarrow & & \downarrow & & \downarrow \nu \downarrow & \downarrow \lambda \wedge \lambda \\
A' & \longrightarrow & B' & \longrightarrow & C_{f'} & \longrightarrow & \cdots
\end{array}
\]

is also homotopy-commutative. Prove also that \( \nu \) is a homotopy equivalence if both \( \lambda \) and \( \mu \) are. (Hint: let \( F \) be the homotopy between \( \mu f \) and \( f' \lambda \), and define \( \nu \) by

\[
\nu(b) = \begin{cases} 
\mu(b) & (b \in B) \\
F(a, 2t) & (0 \leq t \leq \frac{1}{2}) \\
\lambda(a) \wedge (2t - 1) & (\frac{1}{2} \leq t \leq 1)
\end{cases}
\]

In order to prove that \( \nu \) is a homotopy equivalence if \( \lambda \) and \( \mu \) are, write \( \nu = \nu(\lambda, \mu, F) \), and let \( \tilde{\nu} = \nu(\lambda, \mu, F) \), where \( \lambda \) and \( \mu \) are homotopy inverses to \( \lambda \) and \( \mu \), and \( F \) is a homotopy between \( \tilde{\mu} f' \) and \( f' \lambda \). Show that \( \tilde{\nu} \simeq \nu(1_A, 1_B, F') \), where \( F' \) is some homotopy between \( f \) and itself, and deduce that \( \tilde{\nu} \) is a homotopy equivalence. A similar argument shows that \( \nu \tilde{\nu} \) is a homotopy equivalence, and it is easy to conclude that therefore \( \nu \) is a homotopy equivalence (although \( \tilde{\nu} \) is not necessarily a homotopy inverse!).

12. Establish the 'dual' results to those of Exercise 11.

13. Given a map \( f: S^n \rightarrow X \), let \( Y \) be the adjunction space \( X \cup_f E^{n+1} \). Show that \( Y \simeq C_f \), and deduce that \( S^m \times S^n \simeq C_\theta \), where \( \theta: S^{m+n-1} \rightarrow S^m \vee S^n \) is a certain map. (Hint: regard \( S^{m+n-1} \) as the subspace \( E^m \times S^{n-1} \cup S^{m-1} \times E^n \) of \( E^m \times E^n \).)

14. Given a space \( X \), and elements \( \alpha \in \pi_m(X) \), \( \beta \in \pi_n(X) \), the Whitehead product \( [\alpha, \beta] \in \pi_{m+n-1}(X) \) is defined as follows. Represent \( \alpha \) and \( \beta \) by maps \( f: S^m \rightarrow X \), \( g: S^n \rightarrow X \) respectively, and let \( [\alpha, \beta] \) be the element represented by the composite

\[
S^{m+n-1} \xrightarrow{\theta} S^m \vee S^n \xrightarrow{\nu g} X \vee X \xrightarrow{\nu} X,
\]

where \( \theta \) is the map considered in Exercise 13. Show that if \( X \) is an \( H \)-space, \( [\alpha, \beta] = 0 \) for all \( \alpha \) and \( \beta \). Conversely, prove that \( S^n \) is an \( H \)-space if \( [\iota_n, \iota_n] = 0 \), where \( \iota_n \in \pi_n(S^n) \) is the element represented by the identity map.
15. Given two spaces $X$ and $Y$, let $i: X \vee Y \to X \times Y$ be the inclusion map. By considering the map $f: (X \times Y) \to sX \cup sY$ defined by

$$f((x, y) \land t) = \begin{cases} (x \land 2t, \text{base point}) & (0 \leq t \leq \frac{1}{2}) \\ (\text{base point}, y \land (2t - 1)) & (\frac{1}{2} \leq t \leq 1) \end{cases},$$

show that $i_2: C_i \to s(X \vee Y)$ is homotopic to the constant map. Deduce the following results.

(a) If $s: \pi_n(X) \to \pi_{n+1}(sX)$ is the homomorphism that sends the element represented by $f: S^n \to X$ to the element represented by $f \land 1: S^n \land S^1 \to X \land S^1$, then $s[\alpha, \beta] = 0$ for all $\alpha, \beta$.

(b) If $i$ is a cofibre map, then $s(X \times Y) \simeq sX \vee sY \vee s(X \land Y)$.

16. Given any map $f: A \to B$, prove that $f_1: B \to C_f$ is a cofibre map and that $f_2: L_f \to A$ is a fibre map.

17. Show that, if $(X, A)$ has the absolute homotopy extension property, and $f \simeq g: A \to Y$, then the adjunction spaces $Y \cup_f X$ and $Y \cup_g X$ are homotopy-equivalent. *(Hint: let $Z_f$ be the space obtained from $X \times 0 \cup (A \times I)/(x_0 \times I) \cup Y$ by identifying $(a, 1)$ with $f(a)$, for each $a \in A$; prove that $Y \cup_f X \simeq Z_f$ and that $Z_2 \simeq Z_2$.)

18. A map $f: A \to B$ is called a Serre fibre map if it satisfies Definition 6.5.6 for all polyhedra $X$ (rather than for all spaces $X$); and the fibre $F$ is once again $f^{-1}(b_0)$. Show that there is a map $g: F \to L_f$ with the property that, if $X$ is any polyhedron, $[X, F] \to [X, L_f]$ is a (1-1)-correspondence. Deduce that, if $i: F \to A$ is the inclusion map, there is an exact sequence

$$\cdots \to \pi_n(F) \xrightarrow{i_*} \pi_n(A) \xrightarrow{i_*} \pi_n(B) \xrightarrow{i_*} \pi_{n-1}(F) \to \cdots.$$  

19. A map $f: A \to B$ is called a local product, with fibre $F$, if for each point $b \in B$ there exists an open neighbourhood $U$ of $b$ and a (not necessarily based) homeomorphism $h_U: U \times F \to f^{-1}(U)$, such that $fh_U(b' \times F) = b'$ for all $b' \in U$. Prove that a local product is a Serre fibre map. *(Hint: let $K$ be a simplicial complex, and suppose given a map $g: |K| \to A$ and a homotopy $H: |K| \times I \to B$, such that $H$ starts with $fg$. Triangulate $I$ by a simplicial complex $L$ with vertices $0 = t_0 < t_1 < \cdots < t_n = 1$, and choose $r > 0$, such that for each simplex $\sigma$ of $K^{(r)}$ and each $i, \sigma \times [t_i, t_{i+1}]$ is mapped by $H$ into one of the open neighbourhoods $U$. Now construct a homotopy $G: |K^{(r)}| \times I \to A$ that starts with $g$ and satisfies $fG = H$, by induction on the skeletons of $K^{(r)}$.)

20. Prove that the map $f: R^1 \to S^1$, defined by $f(x) = (\cos 2\pi x, \sin 2\pi x)$, is a local product. Deduce that $\pi_n(S^1) = 0$ for $n > 1$.

21. Let $f: S^n \to RP^n$ be the identification map provided by Proposition 1.4.40. Show that $f$ is a local product, and deduce that $\pi_r(RP^n) \cong \pi_r(S^n)$ for $r > 1$. *(Hint: consider the open sets $U_r$ in $RP^n$, where $U_r$ is the set of points $[x_1, \ldots, x_{n+1}]$ such that $x_r \neq 0$.)
22. A map \( f: A \to B \) is called a covering map if it is a local product, with a discrete space as fibre. Show that \( f_*: \pi_n(A) \to \pi_n(B) \) is isomorphic for \( n > 1 \) and \((1-1)\) for \( n = 1 \). Prove also that if \( g: I \to B \) is a (based) path in \( B \), there exists a unique (based) path \( h: I \to A \) such that \( fh = g \).

23. Let \( f: A \to B \) be a covering map, and let \( X \) be a path-connected and locally path-connected space (\( X \) is said to be locally path-connected if, for each point \( x \in X \) and open set \( U \) containing \( x \), there exists an open set \( V \), such that \( x \in V \subseteq U \) and any two points of \( V \) can be connected by a path in \( U \)). Prove that, if \( g: X \to B \) is a map such that \( g_*\pi_1(X) \subseteq f_*\pi_1(A) \), there exists a unique map \( h: X \to A \) such that \( fh = g \). (Hint: use Exercise 22 to define the function \( h \), for each point of \( X \), and then show that \( h \) is continuous and unique.)

24. Let \( f: A \to B \) and \( f': A' \to B \) be two covering maps such that \( f_*\pi_1(A) = f'_*\pi_1(A') \), and suppose that both \( A \) and \( A' \) are path-connected and locally path-connected. Prove that \( A \) and \( A' \) are homeomorphic.

25. Let \( B \) be a path-connected, locally path-connected space, that is also 'weakly locally simply-connected' (that is, for each point \( x \in B \), and open set \( U \) containing \( x \), there exists an open set \( V \), such that \( x \in V \subseteq U \), and every loop in \( V \) based at \( x \) is contractible in \( B \)). Let \( G \) be any subgroup of \( \pi_1(B) \). Prove that there exists a space \( A \) and a covering map \( f: A \to B \), such that \( f_*\pi_1(A) = G \). (Hint: define an equivalence relation \( R \) in \( B' \), by \( uRv \iff [u^{-1}.v] \in G \), and let \( A = B'/R \).) Show also that \( A \) is determined up to homeomorphism by \( B \) and \( G \): thus in particular there is essentially only one such space \( A \) if \( G = 0 \); in this case \( \pi_1(A) = 0 \) and \( A \) is called the universal cover of \( B \).

NOTES ON CHAPTER 6

Identification maps. Theorem 6.2.4(a) is due to Cohen [41] and (b) to Puppe [119]. It is possible to remove the restrictions on the spaces by retopologizing the product: see R. Brown [32].

Associativity of the reduced product. It can be shown that \((X \wedge Y) \wedge Z\) and \(X \wedge (Y \wedge Z)\) are always homotopy-equivalent (though not necessarily by a based homotopy equivalence): see Puppe [119].

Mapping spaces. The compact-open topology (due to Fox [58]) is not the only possible topology for \( Y^X \); for example, we could take as a sub-base all sets of the form \( W_{x,U} \), where \( x \) is a point of \( X \) and \( U \) is an open subset of \( Y \): this is the topology of pointwise convergence. For a discussion of these and other topologies, see Fox [58] or Kelley [85], Chapter 7.

Some attempts have been made to circumvent the difficulties caused by the fact that in general the evaluation map is not continuous, and the
association map is not a homeomorphism. Spanier's method [130] is to weaken the definition of continuity, but perhaps the more satisfactory method is that of R. Brown [33], who shows that if one of the 'extraordinary products' of [32] is used instead of the ordinary topological product, the evaluation map is continuous and the association map is a homeomorphism.

H-spaces. These were first introduced by Hopf [71]. It should be noted that Definition 6.3.7 is not absolutely standard, since some authors require that $m_1$ and $m_2$ should both coincide with the identity map, instead of merely being homotopic to it; similar remarks apply to the definitions of associativity and commutativity.

In certain circumstances an associative H-space $Y$ will automatically have an inverse: for example, if $Y$ is path-connected, and a CW-complex in the sense of Chapter 7. See James [79] or Sibson [126].

It is possible for $Y^X$ to be an H-space, even though $Y$ is not an H-space and $X$ is not an H'-space: see R. Brown [34] for an example.

H-spaces have been popular objects of study by topologists for some time. For a variety of results, see Browder [26, 27], Browder and Thomas [29], James [80], Stasheff [133, 134] and Dold and Lashof [45], in addition to the papers already mentioned.

The 'dual' notion of an H'-space is due to Eckmann and Hilton [49].

Homotopy groups are due originally to Čech [38], but we follow the notation of Hurewicz [74], which has since become standard.

Duality. For more details of the 'duality' exhibited in Chapter 6, see Hilton [63].

Exact sequences. Theorem 6.4.7 is essentially due to Barratt [19], but we follow the exposition of Puppe [119]. The 'dual' Theorem 6.4.14 was first proved (in a less general form) by Peterson [115].

Cofibre maps. The result that a polyhedral pair has the absolute homotopy extension property can be generalized, and in Chapter 7 we shall prove that the same result holds with 'polyhedral' replaced by 'CW'. For another set of conditions under which a pair of spaces has the absolute homotopy extension property, see Hu [72], or [73], p. 31, Ex. 0.

The mapping cylinder was first defined by J. H. C. Whitehead [159].

Fibre maps. Definition 6.5.6 is but one of many definitions of 'fibre map' or 'fibre space'. Our definition is that of Hurewicz [76], and the weaker version given in Exercise 18 is due to Serre [125]. That a Serre fibre map need not be a Hurewicz fibre map is shown by an example of R. Brown [34].

A rather different method of weakening Definition 6.5.6 will be found in Dold [44], and possibly the weakest definition of all, in which a map $f: A \rightarrow B$ is called a *quasifibration* if the result of Corollary 6.5.9 holds, is due to Dold and Thom [46].

A quite different approach is exemplified by the local product of Exercise 19, which with a little extra structure becomes the fibre bundle of Whitney
The theory of fibre bundles, particularly those with a vector space as fibre, has been greatly developed in recent years, and has led to the construction of powerful new topological invariants. For an outline of this theory, see Atiyah and Hirzebruch [18] or Atiyah [17].

Finally, fibre bundles have been generalized by Milnor [107] and Rourke and Sanderson [123].

The Whitehead product. Whitehead's original definition will be found in [157], and generalizations in Hilton [63]. Adams [2] has proved that \([i_n, i_n] = 0\) only if \(n = 1, 3\) or 7, so that \(S^n\) is an H-space only for these values of \(n\).

Exercise 15(a) is capable of considerable generalization, at least if \(X\) is a sphere: the ‘suspension homomorphism’ \(s\) and a homomorphism defined by a certain Whitehead product can be fitted into an exact sequence, the EHP-sequence of G. W. Whitehead [154] (see also James [78]).

Covering spaces. For details of Exercises 22–25, see Hu [73], Chapter 3, or Hilton and Wylie [64], Chapter 6. In Exercise 25, if \(B\) is a polyhedron, then \(A\) may be taken to be a polyhedron as well: for a proof see, for example, Seifert and Threlfall [124], Chapter 8.
CHAPTER 7

HOMOTOPY GROUPS AND CW-COMPLEXES

7.1 Introduction

We have already, in Chapter 6, defined the homotopy groups of a (based) space \( Y \), and established some of their properties: those, at least, that are shared by the more general sets and groups of the form \([X, Y]\). The first object of this chapter is to continue this investigation, but with special reference now to the groups \( \pi_n(Y) \). Most of these results will be true only for the homotopy groups, and not for the more general situation: for example, we shall calculate the groups \( \pi_n(S^n) \) \((n \geq 1)\), and prove an important theorem concerning the homotopy groups of CW-complexes. On the other hand we shall also investigate the effect on \( \pi_n(Y) \) of changing the base point (compare Theorem 3.2.16), and establish calculation theorems for \( \pi_n(X \times Y) \), \( \pi_n(X \vee Y) \); and although these results will be given only in terms of homotopy groups, they are capable of generalization to sets of the form \([X, Y]\): see Exercises 1, 6 and 7.

The rest of the chapter will be concerned with CW-complexes. These are at once generalizations and simplifications of the notion of a simplicial complex. A simplicial complex—or rather its polyhedron—may be thought of as a space built up by successively attaching simplexes along their boundaries. Now a simplex and its boundary form a triangulation of \((E^n, S^{n-1})\) for some \( n \), so that in fact a polyhedron is formed by successively attaching cells by maps of their boundaries. However, the cells have to be triangulated, and the 'attaching maps' involved have to be simplicial homeomorphisms onto their images. A \textit{CW-complex}, on the other hand, is built up by successively attaching cells by any continuous maps of their boundaries (not necessarily homeomorphisms onto their images), and the number of cells is not restricted to be finite. This has many advantages: for example, a polyhedron can often be regarded as a CW-complex with far fewer cells than there were simplexes originally (for instance, \( S^n \) is a CW-complex with only two cells), and the product of two polyhedra is a CW-complex in a natural way, since the product of two simplexes is a cell, but not a simplex in general. CW-complexes are
also the natural setting for the theorem of J. H. C. Whitehead: given a map $f: X \rightarrow Y$ of path-connected CW-complexes, such that $j_\ast: \pi_n(X) \rightarrow \pi_n(Y)$ is isomorphic for all $n$, then $f$ is a homotopy equivalence.

Section 7.2 contains the standard results on homotopy groups, and Section 7.3 the definition and elementary properties of CW-complexes. Theorems on the calculation of homotopy groups of CW-complexes (in particular $\pi_n(S^n)$) are proved in Section 7.4, and the theorem of J. H. C. Whitehead in Section 7.5.

7.2 Homotopy groups

In Chapters 3 and 6 we have already defined $\pi_n(Y)$ for any based space $Y$, seen that a based map $f: X \rightarrow Y$ gives rise to homomorphisms $f_\ast: \pi_n(X) \rightarrow \pi_n(Y)$ for $n \geq 1$, and proved that $\pi_n(Y)$ is abelian for $n \geq 2$. Moreover, a fibre map $f: A \rightarrow B$ gives rise to an exact sequence of homotopy groups. Our first task in this section is to extend to $\pi_n(Y)$ the result that the definitions of $\pi_1(Y)$, given in Chapter 3 and as $[S^1, Y]$ in Chapter 6, give isomorphic groups. The point is that the definition analogous to that of Chapter 3 is often easier to work with than the definition as $[S^n, Y]$.

Let $I^n$ be the product of $n$ copies of the unit interval $I$, and $\partial I^n$ its 'boundary'; thus $I^n$ is the subset of $R^n$ of points $(x_1, \ldots, x_n)$ such that $0 < x_r < 1$ for $1 \leq r \leq n$, and $\partial I^n$ is the subset of points with at least one co-ordinate equal to 0 or 1. Now the composite of standard maps

$$I^n \xrightarrow{i^n} J^n \xrightarrow{\varphi^n} E^n \xrightarrow{\theta} S^n$$

sends $\partial I^n$ to the base point $(-1, 0, \ldots, 0)$, and so induces a (based) homeomorphism $I^n/\partial I^n \rightarrow S^n$. Thus by composing with this homeomorphism, a based map $S^n \rightarrow Y$ may be regarded as a map $I^n/\partial I^n \rightarrow Y$, or alternatively as a map of pairs $(I^n, \partial I^n) \rightarrow (Y, y_0)$, where $y_0$ is the base point. Moreover, by Proposition 6.2.5, a based homotopy between maps $S^n \rightarrow Y$ corresponds to a homotopy of maps of pairs between the corresponding maps $(I^n, \partial I^n) \rightarrow (Y, y_0)$. Hence we have proved

**Proposition 7.2.1** The elements of $\pi_n(Y)$ are in (1-1)-correspondence with homotopy classes, rel $\partial I^n$, of maps $(I^n, \partial I^n) \rightarrow (Y, y_0)$. Moreover, if $f: Y \rightarrow Z$ is a based map, the image under $f_\ast$ of the element of $\pi_n(Y)$ represented by a map $g: (I^n, \partial I^n) \rightarrow (Y, y_0)$ is just the homotopy class of the composite $fg: (I^n, \partial I^n) \rightarrow (Z, z_0)$.
Indeed, it is easy to complete this interpretation of \( \pi_n \), by specifying the group structure in terms of maps of \((I^n, \partial I^n)\).

**Proposition 7.2.2** Given two maps \( f, g: (I^n, \partial I^n) \to (Y, y_0) \), define \( f \circ g: (I^n, \partial I^n) \to (Y, y_0) \) by

\[
f \circ g(x_1, \ldots, x_n) = \begin{cases} 
(f(x_1, \ldots, x_{n-1}, 2x_n) & (0 \leq x_n \leq \frac{1}{2}) \\
(g(x_1, \ldots, x_{n-1}, 2x_n - 1) & (\frac{1}{2} \leq x_n \leq 1).
\end{cases}
\]

Then the definition of \( f \circ g \) extends to homotopy classes rel \( \partial I^n \) of such maps, and gives a definition of multiplication in \( \pi_n(Y) \) that coincides with the original one. Moreover, the same definition results if \( f \) and \( g \) are ‘composed’ using any other co-ordinate instead of \( x_n \).

**Proof.** It may be assumed that \( f \) and \( g \) are composites

\[
(I^n, \partial I^n) \xrightarrow{\phi} (S^n, s_0) \xrightarrow{f'} (Y, y_0),
\]

\[
(I^n, \partial I^n) \xrightarrow{\phi} (S^n, s_0) \xrightarrow{g'} (Y, y_0),
\]

where \( \phi \) is the above composite of standard maps and \( s_0 \) is the base point \((-1, 0, \ldots, 0)\) of \( S^n \). Now \( f' \circ g' = \nabla(f' \circ g')\bar{\mu} \), where \( \bar{\mu}: S^n \to S^n \vee S^n \) is a map defined by the standard homeomorphism \( S^n = S^{n-1} \vee S^1 \) and the map \( \mu: S^1 \to S^1 \vee S^1 \) of Proposition 6.3.12. But the proof of Proposition 6.3.12 shows that the diagram

\[
\begin{array}{ccc}
I^n/\partial I^n & \xrightarrow{\nu} & S^n = S^{n-1} \vee S^1 \\
\downarrow & & \downarrow \bar{\mu} \\
(I^n/\partial I^n) \vee (I^n/\partial I^n) & \xrightarrow{\nu \vee \nu} & S^n \vee S^n = (S^{n-1} \vee S^1) \vee (S^{n-1} \vee S^1)
\end{array}
\]

is commutative, where \( \nu \) is defined by

\[
\nu(x_1, \ldots, x_n) = \begin{cases} 
((x_1, \ldots, x_{n-1}, 2x_n), \text{ base point}) & (0 \leq x_n \leq \frac{1}{2}) \\
((\text{base point}, (x_1, \ldots, x_{n-1}, 2x_n - 1)) & (\frac{1}{2} \leq x_n \leq 1).
\end{cases}
\]

Hence \( (f' \circ g')\phi = f \circ g \), so that, since the definition of \( f \circ g \) obviously extends to homotopy classes, the two definitions of multiplication in \( \pi_n(Y) \) coincide.

Moreover, Corollary 6.3.18 shows that, if we write

\[
S^n = (S^{p-1} \vee S^1) \vee (S^{n-p-1} \vee S^1)
\]

and use the \( H' \)-structure of \( S^n \) determined by that of \( S^{p-1} \vee S^1 \) to define a multiplication in \( \pi_n(Y) \), this multiplication is the same as the
previous one. But this multiplication corresponds as above to that given by defining

\[ f \circ g(x_1, \ldots, x_n) = \begin{cases} f(x_1, \ldots, 2x_p, \ldots, x_n) & (0 \leq x_p \leq \frac{1}{2}) \\ g(x_1, \ldots, 2x_p - 1, \ldots, x_n) & (\frac{1}{2} \leq x_p \leq 1) \end{cases} \]

so that it is immaterial which co-ordinate we use to 'compose' \( f \) and \( g \).

The next point to consider is the effect on \( \pi_n(Y) \) of changing the base point \( y_0 \). We already know what happens if \( n = 1 \) (see Theorem 3.2.16), and the result for \( n \) is the obvious generalization. In order to state the theorem, write \( \pi_n(Y, y_0) \) instead of \( \pi_n(Y) \) for the \( n \)th homotopy group of \( Y \), with the base point \( y_0 \).

**Theorem 7.2.3** Let \( y_0 \) and \( y_1 \) be two base points lying in the same path-component of a space \( Y \). A path \( u \) in \( Y \) from \( y_0 \) to \( y_1 \) gives rise to an isomorphism \( u_\#: \pi_n(Y, y_0) \rightarrow \pi_n(Y, y_1) \) \( (n \geq 1) \), with the following properties.

(a) If \( u \simeq v \) rel \( 0, 1 \), then \( u_\# = v_\# \).
(b) \((e_{y_0})_\#\) is the identity isomorphism.
(c) If \( w \) is a path from \( y_1 \) to \( y_2 \), then \((u \cdot w)_\# = w_\#u_\# \).
(d) If \( \lambda: Y \rightarrow Z \) is a map such that \( \lambda(y_0) = z_0 \) and \( \lambda(y_1) = z_1 \), then \( \lambda_\#u_\# = (\lambda u)_\# \lambda_\#: \pi_n(Y, y_0) \rightarrow \pi_n(Z, z_1) \).

**Proof.** We use the interpretation of \( \pi_n \) given by Propositions 7.2.1 and 7.2.2. Suppose given, then, an element of \( \pi_n(Y, y_0) \), represented by a map \( f: (I^n, \partial I^n) \rightarrow (Y, y_0) \). To define \( u_\#[f] \), let \( f': (I^n, \partial I^n) \rightarrow (Y, y_1) \) be any map that is homotopic to \( f \) by a homotopy \( F: I^n \times I \rightarrow Y \) such that \( F(x, t) = u(t) \) for all \( x \in \partial I^n \), \( t \in I \); put \( u_\#[f] = [f'] \in \pi_n(Y, y_1) \). To justify this definition, we have to show that such maps \( f' \) always exist, and that \( u_\#[f] \) does not depend on the particular choice of \( f' \).

To show that such maps \( f' \) exist, note that, since the pair \((I^n, \partial I^n)\) is clearly triangulable, it has the absolute homotopy extension property. The path \( u \) may be regarded as a homotopy of \( \partial I^n \), which extends to a homotopy \( F \) of \( I^n \) that starts with \( f \), and whose final map is a suitable \( f' \).

We can show that \( u_\#[f] \) does not depend on the choice of \( f' \), and at the same time prove (a), as follows. Let \( v \) be another path from \( y_0 \) to \( y_1 \), and let \( G: I^n \times I \rightarrow Y \) be a homotopy that starts with \( f \), and satisfies \( G(x, t) = v(t) \) for all \( x \in \partial I^n \), \( t \in I \); write \( g \) for the final map of \( G \). Of course, \( f' \simeq g \) by the homotopy \( H \) formed by composing the reverse of \( F \) with \( G \); but unfortunately \( H \) is not in general a homotopy relative to \( \partial I^n \). This difficulty can be overcome by using the absolute
homotopy extension property again: $H(x, t) = u^{-1}v(t)$ if $x \in \partial I^n$, and since $u \simeq v$ rel 0, 1 we have $u^{-1}v \simeq e_y$, rel 0, 1. By combining this homotopy with the constant homotopy of $f'$ and $g$, we obtain a homotopy starting with the restriction of $H$ to $I^n \times 0 \cup \partial I^n \times I \cup I^n \times 1$, and since this subspace can be triangulated as a subpolyhedron of $I^n \times I$, this homotopy can be extended to a homotopy of $I^n \times I$ that starts with $H$. The final map of this homotopy is again a homotopy between $f'$ and $g$, but by construction it is a homotopy relative to $\partial I^n$. It follows that $[f'] = [g] \in \pi_n(Y, y_1)$, so that (by taking $u = v$) $u\#[f]$ is independent of the choice of $f'$, and $u\#[f] = v\#[f]$ if $u \simeq v$ rel 0, 1.

Properties (b)–(d) are clear from the definition of $u\#$, and in particular (a)–(c) show that $u\#$ is a (1-1)-correspondence. It remains, then, to show that $u\#$ is a homomorphism. Let $f, g': (I^n, \partial I^n) \to (Y, y_0)$ be two maps, let $F, G: I^n \times I \to Y$ be homotopies starting with $f, g'$ respectively, such that $F(x, t) = G(x, t) = u(t)$ for all $x \in \partial I^n$, $t \in I$; and let $f', g'$ be the final maps of $F, G$ respectively. Define $F \circ G: I^n \times I \to Y$ by

$$F \circ G(x_1, \ldots, x_n, t) = \begin{cases} (F(x_1, \ldots, x_{n-1}, 2x_n, t) & (0 \leq x_n \leq \frac{1}{2}) \\ (G(x_1, \ldots, x_{n-1}, 2x_n - 1, t) & (\frac{1}{2} \leq x_n \leq 1) \end{cases};$$

then $F \circ G$ is a homotopy between $f \circ g$ and $f' \circ g'$, and $F \circ G(x, t) = u(t)$ for all $x \in \partial I^n$, $t \in I$. Hence

$$u\#([f][g]) = u\#[f \circ g] = [f' \circ g'] = [f'][g'] = u\#[f], u\#[g],$$

so that $u\#$ is a homomorphism, and therefore an isomorphism.

**Corollary 7.2.4** Let $f: X \to Y$ be a homotopy equivalence. Then if $x_0$ is any base point of $X$, and $y_0 = f(x_0)$,

$$f_*: \pi_n(X, x_0) \to \pi_n(Y, y_0)$$

is an isomorphism for all $n \geq 1$.

**Proof.** Let $g$ be a homotopy inverse to $f$, and let $F$ be the homotopy between $gf$ and $1_X$; let $x_1 = g(y_0)$. Now if $\alpha: I^n \to X$ represents an element of $\pi_n(X, x_0)$, $F(\alpha \times 1)$ is a homotopy between $\alpha$ and $g\alpha$. This homotopy is not in general relative to $\partial I^n$, but its restriction to $\partial I^n \times I$ defines a path $u$, say, from $x_0$ to $x_1$. Thus

$$g_* f_* = u\#: \pi_n(X, x_0) \to \pi_n(X, x_1),$$

so that $g_* f_*$ is an isomorphism. Similarly, $f_* g_*$ is an isomorphism, so that $f_*$ and $g_*$ are themselves isomorphic.
It follows from Theorem 7.2.3 that each loop $u$ based at $y_0$ gives rise to an isomorphism $u_\# : \pi_n(Y, y_0) \to \pi_n(Y, y_0)$ ($n \geq 1$) that depends only on the class of $u$ in $\pi_1(Y, y_0)$. Thus $\pi_1(Y, y_0)$ acts as a 'group of automorphisms' of $\pi_n(Y, y_0)$, which, as we saw in Chapter 3, are actually inner automorphisms if $n = 1$. In certain circumstances these automorphisms all reduce to the identity automorphism.

**Definition 7.2.5** A space $Y$ is $n$-simple if, for each point $y_0 \in Y$, and each loop $u$ based at $y_0$, $u_\# : \pi_n(Y, y_0) \to \pi_n(Y, y_0)$ is the identity isomorphism.

It is easy to see, using Theorem 7.2.3, that if $Y$ is $n$-simple, the isomorphism $u_\#$ determined by a path $u$ from $y_0$ to $y_1$ depends only on $y_0$ and $y_1$, and not on the particular path $u$.

**Theorem 7.2.6** Let $Y$ be a path-connected space. Then

(a) $Y$ is $n$-simple if and only if the condition of Definition 6.2.5 holds for just one choice of base point $y_0$;
(b) if $Y$ is simply-connected, $Y$ is $n$-simple for all $n$;
(c) if $Y$ is an $H$-space (not necessarily associative or with inverse), $Y$ is $n$-simple for all $n$;
(d) if $Y$ is $n$-simple and $X \simeq Y$, then $X$ is $n$-simple.

**Proof.**

(a) Suppose the condition of Definition 7.2.5 holds for $y_0$; let $u$ be a path from $y_0$ to another point $y_1$. Now if $v$ is a loop based at $y_1$, $u \cdot v \cdot u^{-1}$ is a loop based at $y_0$, and $(u \cdot v \cdot u^{-1})_\#$ is the identity isomorphism. But $(u \cdot v \cdot u^{-1})_\# = (u_\#)^{-1} v_\# u_\#$, so that $v_\# = u_\# (u_\#)^{-1}$, which is the identity isomorphism.

(b) This is obvious.

(c) Let $y_0$ be the base point, and let $m : Y \times I \to Y$ be the 'H-space map'. Define $m' : Y \to Y$ by $m'(y) = m(y, y_0)$, and let $f : I^n \to Y$ be a map representing an element of $\pi_n(Y, y_0)$. Then $[f] = [m'f]$, since $m' \simeq 1_y \text{ rel } y_0$; and the composite

$$Y \times I \xrightarrow{1 \times u} Y \times Y \xrightarrow{m} Y$$

(where $u$ is a loop based at $y_0$) is a homotopy between $m'$ and itself, whose restriction to $y_0 \times I$ is a loop $v$ which is homotopic, rel 0, 1, to $u$. Hence, by composing this homotopy with $f \times 1$,

$$u_\# [f] = v_\# [f] = v_\# [m'f] = [m'f] = [f],$$

so that $u_\#$ is the identity isomorphism.
(d) Let \( f: X \to Y \) be the homotopy equivalence; let \( x_0 \) be a base point for \( X \), and let \( y_0 = f(x_0) \). For each \([u] \in \pi_1(X, x_0)\), \( x \in \pi_n(X, x_0)\),

\[
f_\#(x) = (fu_\#)f_\#(x) = f_\#u_\#(x),
\]

by Theorem 7.2.3(d). Since \( f_\# \) is an isomorphism by Corollary 7.2.4, it follows that \( u_\#(x) = x \).

Thus if \( Y \) is an \( n \)-simple space, any consideration of base points is irrelevant when working with \( \pi_n(Y) \). This is true not only in the sense of Definition 7.2.5, but also in that the elements of \( \pi_n(Y) \) may be regarded as homotopy classes of maps \( S^n \to Y \), that are not necessarily base-point-preserving.

**Proposition 7.2.7** If \( Y \) is a path-connected \( n \)-simple space, the elements of \( \pi_n(Y) \) are in \((1-1)\)-correspondence with the homotopy classes of maps \( S^n \to Y \).

**Proof.** Let \( f: S^n \to Y \) be a map, and suppose that \( f(s_0) = y_1 \), where \( s_0 \) is the base point \((-1, 0, \ldots, 0)\) of \( S^n \). Then \([f] \), the based homotopy class of \( f \), is an element of \( \pi_n(Y, y_1) \), and if \( u \) is any path from \( y_1 \) to \( y_0 \), \( u_\#[f] \in \pi_n(Y, y_0) \).

Now let \( g: S^n \to Y \) be another map, with \( g(s_0) = y_2 \). If \( v \) is a path from \( y_2 \) to \( y_0 \), then \( v_\#[g] \in \pi_n(Y, y_0) \); and if \( f \simeq g \) by a homotopy \( F \), where \( F|_{(s_0 \times I)} \) defines a path \( w \) from \( y_1 \) to \( y_2 \), then \( w_\#[f] = [g] \) in \( \pi_n(Y, y_2) \). Hence

\[
v_\#[g] = (w \cdot v)_\#[f] = u_\#[f],
\]

since \( Y \) is \( n \)-simple. Thus the homotopy class of \( f \) defines a unique element of \( \pi_n(Y, y_0) \); but conversely an element of \( \pi_n(Y, y_0) \) is a based homotopy class of based maps, which is contained in a unique (unbased) homotopy class. 

**Corollary 7.2.8** If \( X \) and \( Y \) are path-connected \( n \)-simple spaces, and \( f: X \to Y \) is a map, \( f_\#: \pi_n(X) \to \pi_n(Y) \) is given by \( f_\#[g] = [fg] \), where \( g: S^n \to X \), and \([-\] \) now denotes unbased homotopy classes.

The next topic in this section is relative homotopy groups. These bear much the same relation to ordinary homotopy groups as relative homology and cohomology groups do to those of a single space, and once again are most often used, via an exact sequence, for calculation purposes.

For the definition, let \( X \) be a space with base point \( x_0 \), and let \( Y \) be a subspace containing \( x_0 \). Let \( i: Y \to X \) be the inclusion map, and let \( L_i \) be the mapping path-space of \( i \).
**Definition 7.2.9** For $n \geq 2$, the $n$th relative homotopy group of $(X, Y)$, $\pi_n(X, Y)$, is defined by $\pi_n(X, Y) = \pi_{n-1}(L_i)$. We can also define $\pi_1(X, Y) = \pi_0(L_i)$, though in general this is just a set, not a group.

Sometimes we write $\pi_n(X, Y, x_0)$, instead of $\pi_n(X, Y)$, if we wish to draw attention to the particular base point. Notice that $\pi_n(X, Y)$ is abelian for $n \geq 3$.

The definition of $\pi_n(X, Y)$ may seem a little obscure, but with the aid of Theorem 6.3.27 we can give an alternative definition on the lines of Propositions 7.2.1 and 7.2.2.

**Proposition 7.2.10** The elements of $\pi_n(X, Y, x_0)$ are in (1-1)-correspondence with homotopy classes of maps (of triples) $(I^n, \partial I^n, D^{n-1}) \rightarrow (X, Y, x_0)$, where $D^{n-1}$ is the closure of $\partial I^n - I^{n-1} \times 0$. Given two such maps, $f$ and $g$, define $f \circ g$ by

$$f \circ g(x_1, \ldots, x_n) = \begin{cases} f(2x_1, x_2, \ldots, x_n) & (0 \leq x_1 \leq \frac{1}{2}) \\ g(2x_1 - 1, x_2, \ldots, x_n) & (\frac{1}{2} \leq x_1 \leq 1) \end{cases};$$

this definition extends to homotopy classes and gives a definition of multiplication in $\pi_n(X, Y)$ ($n \geq 2$) that coincides with that of Definition 7.2.9. Moreover the same definition results if we 'compose' $f$ and $g$ using any other co-ordinate except $x_n$.

**Proof.** By definition, $L_i$ is the subspace of $Y \times X^I$ consisting of pairs $(y, \lambda)$ such that $\lambda(0) = y$. This is homeomorphic to the subspace $L$ of $X^I$ consisting of (based) maps $\lambda$ such that $\lambda(0) \in Y$: we merely let $(y, \lambda)$ correspond to $\lambda$, and note that the map sending $\lambda$ to $(\lambda(0), \lambda)$ is continuous by Theorem 6.2.31. Now by an obvious modification of Theorem 6.3.27, the elements of $\pi_n(X, Y)$, which may be taken to be homotopy classes of maps $(I^{n-1}, \partial I^{n-1}) \rightarrow (L, l_0)$, where $l_0$ is the base point of $L$, are in (1-1)-correspondence with homotopy classes of maps $(I^{n-1} \wedge I, \partial I^{n-1} \wedge I) \rightarrow (X, x_0)$ that send $I^{n-1} \wedge 0$ to $Y$. By Proposition 6.2.5, these in turn may be regarded as homotopy classes of maps

$$(I^{n-1} \times I, I^{n-1} \times 0 \cup \partial I^{n-1} \times I \cup I^{n-1} \times 1, I^{n-1} \times 1 \cup \partial I^{n-1} \times I)$$

$$(X, Y, x_0);$$

that is, as classes of maps

$$(I^n, \partial I^n, D^{n-1}) \rightarrow (X, Y, x_0).$$

(If $n = 1$, $I^0$ is to be interpreted as the pair of points 0 and 1, with base point 1, and $\partial I^0$ and $D^0$ as the point 1.)
Finally, it is clear from Proposition 7.2.2 that if we define \( f \circ g \) by 'composing' along any co-ordinate of \( I^n \) except the last, the resulting multiplication in \( \pi_{n-1}(L) \), and hence in \( \pi_n(X, Y) \), is the correct one. 

Notice that a map \( (I^n, \partial I^n, D^{n-1}) \rightarrow (X, Y, x_0) \) represents the identity element of \( \pi_n(X, Y) \) if and only if it is homotopic, as a map of triples, to a map that sends \( I^n \) to \( Y \). For such a map corresponds to a map \( (I^{n-1}, \partial I^{n-1}) \rightarrow (L, l_0) \) whose image is contained in \( Y' \); but \( Y' \) is contractible.

An obvious corollary of Proposition 7.2.10 is that if the subspace \( Y \) happens to be just \( x_0 \), then \( \pi_n(X, Y, x_0) \simeq \pi_n(X, x_0) \) (at least if \( n \geq 2 \)). Thus there is no ambiguity in the notation \( \pi_n(X, x_0) \): it may equally well be interpreted as the \( n \)th homotopy group of \( X \), with base point \( x_0 \), or as the \( n \)th relative homotopy group of the pair \((X, x_0)\).

**Proposition 7.2.11** A based map of pairs \( \lambda: (X, Y) \rightarrow (A, B) \) gives rise to a homomorphism \( \lambda_*: \pi_n(X, Y) \rightarrow \pi_n(A, B) \) \((n \geq 2)\), with the following properties.

(a) If \( \lambda \simeq \mu \) \((as based maps of pairs)\), then \( \lambda_* = \mu_* \).
(b) The identity map gives rise to the identity isomorphism.
(c) If \( \mu: (A, B) \rightarrow (C, D) \) is another based map of pairs, then

\[
(\mu \lambda)_* = \mu_* \lambda_*.
\]

**Proof.** By Proposition 6.4.15, the commutative square

\[
\begin{array}{ccc}
Y & \xrightarrow{i} & X \\
\downarrow{\lambda} & & \downarrow{\lambda} \\
B & \xrightarrow{i'} & A
\end{array}
\]

(where \( i \) and \( i' \) are the inclusion maps) gives rise to a commutative diagram

\[
\cdots \rightarrow L_i \rightarrow Y \rightarrow X \\
\downarrow{\bar{\lambda}} \quad \downarrow{\lambda} \\
\cdots \rightarrow L_{i'} \rightarrow B \rightarrow A.
\]

Define \( \lambda_*: \pi_n(X, Y) \rightarrow \pi_n(A, B) \) to be \( \bar{\lambda}_*: \pi_{n-1}(L_i) \rightarrow \pi_{n-1}(L_{i'}) \); then if an element of \( \pi_n(X, Y) \) is represented by a map \( f: (I^n, \partial I^n, D^{n-1}) \rightarrow (X, Y, x_0) \), it is easy to see that \( \lambda_*[f] = [\lambda f] \), so that properties (a)–(c) are clear.

It is also possible to extend Theorem 7.2.3 to relative homotopy groups.
Theorem 7.2.12 Let \((X, Y)\) be a pair of spaces, and let \(x_0, x_1\) be two base points in the same path-component of \(Y\). A path \(u\) in \(Y\) from \(x_0\) to \(x_1\) gives rise to an isomorphism \(u_\#: \pi_n(X, Y, x_0) \to \pi_n(X, Y, x_1)\) \((n \geq 2)\), with the following properties.

(a) If \(u \simeq v \text{ rel } 0, 1\) (as paths in \(Y\)), then \(u_\# = v_\#\).
(b) \((x_0)_\#\) is the identity isomorphism.
(c) If \(w\) is a path in \(Y\) from \(x_1\) to \(x_2\), then \((u \cdot w)_\# = w_\# u_\#\).
(d) If \(\lambda: (X, Y) \to (A, B)\) is a map such that \(\lambda(x_0) = a_0\) and \(\lambda(x_1) = a_1\), then \(\lambda_* u_* = (\lambda u)_\#: \pi_n(X, Y, x_0) \to \pi_n(A, B, a_1)\).

Proof. Given a map \(f: (I^n, \partial I^n, D^{n-1}) \to (X, Y, x_0)\), let \(f': (I^n, \partial I^n, D^{n-1}) \to (X, Y, x_1)\) be any map that is homotopic to \(f\) by a homotopy \(F: I^n \times I \to X\) that sends \(\partial I^n \times I\) to \(Y\) and satisfies \(F(d, t) = u(t)\) for all \(d \in D^{n-1}, t \in I\); define \(u_\# [f] = [f'] \in \pi_n(X, Y, x_1)\).

As in the proof of Theorem 7.2.3, this defines an isomorphism \(u_\#\) that depends only on the homotopy class of \(f\), and satisfies properties (a)–(d).

We shall say that the pair \((X, Y)\) is (relatively) \(n\)-simple, if, for each point \(x_0\) in \(Y\) and each loop \(u\) in \(Y\) based at \(x_0\), \(u_\#: \pi_n(X, Y, x_0) \to \pi_n(X, Y, x_0)\) is the identity isomorphism. In this case, if \(u\) is a path in \(Y\) from \(x_0\) to \(x_1\), the isomorphism \(u_\#\) depends only on \(x_0\) and \(x_1\), and not on the path \(u\) itself.

Theorem 7.2.13 Let \(Y\) be a path-connected space. Then

(a) \((X, Y)\) is \(n\)-simple if the definition holds for just one point \(x_0\) of \(Y\).
(b) if \(Y\) is simply-connected, \((X, Y)\) is \(n\)-simple for all \(n \geq 2\);
(c) if \((X, Y)\) is \(n\)-simple and \((A, B) \simeq (X, Y)\) (as pairs), then \((A, B)\) is \(n\)-simple.

Proof. This is an obvious modification of Theorem 7.2.6, and the proof is left to the reader.

Example 7.2.14 The pair \((E^n, S^{n-1})\) is (relatively) \(n\)-simple, for all \(n \geq 2\). This is obvious from Theorem 7.2.13(b) unless \(n = 2\). To deal with the case \(n = 2\), consider a representative map \(f: (I^2, \partial I^2, D^1) \to (E^2, S^1, s_0)\), and a loop \(u\) in \(S^1\) based at \(s_0\). A representative map for \(u_\# [f]\) is \(f': (I^2, \partial I^2, D^1) \to (E^2, S^1, s_0)\), where \(f'|I^1\) is the product loop \(u^{-1} \cdot (f[I]) \cdot u\); but since \(\pi_1(S^1)\) is abelian, this product loop is homotopic, rel \(0, 1\), to the loop \(f[I]\). In other words, by extending this homotopy, first to the constant homotopy on \(D^1\), and then to \(I^2\), we may assume that \(f'|\partial I^2 = f|\partial I^2\). But since \(E^2\) is convex, it follows that \(f' \simeq f\) rel \(\partial I^2\), by a linear homotopy; hence \(u_\# [f] = [f'] = [f]\).
If \((X, Y)\) is relatively \(n\)-simple, the elements of \(\pi_n(X, Y)\) may be defined without reference to base points.

**Proposition 7.2.15** Let \(Y\) be path-connected and \((X, Y)\) be \(n\)-simple. The elements of \(\pi_n(X, Y)\) are in \((1-1)\)-correspondence with the homotopy classes of maps \((I^n, \partial I^n) \to (X, Y)\). Moreover, given two such maps \(f\) and \(g\), such that \(f(1, x_2, \ldots, x_n) = g(0, x_2, \ldots, x_n)\), the product \([f][g]\) is the homotopy class of the map \(f \circ g\), where

\[
\begin{align*}
    f \circ g(x_1, \ldots, x_n) &= \begin{cases} 
    (0 \leq x_1 \leq \frac{1}{2}) \\
    g(2x_1 - 1, x_2, \ldots, x_n) \quad (\frac{1}{2} \leq x_1 \leq 1).
    \end{cases}
\end{align*}
\]

Similar remarks apply if any other coordinate is used instead of \(x_1\) (even if \(x_n\) is used).

**Proof.** Let \(f: (I^n, \partial I^n) \to (X, Y)\) be a map. Now \(D^{n-1}\) is clearly contractible, so that \(f|D^{n-1}\) is homotopic (as a map into \(Y\)) to a map to a single point \(x_1\), say. This homotopy may be extended to \(\partial I^n\) and then to \(I^n\), to give a final map \(f': (I^n, \partial I^n, D^{n-1}) \to (X, Y, x_1)\), such that \(f' \simeq f\) as maps of the pair \((I^n, \partial I^n)\). We now have \([f'] \in \pi_n(X, Y, x_1)\), and if \(u\) is any path in \(Y\) from \(x_1\) to \(x_0\), \(u \# [f'] \in \pi_n(X, Y, x_0)\).

Now let \(g: (I^n, \partial I^n) \to (X, Y)\) be another map, homotopic as a map of pairs to \(g': (I^n, \partial I^n, D^{n-1}) \to (X, Y, x_2)\), and let \(v\) be a path in \(Y\) from \(x_2\) to \(x_0\). If \(f \simeq g\) as maps of pairs, then \(f' \simeq g'\) as maps of pairs, by a homotopy \(F\), say. But \(F| (D^{n-1} \times I)\) is homotopic, rel \(D^{n-1} \times 0 \cup D^{n-1} \times 1\), to a map that sends each \(D^{n-1} \times t\) to a single point (because \(D^{n-1} \times I\) may be contracted to \(I\) by a deformation retraction that sends each \(D^{n-1} \times t\) to \(t\)). By extending this homotopy to \((I^n \times I) \times I\), we may assume that the homotopy \(F\) between \(f'\) and \(g'\) sends each \(D^{n-1} \times t\) to a point, and so defines a path \(w\) from \(x_1\) to \(x_2\).

It follows that \(w \# [f'] = [g'] \in \pi_n(X, Y, x_2)\), so that

\[
v \# [g'] = (w. v) \# [f'] = u \# [f'],
\]

since \((X, Y)\) is \(n\)-simple. That is to say, the element of \(\pi_n(X, Y, x_0)\) determined by \(f\) depends only on the homotopy class of \(f\) as a map of pairs, and not on the choice of \(f'\) or \(u\).

Now suppose that \(f\) and \(g\) are maps such that \(f(1, x_2, \ldots, x_n) = g(0, x_2, \ldots, x_n)\). Choose \(f' \simeq f\) as above, the homotopy being \(F\), and let \(G: D^{n-1} \times I \to Y\) be the homotopy defined by \(G(x_1, \ldots, x_n, t) = F(1 - x_1, \ldots, x_n, t)\); extend \(G\) to the whole of \(I^n\), to give a final map \(g' \simeq g\). The effect of this is to ensure that

\[
F(1, x_2, \ldots, x_n, t) = G(0, x_2, \ldots, x_n, t).
\]
so that \( f' \circ g' \), as defined in Proposition 7.2.10, is homotopic to \( f \circ g \), as defined in the present proposition. It follows that \( f \circ g \) represents the element \([f'][g']\) of \( \pi_n(X, Y)\); and a similar argument applies if we use any other co-ordinate instead of \( x_1 \), except \( x_n \).

To prove that even \( x_n \) may be used, suppose that \( f \) and \( g \) are maps \( (I^n, \partial I^n) \to (X, Y) \) such that \( f(x_1, \ldots, x_{n-1}, 1) = g(x_1, \ldots, x_{n-1}, 0) \). Define \( \tilde{f} \) by \( \tilde{f}(x_1, \ldots, x_{n}) = f(x_1, \ldots, x_{n-2}, 1 - x_n, x_{n-1}) \). By extending the standard homeomorphism between \((I^2, \partial I^2)\) and \((E^2, S^1)\) to a homeomorphism between \((I^n, \partial I^n)\) and \((I^{n-2} \times E^2, I^n \times S^1 \cup \partial I^{n-2} \times E^2)\), and rotating \( E^2 \) through an angle \( \pi/2 \), we can see that \( f \simeq \tilde{f} \) as maps of pairs: see Fig. 7.1.

Hence \( f \) and \( \tilde{f} \) represent the same element of \( \pi_n(X, Y) \). But if \( f \circ g \) is defined by

\[
\begin{align*}
\tilde{f} \circ g(x_1, \ldots, x_n) = \begin{cases} 
  f(x_1, \ldots, x_{n-1}, 2x_n) & (0 \leq x_n \leq \frac{1}{2}) \\
  g(x_1, \ldots, x_{n-1}, 2x_n - 1) & (\frac{1}{2} \leq x_n \leq 1),
\end{cases}
\end{align*}
\]

then

\[
\begin{align*}
(f \circ g)(x_1, \ldots, x_n) = \begin{cases} 
  f(x_1, \ldots, 1 - x_n, 2x_n - 1) & (0 \leq x_n - 1 \leq \frac{1}{2}) \\
  g(x_1, \ldots, 1 - x_n, 2x_n - 1 - 1) & (\frac{1}{2} \leq x_n - 1 \leq 1),
\end{cases}
\end{align*}
\]

which is the map obtained by 'composing' \( \tilde{f} \) and \( g \) along the \( x_{n-1} \)-co-ordinate. Hence \( f \circ g \) represents the element \([\tilde{f}][g] = [f][g]\) in \( \pi_n(X, Y) \).

A corollary of the proof of Proposition 7.2.15 is the following.

**Corollary 7.2.16** If \( (X, Y) \) is 2-simple, \( \pi_2(X, Y) \) is abelian.

**Proof.** Choose a base point \( x_0 \) in \( Y \), and let \( f, g \) be two maps \( (I^2, \partial I^2, D^1) \to (X, Y, x_0) \). Then \( f \circ g \) is defined by

\[
\begin{align*}
\tilde{f} \circ g(x_1, x_2) = \begin{cases} 
  f(2x_1, x_2) & (0 \leq x_1 \leq \frac{1}{2}) \\
  g(2x_2 - 1, x_2) & (\frac{1}{2} \leq x_1 \leq 1).
\end{cases}
\end{align*}
\]
Hence

\[(f \circ g)(x_1, x_2) = \begin{cases} g(1 - 2x_1, 1 - x_2) & (0 \leq x_1 \leq \frac{1}{2}) \\ f(2 - 2x_1, 1 - x_2) & (\frac{1}{2} \leq x_1 \leq 1), \end{cases}\]

so that \((f \circ g) = \tilde{g} \circ \tilde{f}\), and hence \([f][g] = [g][f] \in \pi_2(X, Y)\). \]

**Example 7.2.17** Let \((X, Y)\) be 2-simple, and suppose given a map \(f: (I^2, \partial I^2) \rightarrow (X, Y)\). Now we can divide \(I^2\) into four small squares, by cutting each unit interval in half at the point \(\frac{1}{2}\); and then four maps \(f_{\epsilon_1, \epsilon_2}: (I^2, \partial I^2) \rightarrow (X, Y)\) \((\epsilon_1, \epsilon_2 = 0\) or \(1)\) can be defined by restricting \(f\) to each of the four squares: more precisely, define

\[f_{\epsilon_1, \epsilon_2}(x_1, x_2) = f(2x_1 - \epsilon_1, 2x_2 - \epsilon_2):\]

see Fig. 7.2.
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Then if each map \(f_{\epsilon_1, \epsilon_2}\) sends \(\partial I^2\) to \(Y\), we have

\[[f] = [f_{00}] + [f_{01}] + [f_{10}] + [f_{11}]\]

in \(\pi_2(X, Y)\). For, by Proposition 7.2.15, the right-hand side is represented by the map \((f_{00} \circ f_{01}) \circ (f_{10} \circ f_{11})\), which coincides with \(f\) if composition inside the brackets refers to the \(x_2\)-co-ordinate, and composition between the brackets refers to the \(x_1\)-co-ordinate.

This result can clearly be extended to \(\pi_n(X, Y)\), if \((X, Y)\) is \(n\)-simple: if \(f: (I^n, \partial I^n) \rightarrow (X, Y)\) is a map, then by halving each unit interval \(I^n\) is subdivided into \(2^n\) hypercubes, and so we obtain \(2^n\) maps of \(I^n\) to \(X\); if each of these sends \(\partial I^n\) to \(Y\), then we obtain \(2^n\) elements of \(\pi_n(X, Y)\) whose sum is \([f]\). \]

The most important property of the relative homotopy groups, however, is that they can be fitted into an exact sequence, and hence
used for calculation purposes. As in the case of homology groups, there are exact sequences of a pair and of a triple.

**Theorem 7.2.18** Let \((X, Y)\) be a pair of spaces, with base point \(x_0 \in Y\). There is an exact sequence

\[
\cdots \to \pi_n(Y) \xrightarrow{i_*} \pi_n(X) \xrightarrow{j_*} \pi_n(X, Y) \xrightarrow{\partial_*} \pi_{n-1}(Y) \xrightarrow{} \cdots \\
\quad \xrightarrow{} \pi_1(X, Y) \xrightarrow{\partial_*} \pi_0(Y) \xrightarrow{i_*} \pi_0(X),
\]

called the 'exact homotopy sequence of the pair \((X, Y)\)'. Moreover, a (based) map of pairs \(f: (X, Y) \to (A, B)\) gives rise to a commutative diagram involving the exact homotopy sequences of \((X, Y)\) and \((A, B)\).

Similarly, if \(Z\) is a subspace of \(Y\) containing \(x_0\), there is an exact sequence

\[
\cdots \to \pi_n(Y, Z) \xrightarrow{i_*} \pi_n(X, Z) \xrightarrow{j_*} \pi_n(X, Y) \xrightarrow{\partial_*} \pi_{n-1}(Y, Z) \xrightarrow{} \cdots \\
\quad \xrightarrow{} \pi_1(Y, Z) \xrightarrow{i_*} \pi_1(X, Z) \xrightarrow{j_*} \pi_1(X, Y),
\]

called the 'exact homotopy sequence of the triple \((X, Y, Z)\)'. Again, a (based) map of triples \(f: (X, Y, Z) \to (A, B, C)\) gives rise to a commutative diagram of exact homotopy sequences.

In the exact sequence of a triple, \(i_*\) and \(j_*\) are induced by the inclusion maps \(i: (Y, Z) \to (X, Z)\), \(j: (X, Z) \to (X, Y)\), and \(\partial_*\) is given by restricting a map \((I^n, \partial I^n, D^{n-1}) \to (X, Y, x_0)\) to a map \((I^{n-1}, \partial I^{n-1}) \to (Y, x_0) \subset (Y, Z)\). The homomorphisms in the exact sequence of a pair may be similarly interpreted.

**Proof.** Since (apart from the last few terms) the exact sequence of the pair \((X, Y)\) is obtained from the exact sequence of the triple \((X, Y, Z)\) by putting \(Z = x_0\), we shall prove the theorem only for the exact sequence of the triple, and leave to the reader the modifications necessary to deal with the end of the exact sequence of the pair.

Let \(\alpha\) be the inclusion map of \(Z\) in \(Y\), and let \(L_\alpha\), as usual, be the mapping path-space of \(\alpha\). As in Proposition 7.2.10, \(L_\alpha\) may be identified with the subspace \(L\) of \(Y^I\) consisting of maps \(\lambda\) such that \(\lambda(0) \in Z\); and then the standard map \(\alpha_1: L \to Z\) is interpreted as a map \(L \to Z\) given by \(\alpha_1(\lambda) = \lambda(0)\). Let \(M\) and \(N\) be the spaces similarly obtained from the inclusions \(Z \subset X, Y \subset X\) respectively, and let \(\phi: M \to Z, \theta: N \to Y\) be the obvious maps (defined by taking the initial points of paths). Now \(M\) and \(N\) are both subspaces of \(X^I\), and in fact \(M\) is a subspace of \(N\): let \(\beta: M \to N\) be the inclusion map. Finally, let \(L'\) be the space obtained from \(\beta\), so that \(L'\) is the subspace of \(N^I\) of paths starting in \(M\); let \(\beta_1: L' \to M\) be the obvious map, and \(\psi: L' \to L\) the
restriction of $\theta^1: N' \to Y'$, so that we have the following commutative diagram, in which the rows are sequences of spaces and maps as in Theorem 6.4.14.

\[
\begin{array}{ccccccccc}
\cdots & \longrightarrow & \Omega N & \overset{\beta_2}{\longrightarrow} & L' & \overset{\beta_1}{\longrightarrow} & M & \overset{\beta}{\longrightarrow} & N \\
\downarrow{\theta^1} & & \downarrow{\psi} & & \downarrow{\phi} & & \downarrow{\theta} \\
\cdots & \longrightarrow & \Omega Y & \overset{\alpha_2}{\longrightarrow} & L & \overset{\alpha_1}{\longrightarrow} & Z & \overset{a}{\longrightarrow} & Y.
\end{array}
\]

We claim that $\psi$ is a homotopy equivalence. For, by Proposition 6.2.27 and Theorem 6.2.38(c), we may identify $L'$ with the subspace of $X^{I, I}$ consisting of (based) maps $\lambda: I \land I \to X$ such that $\lambda(I \land 0) \subset Y$ and $\lambda(0 \land 0) \in Z$; and $\psi$, $\beta_1$ are given by restricting such a map to $I \land 0$, $0 \land I$ respectively. But consider the map $f: I \land I \to I$ given by $f(x_1 \land x_2) = \min [x_1 + x_2, 1]$: this induces a map $\chi: L \to L'$, and clearly $\psi \chi = 1_L$. Moreover if $g: I \to I \land I$ is the inclusion map as $I \land 0$, we have $gf \simeq 1$ rel $I \land 0$, so that $\chi \psi \simeq 1_L$, by Theorem 6.2.25. In other words, $\psi$ is a homotopy equivalence. Notice also that $\beta_1 \chi$ is just the inclusion map $L \to M$ given by the inclusion of $Y'$ in $X'$.

Hence, as in Corollary 6.5.9, we obtain an exact sequence

\[
\cdots \longrightarrow \pi_n(L) \overset{(\beta_1 \chi)_*}{\longrightarrow} \pi_n(M) \overset{\beta_*}{\longrightarrow} \pi_n(N) \overset{\gamma}{\longrightarrow} \pi_{n-1}(L) \longrightarrow \cdots,
\]

where $\gamma$ is the composite

\[
\pi_n(N) \overset{\sim}{\longrightarrow} \pi_{n-1}(\Omega N) \overset{\theta^1}{\longrightarrow} \pi_{n-1}(\Omega Y) \overset{(\alpha_2)_*}{\longrightarrow} \pi_{n-1}(L).
\]

Certainly the homotopy groups of $L$, $M$ and $N$ are the relative homotopy groups of the pairs $(Y, Z)$, $(X, Z)$ and $(X, Y)$ respectively, so that it remains only to interpret the maps. Since $\beta_1 \chi$ and $\beta$ are the obvious inclusion maps, it is easy to see from the proof of Proposition 7.2.11 that $(\beta_1 \chi)_*$ and $\beta_*$ may be identified with

\[
i*: \pi_{n+1}(Y, Z) \to \pi_{n+1}(X, Z), \quad j_*: \pi_{n+1}(X, Z) \to \pi_{n+1}(X, Y)
\]

respectively. Moreover, since there is a commutative diagram

\[
\begin{array}{ccc}
S^n & \longrightarrow & S^n \land S^1 \\
\uparrow & & \uparrow \\
I^n/\partial I^n & \overset{\mu}{\longrightarrow} & (I^{n-1}/\partial I^{n-1}) \land (I/\partial I),
\end{array}
\]

where the maps are standard homeomorphisms ($\mu$ is induced by the obvious map $I^n \to I^{n-1} \times I$), the isomorphism $\pi_n(N) \to \pi_{n-1}(\Omega N)$ is given by sending a map $g: I^n/\partial I^n \to N$ to the map $I^{n-1}/\partial I^{n-1} \to$
that corresponds to \( g_{\mu^{-1}} \) under the association map (of course, 
\( I/\partial I \) is identified with \( S^1 \)). Since \( \theta: N \to Y \) is given by evaluation at 0, 
it follows as in the proof of Proposition 7.2.10 that \( \gamma \) corresponds to 
the map \( \partial_*: \pi_{n+1}(X, Y) \to \pi_n(Y, Z) \) given by restricting a map 
\( (I^{n+1}, \partial I^{n+1}, D^n) \to (X, Y, x_0) \) to a map from \( (I^n \times 0, \partial I^n \times 0) \).

Finally, a map of triples \( f: (X, Y, Z) \to (A, B, C) \) gives rise as in 
Proposition 6.4.15 to commutative diagrams involving the spaces \( L, L', M, N \) and the corresponding spaces formed from \( A, B, C, \) and 
hence gives rise to a commutative diagram involving the exact homotopy sequences of the triples \( (X, Y, Z) \) and \( (A, B, C) \).

As an example of the use of the exact homotopy sequence, we shall 
establish a useful formula for the groups \( \pi_n(X \vee Y) \) \((n \geq 2)\). However, this depends also on a knowledge of \( \pi_n(X \times Y) \), so that we first need

**Theorem 7.2.19** Let \( X \) and \( Y \) be based spaces. Then

\[
\pi_n(X \times Y) \cong \pi_n(X) \oplus \pi_n(Y) \quad (n \geq 1).
\]

**Proof.** By Theorem 6.2.34, the spaces \( (X \times Y)^{s^n} \) and \( X^{s^n} \times Y^{s^n} \) 
are homeomorphic, so that there is a \((1-1)\)-correspondence between 
based maps \( S^n \to X \times Y \) and pairs of maps \( S^n \to X, S^n \to Y, \) where 
a map \( f: S^n \to X \times Y \) corresponds to the pair \( (p_x f, p_y f) \) \((p_x, p_y \) 
are the projection maps of \( X \times Y \) onto \( X \) and \( Y) \). Since the same 
result is true with \( S^n \) replaced by \( S^n \times \mathbf{I} \), this \((1-1)\)-correspondence 
extends to homotopy classes of maps, that is, to a \((1-1)\)-correspondence

\[
\theta: \pi_n(X \times Y) \to \pi_n(X) \oplus \pi_n(Y).
\]

It remains to show that \( \theta \) is a homomorphism; but this is trivial, since 
\( \theta(x) = (p_x)_*x \oplus (p_y)_*x. \]

Notice that if \( i_X, i_Y: X, Y \to X \times Y \) are the inclusions as \( X \times y_0, \)
\( x_0 \times Y \) respectively, then the homomorphism \( \phi: \pi_n(X) \oplus \pi_n(Y) \to \pi_n(X \times Y) \) defined by \( \phi(x \oplus y) = (i_X)_*x + (i_Y)_*y \) is the inverse isomorphism to \( \theta \). For

\[
\theta \phi (x \oplus y) = [(p_x i_X)_*x + (p_y i_y)_*y] \oplus [(p_y i_x)_*x + (p_y i_y)_*y] \\
= x \oplus y,
\]
since \( p_x i_X = 1_X, p_y i_Y = 1_Y, \) and \( p_x i_Y, p_y i_X \) are constant maps.

**Theorem 7.2.20** Let \( X \) and \( Y \) be based spaces. Then, for \( n \geq 2, \)

\[
\pi_n(X \vee Y) \cong \pi_n(X) \oplus \pi_n(Y) \oplus \pi_{n+1}(X \times Y, X \vee Y).
\]
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Proof. Since $n \geq 2$, there is an exact sequence of abelian groups

$$\cdots \longrightarrow \pi_{n+1}(X \times Y) \overset{j_{\ast}}{\longrightarrow} \pi_{n+1}(X \times Y, X \vee Y) \overset{\delta_{\ast}}{\longrightarrow} \pi_{n}(X \vee Y) \overset{i_{\ast}}{\longrightarrow} \pi_{n}(X \times Y).$$

On the other hand, a homomorphism $\psi: \pi_{n}(X \times Y) \to \pi_{n}(X \vee Y)$ can be defined by $\psi = (i_{X}p_{X})_{\ast} + (i_{Y}p_{Y})_{\ast}$. Then $\psi i_{\ast} = (i_{X}p_{X})_{\ast} + (i_{Y}p_{Y})_{\ast}$, which is the identity isomorphism of $\pi_{n}(X \times Y)$, by the remark after Theorem 7.2.19. Hence $i_{\ast}$ is onto, $j_{\ast}$ is the zero map, and the exact sequence splits, so that by Proposition 1.3.26 we have

$$\pi_{n}(X \vee Y) \cong \pi_{n}(X \times Y) \oplus \pi_{n+1}(X \times Y, X \vee Y).$$

At first sight this theorem is not very helpful, since we are unlikely to know $\pi_{n+1}(X \times Y, X \vee Y)$ if we do not know the homotopy groups of $X \vee Y$. However, in many cases it is possible to prove, by some other method, that $\pi_{n+1}(X \times Y, X \vee Y) = 0$, so that $\pi_{n}(X \vee Y)$ is just the direct sum of $\pi_{n}(X)$ and $\pi_{n}(Y)$; we shall examine this point in detail in Section 7.4. In fact the general problem of calculating homotopy groups is very difficult, but is reasonably manageable provided that we confine our attention to fairly ‘well-behaved’ spaces such as CW-complexes. The next section contains the definition and elementary properties of CW-complexes, and in Section 7.4 we shall return to the problem of calculating their homotopy groups.

### 7.3 CW-complexes

As has already been suggested, we wish to generalize and simplify the notion of simplicial complexes, by building up spaces by successively attaching cells to, say, a discrete set of points. This will generalize the idea of a polyhedron, because the cells are attached by arbitrary continuous maps, and at the same time greater generality will be obtained by allowing more than a finite number of cells.

It would be possible to give the definition of a CW-complex directly in terms of attaching cells. However, it is usually more convenient in practice to have a somewhat different definition, which will afterwards be proved to be equivalent to this intuitive idea: see Theorem 7.3.12.

**Definition 7.3.1** A CW-complex is a Hausdorff space $K$, together with an indexing set $A_{n}$ for each integer $n \geq 0$, and maps

$$\phi_{a}: E^{n} \to K \quad (\text{all } n \geq 0, \ a \in A_{n}),$$
such that the following properties are satisfied, where 
\[ e^n = \{ x \in \mathbb{R}^n \mid d(x, 0) < 1 \} \quad (n \geq 1). \]

(a) \( K = \bigcup \phi^n_a(e^n) \), for all \( n \geq 0 \) and \( a \in A_n \) (we interpret \( e^0 \) and \( E^0 \) as a single point).

(b) \( \phi^n_a(e^n) \cap \phi^m_b(e^m) \) is empty unless \( n = m \) and \( a = b \); and \( \phi^n_a|e^n \) is \((1-1)\) for all \( n \geq 0 \) and \( a \in A_n \).

(c) Let \( K^n = \bigcup \phi^n_a(e^n) \), for all \( 0 \leq m \leq n \) and all \( a \in A_m \). Then \( \phi_a(S^{n-1}) \subset K^{n-1} \) for each \( n \geq 1 \) and \( a \in A_n \).

(d) A subset \( X \) of \( K \) is closed if and only if \( (\phi^n_a)^{-1}(X) \) is closed in \( E^n \), for each \( n \geq 0 \) and \( a \in A_n \).

(e) For each \( n \geq 0 \) and \( a \in A_n \), \( \phi^n_a(E^n) \) is contained in the union of a finite number of sets of the form \( \phi^m_b(e^m) \).

The maps \( \phi^n_a \) are called the characteristic maps for \( K \), and the subspaces \( \phi^n_a(E^n) \) are the \( n \)-cells of \( K \). \( K^n \) is called the \( n \)-skeleton of \( K \), and if \( K^n = K \) for some \( n \), the smallest such \( n \) is called the dimension of \( K \) (if no such \( n \) exists, \( K \) is said to be infinite-dimensional). Notice that, unlike a simplicial complex, which is merely a set of simplices, a CW-complex is itself a topological space: there is thus no need for the notation \( |K| \).

Property (d) is sometimes expressed by saying that \( K \) has the weak topology, and property (e) by saying that \( K \) is closure-finite. Hence the initials 'CW', which stand for 'closure-finite with the weak topology'.

As a first example, we show that every polyhedron is a CW-complex.

**Proposition 7.3.2** Let \( K \) be a simplicial complex. Then \( |K| \) is a CW-complex.

**Proof.** Certainly \( |K| \) is Hausdorff, since it is a subspace of some Euclidean space. For each \( n \)-simplex \( \sigma \) of \( K \), let \( \phi^n_\sigma : (E^n, S^{n-1}) \to (\sigma, |\sigma|) \) be a homeomorphism: for example, that given in Example 2.3.13. Then if \( A_n \) denotes the set of all \( n \)-simplices of \( K \), the characteristic maps \( \phi^n_\sigma \) make \(|K|\) into a CW-complex, since properties (a)--(e) are satisfied: (a) and (b) follow from Proposition 2.3.6, (d) follows from Proposition 2.3.8, and (c) and (e) are obvious. 

**Examples 7.3.3** It follows, for example, that \( S^n \), the torus \( T \), and real projective \( n \)-space \( RP^n \) are all CW-complexes, since obviously any space homeomorphic to a CW-complex is itself a CW-complex (for the proof that \( RP^n \) is triangulable, see Chapter 3, Exercise 7). However, one of the advantages of CW-complexes is that, because of their greater generality, it is usually possible to express a given
polyhedron as a CW-complex with fewer cells than the original number of simplexes.

(a) Consider the standard map \( \theta : (E^n, S^{n-1}) \rightarrow (S^n, s_0) \), where \( s_0 \) is the point \((-1, 0, \ldots, 0)\); \( \theta|_{e^n} \) is a homeomorphism onto its image. Since there is also an obvious map \( \phi : E^0 \rightarrow s_0 \), it follows that \( S^n \) is a CW-complex with one 0-cell and one \( n \)-cell, and characteristic maps \( \phi, \theta \).

(b) Consider the torus \( T \), formed from the square \( ABCD \) by identifying the edges \( AB, DC, \) and \( AD, BC \): see Fig. 7.3.
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Define maps \( \phi^0 : E^0 \rightarrow T, \phi_1, \phi_2 : E^1 \rightarrow T, \) and \( \phi^2 : E^2 \rightarrow T \) by sending \( E^0 \) to the point to which the four vertices \( A, B, C \) and \( D \) are identified, \( E^1 \) to \( AB, AD \), respectively (so that \( \pm 1 \) go to \( A, B \) and \( A, D \) respectively), and by mapping \( E^2 \) homeomorphically onto the square \( ABCD \), and composing this map with the identification map onto \( T \). It is easy to see that these characteristic maps make \( T \) into a CW-complex with one 0-cell, two 1-cells, and one 2-cell.

(c) By Proposition 1.4.40, \( RP^n \) may be regarded as the space obtained from \( E^n \) by identifying antipodal points of \( S^{n-1} \). Since this identification turns \( S^{n-1} \) into \( RP^{n-1} \), \( RP^n \) is the adjunction space \( RP^{n-1} \cup_f E^n \), where \( f : S^{n-1} \rightarrow RP^{n-1} \) is the identification map. In turn, \( RP^{n-1} \) is \( RP^{n-2} \cup_f E^{n-1} \), and so on; in other words, \( RP^n \) is obtained from \( RP^0 \) (a single point) by successively attaching one cell of each dimension 1, 2, \ldots, \( n \). Let \( \phi : E^r \rightarrow RP^n \) \((0 \leq r \leq n)\) be the composite of the identification map onto \( RP^r \) and the inclusion of \( RP^r \) in \( RP^n \): it is now easy to see that these characteristic maps make \( RP^n \) into a CW-complex with one cell of each dimension 0, 1, \ldots, \( n \) (properties (a)–(c) and (e) are obvious, and (d) is fairly easy; in any case it follows from Theorem 7.3.12 below).\]
On the other hand, not every space is a CW-complex, since non-Hausdorff spaces exist (see also Example 7.3.10).

We next establish the standard elementary properties of CW-complexes.

**Proposition 7.3.4** Let $K$ be a CW-complex, and let $X$ be any space. A function $f: K \to X$ is continuous if and only if each $f\phi^n_\alpha$ is continuous, for each $n \geq 0$ and $\alpha \in A_n$.

**Proof.** Certainly each $f\phi^n\alpha$ is continuous if $f$ is. Conversely, let $A$ be a closed subset of $X$. Then each $(\phi^n\alpha)^{-1}(f^{-1}A)$ is closed in $E^n$, so that $f^{-1}A$ is closed in $K$ by property (d). Hence $f$ is continuous. 

**Definition 7.3.5** Given a CW-complex $K$, a subspace $L$ is called a subcomplex if, for each $n \geq 0$, there exists a subset $B_n$ of $A_n$ such that

(a) $L = \bigcup \phi^n_\alpha(e^n)$, for all $n \geq 0$ and $\alpha \in B_n$;

(b) $\phi^n_\alpha(E^n) \subseteq L$ for all $n \geq 0$ and $\alpha \in B_n$.

$L$ is called a finite subcomplex if it has only a finite number of cells. Notice that arbitrary unions and intersections of subcomplexes are again subcomplexes.

**Proposition 7.3.6** Let $K$ be a CW-complex. For each $n \geq 0$ and $\alpha \in A_n$, $\phi^n_\alpha(E^n)$ is contained in a finite subcomplex of $K$.

**Proof.** By property (e), $\phi^n_\alpha(E^n)$ is contained in the union $L$ of a finite number of sets of the form $\phi^m_\beta(e^m)$. However, $L$ may not be a subcomplex, since it may not satisfy (b) of Definition 7.3.5. But if $\phi^m_\beta(e^m)$ is a set of $L$ such that $\phi^m_\beta(E^m)$ is not contained in $L$, then by properties (c) and (e) we can always add a finite number of sets $\phi^p_\gamma(e^p)$ (with $p < m$), so as to include $\phi^m_\beta(S^{m-1})$. Thus, by working down in dimensions, we can add a finite number of sets $\phi^p_\gamma(e^p)$ to $L$ until $L$ becomes a (finite) subcomplex. 

**Proposition 7.3.7** If $L$ is a subcomplex of a CW-complex $K$, then $L$ is a CW-complex and is a closed subspace of $K$.

**Proof.** Certainly $L$ is Hausdorff, and satisfies properties (a)–(c) and (e) of Definition 7.3.1; with $A_n$ replaced by $B_n$. Moreover the maps $\phi^n_\alpha: E^n \to L$ ($\alpha \in B_n$) are continuous, so that certainly $(\phi^n_\alpha)^{-1}X$ is closed in $E^n$ whenever $X$ is closed in $L$.

We can complete the proof of (d), and at the same time show that $L$ is a closed subspace of $K$, by showing that, if $X$ is a subspace of $L$
such that \((\phi^n_\alpha)^{-1}X\) is closed in \(E^n\) for all \(n \geq 0\) and \(\alpha \in B_n\), then \(X\) is closed in \(K\): for then \(X\) is closed in \(L\) since \(X = X \cap L\), and \(L\) is closed in \(K\) since we may take \(X = L\).

Suppose then that \(X \subseteq L\) and \((\phi^n_\alpha)^{-1}X\) is closed in \(E^n\) for all \(n\) and \(\alpha \in B_n\). Then each \((\phi^n_\alpha)^{-1}X\) is compact, since \(E^n\) is, and so each \(X \cap \phi^n_\alpha(E^n)\) is compact, since the maps \(\phi^n_\alpha\) are continuous. Since the union of a finite number of compact sets is again compact, this implies that \(X \cap M\) is compact for any finite subcomplex \(M\) contained in \(L\); and hence \(X \cap M\) is compact for any finite subcomplex \(M\) whatever (because \(M \cap L\) is a subcomplex, and \(X \subseteq L\)). Thus \(X \cap M\) is closed in \(M\), since \(K\) (and hence \(M\)) is Hausdorff. It follows from Proposition 7.3.6 that \(X \cap \phi^n_\alpha(E^n)\) is closed in \(\phi^n_\alpha(E^n)\) for all \(n\) and \(\alpha \in A_n\), that is, \((\phi^n_\alpha)^{-1}X\) is closed in \(E^n\) for all \(n\) and \(\alpha \in A_n\). Hence, by property (d), \(X\) is closed in \(K\).

**Proposition 7.3.8** If \(K\) is a CW-complex, the path components of \(K\) are subcomplexes. And if \(K\) is connected, it is path-connected.

**Proof.** Since each \(\phi^n_\alpha(e^n)\) and \(\phi^n_\alpha(E^n)\) is path-connected, the path-components are certainly subcomplexes, for if \(X\) is a path component, \(X = \bigcup \phi^n_\alpha(e^n)\), for all \(n\) and \(\alpha\) such that \(X \cap \phi^n_\alpha(e^n) \neq \emptyset\). To prove the second remark, suppose that \(K\) is connected but not path-connected. Then the path components form a family of disjoint subcomplexes, whose union is \(K\). By selecting one and taking the union of the others, \(K\) can be expressed as the union of two disjoint subcomplexes, each of which is a closed subspace of \(K\) by Proposition 7.3.7. Hence \(K\) is disconnected, contrary to hypothesis.

**Proposition 7.3.9** If \(X\) is a compact subspace of a CW-complex \(K\), it is contained in a finite subcomplex.

**Proof.** Choose a point \(x_\alpha\) in each non-empty set \(X \cap \phi^n_\alpha(e^n)\), and let \(P\) be the set of all these points. If \(Q\) is any subset of \(P\), each set \(Q \cap \phi^n_\alpha(E^n)\) is finite, by property (e), and hence closed, since \(K\) is Hausdorff. Hence each \((\phi^n_\alpha)^{-1}Q\) is closed, and so \(Q\) is closed in \(K\). Thus \(P\) is a discrete subspace of \(K\), and hence of \(X\). Since \(X\) is compact, it follows that \(P\) must be finite: hence \(X\) meets only a finite number of sets of the form \(\phi^n_\alpha(e^n)\), and their union is contained in a finite subcomplex as in the proof of Proposition 7.3.6.

**Example 7.3.10** Let \(X\) be the subspace of \(R^1\) consisting of the points 0 and \(1/n\), for all integers \(n \geq 1\). Now the path components of \(X\) are just the single points (since each point \(1/n\) is both open and
closed); so if $X$ were homotopy-equivalent to a CW-complex $K$, $K$ would have to have an infinite number of path components. But if $f : X \to K$ were a homotopy equivalence, $f(X)$ would be compact, since $X$ is, and so would have to be contained in a finite subcomplex of $K$. Thus $f(X)$ would be contained in the union of a finite number of path components, and this contradicts the assumption that $f$ is a homotopy equivalence. Hence $X$ is not homotopy-equivalent to a CW-complex.

In some contexts theorems valid for CW-complexes are also valid for any space having the homotopy type of a CW-complex. The above example shows that not every space is of this type.

We wish now to reconcile the intuitive idea of a space built up by attaching cells with the formal definition of a CW-complex. For this purpose, we must first be quite precise about what is meant by a 'space built up by attaching cells'.

**Definition 7.3.11** A cellular space is a topological space $K$, with a sequence of subspaces

$$K^0 \subset K^1 \subset K^2 \subset \ldots \subset K,$$

such that $K = \bigcup_{n=0}^{\infty} K^n$, and the following properties hold.

(a) $K^0$ is a discrete space.

(b) For each $n > 0$, there exists an indexing set $A_n$, and continuous maps $\phi^n_a : S^{n-1} \to K^{n-1}$ for each $a \in A_n$. Moreover, $K^n$ is the space obtained from $K^{n-1}$ and (disjoint) copies $E^n_a$ of $E^n$ (one for each $a \in A_n$) by identifying the points $x$ and $\phi^n_a(x)$ for each $x \in S^{n-1}_a$ and each $a \in A_n$.

(c) A subset $X$ of $K$ is closed if and only if $X \cap K^n$ is closed in $K^n$, for each $n \geq 0$.

Note that property (c) is automatically satisfied if $K$ is 'finite-dimensional', that is, all sets $A_n$ are empty for sufficiently large $n$.

**Theorem 7.3.12** Every CW-complex is a cellular space, and every cellular space is a CW-complex.

**Proof.** Suppose first that $K$ is a CW-complex. Then the $n$-skeletons form a sequence of subspaces $K^0 \subset K^1 \subset K^2 \subset \ldots \subset K$. $K^0$ is discrete, since it is a CW-complex and each point is a subcomplex: thus each subset is a subcomplex and hence closed in $K^0$. Moreover the characteristic maps $\phi^n_a : E^n \to K$ ($n \geq 0$, $a \in A_n$) restrict
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to maps of $S^{n-1}$ to $K^{n-1}$ for each $n > 0$. Now a subset $X$ of $K^n$ is closed in $K^n$ if and only if $(\phi^m_\alpha)^{-1}X$ is closed in $E^m$, for each $m \leq n$ and $\alpha \in A_m$; that is, if and only if $X \cap K^{n-1}$ is closed in $K^{n-1}$ and each $(\phi^m_\alpha)^{-1}X$ is closed in $E^n$. In other words, the topology of $K^n$ is exactly the identification topology produced from the disjoint union of $K^{n-1}$ and copies $E^m_n$ of $E^n$, by identifying $x$ with $\phi^m_\alpha(x)$ for each $x \in S^{n-1}_{\alpha}$ and $\alpha \in A_n$. Hence property (b) of Definition 7.3.11 is satisfied. Finally, $X \subset K$ is closed if and only if $(\phi^m_\alpha)^{-1}X$ is closed for all $n \geq 0$ and $\alpha \in A_n$; that is, if and only if $X \cap K^n$ is closed in $K^n$ for each $n \geq 0$. So $K$ is a cellular space.

Conversely, suppose given a cellular space $K$, as in Definition 7.3.11. In order to show that $K$ is a CW-complex, it is first necessary to show that $K$ is Hausdorff, and in fact this is the most difficult part of the proof.

Suppose then that we have two distinct points $x$ and $y$ in $K$. Choose the smallest $n$ such that $x$ and $y$ are both in $K^n$, and suppose that $x$, say, is in $e^n_\alpha$ for some $\alpha \in A_n$ (points of $K^{n-1}$ or $E^m_n$ are identified with their images in $K^n$). Now, even if $y$ is also in $e^n_\alpha$, there exists a number $\varepsilon > 0$ such that $\|x\| < 1 - 2\varepsilon$ and $y \notin \{z \in e^n_\alpha \mid \|z - x\| < 2\varepsilon\}$. Let

$$U_n = \{z \in e^n_\alpha \mid \|z - x\| < \varepsilon\},$$

$$V_n = K^n - \{z \in e^n_\alpha \mid \|z - x\| \leq \varepsilon\};$$

then $U_n$ and $V_n$ are open sets in $K^n$, containing $x$ and $y$ respectively, such that $U_n \cap V_n = \emptyset$.

What we now have to do is to 'thicken' $U_n$ and $V_n$ to disjoint open sets in $K$. So suppose, as an inductive hypothesis, that $U_m$, $V_m$ are disjoint open sets in $K^m$ ($m \geq n$), such that $U_m \cap K^n = U_n$ and $V_m \cap K^n = V_n$. The sets $X' = (\phi^{m+1}_\alpha)^{-1}U_m$ and $Y' = (\phi^{m+1}_\alpha)^{-1}V_m$ are then disjoint open sets in $S^m$, for each $\alpha \in A_{m+1}$. Define

$$X' = \{z \in e^{m+1}_\alpha \mid \|z\| > \frac{1}{2} \text{ and } z/\|z\| \in X\},$$

$$Y' = \{z \in e^{m+1}_\alpha \mid \|z\| > \frac{1}{2} \text{ and } z/\|z\| \in Y\};$$

see Fig. 7.4 overleaf.

Now let $U_{m+1} = U_m \cup (\bigcup \alpha X'_\alpha)$ and $V_{m+1} = V_m \cup (\bigcup \alpha Y'_\alpha)$; then $U_{m+1}$ and $V_{m+1}$ are disjoint open sets in $K^{n+1}$, and $U_{m+1} \cap K^n = U_m$, $V_{m+1} \cap K^n = V_m$, so that the inductive step is complete. Finally, let $U = \bigcup_{m \geq n} U_m$ and $V = \bigcup_{m \geq n} V_m$: then $U$ and $V$ are disjoint open sets in $K$ (by property (c) of Definition 7.3.11), $x \in U$ and $y \in V$. Hence $K$ is Hausdorff.
To complete the proof, extend the maps $\phi^n_a: S^n_a \to K^n$ to maps $\phi^n_a: E^n_a \to K^n \subset K$ ($n \geq 1$) by using the inclusion maps of each $e^n_a$, and suppose as an inductive hypothesis that with these characteristic maps $K^n$ is a CW-complex (certainly $K^0$ is a CW-complex). Then $K^{n+1}$ automatically satisfies properties (a)--(c) of Definition 7.3.1; also (d) is true, since

$$X \subset K^{n+1} \text{ closed} \iff X \cap K^n \text{ closed in } K^n \text{ and } (\phi^{n+1}_a)^{-1}X \text{ closed in } E^{n+1}_a \text{ for all } \alpha \in A_{n+1}$$

$$\iff (\phi^{m}_a)^{-1}X \text{ closed for all } 0 \leq m \leq n + 1 \text{ and } \alpha \in A_m,$$

by the inductive hypothesis. And (e) is satisfied since, by Proposition 7.3.9, $\phi^{n+1}_a(S^n_a)$ is contained in a finite subcomplex of $K^n$; hence $\phi^{n+1}_a(E^{n+1}_a)$ is contained in the union of this subcomplex and $\phi^{n+1}_a(e^{n+1}_a)$.

Hence each $K^n$ is a CW-complex. It follows that $K$ is also a CW-complex, for the only non-trivial thing to check is property (d), and this follows from property (c) of Definition 7.3.11.

We next investigate to what extent the constructions of Section 6.2 can be applied to CW-complexes. In order to deal with the one-point union and reduced product, we must first consider quotient spaces.

**Theorem 7.3.13** Let $(K, L)$ be a CW-pair; that is, $K$ is a CW-complex and $L$ is a subcomplex. Then $K/L$ is a CW-complex.

**Proof.** It is first necessary to show that $K/L$ is Hausdorff. This will follow from the fact that $K$ is Hausdorff, provided that, given a point $x \in K - L$, there exist disjoint open sets $U, V$ in $K$, with $x \in U$ and $L \subset V$. But this can obviously be established by the argument in
the proof of Theorem 7.3.12: if $x \in \phi^n_a(e^n)$, enclose $x$ and $L^n$ in disjoint open sets in $K^n (\phi^n_a(e^n) \cap L^n$ is empty), and then 'thicken' these open sets to make open sets in $K$.

If now $A_n$ and $B_n$ are the indexing sets for the cells of $K$, $L$ respectively, let $C_n = A_n - B_n$ if $n > 0$, and let $C_0 = (A_0 - B_0) \cup \{a\}$, where $a \in B_0$ indexes one particular 0-cell of $L$. Let $p: K \to K/L$ be the identification map; we shall show that $p\phi^n_a (\alpha \in C_n, n \geq 0)$ are characteristic maps for $K/L$. To do so, we have to check properties (a)-(e) of Definition 7.3.1.

(a) Each $\phi^n_a(e^n)$ is in $L$ or $K - L$. Since the points of $K/L$ are those of $K - L$, together with one extra, representing $L$, (a) follows.

(b) This is true for the same reason.

(c) For each $\alpha \in C_n$, $p\phi^n_a (S^{n-1}) \subset p(K^{n-1}) = (K/L)^{n-1}$.

(d) $X \subset K/L$ is closed if and only if $p^{-1}X$ is closed, that is, $(p\phi^n_a)^{-1}X$ is closed in $E^n$ for each $\alpha \in A_n$. But if $\alpha \in B_n$, $(p\phi^n_a)^{-1}X$ is either $E^n$ or empty (according as $X$ meets $L$ or not), and so is closed in any case.

(e) For each $\alpha \in C_n$, $\phi^n_a(E^n)$ is contained in a finite union of sets of the form $\phi^n_\beta(e^n) (\beta \in A_m)$. Hence $p\phi^n_a(E^n)$ is contained in the union of the corresponding sets $p\phi^n_\beta(e^n)$; and $p\phi^n_\beta(e^n)$ is the point representing $L$ if $\beta \notin C_n$.

Since the disjoint union of a collection of CW-complexes is obviously another CW-complex, we also have

**Corollary 7.3.14.** If $K_a (a \in A)$ are a collection of CW-complexes, then $\bigvee K_a$ is a CW-complex (assuming that the base points are all 0-cells).

**Proof.** Clearly $K_0$, the union of the base points, is a subcomplex of the disjoint union $K$ of the complexes $K_a$. Hence $\bigvee K_a = K/K_0$ is a CW-complex.

**Example 7.3.15** Let $K$ be a CW-complex. By Theorem 7.3.13, $K^n/K^{n-1}$ is a CW-complex, for all $n \geq 0$ (if $n = 0$, $K^{n-1}$ is empty, and we interpret $K^n/K^{n-1}$ as $(K^n)^+$, the disjoint union of $K^n$ with an extra point). Moreover, even if $n = 0$, the characteristic maps

$$\phi^n_a: (E^n, S^n_{a}) \to (K^n, K^{n-1}) \quad (\alpha \in A_n)$$

induce a map

$$\phi: \bigvee_{A_n} (E^n/S^{n-1})_a \to K^n/K^{n-1}.$$
Now \( \phi \) is continuous, (1-1) and onto, and, by Proposition 7.3.4, \( \phi^{-1} \) is continuous. Hence \( \phi \) is a homeomorphism; and since \( E^n/S^{n-1} \) is homeomorphic to \( S^n \) we have thus proved that \( K^n/K^{n-1} \) is homeomorphic to a one-point union of a collection of \( S^n \)'s, one for each \( n \)-cell of \( K \).

The situation with regard to products is rather more complicated, because in general the product of two CW-complexes is not a CW-complex: the product topology may fail to be that defined by Definition 7.3.1(d) (see the notes at the end of the chapter). However, in two important special cases this difficulty does not arise.

**Theorem 7.3.16** If \( K \) and \( L \) are CW-complexes, so is \( K \times L \), provided that

(a) one of \( K, L \) is locally compact; or
(b) both \( K \) and \( L \) have a countable number of cells.

**Proof.** Certainly \( K \times L \) is Hausdorff. If \( K \) has indexing sets \( A_n \) and characteristic maps \( \phi^n_\alpha \), and \( L \) has indexing sets \( B_m \) and characteristic maps \( \psi^m_\beta \), we wish to show that \( K \times L \) is a CW-complex with characteristic maps \( \phi^n_\alpha \times \psi^m_\beta \), for all \( \alpha \in A_n, \beta \in B_m \) \( (E^{n+m} \) is identified with \( E^n \times E^m \) by the standard homeomorphism \( h_{n,m} \)). It is easy to see that properties (a)-(c) and (e) of Definition 7.3.1 are satisfied; but as we have already said, there is no guarantee that (d) will be true in general.

Let us write \( K \times L \) for the space \( K \times L \), retopologized so as to be a CW-complex; that is, retopologized so that \( X \subseteq K \times L \) is closed if and only if \( (\phi^n_\alpha \times \psi^m_\beta)^{-1} X \) is closed in \( E^n \times E^m \), for all \( n, m, \alpha, \beta \). Now the (pointwise) identity function \( i: K \times L \rightarrow K \times L \) is continuous, (1-1) and onto. Thus, in order to complete the proof of the theorem, it is sufficient to show that the identity function \( j: K \times L \rightarrow K \times L \) is also continuous; for then \( K \times L \) and \( K \times L \) will be homeomorphic and \( K \times L \) will have the correct topology as a CW-complex. The proof that \( j \) is continuous differs in the two cases.

(a) Suppose that \( K \) is locally compact. Now for each \( n, m, \alpha, \beta \), the map \( j(\phi^n_\alpha \times \psi^m_\beta): E^n \times E^m \rightarrow K \times L \) is continuous. As usual, let \( X^+ \) denote the disjoint union of \( X \) with an extra point, which is taken to be the base point of \( X^+ \); thus \( X^+ \wedge Y^+ = (X \times Y)^+ \). Moreover \( j(\phi^n_\alpha \times \psi^m_\beta) \) may be regarded as a based map \( (E^n)^+ \wedge (E^m)^+ \rightarrow K \times L \), and so we may apply the association map to obtain a map \( (E^n)^+ \rightarrow (K \times L)^{(E^m)^+} \), one for each \( \alpha \) and \( \beta \). Since this is continuous for each \( \alpha \), and \( (E^m)^+ \) is locally compact and Hausdorff, Proposition
7.3.4 and Theorem 6.2.38 show that the map $K^+ \land (E^n)^+ \to K \times L$ that corresponds to $j(1 \times \psi^n): K \times E^n \to K \times L$ is also continuous. And then a similar argument with $K^+$ (which is also locally compact and Hausdorff) shows that $j: K \times L \to K \times L$ is continuous.

(b) Let $X \subset K \times L$ be an open set, and let $Y = j^{-1}X \subset K \times L$. Let $(k, l)$ be a point of $Y$, and enumerate the cells of $K$ and $L$ so that $k, l$ are in the first cells of $K, L$ respectively. Let $K_r, L_r$ denote the unions of the first $r$ cells of $K, L$ respectively. Now, by definition of the topology of $K \times L$, if $CX$ denotes the complement of $X$, then each $(\phi^n_a \times \psi^n_b)^{-1}j^{-1}CX = (\phi^n_a \times \psi^n_b)^{-1}CY$ is closed in $E^n \times E^m$, and so compact; hence $CY \cap [\phi^n_a(E^n) \times \psi^n_b(E^m)]$ is compact and so closed. Since $K_r$ and $L_r$ are finite unions of cells, it follows that $CY \cap (K_r \times L_r)$ is closed, and so $Y \cap (K_r \times L_r)$ is open in $K_r \times L_r$, for each $r$.

Now suppose, as an inductive hypothesis, that we have sets $U_r, V_r$, open in $K_r, L_r$ respectively, such that $k \in U_1 \subset \ldots \subset U_r$ and $l \in V_1 \subset \ldots \subset V_r$; suppose also that $\bar{U}_r \times \bar{V}_r \subset Y \cap (K_r \times L_r)$. This is certainly true if $r = 1$, since $K_1$ and $L_1$ are compact Hausdorff. Since $K_{r+1}$ and $L_{r+1}$ are also compact Hausdorff, there exist sets $U_{r+1}, V_{r+1}$, open in $K_{r+1}, L_{r+1}$ respectively, such that $\bar{U}_r \times \bar{V}_r \subset U_{r+1} \times V_{r+1} \subset U_{r+1} \times \bar{V}_{r+1} \subset Y \cap (K_{r+1} \times L_{r+1})$, and this is sufficient to complete the inductive step.

Finally, let $U = \bigcup_{r=1}^{\infty} U_r$ and $V = \bigcup_{r=1}^{\infty} V_r$; then $(k, l) \in U \times V \subset Y$.

Moreover each $U_r$ is open in $K_r$, and hence $U_r \cap K_s$ is open in $K_s$ for all $s \leq r$; hence $U \cap K_s = \bigcup_r (U_r \cap K_s)$ is open in $K_s$ for each $s$. It follows that each $U \cap \phi^n_a(E^n)$ is open in $\phi^n_a(E^n)$, so that $(\phi^n_a)^{-1}U$ is open in $E^n$ and hence $U$ is open in $K$. Similarly $V$ is open in $L$, so that $U \times V$, and hence $Y$, is open in $K \times L$. Thus $j$ is continuous.

**Corollary 7.3.17** If $K$ and $L$ are CW-complexes, so is $K \land L$, if either

(a) one of $K, L$ is locally compact; or
(b) both $K$ and $L$ have a countable number of cells.

Thus, in particular, $cK$ and $sK$ are CW-complexes if $K$ is (so also is $SK$, the 'unreduced' suspension of $K$).

Theorem 7.3.16 is often used in constructing homotopies of CW-complexes. For $I$ is a CW-complex in an obvious way (it has one 0-cell at each end and a single 1-cell); also $I$ is locally compact, so that $K \times I$ is a CW-complex whenever $K$ is.
Example 7.3.18 Let $K$ be a CW-complex of dimension $n$, and for each $\alpha \in A_\alpha$ let $V_\alpha$ be the subspace $\phi^n_\alpha(\{x \in E^n \mid \|x\| \leq \frac{1}{2}\})$; let $V = \bigcup_\alpha V_\alpha$. Then $K^{n-1}$ is a strong deformation retract of $K - V$.

To prove this, it is sufficient to construct a homotopy $F: K \times I \to K$, starting with the identity map, such that $F((K - V) \times I) \subseteq K - V$, $F((K - V) \times 1) = K^{n-1}$ and $F$ is constant on $K^{n-1}$. This can be done by taking $F$ to be the identity homotopy on $K^{n-1}$, and to be radial projection from the origins in the $n$-cells; more precisely,

$$F(x, t) = x \quad \text{if} \quad x \in K^{n-1},$$

$$F(\phi^n_\alpha(y), t) = \begin{cases} 
\phi^n_\alpha((1 + t)y), y \in E^n, \|y\| \leq 1/(1 + t) \\
\phi^n_\alpha(y/\|y\|), y \in E^n, \|y\| \geq 1/(1 + t), \alpha \in A_n.
\end{cases}$$

Now this is certainly continuous on each cell of $K \times I$, and the definitions coincide for points of $\phi^n_\alpha(S^{n-1}) \times I$. Hence $F$ is continuous, by Proposition 7.3.4. And clearly $F$ has the required properties.

The same idea is used to prove what is perhaps the most important result about CW-complexes, namely that a CW-pair always has the absolute homotopy extension property.

Theorem 7.3.19 Let $(K, L)$ be a CW-pair. Then $(K, L)$ has the absolute homotopy extension property.

Proof. What we must show is that, given a map $f: (K \times 0) \cup (L \times I) \to Y$, $f$ can be extended to a map $K \times I \to Y$. This is done by extending $f$ inductively to $M^n \times I$, where $M^n = K^n \cup L$.

First, then, extend $f$ to $M^0 \times I$ by defining $f(x, t) = f(x)$, for any 0-cell $x$ of $K - L$. This is continuous, since it is continuous on each cell of the CW-complex $(K \times 0) \cup (M^0 \times I)$.

Next suppose that $f$ has been extended to a map $f: (K \times 0) \cup (M^{n-1} \times I) \to Y$. For each $n$-cell $\phi^n_\alpha(E^n)$ of $K - L$. consider the composite map

$$(E^n \times 0) \cup (S^{n-1} \times I) \xrightarrow{\phi^n_\alpha \times 1} (K \times 0) \cup (M^{n-1} \times I) \xrightarrow{f} Y.$$ 

Now a retraction $\rho: E^n \times I \to (E^n \times 0) \cup (S^{n-1} \times I)$ (regarded as subspaces of $R^n \times R^1$) can be defined by radial projection from the point $(0, \ldots, 0, 2)$: see Fig. 7.5.

This combines with the above composite map to extend it to a map of $E^n \times I$ to $Y$; and since each $\phi^n_\alpha$ is $(1-1)$ on $e^n$, these maps combine to give an extension of $f$ to a function $f: (K \times 0) \cup (M^n \times I) \to Y$. Moreover this extension is continuous: for $(K \times 0) \cup (M^n \times I)$ is a
CW-complex, and the composite of each of its characteristic maps with $f$ is continuous; hence $f$ is continuous by Proposition 7.3.4.

The inductive step is now complete, so that $f$ can be extended to each $(K \times 0) \cup (M^n \times I)$. Hence $f$ can be extended to a function $f: K \times I \to Y$, which once again is continuous by Proposition 7.3.4, since $K \times I$ is a CW-complex.

**Corollary 7.3.20** If $(K, L)$ is a CW-pair, the inclusion map $i: L \to K$ is a cofibre map.

In particular, the sequence of Corollary 6.5.3 is exact for any CW-complex and subcomplex.

We end this section with a further consideration of the situation revealed by Theorem 7.3.16. The method of proof was to show that $K \times L$ was always a CW-complex, and then to show that $K \bar{\times} L$ coincided with $K \times L$ in certain circumstances. It follows, then, that when dealing with CW-complexes it is usually more convenient to topologize the product of $K$ and $L$ as $K \bar{\times} L$, rather than to use the standard product topology. There is also a corresponding version of the reduced product, defined by $K \bar{\times} L = (K \bar{\times} L)/(K \vee L)$, where $K \vee L$ is regarded as the subspace $K \bar{\times} l_0 \cup k_0 \bar{\times} L$ of $K \bar{\times} L$: note that $K \bar{\times} l_0$, for example, is homeomorphic to $K \times l_0$, and hence to
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Since \( l_0 \) is certainly locally compact. Again, \( K \wedge L \) is always a CW-complex, and coincides with \( K \wedge L \) if either \( K \) or \( L \) is locally compact, or if \( K \) and \( L \) each have a countable number of cells.

A further advantage of using the products \( \times \) and \( \wedge \) is that they are both strictly associative, and behave well with respect to identification maps.

**Proposition 7.3.21** The products \( \times \) and \( \wedge \) are associative, for CW-complexes. Moreover, if \((K, L)\) and \((M, N)\) are CW-pairs, \((K/L) \wedge (M/N)\) is homeomorphic to \((K \times M)/(L \times M \cup K \times N)\).

**Proof.** Clearly \( K \wedge (L \times M) \) and \( (K \times L) \wedge M \) have exactly the same cells and characteristic maps, so that a homeomorphism between them can easily be constructed by using Proposition 7.3.4. A similar argument works for \( K \wedge (L \wedge M) \) and \( (K \wedge L) \wedge M \), and also shows that \((K/L) \wedge (M/N)\) and \((K \times L)/(L \times M \cup K \times N)\) are homeomorphic. ∎

Because of Proposition 7.3.21 brackets can be omitted from such expressions as \( K \wedge L \wedge M \), without causing ambiguity.

We next show that the topology of \( K \wedge L \) does not in fact depend on the structure of \( K \) and \( L \) as CW-complexes; indeed, \( \wedge \) can be defined for arbitrary topological spaces.

**Proposition 7.3.22** Given a space \( X \), let \( k(X) \) be \( X \), retopologized so that a subset \( A \) of \( X \) is closed in \( k(X) \) if and only if \( A \cap C \) is closed in \( X \), for all closed compact subsets \( C \) of \( X \). Then if \( K \) and \( L \) are CW-complexes, we have

(a) \( k(K) = K \);
(b) \( k(K \times L) = K \wedge L \).

**Proof.** First note that the above description of \( k(X) \) does define a topology, since \((A \cup B) \cap C = (A \cap C) \cup (B \cap C)\), and if \( \{A_a\} \) is any collection of subsets, then \((\cap A_a) \cap C = \cap (A_a \cap C)\).

To prove (a), notice that if \( A \) is a subset of \( K \) such that \( A \subset C \) is closed for all closed compact sets \( C \), then in particular \( A \cap \phi^n_a(E^n) \) is closed for all \( n \) and \( a \). Hence each \( (\phi^n_a)^{-1}A \) is closed, and so \( A \) is itself closed. Conversely, it is obvious that each \( A \subset C \) is closed if \( A \) is closed.

The proof of (b) is similar: certainly every set that is closed in \( k(K \times L) \) is closed in \( K \wedge L \). Conversely, if \( A \) is closed in \( K \wedge L \), then each \((\phi^n_a \times \psi^n_b)^{-1}A \) is closed in \( E^n \times E^m \), and hence is compact. Thus each \( A \cap (\phi^n_a \times \psi^n_b)(E^n \times E^m) \) is compact, and hence closed in
7.4 Homotopy groups of CW-complexes

Section 7.2 was concerned with general results on homotopy groups, including the exact sequences of pairs and triples, and theorems on the homotopy groups of products and one-point unions. In this section we shall pursue these ideas further, so as to obtain more precise results when the spaces involved are CW-complexes.

It is not possible to get very far without knowing the groups \( \pi_r(S^n) \), at least for \( r \leq n \). We have already seen in Example 6.3.16 that \( \pi_r(S^n) = 0 \) for \( r < n \), so that our first task is to calculate \( \pi_n(S^n) \). Now we already know that \( \pi_1(S^1) \cong \mathbb{Z} \); what we shall do is to prove inductively that \( \pi_n(S^n) \cong \mathbb{Z} \) for all \( n \geq 1 \).

The method of proof is to construct a homomorphism \( d: \pi_n(S^n) \to \mathbb{Z} \), and to show by induction that \( d \) is onto and (1-1). The homomorphism is defined by attaching to each map \( f: S^n \to S^n \) an integer, called its degree.
Definition 7.4.1 For each $n \geq 0$, let $\sigma_n$ be a generator of $\tilde{H}_n(S^n) \cong Z$. Given a map $f: S^n \to S^n$, the degree of $f$, $d(f)$, is defined by $f_*(\sigma_n) = d(f)\sigma_n$.

Clearly $d(f)$ does not depend on the choice of the generator $\sigma_n$; and given two maps $f, g: S^n \to S^n$, we have $d(fg) = d(f)d(g)$. Moreover, homotopic maps have the same degree, so that $d$ may be regarded as a function from $\pi_n(S^n)$ to $Z$.

Proposition 7.4.2 For $n \geq 1$, $d: \pi_n(S^n) \to Z$ is a homomorphism.

Proof. Let $f, g: S^n \to S^n$ be two based maps, and consider $f \circ g = \nabla(f \circ g)\mu$, where $\mu: S^n \to S^n \vee S^n$ is the 'H-space map'. Now it is clear from a triangulation that $\tilde{H}_n(S^n \vee S^n) \cong \tilde{H}_n(S^n) \oplus \tilde{H}_n(S^n)$, and that $(f \circ g)_*(x \oplus y) = f_*(x) \oplus g_*(y)$, $\nabla(x \oplus y) = x + y$. Also $\mu_*(x) = x \oplus x$, since $p_1\mu \simeq p_2\mu \simeq 1$, where $p_1, p_2: S^n \vee S^n \to S^n$ are the projection maps.

Hence 
\[
(f \circ g)_*(\sigma_n) = \nabla_*(f \circ g)_*(\sigma_n) \\
= \nabla_*(f \circ g)_*(\sigma_n) \\
= \nabla_*(f_*(\sigma_n) \oplus g_*(\sigma_n)) \\
= f_*(\sigma_n) + g_*(\sigma_n),
\]
so that $d([f][g]) = d[f] + d[g]$.

Corollary 7.4.3 For $n \geq 1$, $d$ is onto.

Proof. The identity map of $S^n$ has degree 1.

It remains to prove that $d$ is also (1-1), and for this two lemmas are necessary.

Lemma 7.4.4 Let $f, g: X \to S^n$ be two maps, and suppose that there exists a non-empty open set $U \subset S^n$, such that the sets $f^{-1}(s)$ and $g^{-1}(s)$ coincide for all $s \in U$. Then $f \simeq g$.

Proof. Let $V$ be a non-empty open set such that $V \subset U$, and let $W = f^{-1}(V) = g^{-1}(V)$. Since $S^n - V \subset S^n - \text{point}$, which is homeomorphic to $e^n$, it follows that $f|_{(X - W)} \simeq g|_{(X - W)}$, by a homotopy that corresponds under the homeomorphism to a linear homotopy. In particular the homotopy is constant on $(X - W) \cap f^{-1}(U)$, and so can be fitted together with the constant homotopy on $W \subset f^{-1}(U)$ to yield the required homotopy.

For the second lemma, let $x$ and $y$ be two points in $R^n$, and let $L$ be
the straight-line segment joining them. Choose $\epsilon > 0$, and write $M = \{ z \in \mathbb{R}^n \mid d(z, L) \leq \epsilon \}$, $N = \{ z \in \mathbb{R}^n \mid d(z, L) = \epsilon \}$; see Fig. 7.6.

$$\text{Fig. 7.6}$$

**Lemma 7.4.5** There exists a homeomorphism $h : M \rightarrow M$ such that $h(x) = y$ and $h(z) = z$ for all $z \in N$.

**Proof.** Consider a line segment $l$ starting at $x$. It is clear that $l$ meets $N$ at a unique point, $z$ say, and that all points of $l$ between $x$ and $z$ lie in $M$. Thus points of $M$ can be expressed uniquely in the form $\lambda x + (1 - \lambda)z$, where $0 \leq \lambda \leq 1$ and $z \in N$. Similarly, points can be uniquely expressed in the form $\lambda y + (1 - \lambda)z$; define $h$ by

$$h(\lambda x + (1 - \lambda)z) = \lambda y + (1 - \lambda)z.$$ 

Then $h$ is (1-1) and onto, and maps $x$ to $y$, leaving fixed points of $N$; the proof that $h$ and its inverse are continuous is left as an exercise to the reader. $\blacksquare$

**Theorem 7.4.6** For $n \geq 1$, $d$ is (1-1).

**Proof.** This is proved by induction on $n$. The induction starts, since $d : \pi_1(S^1) \rightarrow \mathbb{Z}$ is an isomorphism: this is because $\pi_1(S^1)$ is known to be isomorphic to $\mathbb{Z}$, and $d$ is onto. Suppose, then, that the theorem is true for $n - 1$, and consider a based map $f : S^n \rightarrow S^n$ of degree 0. Since $n \geq 2$, $S^n$ is $n$-simple, so that it is sufficient, by Proposition 7.2.7, to show that $f$ is homotopic to the constant map as an unbased map. This is done by constructing a homotopy between $f$ and a map of the form $Sg$, where $g : S^{n-1} \rightarrow S^{n-1}$ is another map of degree 0 (we identify $S(S^{n-1})$ with $S^n$ as in Example 4.4.9).

Let $N = (0, \ldots, 0, 1)$ and $S = (0, \ldots, 0, -1)$ be the 'north and south poles' of $S^n$, respectively, and let $S^n_+$ and $S^n_-$ be the (open) 'north and south hemispheres', defined by $x_{n+1} > 0$ and $x_{n+1} < 0$ respectively. Triangulate $S^n$ so that $N$ and $S$ are in the interiors of $n$-simplexes. By the Simplicial Approximation Theorem, we may assume that $f$ is a simplicial map from some subdivision to this
triangulation, in which case $f^{-1}(N)$ and $f^{-1}(S)$ are just finite sets of points, say

$$f^{-1}(N) = p_1, \ldots, p_i,$$

$$f^{-1}(S) = q_1, \ldots, q_k.$$

The first step is to alter $f$ by a homotopy so that all the $p$'s are in $S^+_n$ and all the $q$'s are in $S^-_n$. Now the standard map $\theta: (E^n, S^{n-1}) \to (S^n, (-1, 0, \ldots, 0))$ can be modified in an obvious way to give a homeomorphism $\phi: S^n \to S^n$. In $e^n$, each point $\phi(p_i)$ not in $\phi(S^+_n)$ (and with $p_i \neq S$) can be joined by a straight-line segment to a point $r_i$ in $\phi(S^+_n)$, and similarly the points $\phi(q_i)$ not in $\phi(S^-_n)$ may be joined to points $s_i$ in $\phi(S^-_n)$. Moreover we may choose the points $r_i, s_i$ so that the line segments are all disjoint: for since only a finite number of points is involved, there is a point $x$ in $\phi(S^+_n)$ such that each straight line through $x$ meets at most one of the points $\phi(p_i), \phi(q_i)$; and the line segments may then be chosen to be segments of lines through $x$: see Fig. 7.7.

![Fig. 7.7](image)

Since the line segments are compact, there exists $\epsilon > 0$ such that the 'closed $\epsilon$-neighbourhoods' of the line segments (in the sense of Lemma 7.4.5) are also disjoint, and are still in $e^n$. Hence, by Lemma 7.4.5, there exists a homeomorphism of $e^n$, fixed outside these $\epsilon$-neighbourhoods, sending each $\phi(p_i)$ to $r_i$ and each $\phi(q_i)$ to $s_i$. This homeomorphism may be transferred back to $S^n$ to give a homeomorphism $h: S^n \to S^n$ that pushes each $p_i$ into $S^+_n$ and each $q_i$ into $S^-_n$ (at least if no $p_i$ is $S$: but otherwise the same technique can be used first
to push $p_i$ away from $S$). Moreover, Lemma 7.4.4 shows that $h \simeq 1$, so that by replacing $f$ by $fh^{-1}$ if necessary, we may assume that each $p_i$ is in $S_+^n$ and each $q_i$ in $S^n$.

The next step is to 'straighten out' $f$ on $S_+^n$. More precisely, define $f_1: S^n \to S^n$ by

$$f_1((S^n_+ \cup S^{n-1}) = f((S^n_+ \cup S^{n-1}),$$

$$f_1(\lambda N + (1 - \lambda)x) = \lambda N + (1 - \lambda)f(x) \quad (x \in S^{n-1}, 0 \leq \lambda \leq 1).$$

(For the second line of the definition, we identify points of $S^n - S$ with their images under $\phi$ in $e^n$; certainly $f(S^{n-1}) \subset S^n - S$.) Since $S^n_+ \cup S^{n-1}$ is compact, its image under $f$ is a closed set that does not contain $S$; hence there is an open set $U$ containing $S$ with $f^{-1}(U) \subset S^n$. It follows that $f^{-1}(x) = f_1^{-1}(x)$ for all $x \in U$, so that by Lemma 7.4.4 we have $f \simeq f_1$.

Next we straighten out $f$ on $S^n$ as well, by defining $f_2: S^n \to S^n$ by

$$f_2((S^n_+ \cup S^{n-1}) = f_1((S^n_+ \cup S^{n-1}),$$

$$f_2(\lambda S + (1 - \lambda)x) = \lambda S + (1 - \lambda)f_1(x) \quad (x \in S^{n-1}, 0 \leq \lambda \leq 1).$$

As before, $f_2 \simeq f_1 \simeq f$, and $f_2(N) = N$, $f_2(S) = S$, $f_2(S^{n-1}) \subset S^n - (N \cup S)$. $f_2$ is not quite a suspended map, but we can make it so by moving the image of $f_2(S^{n-1})$ up or down meridians of $S^n$ until it lies in $S^n-1$. This gives a new map $f_3: S^n \to S^n$, which is homotopic to $f_2$ by Corollary 2.2.4, and which is a suspension of a map $g: S^{n-1} \to S^{n-1}$.

Since $d(f) = 0$, it follows from Theorem 4.4.10 that $d(g) = 0$ as well. By the inductive hypothesis, this means that $g$ is homotopic to the constant map, and hence, by Corollary 6.2.19, $f$ is homotopic to the suspension of the constant map, which in turn is homotopic to the constant map since it is not onto. \]

To sum up, $d: \pi_n(S^n) \to \mathbb{Z}$ is an isomorphism for all $n \geq 1$. This result, apart from being important for calculation purposes, has many useful applications to the homotopy theory of spheres. Most of these depend on the following result, which gives the degrees of some standard homeomorphisms.

**Proposition 7.4.7** Given a permutation $\rho$ of $1, 2, \ldots, n$, let $f: S^{n-1} \to S^{n-1}$ be the homeomorphism defined by $f(x_1, \ldots, x_n) = (x_{\rho(1)}, \ldots, x_{\rho(n)})$. Then $d(f)$ is $+1$ or $-1$ according as $\rho$ is even or odd. Similarly, if $g: S^{n-1} \to S^{n-1}$ is defined by

$$g(x_1, \ldots, x_n) = (x_1, \ldots, -x_r, x_{r+1}, \ldots, x_n),$$

then $d(g) = -1$. 
Proof. It is clearly sufficient to consider $S^{n-1}$ instead of $S^n$ when the result is immediate from Example 4.4.11.

**Corollary 7.4.8** Every homotopy equivalence of $S^n$ is homotopic to a homeomorphism.

**Example 7.4.9** Let $\tau: S^m \wedge S^n \to S^m \wedge S^m$ be the map that exchanges the two factors. Then, if $S^m \wedge S^n$ and $S^n \wedge S^m$ are identified with $S^{m+n}$ as in Proposition 6.2.15, $\tau$ has degree $(-1)^{mn}$. For clearly $\tau$ corresponds to the homeomorphism of $S^{m+n}$ that sends $(x_1, \ldots, x_{m+n+1})$ to $(x_1, x_{m+2}, \ldots, x_{m+n+1}, x_2, \ldots, x_{m+1})$.

**Example 7.4.10** If $f: S^n \to S^n$ is a based map, and $f \wedge 1: S^m \wedge S^n \to S^m \wedge S^n$ is regarded as a map of $S^{m+n}$ to itself, then $d(f \wedge 1) = d(f)$. Because of the associativity of the reduced products of spheres, it is sufficient to prove this in the case $n = 1$; but by Corollary 6.2.19 and the following remark, there is a homotopy-commutative diagram

\[
\begin{array}{ccc}
S^m + 1 & \xrightarrow{sf} & S^m + 1 \\
\downarrow p & & \downarrow p \\
S^m \wedge S^1 & \xrightarrow{f \wedge 1} & S^m \wedge S^1 \\
\end{array}
\]

Thus $d(f \wedge 1)$, by which we really mean $d(h^{-1}(f \wedge 1)h)$, is the same as $d(sf) = d(f)$.

This technique also allows us to give a useful alternative description of the homomorphism $\partial_*$ in the exact homotopy sequence of a pair.

**Proposition 7.4.11** Let $(X, Y)$ be a pair of spaces, with base point $x_0 \in Y$. Define a function $\overline{\partial}: \pi_n(X, Y) \to \pi_{n-1}(Y)$ by representing an element of $\pi_n(X, Y)$ by a map $f: (I^n, \partial I^n, D^{n-1}) \to (X, Y, x_0)$, restricting $f$ to $\partial I^n$, and regarding this, via standard homeomorphisms, as a map $S^{n-1} \to Y$. Then $\overline{\partial} = (-1)^n \partial_*$.

**Proof.** Via the standard homomorphism $I^n \xrightarrow{i_n} J^n \xrightarrow{\partial} E^n$, we may regard $f$ as a based map $(E^n, S^{n-1}) \to (X, Y)$; and then $\overline{\partial}[f] = [f|Y]$. On the other hand, $\partial_*[f]$ is obtained by using $h_{n-1,1}: S^{n-1} \to S^{n-2} \times E^1 \cup E^{n-1} \times S^0$ to restrict $f$ further to $E^{n-1} \times (-1)$, and then taking the induced map $E^{n-1} / S^{n-2} \to Y$, composed with $\theta^{-1}: S^{n-1} \to E^{n-1} / S^{n-2}$. That is to say, $\overline{\partial}[f]$ is $\partial_*[f]$, composed with the homotopy class of

\[
S^{n-1} \xrightarrow{\theta^{-1}} S^{n-2} \times E^1 \cup E^{n-1} \times S^0 \xrightarrow{p} E^{n-1} / S^{n-2} \xrightarrow{\theta} S^{n-1},
\]
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where $p$ is the map that identifies $S^{n-2} \times E^1 \cup E^{n-1} \times (+1)$ to a point. Now it was noted after Proposition 6.2.16 that this composite would have degree $(-1)^{n-1}$ if $p$ had identified $E^{n-1} \times (-1)$ instead of $E^{n-1} \times (+1)$ to a point: so this composite has degree $(-1)^n$ since multiplication by $-1$ of the last coordinate in $S^{n-1}$ is a map of degree $-1$. Hence $\bar{\partial}[f]$ is $\partial_n[f]$, composed with a map of $S^{n-1}$ of degree $(-1)^n$, and so $\bar{\partial} = (-1)^n \partial_n$.

It is useful also to have a relative version of the results on degrees of maps of $S^n$.

**Definition 7.4.12** For $n \geq 0$, let $\bar{\sigma}_n$ be a generator of $H_n(E^n, S^{n-1}) \cong \mathbb{Z}$. Given a map $f: (E^n, S^{n-1}) \to (E^n, S^{n-1})$, the degree of $f$, $d(f)$, is defined by $f_*(\bar{\sigma}_n) = d(f) \cdot \bar{\sigma}_n$.

If $(E^n, S^{n-1})$ is identified with $(I^n, \partial I^n)$ via standard homeomorphisms, the degree defines a function $d: \pi_n(E^n, S^{n-1}) \to \mathbb{Z}$.

**Proposition 7.4.13** For $n \geq 2$, $d$ is an isomorphism. Moreover, the diagram

$$
\begin{array}{ccc}
\pi_n(E^n, S^{n-1}) & \xrightarrow{\bar{\partial}} & \pi_{n-1}(S^{n-1}) \\
\downarrow d & & \downarrow d \\
\mathbb{Z} & & \mathbb{Z}
\end{array}
$$

is commutative.

**Proof.** Since $E^n$ is contractible, $\pi_n(E^n) = \pi_{n-1}(E^n) = 0$, so that $\bar{\partial}$ is an isomorphism by Theorem 7.2.18. And since $\bar{\partial}$ is defined by restricting a map of $(I^n, \partial I^n, D^{n-1})$ to a map of $\partial I^n$, it follows from Theorem 4.4.3 that the diagram is commutative; hence $d: \pi_n(E^n, S^{n-1}) \to \mathbb{Z}$ is also an isomorphism.

An obvious argument with the exact homotopy sequence shows that in fact $\pi_r(E^n, S^{n-1}) \cong \pi_{r-1}(S^{n-1})$ for all $r$, so that we know $\pi_r(E^n, S^{n-1})$ for all $r \leq n$. The reader is warned, however, that $\pi_r(E^n, S^{n-1})$ and $\pi_r(S^n)$ are not necessarily zero for $r > n$: for example $\pi_3(S^2) \cong \mathbb{Z}$ (see Exercise 19). Indeed, the calculation of $\pi_r(S^n)$ is one of the most difficult problems of homotopy theory, and remains unsolved for general $r$ and $n$ (see the notes at the end of the chapter).

**Example 7.4.14** The result on $\pi_n(S^n)$ can be combined with Theorems 7.2.19 and 7.2.20 to give

$$
\begin{align*}
\pi_n(S^n \times S^n) & \cong \mathbb{Z} \oplus \mathbb{Z}, \\
\pi_n(S^n \vee S^n) & \cong \mathbb{Z} \oplus \mathbb{Z} \oplus \pi_{n+1}(S^n \times S^n, S^n \vee S^n) \quad (n \geq 2).
\end{align*}
$$
The latter result is still somewhat unsatisfactory, since we do not know $\pi_{n+1}(S^n \times S^n, S^n \vee S^n)$ (in fact it is zero). As was suggested at the end of Section 7.2, we need a general theorem to the effect that $\pi_n(X, Y) = 0$ in certain circumstances, at least if $X$ and $Y$ are CW-complexes. This is the next theorem; and the method of proof will also yield information on a certain non-vanishing relative homotopy group as well.

**Theorem 7.4.15** Let $K$ be an $n$-dimensional CW-complex ($n \geq 2$), and let $L$ be a subcomplex that contains $K^{n-1}$. Then

(a) $\pi_r(K, L) = 0$, $1 \leq r < n$.

(b) Let the indexing sets for $K$ and $L$ be $A_r$, $B_r$ respectively, and let $\phi_\alpha$ be the characteristic maps. Then if $(K, L)$ is relatively $n$-simple, the homomorphism

$$\phi^n_\alpha : \bigoplus_{A_n - B_n} \pi_n(E^n_\alpha, S^{n-1}_\alpha) \rightarrow \pi_n(K, L),$$

defined to be $(\phi^n_\alpha)_*$ on each $\pi_n(E^n_\alpha, S^{n-1}_\alpha)$, is onto.

Note. Since $(E^n, S^{n-1})$ is relatively $n$-simple (by Example 7.2.14), $(\phi^n_\alpha)_*$ is defined even though $\phi^n_\alpha$ need not be a based map. In fact we shall prove in Chapter 8 that $\phi^n_\alpha$ is an isomorphism, so that $\pi_n(K, L)$ is a free abelian group with one generator for each $\alpha \in A_n - B_n$.

**Proof.** For each $\alpha \in A_n - B_n$, let $U_\alpha$ be the open subspace $\phi^n_\alpha(x \in E^n \mid \|x\| < \frac{1}{3})$ of $K$, and let $V$ be the closed subspace $\bigcup_{\alpha \in A_n - B_n} \phi^n_\alpha(x \in E^n \mid \|x\| \leq \frac{1}{3})$: thus $K - V$ is open. Also, write $W_\alpha$ for $(K - V) \cap U_\alpha$: see Fig. 7.8.
We shall show that any map $f: (I', \partial I') \to (K, L)$ ($r \leq n$) can be 'pushed off' $V$, and hence pushed into $L$. This will prove (a), and an extension of this method will prove (b).

Now $I'$ can be regarded as the product of $r$ copies of $I$. Since $I$ is a CW-complex with one 1-cell and two 0-cells, Theorem 7.3.16 yields a CW decomposition of $I'$, in which there is just one $r$-cell. Indeed, if $I$ is 'subdivided' by introducing a new 0-cell at $\frac{1}{r}$, this has the effect of subdividing $I'$ into $2^r$ hypercubes each of side $\frac{1}{2}$, and the corresponding CW decomposition has $2^r r$-cells: see Fig. 7.9 for the case $r = 2$.

This process can be iterated: at the next stage we obtain a CW-decomposition with $2^{2^r} r$-cells consisting of hypercubes of side $\frac{1}{2}$, and so on. Now we use an argument similar to that in the proof of the Simplicial Approximation Theorem: given a map $f: (I', \partial I') \to (K, L)$ ($r \leq n$), the sets $f^{-1}(K - V)$, $f^{-1}(U_a)$ form an open covering of $I'$, so that by Theorem 1.4.35 we can iterate the subdivision process until $I'$ is subdivided into a CW-complex $M$, say, in which each $r$-cell (hypercube) is mapped by $f$ into $K - V$ or into one of the sets $U_a$.

Notice also that $\partial I'$ is a subcomplex of $M$.

The next step is to construct a map $g: M \to K$ such that

(a) for each $m$-cell $\psi^m_a(E^m)$ of $M$ ($m < n$), $f|_{\psi^m_a(E^m)} K - V \Rightarrow g|_{\psi^m_a(E^m)} = f|_{\psi^m_a(E^m)}$; otherwise $f|_{\psi^m_a(E^m)} \subset U_a \Rightarrow g|_{\psi^m_a(E^m)} \subset W_a$;

(b) $f \simeq g$ rel $\partial I'$, and points of $M$ that are mapped by $f$ into $U_a$ remain in $U_a$ throughout the homotopy.

This is done by induction on the skeletons of $M$, in the manner of Theorem 7.3.19. Suppose then that $g$ has been defined on $M^{m-1}$ ($m < n$), so as to satisfy (a) and (b) (it is easy to define $g$ on $M^0$, since
each 0-cell that is mapped by \( f \) into \( U_a \) can be joined by a straight line to a point of \( W_a \). Now consider an \( m \)-cell \( \psi_a^m(E^m) \) of \( M \) such that \( f \psi_a^m(E^m) \subseteq U_a \); then \( f \psi_a^m(S^{m-1}) \subseteq U_a \) and \( g \psi_a^m(S^{m-1}) \subseteq W_a \). Since each characteristic map of \( M \) is actually a homomorphism, \( g \psi_a^m(S^{m-1}) \) represents an element of \( \pi_{m-1}(W_a) = 0 \), since \( W_a \cong S^{m-1} \) and \( m < n \).

Thus \( g \psi_a^m(S^{m-1}) \) is homotopic to a constant map, and hence can be extended to a map \( g : \psi_a^m(E^m) \rightarrow W \). Moreover the original homotopy between \( f \) and \( g \) on \( \psi_a^m(S^{m-1}) \) can be extended to a homotopy of \( \psi_a^m(E^m) \) in \( U_a \) that starts with \( f \) and whose final map is \( g \) on \( \psi_a^m(S^{m-1}) \); and this final map is homotopic to \( g \), rel \( \partial E^m \) by a linear homotopy. It follows that we can extend \( g \) to \( M^n \) so as still to satisfy (a) and (b), by using this construction on \( m \)-cells mapped into some \( U_a \), and by defining \( g = f \) (with the constant homotopy) on \( m \)-cells mapped into \( K - V \), the resulting \( g \) (and homotopy) being continuous by Proposition 7.3.4. By induction, therefore, \( g \) can be extended to \( M^{n-1} \), the extension to \( M^n \) (if \( r = n \)) being possible since \((M^n, M^{n-1})\) has the absolute homotopy extension property.

Since \( f \simeq g \) rel \( \partial I^n \), if \( f \) maps \( D^{n-1} \) to the base point, then \([f] = [g]\) in \( \pi_r(K, L) \). If \( r < n \), \([g]\) is the image under the inclusion map of an element of \( \pi_r(K - V, L) \); but, as in Example 7.3.18, \( L \) is a strong deformation retract of \( K - V \), so that \( \pi_r(K - V, L) = 0 \) and hence \([f] = [g] = 0 \). It follows that \( \pi_r(K, L) = 0 \) for \( r < n \), so that at this point the proof of (a) is complete.

To prove (b), note that we have proved that each element of \( \pi_n(K, L) \) can be represented by a map \( g : (I^n, \partial I^n) \rightarrow (K, L) \), that maps \( M^{n-1} \) to \( K - V \) and each \( n \)-cell of \( M \) to \( K - V \) or to one \( U_a \), where \( M \) is the CW-decomposition of \( I^n \) obtained above. Now \((K, K - V) \simeq (K, L) \), so that, by Theorem 7.2.13(c), \((K, K - V) \) is \( n \)-simple as well as \((K, L) \). Hence, by iteration of the construction in Example 7.2.17, \([g] \in \pi_n(K, K - V) \) is a sum of elements, each of which lies in the image of the homomorphism induced by an inclusion map \((U_a, W_a) \rightarrow (K, K - V) \). Since the deformation of \( K - V \) onto \( L \) sends \( W_a \) onto \( \phi_a^n(S^{n-1}) \), this proves that \([g] \in \pi_n(K, L) \) is a sum of elements, each of which lies in the image of some \((\phi_a^E)_{\ast} : \pi_n(E^a, S^{n-1}) \rightarrow \pi_n(K, L) \). Hence \([g]\) is in the image of \( \phi_a^n \), and \( \phi_n \) is onto.

**Example 7.4.16** By Example 7.4.14, for \( n \geq 2 \) we have

\[
\pi_n(S^n \vee S^n) \cong Z \oplus Z \oplus \pi_{n-1}(S^n \times S^n, S^n \vee S^n).
\]

Now \( S^n \) is a CW-complex with one 0-cell and one \( n \)-cell, so that \( S^n \times S^n \) has one 0-cell, two \( n \)-cells and one \( 2n \)-cell, moreover the \( n \)-skeleton (and indeed the \((2n - 1)\)-skeleton) is \( S^n \vee S^n \). It follows
from Theorem 7.4.15 that $\pi_{n+1}(S^n \times S^n, S^n \vee S^n) = 0$, and $\pi_n(S^n \vee S^n) \cong \mathbb{Z} \oplus \mathbb{Z}$. A similar argument shows that

$$\pi_n(S^n \vee S^q) \cong \pi_n(S^p) \oplus \pi_n(S^q) \quad (2 \leq n < p + q - 1).$$

It follows that, for $n \geq 2$, there is only one homotopy class of maps $\mu: S^n \to S^n \vee S^n$ that make $S^n$ into an $A_{\infty}$-I. For since $p_1 \mu \simeq p_2 \mu \simeq 1$, $[\mu]$ must be $1 \oplus 1$ in $\mathbb{Z} \oplus \mathbb{Z} \cong \pi_n(S^n \vee S^n)$. It follows that there is only one possible way of defining a group structure in $\pi_n(X)$, at least if $n \geq 2$ (for the case $n = 1$, see Chapter 6, Exercise 9).

Various general results on homotopy groups of CW-complexes can be deduced from Theorem 7.4.15.

**Theorem 7.4.17** Let $(K, L)$ be a CW-pair, and let $i: K^n \cup L \to K$ be the inclusion map ($n \geq 0$). Then

(a) $i_*: \pi_r(K^n \cup L) \to \pi_r(K)$ is onto for $0 \leq r \leq n$ and (1-1) for $0 < r < n$; similarly for $i_*: \pi_r(K^n \cup L, L) \to \pi_r(K, L)$;

(b) $\pi_1(K, K^n \cup L) = 0$ for $1 \leq r \leq n$;

**Proof.** Consider the exact homotopy sequence of the pair $(K^{m+1}, K^m)$ ($m \geq 0$):

$$\cdots \to \pi_{r+1}(K^{m+1}, K^m) \to \pi_r(K^m) \overset{i_*}{\to} \pi_r(K^{m+1}) \to \pi_r(K^m, K^m) \to \cdots,$$

where $i: K^m \to K^{m+1}$ once again denotes the inclusion map. Now by Theorem 7.4.15 $\pi_r(K^{m+1}, K^m) = 0$ for $1 \leq r \leq m$, so that $i_*: \pi_r(K^m) \to \pi_r(K^{m+1})$ is onto for $1 \leq r \leq m$ and (1-1) for $1 \leq r < m$. Moreover, since attaching cells clearly cannot increase the number of path-components, $i_*: \pi_0(K^m) \to \pi_0(K^{m+1})$ is always onto, and is (1-1) if $m > 0$.

Hence $i_*: \pi_r(K^n) \to \pi_r(K^m)$ is isomorphic for $r < n$ and onto for $r = n$, for all $m > n$. But elements of $\pi_r(K)$ are represented by maps of $S^r$ to $K$, and since $S^r$ is compact the images must be contained in finite skeletons. A similar argument applies to homotopies of $S^r$ in $K$, so that $i_*: \pi_r(K^n) \to \pi_r(K)$ is isomorphic for $r < n$ and onto for $r = n$. To deduce the first part of (a), observe that $\pi_r(K^n \cup L) \xrightarrow{i_*} \pi_r(K^{n+1} \cup L)$ is an isomorphism for all $r \leq n$, and $\pi_n(K^n \cup L^{n+1}) \to \pi_n(K^{n+1})$ is isomorphic if $r < n$, onto if $r = n$, by another application of Theorem 7.4.15.

The exact sequence of the pair $(K, K^n \cup L)$ now gives (b), and then the second part of (a) follows from the exact sequence of the triple $(K, K^n \cup L, L)$. □
Theorem 7.4.17 may be expressed by the statement that \( \pi_n(K, L) \) depends only on the \((n + 1)\)-skeleton of \( K \), and so this result extends Corollary 3.3.10, which was the case \( n = 1 \), \( K \) a polyhedron, and \( L = \emptyset \).

### 7.5 The theorem of J. H. C. Whitehead and the Cellular Approximation Theorem

The main theorem in this section is the theorem of J. H. C. Whitehead, that states that if \( f: K \to L \) is a map of CW-complexes that induces isomorphisms \( f_*: \pi_r(K) \to \pi_r(L) \) for all \( r \geq 0 \), then \( f \) is a homotopy equivalence. It is convenient to have a special name for maps that induce isomorphisms of homotopy groups.

**Definition 7.5.1** If \( X \) and \( Y \) are any spaces, a map \( f: X \to Y \) is called a **weak homotopy equivalence** if \( f_*: \pi_0(X) \to \pi_0(Y) \) is a \((1-1)\)-correspondence, and \( f_*: \pi_r(X, x_0) \to \pi_r(Y, f(x_0)) \) is an isomorphism for all \( r \geq 1 \) and all points \( x_0 \in X \).

Of course, if \( X \) and \( Y \) are path-connected, it is sufficient that \( f_*: \pi_r(X, x_0) \to \pi_r(Y, f(x_0)) \) should be an isomorphism for all \( r \geq 1 \) and just one point \( x_0 \in X \).

Clearly every homotopy equivalence is a weak homotopy equivalence, and Whitehead's theorem states that the converse is true, provided \( X \) and \( Y \) are CW-complexes. The method of proof is to investigate first the special case in which \( f \) is an inclusion map, and then to deduce the general result by using the mapping cylinder. We start by proving a general result about inclusion maps that are weak homotopy equivalences.

**Theorem 7.5.2** Let \((X, Y)\) be a pair of spaces, such that the inclusion map \( i: Y \to X \) is a weak homotopy equivalence. Let \( K \) be a CW-complex, with a 0-cell as base point. Then for any choice of base point in \( Y \), \( i_*: [K, Y] \to [K, X] \) is a \((1-1)\)-correspondence.

**Proof.** We show first that \( i_* \) is onto. Suppose, then, that we have a base map \( f: K \to X \); we shall show by induction on the skeletons of \( K \) that \( f \) can be deformed into \( Y \). The argument is similar to that of Theorem 7.3.19 (indeed, it is a generalization of that argument): \( f \) is regarded as a map of \( K \times 0 \) to \( X \), and is extended to a map \( f: K \times I \to X \), such that \( f(K \times 1) \subseteq Y \), and if \( L \) is any subcomplex of \( K \) that is mapped by \( f \) into \( Y \), then \( f(L \times I) \subseteq Y \); thus in particular the homotopy is a based homotopy.
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Given such a subcomplex $L$, write $M^n = K^n \cup L$, and extend $f$ as the constant homotopy to $(K \times 0) \cup (L \times I)$. If $x$ is any 0-cell of $K - L$, there is a path $u : I \to X$ such that $u(0) = f(x)$ and $u(1) \in Y$; thus we can extend $f$ to $M^0 \times I$ by setting $f(x, t) = u(t)$, $0 \leq t \leq 1$. This serves to start the induction; so we may now assume that $f$ has been extended to a map $f : (K \times 0) \cup (M^{n-1} \times I) \to X$, such that $f(M^{n-1} \times 1) \subset Y$. For each $n$-cell $\phi_n^*(E^n)$ of $K - L$, consider the composite

$$(E^n \times 0) \cup (S^{n-1} \times I) \xrightarrow{\phi_n^* \times 1} (K \times 0) \cup (M^{n-1} \times I) \xrightarrow{f} X,$$

which sends $S^{n-1} \times 1$ to $Y$. Define a homeomorphism $h$ of $E^n \times I$ to itself by

$$
\begin{align*}
  h(x, 0) &= (x/2, 0) & (x \in E^n), \\
  h(x, t) &= \left(\frac{1}{2}(1 + t)x, 0\right) & (x \in S^{n-1}, 0 \leq t \leq 1), \\
  h(x, 1) &= (x/\|x\|, 2 - 2\|x\|) & (x \in E^n, \|x\| \geq \frac{1}{2}), \\
  h(x, 1) &= (2x, 1) & (x \in E^n, \|x\| \leq \frac{1}{2}),
\end{align*}
$$

extending the definition inside $E^n \times I$ by regarding the inside as the join of $(E^n \times 0) \cup (S^{n-1} \times I) \cup (E^n \times 1)$ to $(0, \frac{1}{2})$ (we are, as it were, pulling $S^{n-1} \times I$ down into $E^n \times 0$: see Fig. 7.10).

The point of this definition is that $f(\phi_n^* \times 1)h^{-1}$ is a map of $(E^n, S^{n-1})$ to $(X, Y)$, which therefore represents an element of $\pi_n(X, Y)$, with some base point. But by the exact homotopy sequence $\pi_n(X, Y) = 0$; thus $f(\phi_n^* \times 1)h^{-1}$ can be extended to a map of $E^n \times I$ that sends $E^n \times 1$ and $S^{n-1} \times I$ to $Y$. Hence, by applying $h$ again, $f(\phi_n^* \times 1)$ can be extended to a map of $E^n \times I$ that sends $E^n \times 1$ to $Y$. As in Theorem 7.3.19, this process defines a continuous extension.
f: (K × 0) ∪ (M^n × I) → X such that f(M^n × 1) ⊂ Y; and hence a continuous extension f: K × I → X such that f(K × 1) ⊂ Y. It follows that i_*: [K, Y] → [K, X] is onto.

It is easy to deduce that i_* is also (1-1). For suppose f, g: K → Y are based maps such that if ∼ ig by a based homotopy F: K × I → X. Since K × I is a CW-complex and (K × 0) ∪ (k_0 × I) ∪ (K × I) is a subcomplex, F can be deformed to a map G: K × I → Y such that G coincides with F on (K × 0) ∪ (k_0 × I) ∪ (K × 1). That is, G is a based homotopy between f and g.

The above is a generalization of Theorem 7.3.19, for we could apply it to the inclusion map i: (K × 0) ∪ (L × I) → K × I to obtain a retraction K × I → (K × 0) ∪ (L × I).

It is easy to extend Theorem 7.5.2 to an arbitrary weak homotopy equivalence, by using the mapping cylinder.

**Corollary 7.5.3** Given a weak homotopy equivalence f: Y → X, and a CW-complex K, f_*: [K, Y] → [K, X] is a (1-1)-correspondence (where K has a 0-cell as base point, and Y, X have any base points that correspond under f).

**Proof.** By Theorem 6.5.5, f is the composite

$$Y \xrightarrow{g} M_f \xrightarrow{h} X,$$

where M_f is the mapping cylinder, g is an inclusion map, and h is a homotopy equivalence. Since both f and h are weak homotopy equivalences, so is g; hence g_*: [K, Y] → [K, M_f] is a (1-1)-correspondence. But h_* is obviously a (1-1)-correspondence, and hence so is f_* = h_*g_*.

Whitehead’s theorem follows immediately.

**Theorem 7.5.4** If f: K → L is a weak homotopy equivalence of CW-complexes, f is a homotopy equivalence.

**Proof.** By Corollary 7.5.3, f_*: [L, K] → [L, L] is a (1-1)-correspondence, so that there exists a map g: L → K such that f_1L ∼ 1_L. Then g is also a weak homotopy equivalence, so by a similar argument there exists f': K → L such that g_1f' ∼ 1_K. But then

$$f' ∼ (fg)f' ∼ f(gf') ∼ f,$$

so that gf ∼ 1_K as well, and so g is a homotopy inverse to f.

The reader should not be tempted to think that every weak homotopy equivalence is a homotopy equivalence: the assumption that K and L are CW-complexes is essential in Theorem 7.5.4.
Example 7.5.5 Let $X$ be the subspace of $\mathbb{R}^2$ consisting of straight line segments joining $(0, 1)$ to the points $(0, 0)$ and $(1/n, 0)$, for all positive integers $n$, and $(0, -1)$ to all the points $(0, 0)$ and $(-1/n, 0)$: see Fig. 7.11.

We shall see that $\pi_n(X) = 0$ for all $n \geq 0$, but that $X$ is not contractible. Thus the map that sends all of $X$ to $(0, 0)$ is a weak homotopy equivalence that is not a homotopy equivalence. To prove the first assertion, take an open covering of $X$ by three open sets $A$, $B$, $C$, defined by $x_2 > \frac{1}{2}$, $\frac{1}{2} > x_2 > -\frac{1}{2}$, $-\frac{1}{2} > x_2$ respectively. Then if $f: S^n \to X$ is any map, the sets $f^{-1}(A)$, $f^{-1}(B)$, $f^{-1}(C)$ form an open covering of $S^n$, with Lebesgue number $\delta$, say. If $S^n$ is triangulated so that the mesh is less than $\delta$, only a finite number of simplexes are mapped into $B$, and since the image of each is path-connected, it follows that $f(S^n) \cap B$ is contained in a finite number of 'rays' from $(0, 1)$ or $(0, -1)$. That is, $f(S^n)$ is contained in $Y$, the union of $A$ and $C$ with a finite number of rays. Since it is easy to see that $Y$ is contractible, this means that $f$ is homotopic to the constant map in $Y$, so certainly in $X$. Hence $\pi_n(X) = 0$.

On the other hand $X$ is not contractible For if it were, there would be a map $f: X \times I \to X$ starting with the identity map and ending with the constant map to some point $x_0 \in X$. Since $I$ is compact, the continuity of $f$ implies that, given $x \in X$ and $\epsilon > 0$, there exists $\delta$
such that \(d(x, y) < \delta \Rightarrow d(f(x, t), f(y, t)) < \epsilon\) for all \(t \in I\). But for each integer \(n > 0\), the homotopy \(f\) defines paths \(u^+\) and \(u^-\) from \((1/n, 0), (-1/n, 0)\) to \(x_0\) respectively. Subdivide \(I\) (considered as a 1-simplex) so that each simplex of the subdivision is mapped by each of \(u^+\) and \(u^-\) into just one of the sets \(A, B\) or \(C\). Since \((1/n, 0)\) and \((-1/n, 0)\) are in different path components of \(B\), there is a first vertex \(s\) such that either \(u^+(s) \in A\) or \(u^-(s) \in C\); if say, \(u^+(s) \in A\), then \(u^-(s)\) lies in the region \(x_2 \leq 0\). Hence \(d(u^+(s), u^-(s)) > \frac{1}{n}\), which contradicts the continuity of \(f\), since if we take \(x = (0, 0)\) and \(\epsilon = \frac{1}{n}\), there is always an \(n\) such that \(2/n < \delta\), for any \(\delta\). 

The last important theorem in this chapter is the Cellular Approximation Theorem, which in a sense is the analogue for CW-complexes of the Simplicial Approximation Theorem for simplicial complexes. The theorem states that, if \(f: K \to L\) is a map between CW-complexes, then \(f\) is homotopic to a map that sends the \(n\)-skeleton of \(K\) into the \(n\)-skeleton of \(L\), for each \(n\).

**Definition 7.5.6** If \(K\) and \(L\) are CW-complexes, a map \(f: K \to L\) such that \(f(K^n) \subset L^n\) for each \(n \geq 0\) is called a *cellular map*.

**Theorem 7.5.7** If \(K\) and \(L\) are CW-complexes, and \(f: K \to L\) is a map such that \(f|M\) is cellular for some subcomplex \(M\) of \(K\) (possibly empty), then there exists a cellular map \(g: K \to L\) such that \(g|M = f|M\) and \(g \simeq f\) rel \(M\).

**Proof.** This is very similar to Theorem 7.5.2: by induction on the skeletons of \(K\), we define a homotopy \(F: K \times I \to L\) that starts with \(f\), ends with a cellular map, and is the constant homotopy on \(M \times I\). Since, for each 0-cell \(x\) of \(K - M\), there is a path in \(L\) from \(f(x)\) to a point of \(L^0\), we can certainly define \(F\) on \(K^0 \times I \cup M \times I\). Suppose, then, that \(F\) has been extended to \(K^{n-1} \times I\), and that \(F(K^{n-1} \times 1) \subset L^{n-1}\). Just as in Theorem 7.5.2, \(F\) can be extended to each \(n\)-cell of \(K - M\), since \(\pi_n(L, L^n) = 0\) by Theorem 7.4.17; and the result is a continuous extension such that \(F(K^n \times 1) \subset L^n\). This completes the inductive step, and so gives the required homotopy \(F: K \times I \to L\).

The Cellular Approximation Theorem is particularly useful in view of the fact that the space obtained by attaching cells by cellular maps to a CW-complex is another CW-complex (this follows easily from Theorem 7.3.12). It is thus possible to make alterations in the homotopy groups of CW-complexes: an element of \(\pi_n(K)\) can be represented by a cellular map \(f: S^n \to K\), and this map can be used to attach an \((n+1)\)-cell to \(K\), to form a new CW-complex \(K'\) in which \([f]\) is
'killed off'. This idea is formalized in the last two theorems of this chapter.

**Theorem 7.5.8** Given a CW-complex $K$ and an integer $n \geq 0$, there exists a CW-complex $L$, having $K$ as a subcomplex, such that, if $i: K \to L$ is the inclusion map,

(a) $i_*: \pi_r(K) \to \pi_r(L)$ is isomorphic for $r < n$;
(b) $\pi_n(L) = 0$.

**Proof.** Let $A$ be a set of generators for the group $\pi_n(K)$ (for example, the set of all elements of $\pi_n(K)$). For each $a \in A$, take a representative (based) map $S^n \to K$, which by Theorem 7.5.7 may be assumed to be cellular. Let $L$ be the space obtained from $K$ by attaching cells $E^{n+1}_a$ by the maps $\phi^a_n$, one for each $a \in A$.

Then $L$ is a CW-complex: for by Theorem 7.3.12 $K$ is a cellular space, and hence so is $L$, since the maps $\phi^a_n$ send $S^n$ into $K^n$. Also $K$ is obviously a subcomplex of $L$. Moreover by Theorem 7.4.17(a) $i_*: \pi_r(K) = \pi_r(L^n \cup K) \to \pi_r(L)$ is isomorphic for $r < n$, and onto for $r = n$. But for each $a \in A$, $i_*(a) \in \pi_n(L)$ is represented by the map $i\phi^a_n: S^n \to L$; and this is clearly homotopic to the constant map, since $L$ has an $(n + 1)$-cell attached by $\phi^a_n$. Hence $\pi_n(L) = 0$.  

This process can be iterated, so as to 'kill off' $\pi_r(K)$ for all $r \geq n$.

**Theorem 7.5.9** Given a CW-complex $K$ and an integer $n \geq 0$, there exists a CW-complex $L$, having $K$ as a subcomplex, such that, if $i: K \to L$ is the inclusion map,

(a) $i_*: \pi_r(K) \to \pi_r(L)$ is isomorphic for $r < n$;
(b) $\pi_r(L) = 0$ for $r \geq n$.

**Proof.** By repeated applications of Theorem 7.5.8, there is a sequence of CW-complexes $K \subset L_1 \subset L_2 \subset \cdots$, each a subcomplex of the next, such that for each $m \geq 1$, if $i: K \to L_m$ is the inclusion map,

(a) $i_*: \pi_r(K) \to \pi_r(L_m)$ is isomorphic for $r < n$, and
(b) $\pi_r(L_m) = 0$ for $n \leq r < n + m$.

Let $L = \bigcup_{m=1}^{\infty} L_m$ (as a point set), topologized by the rule: $X \subset L$ is closed if and only if $X \cap L_m$ is closed in $L_m$, for each $m \geq 1$. This certainly is a topology, and $L$ is a CW-complex by Theorem 7.3.12. Moreover each $L_m$, and $K$, is a subcomplex of $L$.

To prove (a) and (b), note that, given any $r$, $i_*: \pi_r(L^{r+1}) \to \pi_r(L)$
is an isomorphism. But $L^{r+1}$ is the $(r+1)$-skeleton of each $L_m$ for which $n + m > r$, so that $i_*: \pi_r(L^{r+1}) \to \pi_r(L_m)$ is also an isomorphism for such $m$. Hence $i_*: \pi_r(L_m) \to \pi_r(L)$ is an isomorphism, and (a) and (b) are now immediate.

Example 7.5.10 We have already proved that

$$\pi_r(S^n) \cong \begin{cases} 0, & r < n \\ Z, & r = n. \end{cases}$$

It follows from Theorem 7.5.9 that there exists a CW-complex $K$ such that $\pi_r(K) = 0$ for $r \neq n$, and $\pi_n(K) \cong Z$. Such a CW-complex is called an Eilenberg–MacLane space $K(Z, n)$: we shall see in Chapter 8 that these spaces are important in the cohomology theory of CW-complexes.

EXERCISES

1. Let $X$ and $Y$ be path-connected spaces with base points $x_0$, $y_0$, and suppose that $(X, x_0)$ has the absolute homotopy extension property. Show that a path $u$ in $Y$ from $y_0$ to $y_1$ gives rise to a (1-1)-correspondence $u_\#: [X, Y]_0 \to [X, Y]_1$ (where $[X, Y]_1$ denotes $[X, Y]$ with base points $x_0$, $y_1$ respectively), with the following properties.

(a) If $u \simeq v \rel 0, 1$, then $u_\# = v_\#$. 
(b) $(e_{y_0})_\#$ is the identity function.
(c) If $w$ is a path from $y_1$ to $y_2$, then $(u \cdot w)_\# = w_\#u_\#$.
(d) If $f: Y \to Z$ is a map such that $f(y_0) = z_0$ and $f(y_1) = z_1$, then $f_*u_\# = (fu)_#f_*: [X, Y]_0 \to [X, Z]_1$.
(e) If $X$ is an AHJ, $u_\#$ is an isomorphism.

Deduce that, if $f$ in (d) is a homotopy equivalence (as an unbased map), then $f_*: [X, Y]_0 \to [X, Z]_0$ is a (1-1)-correspondence.

2. Let $\Omega_n(X)$ be the subgroup of $\pi_n(X)$ generated by all elements of the form $x - u_\#x$, where $[u] \in \pi_1(X)$ (if $n = 1$, this is to be interpreted as $x.(u_\#x)^{-1}$). Show that $\Omega_n(X)$ is a normal subgroup of $\pi_n(X)$. If $X$ is path-connected, and $\pi_n^*(X)$ denotes $\pi_n(X)/\Omega_n(X)$, show that a homotopy class of (unbased) maps $f: S^1 \to X$ defines a unique element of $\pi_n^*(X)$, and that a map $g: X \to Y$ between path-connected spaces gives rise to a homomorphism $g_*: \pi_n^*(X) \to \pi_n^*(Y)$.

3. Given elements $x, y \in \pi_2(X, Y)$, prove that $[\partial_y x]_#y = x^{-1}yx$. (Hint: Represent $x$ and $y$ by based maps $f, g: (E^2, S^1) \to (X, Y)$ such that $f$ is the constant map on $x_2 \geq 0$ and $g$ is the constant map on $x_2 \leq 0$, consider the effect of rotating $E^2$ through an angle $\pi$.) Deduce that $(X, Y)$ is relatively 2-simple if $\pi_2(X, Y)$ is abelian and $i_*\pi_1(Y) = 0$. 

4. Let $\Omega_n(X, Y)$ be the subgroup of $\pi_n(X, Y)$ generated by elements of the form $x - u \cdot x,$ where $[u] \in \pi_1(Y).$ Show that $\Omega_n(X, Y)$ is a normal subgroup of $\pi_n(X, Y).$ If $Y$ is path-connected, and $\pi_n^*(X, Y)$ denotes $\pi_n(X, Y)/\Omega_n(X, Y),$ show that a homotopy class of maps $f: (I^n, \partial I^n) \to (X, Y)$ defines a unique element of $\pi_n^*(X, Y),$ and that the product of two such elements may be obtained as in Proposition 7.2.15.

Show that a map $g: (X, Y) \to (Z, W)$ gives rise to a homomorphism $g_*: \pi_n^*(X, Y) \to \pi_n^*(Z, W) (n \geq 2),$ and that there are homomorphisms $j_*: \pi_n^*(X, Y) \to \pi_n^*(X, Y)$ (if $\pi_1(X, Y) = 0,$ $\partial_*: \pi_n^*(X, Y) \to \pi_{n-1}^*(Y),$ such that $i_*j_* = 0,$ $\partial_*j_* = 0$ and $i_*\partial_* = 0.$

5. Let $(X, Y)$ be a pair of spaces. Deduce the following results from the exact homotopy sequence of $(X, Y).$

(a) If $Y$ is a retract of $X,$ then $\pi_n(X) \cong \pi_n(Y) \oplus \pi_n(X, Y)$ $(n \geq 2).$

(b) If $1_X$ is homotopic to a map of $X$ into $Y,$ then

$$\pi_n(Y) \cong \pi_n(X) \oplus \pi_{n+1}(X, Y) \quad (n \geq 2).$$

(c) If $i: Y \to X$ is homotopic to the constant map, then

$$\pi_n(X, Y) \cong \pi_n(X) \oplus \pi_{n-1}(Y) \quad (n \geq 3).$$

(All maps and homotopies are assumed to be based.)

6. Let $X$ be an AH'I and $Y, Z$ be any spaces. Prove that

$$[X, Y \times Z] \cong [X, Y] \oplus [X, Z].$$

7. Let $X$ be a commutative AH'I. Prove that

$$[X, Y \vee Z] \cong [X, Y] \oplus [X, Z] \oplus [X, L_i],$$

where $L_i$ is the mapping path-space of the inclusion map $Y \vee Z \to Y \times Z.$ Show also that $[X, L_i]$ is in $(1-1)$-correspondence with homotopy classes of based maps $(X \wedge I, X \wedge 0) \to (Y \times Z, Y \vee Z).$

8. If $F$ denotes the real numbers $R,$ the complex numbers $C$ or the quaternions $H,$ the F-projective space of dimension $n,$ $FP^n,$ is defined to be the space $(F^{n+1} - 0)/S,$ where $S$ is the equivalence relation given by $xSy \iff x = f(y)$ for some $f \in F.$ $FP^n$ is given the identification topology, and the equivalence class of $(f_1, \ldots, f_{n+1})$ is written $[f_1, \ldots, f_{n+1}].$

By writing points of $E^{2n}$ in the form $(x_1, \ldots, x_n, r),$ where $0 \leq r \leq 1$ and $x_1, \ldots, x_n$ are complex numbers such that $|x_1|^2 + \cdots + |x_n|^2 = 1 - r^2,$ prove that $CP^n$ is homeomorphic to the space obtained from $E^{2n}$ by identifying points of $S^{2n-1}$ that are mapped to the same point under $\rho: S^{2n-1} \to CP^{n-1},$ where $\rho$ is defined by $\rho(x_1, \ldots, x_n) = [x_1, \ldots, x_n].$ Deduce that $CP^n$ is a CW-complex with one cell in each dimension $0, 2, \ldots, 2n.$

Similarly, show that $HP^n$ is a CW-complex with one cell in each dimension $0, 4, \ldots, 4n.$

9. Prove that a CW-complex is normal.
10. Let $K$ be a CW-complex with a finite number of cells. Use Theorem 7.3.12 and the Simplicial Approximation Theorem to show that $K$ has the homotopy type of a polyhedron. Deduce that $\pi_1(K \vee L) \cong \pi_1(K) \ast \pi_1(L)$ for any CW-complexes $K$ and $L$.

11. A Hausdorff space $K$ is said to be (infinitely) triangulated if, for each $n \geq 0$, there exists an indexing set $A_n$ and an $n$-simplex $\sigma_n$, and maps $\phi^n_\alpha : \sigma_n \to K$ for each $\alpha \in A_n$, with the following properties.

(a) $K = \bigcup \phi^n_\alpha(\sigma_n)$, for all $n \geq 0$ and $\alpha \in A_n$.
(b) Each $\phi^n_\alpha$ is (1-1).
(c) Given a face $\tau_m$ of $\sigma_n$, there exists a simplicial homeomorphism $\psi_\tau : \sigma_m \to \tau_m$ such that, given $\alpha \in A_n$, there exists $\beta \in A_m$ with $\phi^n_\beta = \phi^n_\alpha \psi_\tau$.
(d) $\phi^n_\alpha(\sigma_n) \cap \phi^n_\beta(\sigma_m)$ is either empty, or is $\phi^n_\gamma(\sigma_p)$ for some $p$ and $\gamma \in A_p$.
(e) A subset $X$ of $K$ is closed if and only if $(\phi^n_\alpha)^{-1}X$ is closed in $\sigma_n$, for each $n$ and $\alpha \in A_n$.

Prove that any space homeomorphic to a polyhedron is a triangulated space, and that any triangulated space is a CW-complex.

12. Prove the analogue of the Simplicial Approximation Theorem for maps of a (compact) polyhedron into a triangulated space. Deduce that any CW-complex is homotopy-equivalent to a triangulated space. Show also that a CW-complex with a countable number of cells has countable homotopy groups.

13. Let $U$ be an open set in $\mathbb{R}^n$. Show that $U$ is a triangulated space, and hence is a CW-complex. (Hint: divide $\mathbb{R}^n$ into hypercubes of unit side, and triangulate each. For each $m \geq 0$, pick the simplexes of the $m$th derived complex that are contained in $U$, and observe that, since the mesh tends to zero as $m \to \infty$, each point of $U$ is contained in at least one simplex. The resulting collection of simplexes is not a triangulation, but may be made so by subdivision.)

14. By using an argument similar to that in Theorem 7.3.12, show that a CW-complex is locally contractible, that is, given a point $x$ and an open set $U$ containing $x$, there exists a contractible open set $V$ such that $x \in V \subset U$. Deduce that a CW-complex is locally path-connected and weakly locally simply-connected, in the sense of Chapter 6, Exercises 23 and 25.

15. Let $K$ be a CW-complex, and let $\tilde{K}$ be its universal cover, with covering map $f : \tilde{K} \to K$ (see Chapter 6, Exercise 25). Prove that $\tilde{K}$ is also a CW-complex. (Hint: given a characteristic map $\phi^\alpha_n : E^n \to K$, a point $x \in \phi^\alpha_n(e^n)$ and a point $\tilde{x}$ such that $f(\tilde{x}) = x$, there is a unique map $\tilde{\phi}^\alpha_n : E^n \to \tilde{K}$ such that $\tilde{x} \in \tilde{\phi}^\alpha_n(e^n)$ and $f\tilde{\phi}^\alpha_n = \phi^\alpha_n$. Show that the set of all such $\tilde{\phi}^\alpha_n$ is a set of characteristic maps for a CW-decomposition of $\tilde{K}$.)
16. Let $K$ be an $n$-dimensional CW-complex, and let $L$ be a subcomplex that contains $K^{n-1}$ ($n \geq 2$). Let the indexing sets for $K$ and $L$ be $A$, $B$, respectively, and let $\phi_e^*$ be the characteristic maps. Prove that $\bigoplus_{A_e = B_e} \pi_n(E^a_e, S^{a-1}) \to \pi_n^*(K, L)$ is onto.

17. Let $f: X \to Y$ be a map such that $f_*: \pi_r(X) \to \pi_r(Y)$ is a (1-1)-correspondence, and $f_*: \pi_r(X, x_0) \to \pi_r(Y, f(x_0))$ is an isomorphism for $r < n$ and is onto for $r = n$, for all points $x_0 \in X$. Show that, for any CW-complex $K$, $f_*: [K, X] \to [K, Y]$ is a (1-1)-correspondence if $\dim K < n$, and is onto if $\dim K = n$.

18. Let $K$ be a CW-complex, and let $n$ be any positive integer. Show that there exists a space $X$ and a map $f: X \to K$ such that
   \begin{enumerate}[(a)]   \item $\pi_r(X) = 0$ for $r < n$;   \item $f_*: \pi_r(X) \to \pi_r(K)$ is isomorphic for $r \geq n$.   \end{enumerate}

19. Define $f: S^n \to RP^n$ by $f(x_1, \ldots, x_{n+1}) = [x_1, \ldots, x_{n+1}]$; show that $f$ is a local product, with fibre $S^0$. Deduce that $RP^n$ has the same homotopy groups as $S^n$, except for $\pi_1(RP^n) \cong \mathbb{Z}_2$ ($n > 1$).

   Similarly, show that there are local products $S^{2n+1} \to CP^n$, with fibre $S^1$, and $S^{4n+3} \to HP^n$, with fibre $S^3$. Deduce that $\pi_r(CP^n) \cong \pi_r(S^{2n+1})$ (except that $\pi_2(CP^n) \cong \mathbb{Z}$), and that $\pi_r(HP^n) \cong \pi_r(S^{4n+3}) \oplus \pi_{r-1}(S^3)$.

   Hence prove that $\pi_r(S^3) \cong \pi_r(S^2)$, $r \geq 3$, and that $\pi_r(S^4) \cong \pi_r(S^7) \oplus \pi_{r-1}(S^3)$.

20. Let $G$ be a topological group (see Chapter 3, Exercise 10), and consider the map $\rho: G \times G \times I \to G \times I$ defined by $\rho(g, h, t) = (gh, t)$. Show that $\rho$ induces a local product $q: G \ast G \to SG$, with fibre $G$, provided $G$ is locally compact and Hausdorff. (Hint: consider the open sets in $SG$ corresponding to $G \times [0, 1)$ and $G \times (0, 1]$.) By considering $S^1$ and $S^3$ as complex numbers and quaternions of unit modulus, respectively, show that $S^1$ and $S^3$ are topological groups. Hence, once again, deduce the existence of local products $S^3 \to S^2$, with fibre $S^1$, and $S^7 \to S^4$, with fibre $S^3$.

21. Let $G$ be a topological group, except that the associative law is weakened to: $(gh)h^{-1} = g$, for all $g, h \in G$. Show that, provided $G$ is locally compact and Hausdorff, $q: G \ast G \to SG$ is still a local product, with fibre $G$.

   The Cayley numbers are, as an additive group, the direct sum $H \oplus H$ of two copies of the quaternions, and multiplication is defined by $(h_1, h_2) \cdot (k_1, k_2) = (h_1k_1 - \overline{k_2}h_2, k_2h_1 + \overline{h_2}k_1)$. The conjugate of $(h_1, h_2)$ is $(\overline{h_1}, -h_2)$: show that $(h_1, h_2) \cdot (\overline{h_1}, -h_2) = (|h_1|^2 + |h_2|^2, 0)$ and is $(0, 0)$ if and only if $(h_1, h_2) = (0, 0)$. Hence define the modulus $|h_1, h_2| = (|h_1|^2 + |h_2|^2)^{1/2}$, and prove that the Cayley numbers of unit modulus form a group under multiplication, except that the associative law is weakened as above.
By identifying $S^7$ with this 'group', show that there is a local product $S^9 \to S^8$, with fibre $S^7$. Deduce that
\[ \pi_7(S^8) \cong \pi_7(S^9) \oplus \pi_{r-1}(S^7). \]

22. Let $G$ be a topological group, and let $K \subset H$ be closed subgroups (that is, subgroups that are closed subspaces). Write $G/H$ for the set of left cosets $gH$, topologized so that the quotient function $p: G \to G/H$ is an identification map.

The map $p$ is said to have a local cross-section if there exists an open neighbourhood $U$ of the point $(H)$ in $G/H$ and a map $f: U \to G$ such that $pf = 1_U$. Prove that, if $p$ has a local cross-section, then the identification map $q: G/K \to G/H$ is a local product, with fibre $H/K$. (Hint: consider the open covering of $G/H$ by open sets $gU$, for all $g \in G$, and define $\phi: gU \times H/K \to q^{-1}(gU)$ by $\phi(x, y) = g.f(g^{-1}x).y$.)

23. The orthogonal group $O(n)$ is the group of real $(n \times n)$ matrices $A$ such that $AA' = I$, topologized as a subspace of $\mathbb{R}^{n^2}$. Show that $O(n)$ is a topological group, and that if $O(n - 1)$ is regarded as the subgroup of matrices $(a_{ij})$ such that $a_{nn} = 1$, $a_{in} = a_{nj} = 0$ otherwise, then $O(n - 1)$ is a closed subgroup.

By identifying left cosets of $O(n - 1)$ with the last column of a representative matrix in $O(n)$, show that $O(n)/O(n - 1)$ is homeomorphic to $S^{n-1}$. Show also that the identification map $p: O(n) \to S^{n-1}$ has a local cross-section, by the following method. Given $(x_1, \ldots, x_n) \in S^{n-1}$, with $x_n \neq 1$, regard $(x_1, \ldots, x_n)$ as a column vector $x$; let $e_r$ be the column vector with 1 in the $r$th place and 0’s elsewhere, and define
\[ f_r = e_r - (x_r/1 + x_n)(x + e_n) \quad (1 \leq r \leq n - 1) \]
\[ f_n = x; \]
now prove that $f(x) = (f_1, \ldots, f_n)$ defines a local cross-section.

Deduce that the following identification maps are local products.
(a) $p: O(n) \to S^{n-1}$, with fibre $O(n - 1)$.
(b) $p: SO(n) \to S^{n-1}$, with fibre $SO(n - 1)$, where $SO(n)$ is the subgroup of $O(n)$ of matrices with determinant 1.
(c) $p: V_{n,k} \to S^{n-1}$, with fibre $V_{n-1,k-1}$, where $V_{n,k} = O(n)/O(n - k)$ (this space is called a Stiefel manifold).

Finally, show that $\pi_r(O(n)) \cong \pi_r(O(n + 1))$ for $r < n - 1$, with similar isomorphisms involving $SO(n)$ and $V_{n,k}$.

24. Consider $S^3$ as the topological group of quaternions of unit modulus, and regard $S^2$ as the subspace consisting of quaternions of the form $(0, b, c, d)$. Show that, for each $x \in S^3$, the map
\[ y \mapsto x.y.x^{-1} \]
is a linear map that sends $S^2$ into itself. Deduce that there is a map $h: S^3 \to SO(3)$, that induces a homeomorphism between $RP^3$ and $SO(3)$. Hence prove that $\pi_1(SO(n)) \cong \mathbb{Z}_2$, $\pi_2(SO(n)) = 0$, $n \geq 3$. 
25. The unitary group $U(n)$ is the group of complex $(n \times n)$ matrices $A$ such that $A\overline{A} = I$, and the symplectic group $Sp(n)$ is similarly defined, but using the quaternions. Show that $U(n)$ and $Sp(n)$ are topological groups, and that there are local products $U(n) \to S^{2n-1}$, with fibre $U(n-1)$, and $Sp(n) \to S^{4n-1}$, with fibre $Sp(n-1)$. If $SU(n)$ is the subgroup of $U(n)$ of matrices with determinant 1, show also that there is a local product $SU(n) \to S^{2n-1}$, with fibre $SU(n-1)$.

Deduce that $\pi_r(U(n)) \cong \pi_r(U(n+1))$ and $\pi_r(SU(n)) \cong \pi_r(SU(n+1))$ for $r < 2n$, and that $\pi_r(Sp(n)) \cong \pi_r(Sp(n+1))$ for $r < 4n + 2$. Show also that $\pi_1(U(n)) \cong \mathbb{Z}$, $\pi_2(U(n)) = 0$ and $\pi_3(U(n)) \cong \mathbb{Z}$, for $n \geq 2$, and that $\pi_1(Sp(n)) = \pi_2(Sp(n)) = 0$ and $\pi_3(Sp(n)) \cong \mathbb{Z}$, for $n \geq 1$.

26. Given elements $\alpha \in \pi_{n+r}(S^n)$, $\beta \in \pi_{n+r}(S^n)$; show that the Whitehead product $[\alpha, \beta]$ is zero if either $\alpha$ or $\beta$ is in the image of $p_* : \pi_*(SO(n+1)) \to \pi_*(S^n)$, where $p$ is as in Exercise 23 (in this question, $(0, \ldots, 0, 1)$ is taken as the base point of $S^n$). Deduce that if the inclusion map $i : SO(n) \to SO(n + 1)$ induces a monomorphism $i_* : \pi_{n+r-1}(SO(n)) \to \pi_{n+r-1}(SO(n + 1))$, then $[\alpha, \beta] = [\beta, \alpha] = 0$ for all $\alpha, \beta \in \pi_{n+r}(S^n)$ and all $\beta$ whatever.

Establish similar results using $SU(n)$ and $Sp(n)$ in place of $SO(n)$, and also deduce that $[\alpha, \beta] = 0$ for all $\alpha, \beta \in \pi_*(S^2)$, except when $\alpha$ and $\beta$ are both in $\pi_2(S^2)$.

NOTES ON CHAPTER 7

**CW-complexes.** The original definition, and most of the theorems of Section 7.3 (also Exercises 9 and 15) are the work of J. H. C. Whitehead [160]. In particular, Whitehead first proved Theorem 7.3.16(a), although (b) is due to Milnor [104]; for an example of two CW-complexes whose product is not a CW-complex, see Dowker [48]. The product $K \times L$ was first considered by Spanier [129], though see also Kelley [85], Chapter 7, and R. Brown [32].

Various other constructions can be performed with CW-complexes to yield spaces that have at least the homotopy type of CW-complexes. For example, Milnor [104] proves that $K \times L$ and $K^C$ have the homotopy type of CW-complexes for all CW-complexes $K$, $L$ and all compact Hausdorff spaces $C$, and Stasheff [133] proves that, if $f : E \to B$ is a fibre map and $B$ is a CW-complex, then $E$ is homotopy-equivalent to a CW-complex if and only if the same is true of the fibre. The special case of this result in which $f$ is a covering map was established earlier by Whitehead [160]: indeed, in this case $E$ actually is a CW-complex (cf. Exercise 15).

Although clearly not every space is a CW-complex, it is sufficient for many purposes to consider only CW-complexes rather than arbitrary topological spaces. For, by a theorem of J. H. C. Whitehead [161], given any space $X$, there exists a CW-complex $K$ and a weak homotopy equivalence $f : K \to X$. 
Calculation theorems. The result that $\pi_n(S^n) \cong \mathbb{Z}$ is due to Brouwer [25] and Hopf [66], and Theorem 7.4.15 to J. H. C. Whitehead [156].

Section 7.5. Like much of the rest of this chapter, this is largely the work of J. H. C. Whitehead: Theorem 7.5.4 and 7.5.7 first appeared in [160], and Theorem 7.5.8 in [156].

The Hopf fibrings. The local products $S^3 \to S^2$, with fibre $S^1$, $S^7 \to S^4$, with fibre $S^3$, and $S^{15} \to S^8$, with fibre $S^7$, discussed in Exercises 20 and 21, were first discovered by Hopf [69, 70]. It might be supposed that these were but the first of a series of local products $S^{2n+1} \to S^{2n}$, with fibre $S^{2n-1}$; but the result of Adams [2], mentioned in the notes on Chapter 6, shows that such local products exist only in the cases $n = 1, 2$ and 3.

Topological groups, local cross-sections, and homotopy groups. (Exercises 22–25.) For more details of these topics, see Steenrod [137]. The map $p: G \to G/H$, considered in Exercise 22, nearly always has a local cross-section: this is proved by Chevalley [40], Chapter 4, in the case where $G$ is a Lie group, and in a more general situation by Mostert [108].

Many of the homotopy groups of the topological groups considered in Exercises 23–25 are known. For the groups $\pi_r(O(n))$ ($r < n - 1$), $\pi_r(U(n))$ ($r < 2n$) and $\pi_r(Sp(n))$ ($r < 4n + 2$), see Bott [22]; many of the groups outside these ranges of dimensions have been calculated by Barratt and Mahowald [20]. The closely related homotopy groups of Stiefel manifolds have been investigated by Paechter [113].

Whitehead products. Exercise 26 is due to S. Thomeier.

Suggestions for further reading. One of the most important (and as yet unsolved) problems of homotopy theory is the calculation of the groups $\pi_r(S^n)$. There are two main lines of attack: the first is based on the EHP sequence of G. W. Whitehead [154] and has been exploited most fully by Toda [145]; the second attempts to calculate $\pi_r(S^n)$ only for $r < 2n - 1$ (when, by a theorem of Freudenthal [59], the groups depend only on $r - n$), and uses an algebraic machine known as the Adams spectral sequence (see Adams [1, 5]). Much work has been done on the latter method: see for example May [101, 102], Maunder [97, 98], Mahowald [93], and Mahowald and Tangora [95]. An attempt has been made to extend the Adams spectral sequence outside the range of dimensions $r < 2n - 1$ (see [23, 121]); this method also generalizes the EHP sequence.

A related problem is the determination of the image of the $J$-homomorphism $J: \pi_r(SO(n)) \to \pi_{r+n}(S^n)$ (for the definition, see G. W. Whitehead [152]). This problem has been almost completely solved by Adams [4] (see also Mahowald [94]).
CHAPTER 8

HOMOLOGY AND COHOMOLOGY OF CW-COMPLEXES

8.1 Introduction

This final chapter is concerned with various topics in the homology and cohomology theory of CW-complexes. We start by showing, in Section 8.2, that the homology and cohomology groups can be calculated directly from the cellular structure, using the cells in the same way that the simplexes are used in the simplicial homology groups of a polyhedron. This is the important basic result of this chapter, and in particular we shall see in Section 8.3 that it leads to a straightforward proof (for CW-complexes) of the theorem of Hurewicz that relates homotopy and homology groups.

In Section 8.4 we shall see how cohomology theory fits into the general scheme of Chapter 6. This will be done by showing that the cohomology groups of a CW-complex can be identified with the groups of homotopy classes of maps into Eilenberg-MacLane spaces; thus cohomology groups are 'dual' to homotopy groups, at least for CW-complexes. We shall also investigate more general 'cohomology theories', obtained by replacing the Eilenberg-MacLane spaces by other spaces.

Finally, in Section 8.5 cohomology theory will be sharpened by introducing a ring structure. As in the case of the Hurewicz theorem, it is possible to carry out the work for arbitrary spaces, but we shall confine our attention to CW-complexes, since the results of Section 8.2 will then greatly simplify the proofs.

8.2 The Excision Theorem and cellular homology

The chief aim of this section is to generalize to CW-complexes the result of Chapter 4 that $H_n(|K|) \cong H(C(K))$ for a simplicial complex $K$. It would be tempting to try to do so by the method of Section 4.3, that is, by showing first that the homology of a CW-complex $K$ can be calculated from a subchain complex $A(K)$ of $S(K)$, generated by the cellular maps from $A_n$ to $K$, and secondly by taking a quotient of $A(K)$ whose generators are in (1-1)-correspondence with the cells of $K$. 
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Now it is fairly easy to carry out the first of these steps, by using the Cellular Approximation Theorem in place of the Simplicial Approximation Theorem in the arguments of Section 4.3; but the second step would be much more difficult, because there is no coherent way of identifying the characteristic maps \( \phi^n_\alpha : E^n \to K \) with cellular maps of \( \Delta^n \).

Because of these difficulties, we shall not pursue this line of attack. However, it is possible to establish the result we want by a different approach, based on the proof of Theorem 4.4.14: it will be proved that the homology groups of a CW-complex \( K \) can be calculated from a chain complex \( C \) in which \( C_n = H_n(K^n, K^{n-1}) \), and that \( C_n \) is a free abelian group whose generators are in \((1-1)\)-correspondence with the n-cells of \( K \). To make this argument work, it will be necessary to know \( H_*(K^n, K^{n-1}) \), and to this end we shall prove that \( H_*(K, L) \cong \hat{H}_*(K/L) \) for any CW-pair \((K, L)\): since by Example 7.3.15 \( K^n/K^{n-1} \) is a one-point union of \( S^n\)'s, this will suffice to calculate \( H_*(K^n, K^{n-1}) \). In turn, the result that \( H_*(K, L) \cong \hat{H}_*(K/L) \) is a corollary of the Excision Theorem, which is the analogue for arbitrary spaces of Example 4.3.6 for polyhedra.

**Theorem 8.2.1 (The Excision Theorem.)** Let \( A \) and \( B \) be subspaces of a space \( X \), and suppose that there exist open sets \( U, \ V \), in \( X \), such that \( U \subset A, \ V \subset B, \) and \( X = U \cup V \). Then

\[
i_* : H_n(B, A \cap B) \to H_n(X, A)
\]

is an isomorphism for all \( n \), where \( i \) is the inclusion map.

**Proof.** We show first that every element of \( H_*(X, A) \) can be represented by a linear combination of singular simplexes that are maps into either \( U \) or \( V \). This is done by using a modification of the subdivision chain map \( \phi \) of Definition 4.3.2.

Given any space \( X \), define a homomorphism \( \psi : S_n(X) \to S_n(X) \) (for each \( n \)) by the formula \( \psi(\lambda) = \lambda \cdot \phi(1_n) \), where \( 1_n \) denotes the identity map of \( \Delta^n \), and \( \phi : \Delta_n(K(\Delta_n)) \to \Delta_n((K(\Delta_n))^c) \) is the subdivision chain map. Now \( \psi \) is a chain map, because

\[
\hat{e}\psi(\lambda) = \lambda \cdot \phi \hat{e}(1_n)
\]

\[
= \sum (-1)^r \lambda \cdot \phi F^r(1_{n-1})
\]

\[
= \sum (-1)^r(\lambda F^r) \cdot \phi(1_{n-1})
\]

\[
= \psi \hat{e}(\lambda).
\]

(It is easy to see that \( \phi F^r(1_{n-1}) = F^r \phi(1_{n-1}) \), since \( F^r \) is \((1-1)\) and simplicial.)
Moreover $\psi$ is chain-homotopic to the identity chain isomorphism. The proof of this is exactly like that of Proposition 4.3.4: we construct suitable elements $y_{n+1} \in \Delta_{n+1}(M_n)$, where $M_n$ is a triangulation of $\Delta_n \times I$ that has $K(\Delta_n)$ at the '0 end' and $(K(\Delta_n))'$ at the '1 end'. The details are left to the reader.

Clearly $\psi$ can be extended to a chain map $\psi: S_n(X, A) \to S_n(X, A)$, which is chain-homotopic to the identity; also, $\psi$ can be iterated. Now if $\lambda$ is a singular $n$-simplex in $X$, the sets $\lambda^{-1}(U), \lambda^{-1}(V)$ form an open covering of $\Delta_n$; hence by Theorem 1.4.35 and Proposition 2.5.15 there exists an integer $r$ such that $\psi'(\lambda)$ is a linear combination of singular $n$-simplexes that map into either $U$ or $V$. Clearly also the integer $r$ can be chosen to have this property for a finite number of $\lambda$'s simultaneously.

Now consider $x \in H_n(X, A)$, represented by $z \in Z_n(X, A)$. Since $\psi$ is chain-homotopic to the identity, $z$ and $\psi'(z)$ differ by a boundary for each $r$, and so $\psi'(z)$ also represents $x$. By choosing $r$ large enough we can ensure that $\psi'(z)$ is a linear combination of singular simplexes that each map into either $U$ or $V$, and hence into either $A$ or $B$; but then $\psi'(z) \in Z_n(B, A \cap B)$. This proves that $i_*: H_n(B, A \cap B) \to H_n(X, A)$ is onto.

To show that $i_*$ is also (1-1), consider $z \in Z_n(B, A \cap B)$ such that $i(z) \in B_n(X, A)$. Then $z$, regarded as a linear combination of singular simplexes in $X$, is of form $\partial x + y$, where $x \in S_{n+1}(X)$ and $y \in S_n(A)$. Choose $r$ such that every singular simplex in $\psi'(x)$ maps into $U$ or $V$; thus $\psi'(x) = a + b$, where $a \in S_{n+1}(A)$ and $b \in S_{n+1}(B)$. Hence $\psi'(z) = \psi'\partial x + \psi'y$ and $\psi'(z) - \partial b = \partial a + \psi'(y)$. But $\psi'(z) - \partial b \in S_n(B)$ and $\partial a + \psi'(y) \in S_n(A)$, so that in fact both are in $S_n(A \cap B)$. It follows that $\psi'(z) = \partial b + [\partial a + \psi'(y)] \in B_n(B, A \cap B)$, so that $\psi'(z)$, and hence $z$, represents the zero element of $H_n(B, A \cap B)$. Thus $i_*$ is (1-1).

An obvious modification of the above argument shows that, for any coefficient group $G$, $i_*: H_n(B, A \cap B; G) \to H_n(X, A; G)$ is an isomorphism. However, the corresponding result in cohomology does not follow quite so easily, since a representative cycle for an element of, say, $H^n(X, A; G)$ may be non-zero on an infinite number of singular $n$-simplexes, and so the argument involving $\psi'$ may not work. On the other hand the cohomology version can be deduced directly from the homology version by means of the following proposition.

**Proposition 8.2.2** Let $D$ be a chain complex in which each $D_n$ is a free abelian group, and is zero for $n < 0$. Let $C$ be a subchain complex such that each $D_n/C_n$ is also free abelian, and the inclusion
chain map $f : C \to D$ induces an isomorphism $f_* : H(C) \to H(D)$. Then for any abelian group $G$, $(f \wedge 1)_* : H(D \wedge G) \to H(C \wedge G)$ is also an isomorphism.

**Proof.** Write $E = \bigoplus E_n$, where $E_n = D_n/C_n$. By Theorem 4.4.2 we have $H(E) = 0$, and since $E$ is free abelian, Proposition 5.2.8 and Theorem 4.4.2 again will show that $(f \wedge 1)_*$ is an isomorphism, provided that we can deduce that $H(E \wedge G) = 0$.

This is done by constructing a chain homotopy $h : E_n \to E_{n+1}$, between the identity and the zero chain map, rather as in the proof of Theorem 4.3.9. Suppose as an inductive hypothesis that we have constructed $h : E_r \to E_{r+1}$ for all $r < n$ (take $h$ to be the zero homomorphism if $r < 0$). Then if $x \in E_n$, $\partial(x - h\partial x) = \partial x - \partial h\partial x = 0$, so that, since $Z(E) = B(E)$, there exists $hx \in E_{n+1}$ such that $x = \partial hx + h\partial x$: thus the inductive step is complete. But now $h \wedge 1 : (E \wedge G)_{-n-1} \to (E \wedge G)_{-n}$ is a chain homotopy between the identity and zero; so we immediately have $H(E \wedge G) = 0$.

**Corollary 8.2.3** With the data of Theorem 8.2.1,

$$i^* : H^n(X, A; G) \to H^n(B, A \cap B; G)$$

is an isomorphism for all $n$, where $G$ is any abelian group.

**Proof.** Put $D = S(X, A)$ and $C = S(B, A \cap B)$ in Proposition 8.2.2.

Before deducing results about CW-complexes, we give a generalization of the suspension isomorphism of Theorem 4.4.10. For an arbitrary space $X$, this involves the 'unreduced suspension' $SX$, defined as in Corollary 6.2.19 to be the space obtained from $X \times I$ by identifying $X \times 1$ and $X \times 0$ to points (and given a map $f : X \to Y$, the corresponding map $Sf : SX \to SY$ is induced by $f \times 1 : X \times I \to Y \times I$).

**Theorem 8.2.4** For each $n$, there is an isomorphism $s_* : \tilde{H}_n(X) \to \tilde{H}_{n+1}(SX)$, such that, if $f : X \to Y$ is any map, $s_*f_* = (Sf)_*s_*$.

**Proof.** If $K$ is a simplicial complex, it is easy to see, as in the proof of Theorem 4.4.10, that $s_*$ is $(-1)^{n+1}$ times the composite

$$\tilde{H}_n(K) \xleftarrow{\partial_*} H_{n+1}(K* a, K) \xrightarrow{i_*} H_{n+1}(SK, K* b) \xrightarrow{j_*} \tilde{H}_{n+1}(SK),$$

where $i_*$ is an excision isomorphism. For an arbitrary space $X$, therefore, let $s_*$ be $(-1)^{n+1}$ times the composite
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\[ H_n(X) \leftarrow H_{n+1}(C_1X, X) \xrightarrow{\partial_*} H_{n+1}(SX, C_0X) \leftarrow H_{n+1}(SX), \]

where \( C_0X, C_1X \) are the subspaces of \( SX \) corresponding to \( X \times [0, \frac{1}{2}] \), \( X \times [\frac{1}{2}, 1] \) respectively, and \( X \) is identified with \( X \times \frac{1}{2} \).

To show that \( \ast \) is an isomorphism, observe that \( \partial_* \) and \( i_* \) are certainly isomorphic since \( C_1X \) and \( C_0X \) are clearly contractible, so that it is sufficient to prove that \( i_* \) is an isomorphism. Unfortunately this is not quite an immediate corollary of Theorem 8.2.1, since the open sets \( U, V \) do not exist. However, if we write \( C_X \) for the subspace of \( SX \) corresponding to \( X \times [\frac{1}{2}, 1] \), there is a commutative diagram

\[
H_{n+1}(C_X, X \times [\frac{1}{2}, 1]) \xrightarrow{i_*} H_{n+1}(SX, C_0X)
\]

The top \( i_* \) is an isomorphism by Theorem 8.2.1, and the left-hand \( i_* \) is isomorphic since it is induced by an obvious homotopy equivalence; hence the right-hand \( i_* \) is isomorphic as well.

That \( s_* f_* = (Sf)_* s_* \) is an immediate consequence of Theorem 4.4.3.

Of course, any coefficient group may be used in Theorem 8.2.4, and there is a corresponding isomorphism \( s_*: \overset{H_{n+1}(SX, G)}{H_{n+1}(X, G)} \rightarrow H_{n}(X, G) \).

If \( K \) is a (based) CW-complex, the proof of Corollary 6.2.19 shows that the identification map \( p: SK \rightarrow sK \) is a homotopy equivalence, so that, by composing with \( p_* \), we may if we wish regard \( s_* \) as an isomorphism \( s_*: \overset{H_{n}(K)}{H_{n+1}(sK)} \rightarrow \overset{H_{n}(K)}{H_{n+1}(sK)} \) (and if \( f: K \rightarrow L \) is a (based) map of CW-complexes, \( s_* f_* = (f \wedge 1)_* s_* \)). This version of \( s_* \) may be interpreted directly in terms of reduced cones and suspensions of CW-complexes.

**Proposition 8.2.5** Let \( K \) be a CW-complex. Then \( s_*: \overset{H_{n}(K)}{H_{n+1}(sK)} \rightarrow \overset{H_{n+1}(sK)}{H_{n}(sK)} \) is \((-1)^{n+1}\) times the composite

\[ H_{n}(K) \leftarrow H_{n+1}(cK, K) \xrightarrow{q_*} H_{n+1}(sK, \text{point}) \xrightarrow{d_*} H_{n+1}(sK), \]

where \( q: cK \rightarrow sK \) is the obvious identification map.

**Proof.** Consider the map \( \phi: SK \rightarrow sK \) defined by

\[ \phi(x, t) = \begin{cases} \text{base point}, & 0 \leq t \leq \frac{1}{2} \\ x \wedge (2t - 1), & \frac{1}{2} \leq t \leq 1. \end{cases} \]

Clearly \( \phi \) is homotopic to \( p \), and maps \( C_1K \) onto \( cK \) and \( C_0K \) to the base.
point; our result therefore follows immediately from the commutative diagram

\[
\begin{array}{ccc}
H_{n+1}(C_1K, K) & \xrightarrow{i_*} & H_{n+1}(SK, C_0K) \\
\downarrow \phi_* & & \downarrow \phi_* \\
H_{n+1}(cK, K) & \xrightarrow{g_*} & H_{n+1}(sK, \text{point}) \\
\end{array}
\]

We show next that if \((K, L)\) is a (based) CW-pair, the sequence of spaces and maps

\[
L \xrightarrow{i} K \xrightarrow{i_1} C \xrightarrow{i_2} sK \rightarrow \ldots
\]

of Theorem 6.4.7 induces an exact sequence of homology groups, which can be identified with the exact homology sequence of \((K, L)\).

**Theorem 8.2.6** There is an isomorphism \(\alpha : H_n(K, L) \rightarrow \tilde{H}_n(C_i)\), such that, in the diagram

\[
\begin{array}{ccc}
H_n(K, L) & \xrightarrow{j_*} & H_n(K, C_i) \\
\downarrow \alpha & & \downarrow \alpha \\
H_n(K, L) & \xrightarrow{(i_1)_*} & \tilde{H}_n(C_i) \\
\end{array}
\]

we have \(\alpha j_* = (i_1)_*\) and \(s_* \partial_* = (-1)^n(i_2)_* \alpha\).

**Proof.** Let \(\alpha\) be the composite

\[
H_n(K, L) \xrightarrow{(i_1)_*} H_n(C_i, cL) \xrightarrow{j_*} \tilde{H}_n(C_i).
\]

Certainly \(j_*\) is an isomorphism, and so also is \((i_1)_*\): this would be true as in the proof of Theorem 8.2.4 if the subspace \(cL\) of \(C_i\) were replaced by the 'unreduced cone' \((L \times I)/(L \times 1)\); but the identification of (base point) \(\times I\) to a point makes no difference, by Corollary 6.2.7. That \(\alpha j_* = (i_1)_*\) follows immediately from Theorem 4.4.3.

To prove that \(s_* \partial_* = (-1)^n(i_2)_* \alpha\), consider an element \(x \in H_n(K, L)\), represented by a cycle \(z\). Regarded as an element of \(S_n(K)\), \(\partial z = y\), where \(y \in S_n(L)\). Since \(cL\) is contractible, \(y = \partial w\) for some \(w \in S_n(cL)\); and then \(z - w \in S_n(C_i)\) will do as a representative cycle for \(\alpha(x)\). Now \(i_2\) shrinks \(K\) to the base point, and is \(q: cL \rightarrow sL\) on \(cL\), so that \((i_2)_* \alpha(x) = [-q(w)]\), at least if we identify \(\tilde{H}_n(sK)\) with \(H_n(sK, \text{point})\).

On the other hand \(\partial_*(x)\) is represented by \(y\), and hence by Proposition 8.2.5 \(s_* \partial_*(x) = (-1)^n [q(w)] = (-1)^n(i_2)_* \alpha(x)\).

Naturally there are corresponding results involving homology or co-homology groups with any coefficients.
§8.2 EXCISION THEOREM AND CELLULAR HOMOLOGY

Corollary 8.2.7 Let \((K, L)\) be a CW-pair, and let \(\mu: K/L \to C_i\) be the homotopy equivalence of Theorem 6.5.2. Then if \(p: K \to K/L\) is the identification map, \(p_*: H_n(K, L) \to \tilde{H}_n(K/L)\) is an isomorphism, and in the diagram

\[
\begin{align*}
\tilde{H}_n(K) & \xrightarrow{f_*} \tilde{H}_n(K, L) \xrightarrow{\delta_*} \tilde{H}_{n-1}(L) \\
\downarrow & \downarrow p_* \downarrow s_* \\
\tilde{H}_n(K) & \xrightarrow{p_*} \tilde{H}_n(K/L) \xrightarrow{(i_2\mu)_*} \tilde{H}_n(sL),
\end{align*}
\]

we have \(p_*j_* = p_*\) and \(s_*\partial_* = (-1)^{n+1}(i_2\mu)_*p_*\).

Proof. It is sufficient to show that \(\mu_*p_* = \alpha: H_n(K, L) \to \tilde{H}_n(C_i)\), or equivalently that \(p_* = \lambda_*\alpha\), where \(\lambda: C_i \to K/L\) is the homotopy inverse to \(\mu\) in Theorem 6.5.2. But this follows from the commutative diagram

\[
\begin{CD}
H_n(K, L) @>i>> H_n(C_i, cL) @<j<< H_n(C_i, \text{point}) \\
\downarrow p_* @V\lambda_*VV @V\lambda_*VV \\
H_n(K/L, \text{point}).
\end{CD}
\]

Observe that \(p_*: H_n(K, L) \to \tilde{H}_n(K/L)\) is an isomorphism even if \(L = \emptyset\), provided \(K/\emptyset\) is interpreted as \(K^+\), the disjoint union of \(K\) with another point.

Example 8.2.8 As remarked after Corollary 6.5.3,

\[
\theta_* = (-1)^{n+1}(i_2\mu)_*: \tilde{H}_n(E^n/S^{n-1}) \to \tilde{H}_n(S^n),
\]

where \(\theta\) is the standard homeomorphism. It follows from Corollary 8.2.7 that \(\theta_* = s_*\partial_*: H_n(E^n, S^{n-1}) \to \tilde{H}_n(S^n)\), and in particular that \(\theta_*(\tilde{\sigma}_n) = \sigma_n\), where \(\sigma_n\) and \(\tilde{\sigma}_n\) are the 'standard generators' of Example 4.4.11.

Now that we have Corollary 8.2.7, we are in a position to prove the main theorem on the homology groups of a CW-complex \(K\). The first step is to calculate \(H_*(K^n, K^{n-1})\).

Proposition 8.2.9 Let \((K, L)\) be a CW-pair, with indexing sets \(A_n\) and \(B_n\), and characteristic maps \(\phi^n_a\). Write \(M^n = K^n \cup L\). Then the homomorphism \(\phi_*: \bigoplus_{A_n-B_n} H_*(E^n_a, S^n_a-1) \to H_*(M^n, M^{n-1})\), defined to be \((\phi^n_a)_*\) on each \(H_*(E^n_a, S^n_a-1)\), is an isomorphism. That is,
H_*(M^n, M^{n-1}) = 0 unless r = n, when it is a free abelian group with generators in (1-1)-correspondence with the n-cells of K - L.

Proof. Let X be the disjoint union \( \bigcup_{A_n-B_n} E_n \), and let Y be the corresponding union of the \( S_n^{-1} \). It is easy to see that

\[
\bigoplus_{A_n-B_n} H_*(E_n, S_n^{-1}) \cong H_*(X, Y),
\]

where the isomorphism is induced by the inclusion maps of each \( E_n \). On the other hand the obvious map \( \phi^n: (X, Y) \rightarrow (M^n, M^{n-1}) \) induces \( \phi^n: X/Y \rightarrow M^n/M^{n-1} \), which by Example 7.3.15 is a homeomorphism. Hence by Corollary 8.2.7 \( \phi^n: H_*(X, Y) \rightarrow H_*(M^n, M^{n-1}) \) is an isomorphism. 

Thus we may define a chain complex \( C(K, L) = \bigoplus C_n(K, L) \) by setting \( C_n(K, L) = H_n(M^n, M^{n-1}) \) (where \( M^n \) is interpreted as \( L \) if \( n < 0 \)), and by taking as boundary homomorphism \( \partial: C_n(K, L) \rightarrow C_{n-1}(K, L) \) the composite

\[
H_n(M^n, M^{n-1}) \xrightarrow{\partial} H_{n-1}(M^{n-1}, L) \xrightarrow{i_0} H_{n-1}(M^{n-1}, M^{n-2})
\]

(which is the same as \( \partial: H_n(M^n, M^{n-1}) \rightarrow H_{n-1}(M^{n-1}, M^{n-2}) \), or alternatively the composite

\[
H_n(M^n, M^{n-2}) \xrightarrow{\partial} H_{n-1}(M^{n-1}) \xrightarrow{i_0} H_{n-1}(M^{n-1}, M^{n-2}).
\]

Theorem 8.2.10 For each \( n \), \( H_n(K, L) \cong H_n(C(K, L)) \).

Proof. This is almost identical with Theorem 4.4.14. Indeed, we can repeat the proof word-for-word, as far as the statement that

\[
H_n(M^p, L) \cong H_n(C(K, L)),
\]

where \( p \) is any integer greater than \( n \), and it remains only to show that \( H_n(K, L) \cong H_n(M^p, L) \) (there was no difficulty in Theorem 4.4.14, since we were dealing only with finite-dimensional complexes).

Now an element of \( H_n(K, L) \) is represented by a cycle \( z \), which is a (finite) linear combination of singular \( n \)-simplexes in \( K \). Each of these singular simplexes is a map from \( A_n \) to \( K \), whose image is compact and so contained in a finite subcomplex. Thus \( z \) is in fact a cycle of \( S_n(M^p, L) \) for some \( p \). Since \( i_*: H_n(M^{n+1}, L) \rightarrow H_n(M^p, L) \) is an isomorphism for all \( p > n \), this means that \( H_n(M^{n+1}, L) \rightarrow H_n(M^p, L) \) is onto. But a similar argument shows that if \( x \in H_n(M^{n+1}, L) \) is sent to zero in \( H_n(K, L) \), then it must be sent to zero in some \( H_n(M^p, L) \), and so \( x = 0 \); thus \( H_n(M^{n+1}, L) \rightarrow H_n(K, L) \) is (1-1) as well.
Corollary 8.2.11 If \( f: (K, L) \to (P, Q) \) is a cellular map of CW-pairs, \( f_*: H_n(K, L) \to H_n(P, Q) \) is the homomorphism induced by the chain map \( f_*: H_n(M^n, M^{n-1}) \to H_n(R^n, R^{n-1}) \), where \( R^n = P^n \cup Q \).

In particular, if \( A \) and \( B \) are subcomplexes of \( K \), such that \( A \cup B = K \), then \( i_*: H_n(B, A \cap B) \to H_n(K, A) \) is an isomorphism for all \( n \).

Proof. Since all the homomorphisms in the proof of Theorem 8.2.10 are homomorphisms in the exact sequences of triples, this follows immediately from the remark after Theorem 4.4.5 (which also shows that \( f_* \) is a chain map).

For many purposes, it is convenient to have a more geometrical interpretation of the boundary homomorphism \( \partial: C_n(K, L) \to C_{n-1}(K, L) \) and the chain map \( f_*: C(K, L) \to C(P, Q) \). Now if \( \bar{\sigma}_n \) is the standard generator of \( H_n(E^n, S^{n-1}) \), Proposition 8.2.9 shows that \( C_n(K, L) \) may be identified with the free abelian group with generators the elements of \( A_n - B_n \), by letting \( \alpha \in A_n - B_n \) correspond to \( (\phi^n_\alpha)_* \bar{\sigma}_n \in H_n(M^n, M^{n-1}) \). Given \( \alpha \in A_n - B_n \) and \( \beta \in A_{n-1} - B_{n-1} \), let \( d_{\alpha \beta} \) be the composite map

\[
S^{n-1} \xrightarrow{\phi^n} M^{n-1} \xrightarrow{\partial} M^{n-1}/M^{n-2} \leftarrow \phi^n
\]

where \( \phi^n \) is the homeomorphism of Example 7.3.15 and \( q_\beta \) is the projection map corresponding to \( \beta \).

Proposition 8.2.12 \( \partial(\alpha) = \sum_{A_{n-1} - B_{n-1}} \partial_{\alpha \beta} \cdot \beta \), where \( \partial_{\alpha \beta} \) is the degree of \( d_{\alpha \beta} \).

Proof. The commutative diagram

\[
\begin{array}{ccc}
H_n(M^n, M^{n-1}) & \xrightarrow{\partial_n} & H_{n-1}(M^{n-1}) \\
\left(\phi^n_\alpha\right)_* & & \left(\phi^n_\alpha\right)_* \\
\downarrow & & \downarrow \\
H_n(E^n, S^{n-1}) & \xrightarrow{\partial_\alpha} & H_{n-1}(S^{n-1})
\end{array}
\]

shows that \( \partial(\phi^n_\alpha)_* \bar{\sigma}_n = j_*(\phi^n_\alpha)_* \sigma_{n-1} \). But by Corollary 8.2.7 \( j_* \) may be identified with \( p_*: H_{n-1}(M^{n-1}) \to \bar{H}_{n-1}(M^{n-1}/M^{n-2}) \), and by Proposition 8.2.9, if \( x \in \bar{H}_{n-1}(M^{n-1}/M^{n-2}) \), then

\[
x = \sum (\phi^{n-1}_\beta)_*(q_\beta)_*(\phi^{n-1}_\beta)^{-1}(x).
\]
Hence
\[ p_*(\phi^n_\alpha)_*\sigma_{n-1} = \sum (\phi^n_{\beta})_*\partial_*^{-1}(q_{\beta})_*\theta_*^{-1}(\phi^n_{\beta})_*^{-1}p_*(\phi^n_\alpha)_*\sigma_{n-1} \]
\[ = \sum (\phi^n_{\beta})_*\partial_*^{-1}\partial_{ab}\sigma_{n-1} \]
\[ = \sum \partial_{ab}(\phi^n_{\beta})_*\sigma_{n-1}, \]
using Example 8.2.8. That is, \( \partial(\alpha) = \sum \partial_{ab} \cdot \beta. \)

Similarly, let \( f: (K, L) \to (P, Q) \) be a cellular map, let the indexing sets for \( P, Q \) be \( C_n, D_n \), and the characteristic maps for \( P \) be \( \psi^n_\alpha \). Given \( \alpha \in A_n - B_n \) and \( \beta \in C_n - D_n \), let \( f_{ab} \) be the composite
\[ S^n \leftarrow_{\theta} E^n/S^{n-1} \xrightarrow{\phi^n_\alpha} M^n/M^{n-1} \xrightarrow{f} R^n/R^{n-1} \xrightarrow{\psi^n} \]
\[ \vee (E^n/S^{n-1}) \xrightarrow{g_{ab}} E^n/S^{n-1} \xrightarrow{\theta} S^n, \]
where \( R^n = P^n \cup Q). \]

Proposition 8.2.13 \( f_* \) is induced by \( f \), where \( f_*(\alpha) = \sum d(f_{ab})\beta, \)
\( d(f_{ab}) \) being the degree of \( f_{ab}. \)

Proof. This is proved in a similar way to Proposition 8.2.12, using Corollary 8.2.11. We omit the details.

In this discussion of CW-complexes, we have not so far mentioned homology with other coefficient groups, or cohomology. What we should like to know, of course, is that if \( G \) is any coefficient group, then
\[ H_*(K, L; G) \cong H(C(K, L) \otimes G) \]
and
\[ H^*(K, L; G) \cong H(C(K, L) \# G). \]
The next two theorems establish these isomorphisms.

Theorem 8.2.14 Let \( (K, L) \) be a CW-pair, and \( G \) be an abelian group. Then for each \( n \), \( H_n(K, L; G) \cong H_n(C(K, L) \otimes G) \).

Proof. Write \( C \) for \( C(K, L) \) and \( C(G) \) for the chain complex similarly defined by \( C(G)_n = H_n(M^n, M^{n-1}; G) \). Now the proof of Theorem 8.2.10 clearly adapts to show that \( H_n(K, L; G) \cong H_n(C(G)) \), so that it remains only to produce a chain isomorphism \( \alpha: C \otimes G \to C(G) \) (compare Chapter 4, Exercise 13).

Indeed, for any chain complex \( D \) whatever, we can define a homomorphism \( \alpha: H(D) \otimes G \to H(D \otimes G) \) by \( \alpha([z] \otimes g) \to [z \otimes g], \)
where \( z \in Z(D) \) and \( g \in G). Moreover if \( f: D \to E \) is a chain map, then \( (f \otimes 1)_*\alpha = \alpha(f_* \otimes 1), \) and there is a corresponding result for the
homomorphism $\partial_*$ in the exact sequence of Theorem 4.4.2. Thus by taking $D = S(M^n, M^{n-1})$ for various $n$, this gives rise to a chain map $\alpha: C \otimes G \to C(G)$, and we have only to show that

$$\alpha: H_*(M^n, M^{n-1}) \otimes G \to H_*(M^n, M^{n-1}; G)$$

is an isomorphism. By Proposition 8.2.9 it is enough to consider $(M^n, M^{n-1}) = (E^n, S^{n-1})$; and by Theorem 4.3.9 we may use the simplicial chain complex of $(K(\sigma), \partial)$ instead of $S(E^n, S^{n-1})$, where $\sigma$ is an $n$-simplex. But the result is now trivial, because this simplicial chain complex has only one generator. Hence $\alpha: C \otimes G \to C(G)$ is a chain isomorphism.

**Theorem 8.2.15** For each $n$, $H^n(K, L; G) \cong H_{-n}(C(K, L) \wedge G)$.

**Proof.** For any chain complex $D$, define $\alpha: H(D \wedge G) \to H(D) \wedge G$ by $(\alpha(x))y = \langle x, y \rangle$, where $x \in H(D \wedge G)$, $y \in H(D)$, and $\langle , \rangle$ is the Kronecker product. By an argument similar to that in Theorem 8.2.14, $\alpha$ is an isomorphism if $D = S(X, Y)$, where $X$ is a disjoint union of $E^n$'s and $Y$ is the corresponding union of $S^{n-1}$'s, and hence as in Proposition 8.2.9 $\alpha$ is an isomorphism if $D = S(M^n, M^{n-1})$. That is, $\alpha: C(G) \to C \wedge G$ is a chain isomorphism, where $C(G)_{-n} = H^n(M^n, M^{n-1}; G)$.

It remains to prove that $H^n(K, L; G) \cong H_{-n}(C(G))$. Now the argument of Theorem 8.2.10 will show that $H^n(M^p, L; G) \cong H_{-n}(C(G))$ for any integer $p > n$, but we cannot use the rest of that argument, since a representative cycle for an element of $H^n(K, L; G)$ may well be non-zero on an infinite number of singular $n$-simplices. However, since $H_n(M^{n+1}, L) \cong H_n(K, L)$, we can immediately conclude that $H^n(K, L; G) \cong H^n(M^{n+1}, L; G)$, by Proposition 8.2.2.

We end this section by calculating the homology and cohomology groups of some CW-complexes.

**Examples 8.2.16**

(a) The homology and cohomology of real projective spaces has already been calculated, in Examples 4.4.25 and 5.2.18. It is even easier to deal with complex and quaternionic projective spaces.

By Chapter 7, Exercise 8, $CP^n$ is a CW-complex with one cell in each dimension $0, 2, \ldots, 2n$. Since $C_r(CP^n)$ is zero in alternate dimensions, $\partial = 0$, and Theorem 8.2.10 immediately yields

$$H_*(CP^n) \cong \begin{cases} \mathbb{Z}, & r = 0, 2, \ldots, 2n \\ 0, & \text{otherwise} \end{cases}$$
Similarly
\[ H_r(HP^n) \cong \begin{cases} 
Z, & r = 0, 4, \ldots, 4n \\
0, & \text{otherwise};
\end{cases} \]

and homology and cohomology with coefficients \(G\) are given by replacing all \(Z\)'s by \(G\)'s.

(b) Consider \(S^p \times S^q\). Now \(S^p\) and \(S^q\) are CW-complexes with one 0-cell each, and one cell of dimension \(p\), \(q\) respectively; hence
\[ C_0(S^p \times S^q) \cong C_p(S^p \times S^q) \cong C_0(S^p \times S^q) \cong C_{p+q}(S^p \times S^q) \cong Z, \]
the other groups \(C_r\) being zero (if \(p = q\), \(C_p(S^p \times S^p) \cong Z \oplus Z\)). Proposition 8.2.12 shows easily that all boundary homomorphisms are zero (if say \(q = p + 1\), we need Chapter 6, Exercise 15 as well to show that \(\partial: C_{p+1} \to C_p\) is zero). It follows that \(H_r(S^p \times S^q) \cong C_r(S^p \times S^q)\) for all \(r\), and also
\[ H_r(S^p \times S^q; G) \cong C_r(S^p \times S^q) \otimes G, \]
\[ H^*(S^p \times S^q; G) \cong C^*(S^p \times S^q) \wedge G. \]

It will be noticed that \(S^2 \times S^4\) and \(CP^3\) have the same homology and cohomology groups, so that it is possible that they are homotopy-equivalent. In fact they are not, but the cohomology ring structure is necessary to prove this: see Example 8.5.12.

### 8.3 The Hurewicz Theorem

The Hurewicz Theorem states that, if \(X\) is a path-connected space and \(\pi_r(X) = 0\) for \(r < n\), then \(\pi_n(X) \cong H_n(X) (n \geq 2)\); there is also a corresponding version for relative homotopy and homology groups. Apart from the analogous theorem relating \(\pi_1(X)\) and \(H_1(X)\), we shall give a proof only for CW-complexes, since the proof for arbitrary spaces is more complicated (see the notes at the end of the chapter).

The method of proof is somewhat similar to that used in Section 7.4 to calculate \(\pi_n(S^n)\): we first define homomorphisms \(h_n: \pi_n(X) \to H_n(X)\), \(h_n: \pi_n(X, Y) \to H_n(X, Y)\) (that generalize the notion of degree), and then show that they are isomorphisms in favourable circumstances.

**Definition 8.3.1** The *Hurewicz homomorphism* \(h_n: \pi_n(X) \to H_n(X) (n \geq 1)\) is defined as follows. Let \(\sigma_n \in H_n(S^n)\) be the standard generator; then if \([f] \in \pi_n(X)\) is represented by a map \(f: S^n \to X\), define \(h_n[f] = f_*(\sigma_n)\). Clearly this is independent of the representative map \(f\) chosen.
Similarly, an element of \( \pi_n(X, Y) \) is represented by a map \( f: (I^n, \partial I^n) \to (X, Y) \), and by using the standard homeomorphism this may be regarded as a map \( f: (E^n, S^{n-1}) \to (X, Y) \). Thus we may define \( h_n: \pi_n(X, Y) \to H_n(X, Y) \) by \( h_n[f] = f_*(\tilde{\sigma}_n) \).

Observe that if \( Y \) is the base point \( x_0 \) of \( X \), and the relative homotopy group \( \pi_n(X, x_0) \) is identified with \( \pi_n(X) \) via the standard homeomorphism \( \theta: E^n/S^{n-1} \to S^n \), then the two definitions of \( h_n \) coincide, since by Example 8.2.8 we have \( \theta_*(\tilde{\sigma}_n) = \sigma_n \).

**Proposition 8.3.2** \( h_n \) is a homomorphism if \( n \geq 1 \) (\( n \geq 2 \) in the relative case).

**Proof.** The proof of Proposition 7.4.2 easily extends to show that \( h_n: \pi_n(X) \to H_n(X) \) is a homomorphism for \( n \geq 1 \), since if \( f, g: S^n \to X \) and \( x \oplus y \in H_n(S^n) \oplus H_n(S^n) \cong H_n(S^n \vee S^n) \), we have \( [\nabla(f \vee g)]_* (x \oplus y) = f_*(x) + g_*(y) \). As for \( \text{It}_n: \pi_n(X, Y) \to H_n(X, Y) \), the diagram

\[
\begin{array}{ccc}
\pi_n(X, Y) & \xrightarrow{i_*} & \pi_n(C_i, cY) \\
\downarrow{h_n} & & \downarrow{h_n} \\
H_n(X, Y) & \xrightarrow{i_*} & H_n(C_i, cY)
\end{array}
\]

is easily seen to be commutative, where \( C_i \) is the mapping cone of \( i: Y \to X \). Since \( cY \) is contractible and \( n \geq 2 \), both \( j_*'s \) are isomorphisms; but the lower row is just the isomorphism \( \alpha \) of Theorem 8.2.6. Hence \( \text{It}_n: \pi_n(X, Y) \to H_n(X, Y) \) is a composite of isomorphisms, and thus is itself a homomorphism. \( \blacksquare \)

**Theorem 8.3.3** If \( X \) is a path-connected space, \( h_1: \pi_1(X) \to H_1(X) \) is onto, with kernel the commutator subgroup \( [\pi, \pi] \) of \( \pi_1(X) \).

**Proof.** It is easy to see that the standard map \( \partial I^1: I \to S^1 \) is a singular 1-simplex that represents the generator \( \sigma_1 \) of \( H_1(S^1) \). Hence \( h_1 \) may be regarded as the homomorphism induced by sending the loop \( u \) in \( X \) (based at \( x_0 \)) to the singular 1-simplex \( u \) in \( X \).

Now let \( \sum n_i \lambda_i \) be an element of \( Z_1(X) \), where the \( n_i \) are integers and the \( \lambda_i \) are singular 1-simplexes. For each point \( x \in X \), choose a path \( v(x) \) from \( x_0 \) to \( x \), and let \( u_i \) be the product path

\[ v(\lambda_i(0)) \cdot \lambda_i \cdot v(\lambda_i(1))^{-1}. \]

Since \( \partial(\sum n_i \lambda_i) = 0 \), we have \( \sum n_i \lambda_i = \sum n_i \{v(\lambda_i(0)) + \lambda_i - v(\lambda_i(1))\} \), and as in the proof of Theorem 8.2.1 this represents the same element
of $H_1(X)$ as does $\sum n_i u_i$. But the coset $[\sum n_i u_i] = \sum n_i [u_i]$ is plainly in the image of $h_1$, so that $h_1$ is onto.

Since $H_1(X)$ is abelian, $h_1$ induces a homomorphism $h: \pi_1(X)/[\pi, \pi] \rightarrow H_1(X)$, and to show that $\text{Ker} \ h_1 = [\pi, \pi]$ it is sufficient to prove that $h$ is (1-1). Suppose then that $u$ is a loop based at $x_0$, and $u = \partial (\sum n_i \lambda_i)$ in $S(X)$, where the $\lambda_i$ are singular 2-simplexes: thus $u = F^r \lambda_i$ for some $r, i$, and all other terms in $\partial (\sum n_i \lambda_i)$ cancel. Now write

$$a_i = v(\lambda_i(0)).F^2 \lambda_i. v(\lambda_i(1))^{-1},$$

$$b_i = v(\lambda_i(1)).F^0 \lambda_i. v(\lambda_i(2))^{-1},$$

$$c_i = v(\lambda_i(2)).(F^1 \lambda_i)^{-1}. v(\lambda_i(0))^{-1},$$

and let $u_i = a_i.b_i.c_i$, $w = (u_1)^n \cdots (u_m)^n$. It is easy to see that $u_i \simeq e_{x_0}$ rel 0, 1 (since $A_2$ is contractible), and hence that $w$ represents the identity element of $\pi_1(X)$. On the other hand, by ‘abelianizing’ $u_i$ and $w$, we have $[u] = [w]$ in $\pi_1(X)/[\pi, \pi]$: hence $[u] = 0$ and $h$ is (1-1).

In proving the general Hurewicz theorem for CW-complexes, we shall make extensive use of the fact that the homomorphisms $h_n$ connect the homotopy and homology exact sequences of pairs and triples in diagrams that commute up to sign.

**Proposition 8.3.4** Let $(X, Y, Z)$ be a triple of spaces. Then in the diagram

$$\cdots \rightarrow \pi_n(Y, Z) \overset{i_*}{\rightarrow} \pi_n(X, Z) \overset{j_*}{\rightarrow} \pi_n(X, Y) \overset{\delta_*}{\rightarrow} \pi_{n-1}(Y, Z) \rightarrow \cdots$$

$$\downarrow h_n \quad \downarrow h_n \quad \downarrow h_n \quad \downarrow h_{n-1}$$

$$\cdots \rightarrow H_n(Y, Z) \overset{i_*}{\rightarrow} H_n(X, Z) \overset{j_*}{\rightarrow} H_n(X, Y) \overset{\partial}{\rightarrow} H_{n-1}(Y, Z) \rightarrow \cdots,$$

the first two squares are commutative and the third commutes up to a sign $(-1)^n$. There is a similar result involving the exact sequences of a pair $(X, Y)$.

**Proof.** The first two squares are easily seen to be commutative. As for the third, it is sufficient to prove that the square

$$\pi_n(X, Y) \overset{\delta_*}{\rightarrow} \pi_{n-1}(Y)$$

$$\downarrow h_n \quad \downarrow h_{n-1}$$

$$H_n(X, Y) \overset{\partial}{\rightarrow} H_{n-1}(Y)$$

is commutative.
is commutative up to a sign \((-1)^n\). But if \(f: (E^n, S^{n-1}) \to (X, Y)\) represents an element of \(\pi_n(X, Y)\), Proposition 7.4.11 shows that \(\partial_\ast[f]\) is \((-1)^n\) times the homotopy class of \(f|S^{n-1}\); hence
\[
\partial_\ast h_n[f] = \partial_\ast f_\ast(\bar{\sigma}_n) \\
= f_\ast \partial_\ast(\bar{\sigma}_n) \\
= f_\ast(\sigma_{n-1}) \\
= (-1)^n h_{n-1} \partial_\ast[f].
\]

We shall prove the Hurewicz theorem by examining diagrams such as that in Proposition 8.3.4, based on exact sequences of pairs such as \((K^n, K^{n-1})\); and in order to make this approach work, two lemmas are necessary.

**Lemma 8.3.5** Let \((K, L)\) be a CW-pair, where \(L\) is connected. If \(\pi_r(K, L) = 0\) for \(1 \leq r < n\), \(K^{n-1} \cup L\) can be deformed in \(K^n \cup L\), rel \(L\), into \(L\); more precisely, there exists a homotopy \(F: (K^{n-1} \cup L) \times I \to K^n \cup L\), such that \(F\) is constant on \(L\), \(F\) starts with the inclusion map, and \(F\) ends with a map into \(L\).

**Proof.** Write \(M^n = K^n \cup L\), and consider the exact sequence
\[
\cdots \to \pi_{r+1}(K, M^n) \to \pi_r(M^n, L) \to \pi_r(K, L) \to \cdots.
\]
Now for \(1 \leq r < n\), \(\pi_r(K, L) = 0\), and also \(\pi_{r+1}(K, M^n) = 0\) by Theorem 7.4.17; hence \(\pi_r(M^n, L) = 0\) for \(1 \leq r < n\). The argument used in the proof of Theorem 7.5.2 now shows that we can construct \(F\) by induction on the skeletons of \(K\).

**Lemma 8.3.6** If \(L\) is connected, and contains all the cells of \(K\) except for some of dimension \(n\), then \(h_n: \pi_n(K, L) \to H_n(K, L)\) is onto \((n \geq 2)\). If moreover \((K, L)\) is relatively \(n\)-simple, then \(h_n\) is an isomorphism.

**Proof.** Let the indexing sets for the \(n\)-cells of \(K, L\) be \(A_n, B_n\) respectively. Now, as in Proposition 8.2.9, \(H_n(K, L)\) is a free abelian group with generators in \((1-1)\)-correspondence with the elements of \(A_n - B_n\). If \(a \in A_n - B_n\), \(\phi^n_\ast: (E^n, S^{n-1}) \to (K, L)\) may be regarded as a map of \((I^n, \partial I^n)\) to \((K, L)\), and if \(l_0\) is the base point of \(L\), this is homotopic to a map \(\psi^n_\ast: (I^n, \partial I^n) \to (K, L)\) that sends \(D^{n-1}\) to \(l_0\): this is proved as in Proposition 7.2.15. But then
\[
\phi^n_\ast = (\phi^n_\ast)_\ast(\bar{\sigma}_n) \\
= (\phi^n_\ast)_\ast(\bar{\sigma}_n),
\]
which is the generator of $H_n(K, L)$ corresponding to $\alpha$. Hence $h_n$ is onto.

If $(K, L)$ is $n$-simple, consider the composite

$$
\bigoplus_{A_n \supset B_n} \pi_n(E^n, S^{n-1}) \xrightarrow{\phi^*_n} \pi_n(K, L) \xrightarrow{h_n} H_n(K, L),
$$

where $\phi^*_n$ is as in Theorem 7.4.15. Now the homology homomorphism corresponding to $\phi^*_n$ is an isomorphism; and $h_n: \pi_n(E^n, S^{n-1}) \rightarrow H_n(E^n, S^{n-1})$ is an isomorphism by Proposition 7.4.13. Hence $h_n \phi^*_n$ is an isomorphism; but by Theorem 7.4.15 $\phi^*_n$ is onto ($i_\ast: \pi_n(K^n, L^n) \rightarrow \pi_n(K, L)$ is onto, as in Theorem 7.4.17). Hence $\phi^*_n$ and therefore $h_n$ are also isomorphic.

Observe that we may now amend the statement of Theorem 7.4.15(b) to read: $\phi^*_n$ is an isomorphism.

We are now in a position to prove the Hurewicz theorem.

**Theorem 8.3.7** Let $K$ be a connected CW-complex, and let $L$ be a connected subcomplex.

(a) If $\pi_r(K) = 0$ for $1 \leq r < n$ ($n \geq 2$), then $h_n: \pi_n(K) \rightarrow H_n(K)$ is an isomorphism.

(b) If $\pi_1(K) = \pi_1(L) = 0$, and $\pi_r(K, L) = 0$ for $1 \leq r < n$ ($n \geq 2$), then $h_n: \pi_n(K, L) \rightarrow H_n(K, L)$ is an isomorphism.

**Proof.** Write $M^n = K^n \cup L$. We first remark that it is sufficient to prove the theorem with $K$ replaced by $K^{n+1}, M^{n+1}$ in (a), (b), respectively, since for example if $i: (M^{n+1}, L) \rightarrow (K, L)$ is the inclusion map, the diagram

$$
\pi_n(M^{n+1}, L) \xrightarrow{i_\ast} \pi_n(K, L)
$$

$$
\downarrow h_n \quad \downarrow h_n
$$

$$
H_n(M^{n+1}, L) \xrightarrow{i_\ast} H_n(K, L)
$$

is commutative, and both maps $i_\ast$ are isomorphic: the lower one by Theorem 8.2.10, and the upper one by Theorem 7.4.17.

Now consider the diagram

$$
\cdots \rightarrow \pi_{n+1}(M^{n+1}, M^n) \rightarrow \pi_n(M^n, L) \rightarrow \pi_n(M^{n+1}, L) \rightarrow \pi_n(M^{n+1}, M^n) \rightarrow \cdots
$$

$$
\downarrow h_{n+1} \quad \downarrow h_n \quad \downarrow h_n \quad \downarrow h_n
$$

$$
\cdots \rightarrow H_{n+1}(M^{n+1}, M^n) \rightarrow H_n(M^n, L) \rightarrow H_n(M^{n+1}, L) \rightarrow H_n(M^{n+1}, M^n),
$$

which is commutative, except for a sign $(-1)^{n+1}$ in the first square, by Proposition 8.3.4. Here, $\pi_n(M^{n+1}, M^n) = H_n(M^{n+1}, M^n) = 0$,
using Theorem 7.4.17, and \( h_{n+1} \) is onto by Lemma 8.3.6, so that the second \( h_n \) will be isomorphic if the first is, by Proposition 1.3.35. That is to say, we may even replace \( M^{n+1} \) by \( M^n \) in (b). A similar argument shows that we may replace \( K^{n+1} \) by \( K^n \) in (a).

To complete the proof of (a), note first that, by Lemma 8.3.5 (with the base point as \( L \)), \( K^{n-1} \) can be deformed in \( K^n \), relative to the base point, to the base point. By Theorem 7.3.19 this homotopy can be extended to a (based) homotopy between the identity map of \( K^n \) and a map \( f: K^n \to K^n \) that sends \( K^{n-1} \) to the base point. The map \( f \) induces \( g: K^n/K^{n-1} \to K^n \), such that if \( p: K^n \to K^n/K^{n-1} \) is the identification map, \( gp \simeq 1 \). This means that there is a commutative diagram

\[
\begin{array}{ccc}
\pi_n(K^n) & \xrightarrow{p_\ast} & \pi_n(K^n/K^{n-1}) \\
\downarrow & & \downarrow \\
H_n(K^n) & \xrightarrow{g_\ast} & H_n(K^n/K^{n-1}) \\
& & \downarrow \\
& & H_n(K^n)
\end{array}
\]

where \( g_\ast p_\ast = 1 \), so that \( p_\ast \) is \( (1-1) \) and \( g_\ast \) is onto. But by Lemma 8.3.6 (with \( L = \text{base point} \)), \( h_\ast: \pi_n(K^n/K^{n-1}) \to H_n(K^n/K^{n-1}) \) is isomorphic: hence \( h_\ast: \pi_n(K^n) \to H_n(K^n) \) is both \( (1-1) \) and onto.

It remains to prove (b). In the diagram

\[
\begin{array}{ccc}
\cdots & \xrightarrow{i_\ast} & \pi_2(M^2) \xrightarrow{j_\ast} \pi_2(M^2, L) \to 0 \\
\downarrow & & \downarrow \\
\cdots & \xrightarrow{i_\ast} & H_2(L) \xrightarrow{j_\ast} H_2(M^2, L) \to 0,
\end{array}
\]

the first two maps are isomorphic by case (a), since \( \pi_1(M^2) = \pi_1(K) = 0 \) by Theorem 7.4.17 (and \( H_1(L) = 0 \) by Theorem 8.3.3). Hence \( h_2: \pi_2(M^2, L) \to H_2(M^2, L) \) is isomorphic by Proposition 1.3.35, and this proves (b) in the case \( n = 2 \). More generally, consider the following diagram, which is commutative up to a sign \( (-1)^n \) in the third square.

\[
\begin{array}{ccc}
\cdots & \xrightarrow{i_\ast} & \pi_n(M^{n-1}, L) \xrightarrow{h_\ast} \pi_n(M^n, L) \\
\downarrow & & \downarrow \\
\cdots & \xrightarrow{i_\ast} & H_n(M^{n-1}, L) \xrightarrow{h_\ast} H_n(M^n, M^{n-1}) \to H_n(M^n, M^{n-1}, L) \\
\end{array}
\]

If \( n \geq 3 \), then \( h_\ast: \pi_n(M^n, M^{n-1}) \to H_n(M^n, M^{n-1}) \) is isomorphic by Lemma 8.3.6, since \( \pi_1(M^{n-1}) = \pi_1(K) = 0 \), and so \( (M^n, M^{n-1}) \) is relatively \( n \)-simple (we cannot use this argument for \( n = 2 \), since
\( \pi_1(M^1) \) may not vanish). But \( i_* = 0 \) by Lemma 8.3.5, so that at least 
\( h_n: \pi_n(M^n, L) \to H_n(M^n, L) \) is (1-1). Similarly, \( h_{n-1} \) is (1-1), 
and then Proposition 1.3.35 shows that therefore \( h_n: \pi_n(M^n, L) \to H_n(M^n, L) \) 
is isomorphic. And we have already seen that this is sufficient to prove (b).

**Example 8.3.8** If \( p, q > 1 \), then \( \pi_1(S^p \times S^q) = \pi_1(S^p \lor S^q) = 0 \). 
Also, \( \pi_r(S^p \times S^q, S^p \lor S^q) = 0 \) for \( r < p + q \), by Theorem 7.4.15. 
Hence
\[
\pi_{p+q}(S^p \times S^q, S^p \lor S^q) \cong H_{p+q}(S^p \times S^q, S^p \lor S^q) \cong \mathbb{Z},
\]
and so we can add to Example 7.4.16 the result
\[
\pi_{p+q-1}(S^p \lor S^q) \cong \pi_{p+q-1}(S^p) \oplus \pi_{p+q-1}(S^q) \oplus \mathbb{Z}.
\]

The Hurewicz theorem itself can be used to establish the following alternative form of the hypotheses.

**Corollary 8.3.9** Let \( (K, L) \) be as in Theorem 8.3.7. Then

(a) If \( \pi_1(K) = 0 \) and \( H_r(K) = 0 \) for \( r < n \) \((n \geq 2)\), then \( h_n: \pi_n(K) \to H_n(K) \) is an isomorphism.

(b) If \( \pi_1(K) = \pi_1(L) = 0 \), and \( H_r(K, L) = 0 \) for \( r < n \) \((n \geq 2)\), 
then \( h_n: \pi_n(K, L) \to H_n(K, L) \) is an isomorphism.

**Proof.** In (a), since \( \pi_1(K) = 0 \), we have \( \pi_2(K) = H_2(K) = 0 \). 
Hence \( \pi_3(K) = H_3(K) = 0 \), and so on: in fact \( \pi_r(K) = 0 \) for \( r < n \).

Similarly, in (b) \( \pi_2(K, L) = H_2(K, L) \) and so on: hence \( \pi_r(K, L) = 0 \) 
for \( 1 \leq r < n \) \((\pi_1(K, L) = 0 \) anyway, by the exact homotopy 
sequence). □

One of the most useful corollaries of the Hurewicz theorem is a version of the Whitehead theorem involving homology rather than homotopy. Theorem 7.5.4 is all very well, but as a means of proving that two given CW-complexes are homotopy-equivalent, it is only of theoretical interest, since we would at least need to know all the homotopy groups of the two complexes. However, the following version is of much more practical use, since it is often quite possible to calculate all the homology groups of a CW-complex.

**Theorem 8.3.10** If \( K \) and \( L \) are connected CW-complexes, such that \( \pi_1(K) = \pi_1(L) = 0 \), and \( f: K \to L \) is a based map such that 
\( f_*: H_n(K) \to H_n(L) \) is isomorphic for all \( n \), then \( f \) is a (based) homotopy equivalence.
§8.3 THE HUREWICZ THEOREM

Proof. By Theorem 6.5.5, \( f \) is the composite

\[
K \xrightarrow{g} M \xrightarrow{h} L,
\]

where \( M \) is the mapping cylinder of \( f \), \( g \) is an inclusion, and \( h \) is a homotopy equivalence. Now by Theorem 7.5.7 we may as well assume that \( f \) is a cellular map, in which case it is easy to see that \( M \) is a CW-complex. For if we write \( \bar{M} \) for the space obtained from \( L \) and \( K \times I \) by identifying \((k, 1)\) with \( f(k) \) for all \( k \in K \), then \( \bar{M} \) is a CW-complex, whose cells are those of \( K \times I - K \times \{0\} \) and \( L \): properties (a)-(d) of Definition 7.3.1 are clear, and (e) follows since a (closed) cell of \( K \times I \) is contained in a subcomplex with a finite number of cells in \( K \times I \) and \( L \), the latter since the part of the boundary of the cell lying in \( L \) is the image under \( f \) of the part lying in \( K \times 0 \), and is hence compact. Hence (provided the base points of \( K \) and \( L \) are 0-cells) \( M \) is also a CW-complex, by Theorem 7.3.13.

Since \( h \) is a homotopy equivalence it induces isomorphisms in homology, and so \( g_* : H_n(K) \to H_n(M) \) is isomorphic for all \( n \). By the exact homology sequence, \( H_n(M, K) = 0 \) for all \( n \), and so by Corollary 8.3.9 \( \pi_\ast(M, K) = 0 \) for all \( n \), since \( \pi_\ast(M) = \pi_\ast(L) = 0 \). So by the exact homotopy sequence, \( g_* : \pi_n(K) \to \pi_n(M) \) is isomorphic for all \( n \), and hence by Theorem 7.5.4 \( g \) is a homotopy equivalence. Hence so also is \( f = hg \).

Of course, if \( f \) induces homology isomorphisms in each dimension, but is not a based map, it is easy to construct a homotopy based map by using Theorem 7.3.19, since \( L \) is path-connected. Thus the word 'based' can be removed from the hypotheses of Theorem 8.3.10, provided it is also removed from the conclusion.

A particular case of Theorem 8.3.10 is

**Corollary 8.3.11** If \( K \) is a connected CW-complex, and \( \pi_\ast(K) = 0 \), \( \bar{H}_n(K) = 0 \) for all \( n \), then \( K \) is contractible.

**Proof.** By Theorem 8.3.10, the map that sends \( K \) to a single point is a homotopy equivalence.

**Example 8.3.12** The reader is warned, however, that \( \bar{H}_n(K) \) may be zero for all \( n \), without \( K \) being contractible. For example, consider the space \( X \) constructed in Example 3.3.22; this is certainly a connected CW-complex, since it is triangulable. To calculate \( \bar{H}_n(X) \), let \( T \) be the maximal tree consisting of the 1-simplexes \((a^0, a^1), (a^0, a^2), (a^0, a^3) \) and \((a^0, a^4)\); since \( T \) is contractible, \( \bar{H}_\ast(X) \cong \bar{H}_\ast(X/T) \) by Corollary 6.2.7. Now \( X/T \) has a CW-decomposition with one 0-cell \( a^0 \), six
1-cells $a, \ldots, \zeta$, and six 2-cells $A, \ldots, F$; and since $\pi_1(X)$ becomes zero on abelianizing, $H_1(X) = H_1(X/T) = 0$. Thus $B_1(C(X/T)) = Z_1(C(X/T)) = C_1(X/T)$, since $\partial: C_1 \to C_0$ is clearly zero; and this implies that $\partial: C_2 \to C_1$ must be an isomorphism, since $\partial$ is onto and both $C_2$ and $C_1$ are free abelian with six generators. Hence $H_2(X) = H_2(X/T) = 0$, and of course $H_n(X) = 0$ for $n > 2$.

On the other hand, $X$ cannot be contractible since $\pi_1(X)$ is non-trivial.

**Example 8.3.13** As an example of the use of Theorem 8.3.10 to show that two non-contractible CW-complexes are homotopy-equivalent, we shall prove that a simply-connected homology 3-manifold $X$ is homotopy-equivalent to $S^3$.

Now since $\pi_1(X) = 0$, $H_1(X) = 0$ and so $H_1(X; \mathbb{Z}_2) = 0$ by Theorem 4.4.15. Thus by Corollary 5.3.18 $X$ is orientable. Moreover $H^1(X) = 0$ by Proposition 5.2.17, so that by Theorem 5.3.17 $H_2(X) = 0$. Finally $H_3(X) \cong \mathbb{Z}$ since $X$ is orientable.

It follows that $\pi_2(X) = 0$ and $\pi_3(X) \cong \mathbb{Z}$. Let $f: S^3 \to X$ be a map representing a generator of $\pi_3(X)$, so that $f_*: \pi_3(S^3) \to \pi_3(X)$ is an isomorphism. Hence, since $h_3f_* = f_*h_3$ and $h_3$ is an isomorphism for both $S^3$ and $X$, $f_*: H_3(S^3) \to H_3(X)$ is also isomorphic. All other reduced homology groups of $S^3$ and $X$ are zero, so that $f$ induces isomorphisms in homology in all dimensions. Hence, by Theorem 8.3.10, $f$ is a homotopy equivalence, since $\pi_1(S^3) = \pi_1(X) = 0$.

The Poincaré conjecture can thus be restated for 3-manifolds in the form: a simply-connected 3-manifold is homeomorphic to $S^3$.

### 8.4 Cohomology and Eilenberg–MacLane spaces

In this section we shall see how, for CW-complexes at least, cohomology theory can be fitted into the general scheme of Chapter 6. This will be done by showing that, for any CW-complex $K$ and abelian group $G$, the group $\overline{H}^n(K; G)$ can be identified with the group of homotopy classes $[K, K(G, n)]$, where $K(G, n)$ is a CW-complex with the property that

$$\pi_r(K(G, n)) \cong \begin{cases} G, & r = n \\ 0, & \text{otherwise}. \end{cases}$$

Indeed, if $(K, L)$ is a CW-pair the exact (reduced) cohomology sequence of $(K, L)$ can be identified with the corresponding exact sequence of groups of homotopy classes, obtained from the pair $(K, L)$ as in Corollary 6.5.3.
It will be seen that this approach is capable of generalization. For we could replace the spaces $K(G, n)$ by a different set of spaces indexed by the integers, and thus obtain a 'cohomology theory', defined for CW-complexes, with the same formal properties as ordinary cohomology; indeed, the only virtue of the spaces $K(G, n)$ is that they are the particular set of spaces that happens to give cohomology groups that coincide with the ordinary (singular) cohomology groups. Since these more general cohomology theories have been much used in recent years, and are no more difficult to describe, we shall start by considering them, and will specialize to ordinary cohomology afterwards.

In fact if we wish to retain the 'exact sequence property' for these general cohomology theories, the spaces $K(G, n)$ must be replaced, not by any set of spaces, but by what is called an $\Omega$-spectrum.

**Definition 8.4.1** An $\Omega$-spectrum $E$ is a sequence of based spaces $E_n$, one for each integer $n$, together with based weak homotopy equivalences $\epsilon_n : \Omega E_n \to E_{n+1}$.

Given an $\Omega$-spectrum, it is very easy to define the associated cohomology theory. What we should like to do is to define the cohomology groups of $K$ associated with the $\Omega$-spectrum $E$ by the rule $H^n(K; E) = [K, E_n]$; but since $E_n$ may not be an AHI this may not be a group. However, if $K$ is a CW-complex, then by Corollary 7.5.3 $\epsilon_n$ induces a $(1-1)$-correspondence $(\epsilon_n)_* : [K, E_n] \to [K, \Omega E_{n+1}]$. The latter set is a group, and hence the former set can be made into a group by requiring that $(\epsilon_n)_*$ should be an isomorphism, not merely a $(1-1)$-correspondence; we shall call this the multiplication in $[K, E_n]$ induced by $\epsilon_n$.

**Definition 8.4.2** Given an $\Omega$-spectrum $E$ and a CW-pair $(K, L)$, the cohomology groups of $(K, L)$ associated with $E$ are defined by $H^n(K, L; E) = [K/L, E_n]$, with multiplication induced by $\epsilon_n$. We write $H^*(K, L; E) = \oplus H^*(K, L; E)$. The corresponding non-relative groups are defined by

$$H^n(K; E) = H^n(K, \emptyset; E), \quad \hat{H}^n(K; E) = H^n(K, k_0; E),$$

where $k_0$ is the base point (assumed to be a 0-cell). Observe that $H^n(K; E) = [K^+, E_n]$, the set of unbased homotopy classes of maps of $K$ into $E_n$, and $\hat{H}^n(K; E) = [K, E_n]$.

**Proposition 8.4.3** The groups $H^*(K, L; E)$ (and hence also $H^n(K; E), \hat{H}^n(K; E)$) are all abelian.
Proof.

\[ H^n(K, L; E) \cong [K/L, \Omega E_{n+1}] , \]
\[ \cong [s(K/L), E_{n+1}], \text{ by Corollary 6.3.29,} \]
\[ \cong [s(K/L), \Omega E_{n+2}], \text{ by Corollary 7.5.3,} \]
\[ \cong [K/L, \Omega (\Omega E_{n+2})], \]

which by Corollary 6.3.26 is an abelian group. 

It is easy to check that the cohomology groups associated with \( E \) have all the expected formal properties.

**Theorem 8.4.4** If \((M, \Lambda)\) is another CW-pair, a map \( f: (K, L) \to (M, N) \) induces homomorphisms \( f^*: H^n(M, N; E) \to H^n(K, L; E) \), with the following properties:

(a) If \( f \) is the identity map, \( f^* \) is the identity isomorphism.

(b) If \( g: (M, N) \to (L, \Lambda) \) is another map, \( (gf)^* = f^*g^* \).

(c) If \( f' \simeq f: (K, L) \to (M, N) \) (as a map of pairs), then \( (f')^* = f^* \).

Moreover, there exist homomorphisms \( \delta^*: H^{n-1}(L; E) \to H^n(K, L; E) \), \( \delta^*: H^{n-1}(L; E) \to H^n(K, L; E) \) such that the sequence

\[ \cdots \to H^{n-1}(L; E) \xrightarrow{\delta^*} H^n(K, L; E) \xrightarrow{f^*} H^n(K; E) \xrightarrow{i^*} H^n(L; E) \to \cdots \]

and the corresponding sequence of reduced cohomology groups, are exact: a map \( f: (K, L) \to (M, N) \) gives rise to commutative diagrams of exact sequences. Finally, if \( L \) and \( M \) are subcomplexes of \( K \), such that \( L \cup M = K \), then the ‘excision homomorphism’ \( i^*: H^n(K, L; E) \to H^n(M, L \cap M; E) \) is an isomorphism for all \( n \).

Proof. Let \( f^* \) be the function \( f^*: [M/N, E_n] \to [K/L, E_n] \), as defined in Theorem 6.3.4. Since the group structures are defined by replacing \( E_n \) by \( \Omega E_{n+1} \), \( f^* \) is a homomorphism; and properties (a)–(c) follow immediately from Theorem 6.3.4.

Let \( \delta^*: H^{n-1}(L; E) \to H^n(K, L; E) \) be \((-1)^{n-1}\) times the composite

\[ [L, E_{n-1}] \xrightarrow{(\epsilon_{n-1})^*} [L, \Omega E_n] \xleftarrow{\bar{\alpha}} [sL, E_n] \xrightarrow{(i_{n-1}\mu)^*} [K/L, E_n], \]

where \( \bar{\alpha} \) is the isomorphism of Corollary 6.3.29, and \( i_{n-1}\mu \) is as in Corollary 6.5.3 (the sign \((-1)^{n-1}\) is introduced to make the analogue of Corollary 8.2.7 hold). This is a homomorphism, since by Corollary 6.3.26 the two possible group structures in \([L, \Omega(\Omega E_{n+1})]\) coincide. Since \((\epsilon_{n-1})^*\) is therefore an isomorphism, Corollary 6.5.3 shows that,
in the reduced cohomology sequence, Im $\delta^* = \text{Ker} j^*$, and, of course, $\text{Im} j^* = \text{Ker} i^*$; moreover Im $i^* = \text{Ker} \delta^*$, since the diagram

$$
\begin{align*}
[K, E_{n-1}] \xrightarrow{(\epsilon_{n-1})^*} [K, \Omega E_n] & \xrightarrow{\overset{\alpha}{\sim}} [sK, E_n] \\
\downarrow i^* & \downarrow i^* \\
[L, E_{n-1}] \xrightarrow{(\epsilon_{n-1})^*} [L, \Omega E_n] & \xrightarrow{\overset{\alpha}{\sim}} [sL, E_n]
\end{align*}
$$

is clearly commutative. That a map $f: (K, L) \rightarrow (M, N)$ gives rise to commutative diagrams of exact sequences follows at once from Corollary 6.5.3.

The definition of $\delta^*$ and the exactness of the cohomology sequence, in the case of unreduced cohomology, follow immediately on replacing $(K, L)$ by $(K^+, L^+)$ (the ‘extra point’ being the same for both $K$ and $L$), since $K^+/L^+ = K/L$. Observe that a similar trick yields the exact cohomology sequence of a triple $(K, L, M)$, since $(K/M)/(K/L) = L/M$.

Finally, the excision homomorphism is isomorphic because $K/L$ and $M/(L \cap M)$ are clearly homeomorphic.]

Notice also that, if we define the suspension isomorphism $s^*: H^n(sK; E) \rightarrow H^{n-1}(K; E)$ to be the composite

$$
[sK, E_n] \xrightarrow{\alpha} [K, \Omega E_n] \xrightarrow{(\epsilon_{n-1})^*} [K, E_{n-1}],
$$

then

(a) if $f: K \rightarrow L$ is a based map, $f^* s^* = s^* (f \wedge 1)^*$;

(b) if $(K, L)$ is a CW-pair, $(i_* \mu)^* = (-1)^{n-1} \delta_* s^*: H^n(sL; E) \rightarrow H^n(K, L; E)$.

The exact cohomology sequence allows us to prove the following generalization of a result in Example 4.2.12.

**Corollary 8.4.5** $H^n(K; E) \cong H^n(K; E) \oplus H^n(S^0; E)$.

**Proof.** Let $k_0$ be the base point of $K$, and consider the exact cohomology sequence of the pair $(K, k_0)$:

$$
\cdots \rightarrow H^n(K, k_0; E) \xrightarrow{i^*} H^n(K; E) \xrightarrow{i^*} H^n(k_0; E) \rightarrow \cdots
$$

If $p: K \rightarrow k_0$ is the constant map, $pi = 1: k_0 \rightarrow k_0$, so that $i^*p^* = 1$. Thus by Proposition 1.3.36,

$$
H^n(K; E) \cong H^n(K, k_0; E) \oplus H^n(k_0; E);
$$

but $H^n(K, k_0; E) = H^n(K; E)$ and $H^n(k_0; E) = H^n(S^0; E)$. \[\square\]
For a general $Q$-spectrum $E$, there is no reason why the groups $\tilde{H}^n(S^0; E)$ should vanish if $n \neq 0$. In fact it is easy to see that a necessary and sufficient condition for this to happen is precisely that the homotopy groups of $E_n$ should vanish in dimensions other than $n$. This brings us back to the particular case in which we are most interested, where each $E_n$ is an Eilenberg–MacLane space. We now give the precise definition and existence theorem.

**Definition 8.4.6** Given an integer $n \geq 0$ and an abelian group $G$, a CW-complex $K$ is called an Eilenberg–MacLane space $K(G, n)$ if

$$\pi_r(K) \cong \begin{cases} G, & r = n \\ 0, & \text{otherwise.} \end{cases}$$

If $n = 0$, we require only that $\pi_0(K)$ should be in (1-1)-correspondence with $G$, and we may take $K(G, 0) = G$, with the discrete topology.

**Theorem 8.4.7** For any $n \geq 1$ and any abelian group $G$, $K(G, n)$ exists.

**Proof.** We first construct a CW-complex $B$ such that

$$\pi_r(B) \cong \begin{cases} G, & r = n \\ 0, & r < n, \end{cases}$$

and then use Theorem 7.5.9 to 'kill' the higher homotopy groups.

Write $G = F/R$, where $F$ is a free group and $R$ is a subgroup (for example, $F$ may be the free group with the elements of $G$ as generators). Let $A = \vee S^n_a$, one for each generator $a$ of $F$, and define $\theta : F \to \pi_n(A)$ by $\theta(a) = [i_a]$, where $i_a : S^n \to A$ is the inclusion map onto $S^n_a$. For each element $x$ of $R$, let $\phi_x : S^n \to A$ be a map representing $\theta(x) \in \pi_n(A)$; let $B$ be the space obtained from $A$ by attaching $(n + 1)$-cells $E^{n+1}$ by the maps $\phi_x$, one for each element $x \in R$. Then certainly $B$ is a CW-complex, and it is easy to see that $\pi_r(B) = 0$ for $r < n$. Moreover, there is a commutative diagram

\[
\begin{array}{ccc}
\pi_n(A) & \xrightarrow{i_*} & \pi_n(B) \\
\downarrow h_n & & \downarrow h_n \\
H_{n+1}(B, A) & \xrightarrow{\partial_*} & H_n(A) \\
& & \downarrow h_n \\
& & H_n(B) \rightarrow 0,
\end{array}
\]

where $h_n$ is the Hurewicz homomorphism. Now if $n = 1$, $\pi_1(A) \cong F$ and $h_1$ is the quotient homomorphism onto $F/[F, F]$; otherwise, if $n > 1$, $h_n : \pi_n(A) \to H_n(A)$ is isomorphic and $\pi_n(A) \cong F/[F, F]$. Further, $H_{n+1}(B, A) \cong \tilde{H}_{n+1}(B/A)$ is the free abelian group on the
elements of $R$ as generators, and $\partial_*$ sends each generator to its coset in $F/[F, F]$, so that $H_n(B) \cong F/R = G$. If $n > 1$, $h_\pi: \pi_n(B) \to H_n(B)$ is an isomorphism; so that $\pi_n(B) \cong G$ as well; if $n = 1$, we at least know that $h_1i_* = i_*h_1: \pi_1(A) \to H_1(B)$ is the quotient homomorphism $F \to F/R$, so that $\text{Ker } [i_*: \pi_1(A) \to \pi_1(B)]$ is contained in $R$: however, $i_*\theta(x) = i_*[\phi_x] = 0$ for all $x \in R$, since $\phi_x: S^1 \to B$ extends to a map of $E^2$. Thus in all cases $\pi_n(B) \cong G$. The proof is now completed by using Theorem 7.5.9 to 'kill' the homotopy groups of $B$ in dimensions greater than $n$.

**Corollary 8.4.8** Given an abelian group $G$, there exists an $\Omega$-spectrum $E$ with

$$E_n = \begin{cases} K(G, n), & n \geq 0 \\ \text{point, otherwise.} \end{cases}$$

**Proof.** Define $E_n$ to be a point or $K(G, n)$ as the case may be; we have only to construct the weak homotopy equivalence $\varepsilon_n: E_n \to \Omega E_{n+1}$. Since $\Omega(\text{point}) = \Omega K(G, 0) = \text{point}$, the only possible map $\varepsilon_n: E_n \to \Omega E_{n+1}$ is obviously a weak homotopy equivalence if $n < 0$, so that in fact it is sufficient to consider only the case $n \geq 0$.

If $n = 0$, note that

$$\pi_*(\Omega K(G, 1)) \cong \begin{cases} 0, & r > 0 \\ G, & r = 0. \end{cases}$$

Thus the map $\varepsilon_0$ that sends each element of $G = K(G, 0)$ into the corresponding path component of $\Omega K(G, 1)$ is a weak homotopy equivalence.

If $n \geq 1$, construct $K(G, n)$ as in Theorem 8.4.7, and define $f: A \to \Omega K(G, n + 1)$ by mapping each $S^n_\alpha$ by a representative map for the coset of $\alpha$ in $F/R \cong \pi_n(\Omega K(G, n + 1))$; thus $f_*: \pi_n(A) \to \pi_n(\Omega K(G, n + 1))$ is just the quotient map $F \to F/R$ ($F/[F, F] \to F/R$ if $n > 1$). Each $(n + 1)$-cell $E^{n+1}$ of $B$ is attached by a map $\phi_\pi$ that represents an element $x$ of $R$; thus each map $f\phi_\pi$ is homotopic to a constant map and we can extend $f$ to a map $g: B \to \Omega K(G, n + 1)$. Since $f_* = g_*i_*: \pi_n(A) \to \pi_n(\Omega K(G, n + 1))$, $g_*: \pi_n(B) \to \pi_n(\Omega K(G, n + 1))$ is an isomorphism. Finally, $K(G, n)$ is obtained from $B$ by attaching cells of dimension at least $(n + 2)$, so that, since $\pi_r(\Omega K(G, n + 1)) = 0$ for $r > n$, $g$ can be extended to a map $e_n$ of the whole of $K(G, n)$, that still induces isomorphisms in $\pi_n$, and so is a weak homotopy equivalence.

It remains now to prove that, if $(K, L)$ is a CW-pair, then the groups $H^n(K, L; E)$ are isomorphic to $H^n(K, L; G)$, where $E$ is the
The \( \Omega \)-spectrum of Corollary 8.4.8. In fact, rather more than this is true: the definitions of induced homomorphisms and the exact sequence of a pair, given in Theorem 8.4.4, coincide with those of Chapter 5.

The proof of these results is similar to that of Theorem 8.2.15, and depends on the following proposition.

**Proposition 8.4.9** Let \( (K, L) \) be a CW-pair, \( G \) be an abelian group, and \( E \) be the \( \Omega \)-spectrum of Corollary 8.4.8. There is a homomorphism \( \beta: H^n(K, L; E) \to H_n(K, L) \otimes G \), with the following properties.

(a) Given a map \( f: (K, L) \to (P, Q) \), the diagram

\[
\begin{array}{ccc}
H^n(P, Q; E) & \xrightarrow{f^*} & H^n(K, L; E) \\
\downarrow \beta & & \downarrow \beta \\
H_n(P, Q) \otimes G & \xrightarrow{f_* \otimes 1} & H_n(K, L) \otimes G
\end{array}
\]

is commutative.

(b) The diagram

\[
\begin{array}{ccc}
\tilde{H}^n(sK; E) & \xrightarrow{\xi^*} & \tilde{H}^{n-1}(K; E) \\
\downarrow \beta & & \downarrow \beta \\
\tilde{H}_n(sK) \otimes G & \xrightarrow{s_* \otimes 1} & \tilde{H}_{n-1}(K) \otimes G
\end{array}
\]

is commutative.

**Proof.** Represent an element \( x \in H^n(K, L; E) \) by a map \( \xi: K/L \to K(G, n) \), and let \( \tilde{\xi}: s(K/L) \to K(G, n + 1) \) be the map that corresponds under the association map to \( \epsilon_n \xi: K/L \to \Omega K(G, n + 1) \). Now define

\[
\beta(x) = \tilde{\xi} \circ s_*: \tilde{H}_n(K/L) \to G,
\]

where \( \tilde{H}_{n+1}(K(G, n + 1)) \) is identified with \( G \) via the Hurewicz isomorphism

\[
h_{n+1}: G \cong \pi_{n+1}(K(G, n + 1)) \to H_{n+1}(K(G, n + 1)).
\]

The proof that \( \beta \) is a homomorphism is like that of Proposition 7.4.1: if \( y \in H^n(K, L; E) \) is represented by \( \tilde{\eta}: s(K/L) \to K(G, n + 1) \), \( x + y \) is represented by the composite

\[
s(K/L) \xrightarrow{n} s(K/L) \lor s(K/L) \xrightarrow{(\tilde{\xi}, \tilde{\eta})} K(G, n + 1),
\]
so that

\[
\beta(x + y) = (\nabla(\xi \lor \eta)) \ast s_* \\
= (\xi_* + \eta_*)s_* \\
= \beta(x) + \beta(y).
\]

Property (a) is easy, since \(f^*\) corresponds to

\[
(f \land 1)^*: [s(P/Q), K(G, n + 1)] \rightarrow [s(K/L), K(G, n + 1)];
\]

hence

\[
(f_* \land 1) \beta(x) = \xi_*(f \land 1)_*s_* \\
= \xi_*(f \land 1)_*s_* \\
= [\xi(f \land 1)]_*s_* \\
= \beta(f^*x).
\]

To prove property (b), we first observe that, if \(x \in H^n(sK; E)\) is represented by \(\xi: sK \rightarrow K(G, n)\), then \(\beta(x) = \xi_*: H_n(sK) \rightarrow H_n(K(G, n)) \cong G (n \geq 1)\). For \(\xi: s(sK) \rightarrow K(G, n + 1)\) is the same as the composite

\[
s(sK) \xrightarrow{\xi_1} sK(G, n) \xrightarrow{\xi_n} K(G, n + 1),
\]

where \(\xi_n\) corresponds to \(\xi_n\) under the association map. Hence

\[
\beta(x) = (\xi_n)_*(\xi \land 1)_{s*} \\
= (\xi_n)_*(s_* \xi_*).
\]

But if \(\theta: \pi_n(K(G, n)) \rightarrow \pi_{n+1}(K(G, n + 1))\) is the homomorphism defined by sending the homotopy class of \(g: S^n \rightarrow K(G, n)\) to \([\xi_n(g \land 1)]\), there is a commutative diagram

\[
\begin{array}{ccc}
\pi_n(K(G, n)) & \xrightarrow{\theta} & \pi_{n+1}(K(G, n + 1)) \\
\downarrow \kappa_n & & \downarrow \kappa_{n+1} \\
H_n(K(G, n)) & \rightarrow & H_{n+1}(K(G, n + 1)).
\end{array}
\]

However, \(\theta\) is the same as the homomorphism that sends \([g]\) to the class of the map corresponding under the association map to \(\xi_n g\), and this is the identity isomorphism of \(G\). Hence \((\xi_n)_*s_* = 1\) and \(\beta(x) = \xi_*\).
Now if $s^*x \in H^{n-1}(K; E)$ is represented by $\eta: K \to K(G, n-1)$, we have
\[ \tilde{\eta} = \xi, \]
so that
\[ \beta s^*x = \tilde{\eta} s_* = \xi s_* = (s_* \wedge 1)\beta(x). \]

**Theorem 8.4.10** With the notation of Proposition 8.4.9, there is an isomorphism $\gamma: H^n(K, L; E) \to H^n(K, L; G)$, with the following properties:

(a) Given $f: (K, L) \to (P, Q)$, the diagram
\[ H^n(P, Q; E) \xrightarrow{f^*} H^n(K, L; E) \]
\[ \xrightarrow{\gamma} H^n(P, Q; G) \xrightarrow{f_*} H^n(K, L; G) \]
is commutative.

(b) The diagram
\[ \cdots \to H^{n-1}(L; E) \xrightarrow{\delta^*} H^n(K, L; E) \xrightarrow{\iota^*} \tilde{H}^n(K; E) \xrightarrow{i_*} \tilde{H}^n(L; E) \to \cdots \]
\[ \xrightarrow{\gamma} \cdots \to H^{n-1}(L; G) \xrightarrow{\delta} H^n(K, L; G) \xrightarrow{j_*} \tilde{H}^n(K; G) \xrightarrow{j_*} \tilde{H}^n(L; G) \to \cdots \]
is commutative.

**Proof.** We show first that $H^*(K, L; E)$ can be calculated from the chain complex $D(K, L)$, defined by $D_n(K, L) = H^n(M^n, M^{n-1}; E)$ (and $M^n = K^n \cup L$), and then show that the homomorphism $\beta$ of Proposition 8.4.9 yields a chain isomorphism
\[ D(K, L) \to C(K, L) \wedge G. \]

Now the argument of Theorem 8.2.10 will certainly show that
\[ H^n(M^p, L; E) \cong H_{-n}(D(K, E)) \]
for all $p > n$, but once again a special argument is needed to show that $H^n(M^{n+1}, L; E) \cong H^n(K, L; E)$. This time, however, it is sufficient to remark that, for any CW-complex $K$, a map $f: K^{n+1} \to K(G, n)$ can be extended over the remaining cells of $K$, since $\pi_r(K(G, n)) = 0$ for $r > n$, and similarly the homotopy class of such an extension depends only on that of $f$.

By properties (a) and (b) of Proposition 8.4.9, and Corollary 8.2.7,
\[ \beta: D(K, L) \to C(K, L) \wedge G \]
is certainly a chain map. But in fact \( \beta \) is a chain isomorphism, since

\[
H^n(M^n, M^{n-1}; E) \cong [s(M^n/M^{n-1}), K(G, n + 1)]
\]

\[
\cong \pi_{n+1}(s(M^n/M^{n-1})) \land G
\]

\[
\cong \tilde{H}_{n+1}(s(M^n/M^{n-1})) \land G
\]

\[
\cong \tilde{H}_n(M^n/M^{n-1}) \land G.
\]

Hence \( \beta \) induces an isomorphism \( \gamma: H^n(K, L; E) \to H^n(K, L; G) \).

Property (a) follows from Proposition 8.4.9(a) and the argument used to prove Corollary 8.2.11, at least if \( f: (K, L) \to (P, Q) \) is a cellular map. But since by Theorem 7.5.7 any continuous map is homotopic to a cellular map, property (a) immediately extends to any continuous map. As for property (b), we need only consider \( \delta^* \), and by the cohomology analogue of Corollary 8.2.7 it is sufficient to show that the diagram

\[
\begin{array}{ccc}
\tilde{H}^n(sK; E) & \xrightarrow{\delta^*} & \tilde{H}^{n-1}(K; E) \\
\gamma \downarrow & & \gamma \downarrow \\
\tilde{H}^n(sK; G) & \xrightarrow{\delta^*} & \tilde{H}^{n-1}(K; G)
\end{array}
\]

is commutative. But this follows from Proposition 8.4.9(b) in the same way that (a) follows from Proposition 8.4.9(a).

8.5 Products

It has already been hinted, at the beginning of Chapter 5 and elsewhere, that cohomology theory has a real advantage over homology theory, in that it is possible to introduce products, so as to make the direct sum of the cohomology groups into a ring. This makes cohomology a more delicate algebraic invariant, which will often distinguish between spaces that have isomorphic homology groups.

It is possible to set up the general theory for the (singular) cohomology of arbitrary topological spaces (see the notes at the end of the chapter). However, it appears more illuminating—and it is certainly a good deal easier—to confine attention to CW-complexes and make use of the ‘cellular chain groups’ of Section 8.2. The product will be defined by a set of axioms; and since these axioms are just as easy to state for a general cohomology theory, we shall give the definition in terms of the cohomology theory associated with an arbitrary \( \Omega \)-spectrum \( E \).

Since the axioms involve the cohomology groups of a product of two CW-complexes, it is convenient to use the products \( \times \) and \( \smile \), in order to ensure that all products are again CW-complexes.
Definition 8.5.1 Let $E$ be an $\Omega$-spectrum. In the cohomology theory associated with $E$, a product is a set of homomorphisms

$$\wedge : H^r(K; E) \otimes H^s(L; E) \to H^{r+s}(K \wedge L; E),$$

for all integers $r, s$ and all (based) CW-complexes $K, L$ (we shall write $x \wedge y$ for $\wedge (x \otimes y)$). These homomorphisms are required to satisfy the following four axioms.

Axiom 1. Given based maps $f : K \to M$, $g : L \to N$, the following diagram is commutative:

$$\begin{array}{ccc}
H^r(M; E) \otimes H^s(N; E) & \to & H^{r+s}(M \wedge N; E) \\
\downarrow f^* \otimes g^* & & \downarrow (f \wedge g)^* \\
H^r(K; E) \otimes H^s(L; E) & \to & H^{r+s}(K \wedge L; E).
\end{array}$$

Axiom 2. The product is associative, that is,

$$\wedge (\wedge \otimes 1) = \wedge (1 \otimes \wedge) : H^r(K; E) \otimes H^s(L; E) \otimes H^t(M; E) \to H^{r+s+t}(K \wedge L \wedge M; E).$$

Axiom 3. The product is anti-commutative, that is, if $x \in H^r(K; E)$ and $y \in H^s(L; E)$, then $x \wedge y = (-1)^{rs} y \wedge x$, where $\tau : K \wedge L \to L \wedge K$ is the map that exchanges the two factors.

Axiom 4. There exists an element $z \in H^1(S^1; E)$ such that, for each $x \in H^r(K; E)$, $s^*(x \wedge x) = x$.

Of course, by replacing $K, L$ by $K^+, L^+$, we obtain a product in unreduced cohomology, of the form $\wedge : H^*(K; E) \otimes H^*(L; E) \to H^{r+s}(K \wedge L; E)$; again we write $x \wedge y$ for $\wedge (x \otimes y)$. This product satisfies axioms similar to Axioms 1-4 above; in particular, the analogue of Axiom 1 holds for unbased maps $f$ and $g$.

Moreover, by taking $K = L$ and using the diagonal map $\Delta : K \to K \wedge K$, $H^*(K; E)$ can be made into a ring. As has already been suggested, this is the real object in introducing products.

Theorem 8.5.2 If $K$ is a CW-complex, a product $\wedge$ induces a product between elements $x, y \in H^*(K; E)$, written $x \cup y$, in such a way as to make $H^*(K; E)$ into a ring. Moreover, the following properties hold:

(a) If $x \in H^r(K; E)$ and $y \in H^s(K; E)$, then $x \cup y \in H^{r+s}(K; E)$ and $x \cup y = (-1)^{rs} y \cup x$.

(b) If $f : K \to L$ is a based map, then $f^*$ is a ring homomorphism.

(c) All products are zero in $H^*(sK; E)$. 
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Proof. If $x \in \tilde{H}^r(K; E)$ and $y \in \tilde{H}^s(K; E)$, define
\[ x \cup y = \Delta^*(x \land y) \in \tilde{H}^{r+s}(K; E). \]
By definition of $\land$ this is distributive and associative, and remains so when the product $\land$ is extended in the obvious way to more general elements of $\tilde{H}^*(K; E)$: hence $\tilde{H}^*(K; E)$ is a ring. Properties (a) and (b) are immediate from Axioms 1 and 3, since $\tau \Delta = \Delta$ and $(f \land f)\Delta = \Delta f$.

To prove (c), we have only to remark that $\Delta : sK \to sK \land sK$ is the same (up to rearrangement of the factors) as $\Delta \land \Delta : K \land S^1 \to (K \land K) \land (S^1 \land S^1)$; but this is homotopic to the constant map, since $\pi_1(S^1 \land S^1) = \pi_1(S^2) = 0$.

Naturally we can replace $K$ by $K^+$, so as to obtain a similar product in $\tilde{H}^*(K; E)$, and then any unbased map $f : K \to L$ induces a ring homomorphism.

Theorem 8.5.2 shows why it is cohomology, rather than homology, that can be made into a ring. The point is that the diagonal map induces a homomorphism $\Delta^* : \tilde{H}^*(K \land K; E) \to \tilde{H}^*(K; E)$ in cohomology, but goes in the opposite direction in homology, and so cannot be used to form a product.

The next step is to justify Definition 8.5.1 by showing that there exists a product in ordinary cohomology. We use the results of Section 8.2 (in particular Theorem 8.2.15), and the first step is to construct a homomorphism $C_*(K) \otimes C_*(L) \to C_*(K \land L)$ for any two CW-complexes $K$ and $L$. Let the indexing sets and characteristic maps for $K$, $L$ be $I_n$, $B_m$, $\phi^*_a$, $\psi^*_a$ respectively. By Theorem 7.3.16, the indexing sets for $K \land L$ are $C_\Pi = \bigcup A_r \times B_s$, and the characteristic maps are $(\phi^*_a \times \psi^*_b)h_{r,s}$, where $h_{r,s} : E^{r+s} \to E^r \times E^s$ is the standard homeomorphism. A homomorphism $\times : C_*(K) \otimes C_*(L) \to C_*^{r+s}(K \land L)$ may therefore be defined by setting $\times (\alpha \otimes \beta) = \alpha \times \beta$, where the generators of, for example, $C_*(K)$ are identified with the elements of $A_r$ as in Proposition 8.2.12.

**Proposition 8.5.** $\partial(\alpha \times \beta) = \partial \alpha \times \beta + (-1)^r \alpha \times \partial \beta$.

Proof. For each $\gamma \times \delta$ in $C_{r+s-1}$, consider the composite map $d_{\alpha \times \beta, \gamma \times \delta}$ as in Proposition 8.2.12:
\[
\begin{array}{c}
S^{r+s-1} \\
\downarrow \hline
\phi_{r,s} \times \psi_{r,s}
\end{array}
\xrightarrow{h_{r,s}}
S^{r-1} \times E^s \cup E^r \times S^{s-1}
\xrightarrow{p(\phi_{r,s} \times \psi_{r,s})}
K^{r-1} \times L^s \cup K^r \times L^{s-1}
\xrightarrow{K^{r-2} \times L^s \cup K^r \times L^{s-1}}
(\vee (E^{r+s-1}/S^{r+s-1}))
\xrightarrow{\delta_{r,s} \times \delta}
S^{r+s-1}.
\]


This is clearly the constant map unless $\gamma \times \delta \in A_{r-1} \times B_s \cup A_r \times B_{s-1}$, and is homotopic to the constant map (since it is not onto) unless $\gamma \times \delta$ is of form $\gamma \times \beta$ or $\alpha \times \delta$. On the other hand, by Proposition 7.3.21, $d_{a \times \beta, r \times \beta}$ is the composite

$$S^{r+s-1} \xrightarrow{h_{r,s}} S^{r-1} \wedge (E^s/S^{s-1}) \xrightarrow{\phi^r_{a \times \beta, r \times \beta}} (K^{r-1}/K^{r-2}) \wedge (L^s/L^{s-1})$$

$$\leftarrow \phi^{r-1}_{a \times \beta, r \times \beta} \vee (E^{r-1}/S^{r-2}) \wedge (E^s/S^{s-1})$$

$$\leftarrow h_{r-1,s} \vee (E^{r+s-1}/S^{r+s-2}) \xrightarrow{\theta_{a \times \beta}} S^{r+s-1}.$$
Proposition 8.5.4  Given cellular maps \( f: K \to M, g: L \to N \),

\[
(f \times g)(\alpha \times \beta) = (f,\alpha) \times (g,\beta).
\]

**Proof.** By similar methods to those in the proof of Proposition 8.5.3, it is easy to see that \((f \times g)_{\alpha \times \beta, r \times \delta}\) may be identified with \(f_{\alpha r} \wedge g_{\beta \delta}: S^r \wedge S^s \to S^r \wedge S^s\). But

\[
d(f_{\alpha r} \wedge g_{\beta \delta}) = d(f_{\alpha r} \wedge 1)d(1 \wedge g_{\delta \delta}) = d(f_{\alpha r})d(g_{\beta \delta}),
\]

by Example 7.4.10. Hence

\[
(f \times g)(\alpha \times \beta) = \sum_{r, \delta} d((f \times g)_{\alpha \times \beta, r \times \delta})(\gamma \times \delta) = \sum_{r, \delta} d(f_{\alpha r})d(g_{\beta \delta})(\gamma \times \delta) = \left(\sum_{r} d(f_{\alpha r})\gamma\right) \times \left(\sum_{\delta} d(g_{\beta \delta})\delta\right) = (f,\beta) \times (g,\beta).
\]

By composing with the identification map \(p: K \times L \to K \wedge L\), the homomorphism \(\times\) can be turned into a homomorphism into \(C(K \wedge L)\) (at least if the base points are 0-cells); more precisely, define

\[
\wedge: C(K) \otimes C(L) \to C(K \wedge L)
\]

by \(\alpha \wedge \beta = p.(\alpha \times \beta)\). Naturally, the analogues of Propositions 8.5.3 and 8.5.4 remain true, since \(p\) is a chain map.

**Theorem 8.5.5** If \(G\) is a commutative ring with a 1, there exists a product in the cohomology with coefficients in \(G\) of CW-complexes.

**Proof.** By interpreting \(C(K)\) as \(C(K, k_0)\), where \(k_0\) is the base point, the homomorphism \(\wedge\) may be regarded as an isomorphism

\[
\wedge: \bigoplus_{r+s=n} C_r(K) \otimes C_s(L) \to C_n(K \wedge L),
\]

where \(\partial(\alpha \wedge \beta) = (\partial \alpha) \wedge \beta + (-1)^r \alpha \wedge (\partial \beta)\) if \(\alpha \in C_r(K)\). If \(G\) is a commutative ring with a 1, this gives rise to a homomorphism

\[
\wedge: (C_r(K) \otimes G) \otimes (C_s(L) \otimes G) \to C_{r+s}(K \wedge L) \otimes G
\]
as follows. Let \(A_r, B_s\) be the indexing sets for the \(r\)-cells of \(K\) and the
s-cells of L, respectively. If \( x: C_r(K) \to G \) and \( y: C_q(L) \to G \), define \( x \land y \) on the generators of \( C_{r+s}(K \land L) \) by the rule

\[
(x \land y)(\alpha \land \beta) = \begin{cases} 
(x(\alpha), y(\beta), & \alpha \in A_r, \beta \in B_s \\
0, & \text{otherwise.}
\end{cases}
\]

Let \( \alpha \in C_p(K), \beta \in C_q(L) \), where \( p + q = r + s + 1 \). If we write \( \partial \) for \( \partial \land 1 \), then

\[
[\partial(x \land y)](\alpha \land \beta) = (x \land y)[\partial(\alpha \land \beta)]
= (x \land y)((\partial \alpha) \land \beta + (-1)^p \alpha \land (\partial \beta))
= \begin{cases} 
(x(\partial \alpha), y(\beta), & p = r + 1, q = s \\
(-1)^s x(\alpha), y(\beta), & p = r, q = s + 1 \\
0, & \text{otherwise,}
\end{cases}
\]

so that \( \partial(x \land y) = \partial x \land y + (-1)^r x \land \partial y \). It follows that if \( \partial x = \partial y = 0 \), then \( \partial(x \land y) = 0 \); if \( x = \delta x', \partial y = 0 \), then \( x \land y = \delta(x' \land y); \) and if \( \partial x = 0, y = \delta y' \), then \( x \land y = (-1)^s \delta(x \land y) \).

If \( [x] \) denotes the homology class of the cycle \( x \), we can define

\[
\land: \tilde{H}^*(K; G) \otimes \tilde{H}^*(L; G) \to \tilde{H}^{r+s}(K \land L; G)
\]

unambiguously by \([x] \land [y] = [x \land y] \).

It remains to check Axioms 1–4.

**Axiom 1.** Without loss of generality we may assume that \( f \) and \( g \) are cellular. In this case \((f \land g)(\alpha \land \beta) = (f \alpha) \land (g \beta) \) by Proposition 8.5.4, so that Axiom 1 follows since \( f^*, g^* \) and \((f \land g)^* \) are induced by \( f, \land 1, g, \land 1 \) and \((f \land g), \land 1 \) respectively.

**Axiom 2.** This is trivial, since \((\alpha \land \beta) \land \gamma = \alpha \land (\beta \land \gamma) \) in \( C_{r+s+1}(K \land L \land M) \).

**Axiom 3.** By Example 7.4.9, the map \( \tau: S^s \land S^r \to S^r \land S^s \) that exchanges the two factors has degree \((-1)^r \). Thus if we write \( \tau \) also for the 'exchange map' \( \tau: L \land K \to K \land L \), it is easy to see that

\[
\tau: C_{r+s}(L \land K) \to C_{r+s}(K \land L)
\]

is given by \( \tau(\beta \land \alpha) = (-1)^r(\alpha \land \beta) \), if \( \alpha \in C_r(K) \) and \( \beta \in C_s(L) \).

Hence in cohomology \( \tau^*(y \land x) = (-1)^r(x \land y) \), since \( G \) is commutative.

**Axiom 4.** It is easy to see that \( s^*: \tilde{H}^{r+1}(sK; G) \to \tilde{H}^r(K; G) \) is induced by \( s_*: C_r(K) = \tilde{H}_r(M'/M'^{-1}) \to \tilde{H}_{r+1}(s(M'/M'^{-1})) = \tilde{C}_{r+1}(sK) \), where \( M' = K' \cup k_0 \). Now for a CW-complex \( X \), \( t^*: \tilde{H}_r(X) \to \tilde{H}_{r+1}(sX) \) is \((-1)^r \cdot \) times the composite \( \tilde{H}_r(X) \to \tilde{H}_{r+1}(cX, X) \).
\( H_{r+1}(sX) \), and if \( X \) is a one-point union of \( S^r \)'s (for example if \( X = M^r/M^{r-1} \)), then the \( r \)-skeleton of \( cX \) is \( X \), so that this composite may be identified with

\[
\mathcal{C}_r(X) = \mathcal{C}_r(cX) \leftarrow \mathcal{C}_{r+1}(cX) \rightarrow \mathcal{C}_{r+1}(sX).
\]

Now if \( I \) denotes the obvious 1-cell of \( I \), then \( \partial(I) = 1 - 0 \) in \( C(I) \); hence if \( \alpha \in \mathcal{C}_r(X) \) we have \( \partial(\alpha \wedge I) = (-1)^{r+1}\alpha \) in \( \mathcal{C}(cX) \). That is, \( s_* : H_r(X) \rightarrow H_{r+1}(sX) \) is given by sending \( \alpha \) to \( \alpha \wedge s_1 \), where \( s_1 = \rho_1(I) \in C_1(S^1) \). It follows that, if \( x \in H^1(S^1; G) \) is the class of the homomorphism \( C_1(S^1) \rightarrow G \) that sends \( s_1 \) to \( 1 \) in \( G \), then for \( x \in H^r(K; G) \) we have \( s^*(x \wedge z) = x \).

Of course, the corresponding product in unreduced cohomology is induced by the homomorphism

\[
x : C(K) \otimes C(L) \rightarrow C(K \times L).
\]

It can be shown that Axioms 1–4 characterize the product uniquely, if \( G \) is one of the groups \( \mathbb{Z} \) or \( \mathbb{Z}_n \); see Exercise 12.

We have now set up the theory of products in cohomology, and certainly two homotopy-equivalent CW-complexes will have ring-isomorphic cohomology rings. In order to apply this theory in practice, however, we clearly need an effective method of calculation. This reduces to a calculation of the cohomology homomorphism induced by the diagonal map \( \Delta : K \rightarrow K \times K \) (in the case of unreduced cohomology). It is not very easy to do this for arbitrary CW-complexes, but if \( K \) is a polyhedron there is a simple formula for a chain map

\[
d : C(K) \rightarrow C(K \times K)
\]

that induces the same homology and cohomology homomorphisms as \( \Delta \) (we may now write \( \times \) rather than \( \boxtimes \), since obviously a polyhedron is a countable CW-complex).

Let \( K \) be a simplicial complex, which by Proposition 7.3.2 is also a CW-complex. Moreover Proposition 4.4.21 shows that we may identify the simplicial chain complex \( C(K) \) with the cellular chain complex \( C(|K|) \). Suppose that the vertices of \( K \) are totally ordered, as \( a^0 < a^1 < a^2 < \cdots \), say.

**Theorem 8.5.6** For each \( n \geq 0 \), define \( d : C_n(K) \rightarrow C_n(|K| \times |K|) \) by

\[
d[a^{i_0}, \ldots, a^{i_n}] = \sum_{i} [a^{i_0}, \ldots, a^{i_i}] \times [a^{i_i}, \ldots, a^{i_n}],
\]

where \( i_0 < \cdots < i_n \). Then \( d \) is a chain map, and induces the same homology and cohomology homomorphisms as \( \Delta \).
Proof. To show that $d$ is a chain map, observe that

$$
\partial d[a^0, \ldots, a^n] = \sum_{r=0}^{n} \left( \partial[a^0, \ldots, a^r] \times [a^r, \ldots, a^n] + (-1)^r[a^0, \ldots, a^r]ight.
$$

$$
\times \partial[a^r, \ldots, a^n])
$$

$$
= \sum_{r=0}^{n} \left( \sum_{s=0}^{r-1} (-1)^s[a^0, \ldots, a^s, \ldots, a^r] \times [a^r, \ldots, a^n]
$$

$$
+ (-1)^r[a^0, \ldots, a^{r-1}] \times [a^r, \ldots, a^n]
$$

$$
+ \sum_{s=r+1}^{n} (-1)^s[a^0, \ldots, a^n] \times [a^r, \ldots, a^s, \ldots, a^n]
$$

$$
+ (-1)^r[a^0, \ldots, a^r] \times [a^{r+1}, \ldots, a^n]
$$

$$
= d\partial[a^0, \ldots, a^n].
$$

The rest of the proof consists in constructing a chain homotopy $h$ between $d$ and $\tilde{\Delta}$, where $\tilde{\Delta}$ is a cellular approximation to $\Delta$. This will show that $d_\ast = \Delta_\ast$, and dually $h_\ast 1$ will be a chain homotopy between $d_\ast 1$ and $\tilde{\Delta}_\ast$, so that $d_\ast = \Delta_\ast$. To construct $h$, note first that we may assume that, for each simplex $\sigma$ of $K$, $\tilde{\Delta}(\sigma) \subset \sigma \times \sigma$. This follows by induction on the dimension of $\sigma$: in constructing $\tilde{\Delta}$ by the method of Theorem 7.5.7, assume that $\tilde{\Delta}$ has been constructed on $|K^{n-1}|$ with the homotopy $F$ between $\Delta$ and $\tilde{\Delta}$ sending $\sigma \times I$ into $\sigma \times \sigma$ for each $\sigma \in K^{n-1}$ (this is certainly possible if $n = 1$). Then $F$ can be extended to $|K^n| \times I$, with the same property, since

$$
\pi_\ast(\sigma \times \sigma, (\sigma \times \sigma)^n) = 0.
$$

We can now construct $h$ on $C_n(K)$ by induction on $n$. Suppose that $h: C_{n-1}(K) \to C_n(|K| \times |K|)$ has been defined, such that

$$
\partial h(\sigma) + h\partial(\sigma) = \tilde{\Delta}(\sigma) - d(\sigma),
$$

and $h(\sigma) \in C_n(\sigma \times \sigma)$, for all $(n-1)$-simplexes $\sigma$. This can certainly be done for $n = 1$, since $\tilde{\Delta} = d$ on $C_0(K)$ and we may define $h = 0: C_0(K) \to C_1(|K| \times |K|)$. Now if $\sigma$ is an $n$-simplex, $h$ is already defined on $\partial(\sigma)$, and

$$
\partial[-h\partial(\sigma) + \tilde{\Delta}(\sigma) - d(\sigma)] = -(\partial h)(\partial(\sigma)) + \tilde{\Delta}_\ast \partial(\sigma) - d\partial(\sigma)
$$

$$
= (h\partial)(\partial(\sigma)) - \tilde{\Delta}_\ast \partial(\sigma) + d\partial(\sigma)
$$

$$
+ \tilde{\Delta}_\ast \partial(\sigma) - d\partial(\sigma)
$$

$$
= 0.
$$
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But \(- h \partial(\sigma) + \tilde{A}(\sigma) - d(\sigma)\) is an element of \(C_n(\sigma \times \sigma)\), and \(\sigma \times \sigma\) is contractible, so that \(H_n(\sigma \times \sigma) = 0\) \((n \geq 1)\). Hence there exists an element \(h(\sigma) \in C_{n+1}(\sigma \times \sigma)\), such that

\[ \partial h(\sigma) + h \partial(\sigma) = \tilde{A}(\sigma) - d(\sigma), \]

as required. ■

Corollary 8.5.7 The ring structure in \(H^*(K; G)\) is induced by a product

\[ \cup : (C_r(K) \wedge G) \otimes (C_s(K) \wedge G) \to C_{r+s}(K) \wedge G, \]

where if \(x \in C_r(K) \wedge G\), \(y \in C_s(K) \wedge G\), and \((a^0, \ldots, a^{r+s})\) is an \((r + s)\)-simplex with its vertices in the correct order, we have

\[ (x \cup y)[a^0, \ldots, a^{r+s}] = x[a^0, \ldots, a^r] \cdot y[a^r, \ldots, a^{r+s}] . \]

Corollary 8.5.8 If \(|K|\) is connected, \(1 \in H^0(K; G) \cong G\) acts as an identity element for \(H^*(K; G)\). ■

Theoretically, Corollary 8.5.7 gives all the information necessary to calculate the product in \(H^*(K; G)\). However, as we saw in Chapters 4 and 5, it is much too laborious in practice to use the individual simplexes in making calculations with homology or cohomology. Since it appears difficult to give an analogue of Theorem 8.5.6 involving a block dissection or CW-decomposition of \(K\), we cannot hope to improve on Corollary 8.5.7 in general; but if \(|K|\) is a homology manifold, the ring structure in \(H^*(K)\) can easily be computed by relating it to the Poincaré duality isomorphism.

Theorem 8.5.9 Let \(K\) be a triangulation of an orientable homology \(n\)-manifold, and let \(\tilde{D} : H^r(K') \to H_{n-r}(K')\) be the Poincaré duality isomorphism. Then if \(x \in H^r(K')\), \(y \in H^{n-r}(K')\), we have

\[ \tilde{D}(x \cup y) = \langle x, \tilde{D} y \rangle h_0, \]

where \(h_0\) is the homology class of any vertex of \(K'\).

Proof. As remarked after Theorem 5.3.17, \(\tilde{D}\) is given at chain level by \(\tilde{D}(x) = x \cap \phi(z)\), where \(x \in C(K') \wedge Z\) and \(z \in C_n(K)\) is the sum of all the \(n\)-simplexes of \(K\). Here, the definition of \(x \cap \phi(z)\) involves an ordering of the vertices of \(K'\), which we assume done in such a way that \(\partial < \cdot \) if \(\text{dim } \sigma > \text{dim } \tau\). Using the same ordering to give the ring structure in \(H^*(K)\), if \(x \in C_r(K') \wedge Z\), \(y \in C_{n-r}(K') \wedge Z\), and
(a₀, ..., aₙ) is an n-simplex of K' with its vertices in the correct order, we have

\[(x \cup y) \cap [a₀, ..., aₙ] = [a₀].(x \cup y)[a₀, ..., aₙ]\]

\[= [a₀].x[a₀, ..., aᵣ].y[aᵣ, ..., aₙ]\]

\[= \langle x, y \cap [a₀, ..., aᵣ] \rangle [a₀].\]

It follows that \((x \cup y) \cap \phi(z) = \langle x, y \cap \phi(z) \rangle [a₀]\), so that, passing to homology classes, we have \(D(x \cup y) = \langle x, D(y) \rangle h₀\).

The same argument shows that a similar formula holds using \(Zₘ\) or \(Q\) coefficients instead of \(Z\), and (with \(Z₂\) coefficients only) if \(K\) is non-orientable.

**Examples 8.5.10**

(a) We know that \(RP^n\) is a homology n-manifold, and that \(H_r(RP^n; Z₂) \cong H^r(RP^n; Z₂) \cong Z₂\) if \(0 \leq r \leq n\). Moreover the CW-decomposition of \(RP^n\) given in Examples 7.3.3(c) shows that, if \(i: RP^n-1 \rightarrow RP^n\) is the inclusion map, \(i_*: H_r(RP^n-1; Z₂) \rightarrow H_r(RP^n; Z₂)\) is isomorphic for \(0 \leq r \leq n - 1\); similar remarks apply to cohomology.

Let \(x\) be the generator of \(H^1(RP^n; Z₂)\) corresponding under the inclusion map to a choice of generator of \(H^1(RP^1; Z₂)\); we shall show that \(x r\), the \(r\)-fold product of \(x\) with itself, is a generator of \(H^r(RP^n; Z₂)\), \(0 \leq r \leq n\). For suppose this is true in \(RP^{n-1}\) (it is certainly true in \(RP^1\). Then by Axiom 1 of Definition 8.5.1 \(x r\) is a generator of \(H^r(RP^n; Z₂)\) for \(0 \leq r \leq n - 1\). Moreover by Theorem 8.5.9

\[D(x^n) = D(x \cup x^{n-1})\]

\[= \langle x, D(x^{n-1}) \rangle h₀.\]

But \(\langle x, D(x^{n-1}) \rangle = 1\) by Proposition 5.2.11, since \(D\) is an isomorphism, so that \(x^n \neq 0\) and therefore \(x r\) is a generator of \(H^r(RP^n; Z₂)\).

In other words, \(H^*(RP^n; Z₂)\) is isomorphic to the polynomial algebra \(Z₂[x]\), subject to the relation \(x^{n+1} = 0\).

(b) To deduce the ring structure of \(H^*(CP^n; Z₂)\) and \(H^*(HP^n; Z₂)\), we make use of a cellular map \(c: RP^{2n} \rightarrow CP^n\), defined by

\[c[x₁, \ldots, x_{2n+1}] = [x₁ + ix₂, \ldots, x_{2n-1} + ix_{2n}, x_{2n+1}]\]

(this is easily seen to be well-defined and continuous). If \(i_r: RP^{2n-2} \rightarrow RP^{2n}\) and \(i_C: CP^{n-1} \rightarrow CP^n\) are the inclusion maps, then \(ci_r = i_Cc\); and if \(c: RP^{2n-1} \rightarrow CP^{n-1}\) is defined by

\[c'[x₁, \ldots, x_{2n}] = [x₁ + ix₂, \ldots, x_{2n-1} + ix_{2n}],\]
then there is a commutative diagram

\[
\begin{array}{c}
\xymatrix{
S^{2n-1} \ar[r]^{p_R} \ar[d]_{c'} & RP^{2n-1} \ar[r]^{i_n} & RP^{2n} \ar[d]^{c} \\
CP^{n-1} \ar[r]_{p_C} & CP^n
}
\end{array}
\]

where \(p_R\) and \(p_C\) are the local product maps as in Chapter 7, Exercise 19. It follows easily that \(c: C_{2r}(RP^{2n}) \to C_{2r}(CP^n)\) is an isomorphism, and hence that \(c: C_{2r}(RP^{2n}) \to C_{2r}(CP^n)\) is isomorphic for \(0 \leq r \leq n\).

Thus \(c^*: H^{2r}(CP^n; Z_2) \to H^{2r}(RP^{2n}; Z_2)\) is isomorphic for \(0 \leq r \leq n\); and if \(y \in H^2(CP^n; Z_2)\) is the generator such that \(c^*(y) = x^2\), then \(c^*(y^r) = x^{2r}\). Hence \(y^r\) generates \(H^{2r}(CP^n; Z_2)\), and so \(H^*(CP^n; Z_2)\) is isomorphic to \(Z_2[y]\), subject to the relation \(y^{n+1} = 0\).

A similar argument shows that \(H^*(HP^n; Z_2)\) is isomorphic to \(Z_2[z]\), subject to \(z^n = 0\), where \(z \in H^4(HP^n; Z_2)\).

**Note.** It is possible to prove (b) directly from Theorem 8.5.9, by showing that \(CP^n\) and \(HP^n\) are homology manifolds. Since they are in fact orientable, similar results will hold with \(Z\) rather than \(Z_2\) coefficients.

As a corollary of (b), we can easily prove that \(CP^2\) and \(S^2 \vee S^4\) are not homotopy-equivalent. For if \(p, q: S^2 \vee S^4 \to S^2\), \(S^4\) are the projection maps, then \(H^r(S^2 \vee S^4; Z_2) \cong Z_2\) for \(r = 2, 4\), the generators being \(p^*(s_2)\) and \(q^*(s_4)\), where \(s_2\) and \(s_4\) are the generators of \(H^2(S^2; Z_2)\), \(H^4(S^4; Z_2)\) respectively. Now

\[
p^*(s_2) \cup p^*(s_2) = p^*(s_2 \cup s_2) = 0,
\]

so that although \(H^*(S^2 \vee S^4; Z_2)\) and \(H^*(CP^2; Z_2)\) are isomorphic as groups, there is no ring isomorphism between them. Thus \(S^2 \vee S^4\) and \(CP^2\) cannot be homotopy-equivalent.

In order to calculate the cohomology ring of a product of two CW-complexes, the following proposition is useful.

**Proposition 8.5.11** Given CW-complexes \(K\) and \(L\), let \(p, q: K \times L \to K, L\) be the projection maps (which are continuous by Proposition 7.3.23). Then if \(G\) is any commutative ring with 1, the following diagram is commutative:
\[ H^*(K; G) \otimes H^*(L; G) \xrightarrow{p^* \otimes q^*} H^*(K \times L; G) \]

**Proof.** By Axiom 1 of Definition 8.5.1, the diagram

\[ H^*(K; G) \otimes H^*(L; G) \xrightarrow{x} H^*(K \times L; G) \]

is commutative. But clearly \((p \times q)^*\) is a bijection. We have

\[ (p \times q)^* : K \times L \rightarrow K \times L. \]

**Example 8.5.12** It follows that \(H^*(S^n \times S^m)\) has generators \(s_n \in H^n, s_m \in H^m\) and \(z \in H^{n+m}\), where \(z = s_n \cup s_m\). All other products of \(s_n, s_m\) and \(z\) are zero, since \(s_n\) and \(s_m\) are in the images of \(p^*\) and \(q^*\) respectively, and \(H^r(S^n \times S^m) = 0\) for \(r > n + m\). A similar result holds using \(\mathbb{Z}_2\) coefficients.

We can now, at last, prove that \(S^2 \times S^4\) and \(CP^3\) are not homotopy-equivalent. For if \(y\) is the generator of \(H^2(CP^3; \mathbb{Z}_2)\), then \(y^3 \neq 0\); but \((s_2)^3 = 0\) in \(H^4(S^2 \times S^4; \mathbb{Z}_2)\).

We end this chapter with an important geometrical application of the theory of products, on the non-existence of antipodal maps of \(S^n\) to \(S^m, m < n\).

**Definition 8.5.13** A map \(f: S^n \rightarrow S^m (n, m \geq 0)\) is called antipodal if, for all points \(x \in S^n, f(-x) = -f(x)\).

**Theorem 8.5.14** There is no antipodal map \(f: S^n \rightarrow S^m, if n > m \geq 0\).

**Proof.** Suppose that there were such a map \(f\). Then \(f\) would induce a map \(g: RP^n \rightarrow RP^m\), such that the diagram

\[ S^n \xrightarrow{f} S^m \]
\[ \begin{array}{c}
\downarrow p_n \\
RP^n \xrightarrow{g} RP^m
\end{array} \]

is commutative, where \(p_n\) and \(p_m\) are the local product maps of Chapter 7, Exercise 19. Now by Chapter 6, Exercise 19, \(p_n\) and \(p_m\) are Serre
fibre maps; and if we choose base points in all four spaces so as to make all the maps based, \( f \) induces a homeomorphism on the fibres \( F_n \) and \( F_m \), which are both homeomorphic to \( S^0 \). So by Chapter 6, Exercise 18, there is a commutative diagram of exact sequences

\[
0 \rightarrow \pi_1(S^n) \xrightarrow{(\rho_n)_*} \pi_1(RP^n) \rightarrow \pi_0(F_n) \rightarrow 0
\]

Here, \( f_*: \pi_0(F_n) \rightarrow \pi_0(F_m) \) is a \((1-1)\)-correspondence. This is an immediate contradiction if \( m = 0 \) (the third square cannot be commutative), and if \( m = 1 \) (the second square cannot be commutative, since \( \pi_1(RP^n) \rightarrow \pi_0(F_n) \) must be a \((1-1)\)-correspondence and \( g_* = 0 \) because \( \pi_1(RP^n) \cong Z_2 \) and \( \pi_1(RP^m) \cong Z \)). On the other hand, if \( n > m \geq 2 \), then \( \pi_1(S^n) = \pi_1(S^m) = 0 \), and so \( g_*: \pi_1(RP^n) \rightarrow \pi_1(RP^m) \) is an isomorphism. Thus by Theorem 8.3.7 \( g_*: H_1(RP^n) \rightarrow H_1(RP^m) \) is also an isomorphism, both groups being isomorphic to \( Z_2 \). Using the exact coefficient sequence associated with \( Z_2 \), this shows that \( g_*: H_1(RP^n; Z_2) \rightarrow H_1(RP^m; Z_2) \) is an isomorphism, and so \( g_*: H^1(RP^m; Z_2) \rightarrow H^1(RP^n; Z_2) \) is isomorphic by Proposition 5.2.11. Thus if \( x \) is the generator of \( H^1(RP^m; Z_2) \), \( g^*(x) \) generates \( H^1(RP^m; Z_2) \), and hence \( g^*(x^n) = [g^*(x)]^n \neq 0 \). But this is a contradiction, since \( x^n = 0 \) because \( m < n \).

An interesting corollary of Theorem 8.5.14 is the Fixed-Point Theorem of Borsuk.

**Theorem 8.5.15** Given any continuous map \( f: S^n \rightarrow R^n \), there exists a point \( x \in S^n \) such that \( f(x) = f(-x) \).

**Proof.** Suppose no such point \( x \) exists. Then a continuous map \( g: S^n \rightarrow S^{n-1} \) can be defined by setting

\[
g(x) = \frac{[f(x) - f(-x)]}{\|f(x) - f(-x)\|}.
\]

But \( g \) is clearly antipodal.

**Corollary 8.5.16** Let \( X_1, \ldots, X_n \) be bounded measurable subsets of \( R^n \). Then there exists an \((n - 1)\)-dimensional hyperplane \( Y \) in \( R^n \) that bisects each of \( X_1, \ldots, X_n \).

**Proof.** Given a point \( x \in S^n \subset R^{n+1} \), let \( Z_x \) be the \( n \)-dimensional hyperplane of \( R^{n+1} \) through \((0, \ldots, 0, 1)\), perpendicular to the vector \( x \). For \( 1 \leq r \leq n \), let \( f_r(x) \) be the measure of that part of \( X_r \) that lies
on the same side of $Z_x$ as $x + (0, \ldots, 0, 1)$. It is easy to see that $f_r$ is a continuous function from $S^n$ to $R^1$, and hence that

$$f(x) = (f_1(x), \ldots, f_n(x))$$

is a continuous function from $S^n$ to $R^n$. By Theorem 8.5.15 there is a point $x \in S^n$ such that $f_r(x) = f_r(-x)$ for all $r$; but since $Z_x = Z_{-x}$ and $x + (0, \ldots, 0, 1)$ and $-x + (0, \ldots, 0, 1)$ are on opposite sides of $Z_x$, this means that $Z_x$ bisects each $X_r$. Hence $Y = R^n \cap Z_x$ is an $(n - 1)$-dimensional hyperplane in $R^n$ that bisects each $X_r$.

If $n = 3$, Corollary 8.5.16 says that three bounded measurable sets in $R^3$ can be simultaneously bisected with one plane. This result is popularly known as the Ham Sandwich Theorem: no matter how the slices of bread and the slice of ham are arranged, it is always possible to cut the sandwich in half with a single knife cut.

**EXERCISES**

1. Let $\Omega_n(X)$ and $\Omega_n(X, Y)$ be as in Chapter 7, Exercises 2 and 4. Show that, for any pair $(X, Y)$, $h_n\Omega_n(X, Y) = h_n\Omega_n(X, Y) = 0$, so that the Hurewicz homomorphisms may be regarded as homomorphisms

$$h_n : \pi_n(X) \to H_n(X), \quad h_n : \pi_n(X, Y) \to H_n(X, Y).$$

Prove also that, if $K$ is a connected CW-complex and $n \geq 2$, $h_n : \pi_n^s(K^n, K^{n-1}) \to H_n(K^n, K^{n-1})$ is always an isomorphism. (Hint: use Chapter 7, Exercise 16.)

2. The dunce hat $D$ is the space obtained from an equilateral triangle by identifying edges as shown in Fig. 8.1.

![Fig. 8.1](image)
Show that $D$ is triangulable, and use Theorem 8.3.10 to show that $D$ is contractible. However, $D$ is not collapsible.

3. Show that a simply connected homology $n$-manifold $X$ is homotopy-equivalent to $S^n$ if $\tilde{H}_r(X) = 0$ for $r \leq [n/2]$, where $[n/2]$ is the integer part of $n/2$. Deduce that if $X$ is the 3-manifold of Chapter 5, Exercise 9, then $SX$ is a homology 4-manifold that is homotopy-equivalent to $S^4$, but not homeomorphic to $S^4$ (thus the Poincaré conjecture is false for homology manifolds).

4. Let $f: K \rightarrow L$ be a based map between connected CW-complexes, and let $\tilde{f}: \tilde{K} \rightarrow \tilde{L}$ be the corresponding map of their universal covers, so that there is a commutative diagram

$$
\begin{array}{ccc}
\tilde{K} & \xrightarrow{i} & \tilde{L} \\
\downarrow g & & \downarrow h \\
K & \xrightarrow{f} & L,
\end{array}
$$

where $g$ and $h$ are the covering maps (see Chapter 6, Exercises 23 and 25). Show that, if

$$
f_*: \pi_1(K) \rightarrow \pi_1(L)
$$

and

$$
\tilde{f}_*: H_*(\tilde{K}) \rightarrow H_*(\tilde{L})
$$

are isomorphic for all $r$, then $f$ is a (based) homotopy equivalence.

5. Let $L, M$ be subcomplexes of a CW-complex $K$, where $K = L \cup M$, and suppose that a 0-cell $k_0$ of $L \cap M$ is taken as the base point. By considering the inclusion map of $L \vee M$ in

$$
K' = (L \times 0) \cup \frac{(L \cap M) \times I}{k_0 \times I} \cup (M \times 1),
$$

show that for any $\Omega$-spectrum $E$ there is an exact Mayer–Vietoris sequence

$$
\cdots \rightarrow \tilde{H}^n(K; E) \xrightarrow{\zeta_*} \tilde{H}^n(L; E) \oplus \tilde{H}^n(M; E) \xrightarrow{\eta^*} \tilde{H}^n(L \cap M; E) \xrightarrow{i_1^*} \tilde{H}^{n+1}(K; E) \rightarrow \cdots,
$$

where $\zeta_*$ is induced by the inclusion maps of $L, M$ in $K$, and $\eta^*(x \oplus y) = i_1^*(x) - i_2^*(y)$, where $i_1, i_2: L \cap M \rightarrow L, M$ are the inclusion maps.

6. Let $i: L \rightarrow K$ be the inclusion of a subcomplex in a CW-complex, and let $M$ be another CW-complex. Show that $(C_1) \wedge M$ and $C_{(i \wedge 1)}$ are homeomorphic, where $i \wedge 1: L \wedge M \rightarrow K \wedge M$.

Given any integer $r > 1$, let $L_r$ be the space $S^1 \cup_r E^2$, where $f: S^1 \rightarrow S^1$ is a map of degree $r$. For any $\Omega$-spectrum $E$, define

$$
H^n(K; E; Z_r) = H^{n+2}(K \wedge L_r; E).
$$
Prove that there is an exact sequence

\[ 0 \rightarrow H^*(K; \mathbb{E}) \otimes \mathbb{Z}_r \rightarrow H^*(K; \mathbb{E}; \mathbb{Z}_r) \rightarrow \text{Tor} (H^{n+1}(K; \mathbb{E}), \mathbb{Z}_r) \rightarrow 0, \]

and that if \( E_n = K(\mathbb{Z}, n) \) then \( H^*(K; \mathbb{E}; \mathbb{Z}_r) = H^n(K; \mathbb{Z}_r). \)

7. Show that, if \( G \) is a finitely generated abelian group, then \( K(G, n) \) can be constructed as a countable CW-complex. \((\text{Hint: use Chapter 7, Exercise 12.})\) Deduce from Corollary 7.5.3 that \( K(G, n) \) is an AH1.

8. Let \( K \) be a CW-complex, and let \( Y \) be a path-connected \((n - 1)\)-simple space. Given a map \( f: K^{n-1} \rightarrow Y \), define \( c(f) \in C_n(K) \otimes \pi_{n-1}(Y) \) by

\[ c(f)(\alpha) = [f \phi^*_n], \]

where the characteristic map \( \phi^*_n \) is regarded as a map of \( S^{n-1} \) to \( K^{n-1} \).

Similarly, given two maps \( f, g: K^{n-1} \rightarrow Y \), such that \( f \simeq g \) on \( K^{n-2} \) by a homotopy \( F: K^{n-2} \times I \rightarrow \tilde{Y} \), define \( d(f, g) \in C_n(K) \otimes \pi_{n-1}(Y) \) by regarding \( f, g, F \) as a map \( \tilde{F}: (K \times I)^{n-1} \rightarrow Y \), and setting

\[ d(f, g) = (\theta \wedge 1)c(\tilde{F}), \]

where \( \theta: C(K) \rightarrow C(K \times I) \) is defined by \( \theta(\alpha) = \alpha \times I \). Prove the following results \((n \geq 2)\).

(a) \( c(f) \) depends only on the homotopy class of \( f \), and is zero if and only if \( f \) has an extension to a map \( f: K^n \rightarrow Y \).

(b) \( \delta c(f) = 0 \). \((\text{Hint: use Exercise 1, and show that } c(f) \text{ may alternatively be defined to be the composite})\)

\[ H_n(K^n, K^{n-1}) \leftarrow^{\delta_n} \pi_n^*(K^n, K^{n-1}) \rightarrow^{f_*} \pi_{n-1}(K^{n-1}) \rightarrow \pi_{n-1}(Y). \)

(c) \( \delta d(f, g) = (-1)^n(c(f) - c(g)) \).

(d) Given \( d \in C_{n-1}(K) \otimes \pi_{n-1}(Y) \), and \( f: K^{n-1} \rightarrow Y \), there exists \( g: K^{n-1} \rightarrow Y \), such that \( g = f \) on \( K^{n-2} \), and \( d(f, g) = d \).

(e) If \( \gamma(f) \) denotes the homology class of \( c(f) \) in \( H^n(K; \pi_{n-1}(Y)) \), then \( \gamma(f) = 0 \) if and only if there exists a map \( g: K^n \rightarrow Y \) such that \( f = g \) on \( K^{n-2} \).

9. Let \( K \) and \( L \) be CW-complexes. Show that there is an exact sequence

\[ 0 \rightarrow Z_*(C(K)) \otimes C_*(L) \rightarrow C_*(K) \otimes C_*(L) \overset{\Phi_1}{\rightarrow} B_{-1}(C(K)) \otimes C_*(L) \rightarrow 0, \]

and deduce from Theorem 4.4.2 and Proposition 8.5.3 that there is an exact sequence

\[ 0 \rightarrow \bigoplus_{r+s=n} H_r(K) \otimes H_s(L) \rightarrow H_n(K \times L) \rightarrow \bigoplus_{r+s=n-1} \text{Tor} (H_r(K), H_s(L)) \rightarrow 0. \]
By constructing a suitable homomorphism
\[ \theta: \pi_r(K \times L) \to \bigoplus_{r+s=n} \pi_s(K) \otimes \pi_t(L), \]
prove that this sequence splits, so that
\[ \pi_r(K \times L) \cong \bigoplus_{r+s=n} \pi_s(K) \otimes \pi_t(L) \oplus \bigoplus_{r+s=n-1} \text{Tor}(\pi_s(K), \pi_t(L)). \]
Show similarly that
\[ \pi_r(K \times L) \cong \bigoplus_{r+s=n} \pi_s(K) \otimes \pi_t(L) \oplus \bigoplus_{r+s=n-1} \text{Tor}(\pi_s(K), \pi_t(L)). \]

10. Let \((K, L)\) be a CW-pair, such that \(L\) is a retract of \(K\). Show that, if \(G\) is a commutative ring with a 1,
\[ H^*(K; G) \cong \text{Im} \ r^* \oplus \text{Ker} \ i^* \]
as a direct sum of groups, and that \(\text{Im} \ r^*\) is a subring and \(\text{Ker} \ i^*\) is an ideal (\(i: L \to K\) and \(r: K \to L\) are the inclusion and retraction maps respectively).
By taking \(K = \mathbb{C}P^2\), \(L = \mathbb{C}P^1\) and \(G = \mathbb{Z}_2\), show that \(\mathbb{C}P^1\) is not a retract of \(\mathbb{C}P^2\).

11. Given an element \(x \in \pi_{2n-1}(S^n)\) \((n \geq 1)\), the Hopf invariant of \(x\) is defined as follows. Represent \(x\) by a map \(f: S^{2n-1} \to S^n\), and let \(Y = C_f\). Then \(H^n(Y) \cong Z\), \(H^{2n}(Y) \cong Z\), the generators being \(y_n\), \(y_{2n}\), where \(f^*_i(y_n) = \iota_n, y_{2n} = f^*_d(\iota_{2n})\), and \(\iota_n, \iota_{2n}\) are the generators of \(H^n(S^n), H^{2n}(S^{2n})\) respectively. The Hopf invariant of \(x\), \(\theta(x)\), is then defined by.
\[ (y_n)^2 = \theta(x) \cdot y_{2n}. \]
Prove the following results.
(a) \(\theta(x)\) depends only on \(x\), and not on the choice of \(f\) (use Chapter 6, Exercise 11).
(b) \(\theta: \pi_{2n-1}(S^n) \to Z\) is a homomorphism. \(\text{Hint: consider } C \bigvee (C_\mathbb{Z} \cdot g), \text{where } \mathbb{V}(f \vee g): S^{2n-1} \vee S^{2n-1} \to S^n.\)
(c) \(\theta = 0\) if \(n\) is odd.
(d) If \(n\) is even, \(\theta(\iota_n, \iota_n) = \pm 2\), where \(\iota_n\) is the generator of \(\pi_n(S^n)\) represented by the identity map. Deduce that, if \(n\) is even, \(\pi_{2n-1}(S^n)\) has an element of infinite order, and that \(S^n\) cannot be an \(H\)-space.

12. Show that
\[ \tilde{H}^{r+s}(K(Z, r) \wedge K(Z, s)) \cong Z \]
and
\[ \tilde{H}^{r+s}(K(Z_n, r) \wedge K(Z_n, s); Z_n) \cong Z_n, \]
for any integer \(n > 1\). Deduce that Axioms 1–4 of Definition 8.5.1 determine the product \(\wedge\) uniquely for cohomology with coefficients \(Z\) or \(Z_n\).
13. Given CW-complexes \( K, L \) and a commutative ring with a 1, \( G \), define homomorphisms \( \cdot : (C_\gamma(L) \otimes G) \otimes (C_\alpha(K \times L) \otimes G) \to C_{\gamma + \alpha}(K) \otimes G \) by the rule
\[
x \cdot [(\alpha \times \beta) \otimes g] = \begin{cases} 
\alpha \otimes (x(\beta) \cdot g), & \alpha \in C_{\gamma + \alpha}(K), \beta \in C_\alpha(L) \\
0, & \text{otherwise}.
\end{cases}
\]
Show that \( (\partial \otimes 1)(x \cdot y) = x \cdot [(\partial \otimes 1) y] + (-1)^{\gamma - 1} \delta x \cdot y \), and deduce that \( \cdot \) induces 'products'
\[
\cdot : H^n(L; G) \otimes H_\alpha(K \times L; G) \to H_{\gamma + \alpha}(K; G).
\]
Establish the following properties of \( \cdot \).
(a) Given maps \( f : K \to M, g : L \to N \), then \( f_\#(g^*_\cdot y) = x \cdot [(f \otimes g)_\# y] \).
(b) Given \( x \in H^n(L; G) \), \( y \in H_\alpha(M; G) \) and \( z \in H_\beta(K \times L \times M; G) \), then
\[
(x \cdot y) \cdot z = x \cdot (y \cdot z).
\]
(c) Given \( x \in H^n(K; G) \) and \( y \in H_\alpha(K; G) \), then \( x \cdot g = \langle x, y \rangle \) in \( H_0(P; G) = G \), where \( P \) is a single point, and \( y \) is regarded as an element of \( H_\alpha(P \times K; G) \).
(d) If \( K \) is a polyhedron, \( x \in H^n(K; G) \) and \( y \in H_\alpha(K; G) \), then
\[
x \cap y = x \Delta_\#(y), \text{ where } \Delta : |K| \to |K| \times |K| \text{ is the diagonal map.}
\]
Establish similar results for reduced cohomology, involving \( \wedge \) instead of \( \times \).

14. Let \( K \) be a triangulation of an orientable homology \( n \)-manifold, and let \( L \) be a subcomplex of \( K \). Let \( \overline{L} \) be the supplement of \( L \) in \( K \), so that a typical simplex of \( K' \) (with the usual ordering) is \( (a^0, \ldots, a^n) \) where \( (a^0, \ldots, a^{r-1}) \in \overline{L} \) and \( (a^r, \ldots, a^n) \in L' \). Let \( N(\overline{L}) \) be the set of points in such simplexes of the form \( \sum \lambda_i a^i \), where \( \lambda_0 + \cdots + \lambda_{r-1} \geq \frac{1}{2} \), and let \( N(L) \) be the set of points where \( \lambda_0 + \cdots + \lambda_n \geq \frac{1}{2} \); show that \( |\overline{L}|, |L| \) are strong deformation retracts of \( N(\overline{L}), N(L) \) respectively.

Now let \( M \) be a subcomplex of \( L \), so that \( N(M) \subset N(L), N(\overline{M}) \subset N(\overline{L}) \), and \( |K| = N(\overline{L}) \cup N(M) \cup (N(\overline{M}) \cap N(L)) \). Show that there are homotopy equivalences \( p : (N(\overline{M}), N(\overline{L})) \to (|\overline{M}|, |\overline{L}|), q : (N(L), N(M)) \to (|L|, |M|) \). Hence define a map
\[
\Delta : |K| \to (|\overline{M}|/|\overline{L}|) \wedge (|L|/|M|)
\]
by the rule
\[
\Delta(x) = \begin{cases} 
p(x) \wedge q(x), & x \in N(\overline{M}) \cap N(L) \\
\text{base point,} & \text{otherwise}
\end{cases}
\]
Also define a homomorphism \( d : C(K') \to C((|\overline{M}|/|\overline{L}|) \wedge (|L'|/|M'|)) \) by the rule \( d[a^0, \ldots, a^n] = \sum [a^0, \ldots, a^r] \wedge [a^r, \ldots, a^n] \), the sum being taken over those values of \( r \) for which \( (a^0, \ldots, a^r) \) is a simplex.
of $\bar{M} - \bar{L}$ and $(a', \ldots, a^n)$ is a simplex of $L' - M'$. Show that $d$ is a chain map, and induces the same homology and cohomology homomorphisms as $\Delta$. (Hint: given a simplex $\sigma = (a^0, \ldots, a^n) \in K'$, where $a^0, \ldots, a^{i-1} \in \bar{L}, a', \ldots, a^{i-1} \in \bar{M} \cap L'$ and $a^i, \ldots, a^n \in M'$, use the method of Theorem 8.5.6, with $\sigma \times \sigma$ replaced by $(a^0, \ldots, a^{i-1}) \wedge (a', \ldots, a^n)$ in the definition of $h$.)

Let $D: H^r(L', M') \to H^r_n(\bar{M}, \bar{L})$ be the duality isomorphism of Theorem 5.3.13, composed with $(h^*)^{-1}$, where $h: (|L'|, |M'|) \to (|L|, |M|)$ is a simplicial approximation to the identity. Deduce that

$$D(x) = x|\Delta_n(x),$$

where $x \in H_n(K) = \bar{H}_n(K)$ is the standard generator, and hence show that, if $y \in H^{n-r}(\bar{M}, \bar{L})$, then

$$D\Delta^*(y \wedge x) = \langle y, D(x) \rangle h_0,$$

where $D$ also denotes the Poincaré duality isomorphism $H^*(K') \cong H_*(K')$, and $h_0$ is the homology class of any vertex of $K'$.

Establish similar results for non-orientable homology manifolds, using $Z_2$ coefficients.

15. Let $K$ be a simplicial complex. Show that, for each integer $r \geq 0$, there exists a homomorphism

$$d_r: C(K) \otimes Z_2 \cong (|K| \times |K|) \otimes Z_2,$$

such that the following properties hold.

(a) $d_0^* = \Delta^*$, where $\Delta$ is the diagonal map.
(b) $d_r[C_n(K) \otimes Z_2] \subset C_{n+r}(|K| \times |K|) \otimes Z_2$.
(c) $\partial d_r + d_r\partial = (1 + r)d_{r-1}$, where $\tau: C(|K| \times |K|) \otimes Z_2 \to C(|K| \times |K|) \otimes Z_2$ is the chain map exchanging the two factors.
(d) For each simplex $\sigma$, $d_r(\sigma \otimes 1) \in C(\sigma \times \sigma) \otimes Z_2$.
(e) If $d_r^0, d_r^1, d_r^2, \ldots$ are another set of such homomorphisms, then there exist homomorphisms $h_r: C(K) \otimes Z_2 \to C(|K| \times |K|) \otimes Z_2 (r \geq 0)$, such that $d_r + d_r^i = \partial h_r + h_r\partial + (1 + r)h_{r-1}$.

Now suppose that $x \in C_n(K) \otimes Z_2, y \in C_m(K) \otimes Z_2$, and define

$$x \cup_r y = (d_r \otimes 1)(x \times y) \in C_{n+m-r}(K) \otimes Z_2.$$

Show that $\delta(x \cup_r y) = \delta(x) \cup_r y + x \cup_r \delta(y) + y \cup_{r-1} x$, and hence define $Sq^r: H^n(K; Z_2) \to H^{n+r}(K; Z_2)$ by the rule

$$Sq^r[x] = [x \cup_{n-r} x].$$

Show that $Sq^r$ is well defined (that is, is independent of the choice of $d_{n-r}$ and $x$), and has the following properties.

(a) $Sq^r$ is a homomorphism.
(b) If $f: |K| \to |L|$ is a continuous map, then $f^* Sq^r = Sq^r f^*$. (Hint:
use the Simplicial Approximation Theorem and a suitable modification of (e) above.)
(c) $Sq^0$ is the identity isomorphism.
(d) $Sq^r(x) = x^2$ if $x \in H^r(K; Z_2)$.
(e) $Sq^r(x) = 0$ if $x \in H^n(K; Z_2)$, $n < r$.
(f) If $x \in H^n(K; Z_2)$ and $y \in H^m(L; Z_2)$, then

$$Sq^r(x \times y) = \sum_{t=0}^r (Sq^{r-t}x) \times (Sq^ty) \text{ in } H^{n+m+r}(|K| \times |L|; Z_2).$$

(Hint: show that $Sq^r$ may be calculated in (the polyhedron) $|K| \times |L|$ by using the homomorphisms

$$D_i : C(|K| \times |L|) \otimes Z_2 \rightarrow C(|K| \times |K| \times |L| \times |L|) \otimes Z_2$$

defined by $D_i((\sigma \times \mu) \otimes 1) = \sum_{r=0}^i d_{r-1}(\sigma \otimes 1) \times \tau d_r(\mu \otimes 1).$)

Extend the definition of $Sq^r$ to $\tilde{H}^n(K; Z_2)$ and $H^n(K, L; Z_2)$, and prove:

(g) If $\delta^*$ is the homomorphism in the exact cohomology sequence of $(K, L)$, then $\delta^* Sq^r = Sq^r \delta^*$.
(h) If $s^* : H^{n+1}(SK; Z_2) \rightarrow H^n(K; Z_2)$ is the suspension isomorphism, then $s^* Sq^r = Sq^r s^*$.

16. Show that $Sq^r$ can be calculated in $H^*(RP^n; Z_2)$ by the rule

$$Sq^r(x^s) = \binom{s}{r} x^{s+r},$$

where $x$ generates $H^1(RP^n; Z_2)$, $\binom{s}{r}$ is the binomial coefficient reduced mod 2, and $\binom{s}{r}$, $x^r$ are interpreted as zero if $r > s$, $s > n$ respectively. Deduce that $RP^n/RP^2$ is not a retract of $RP^5/RP^2$ (both spaces have the homotopy type of polyhedra).

17. Let $L$ be a subcomplex of some triangulation of $S^*$, and let $\bar{L}$ be the supplement of $L$; let

$$D : \tilde{H}^*(L; Z_2) \rightarrow \tilde{H}_{*+1}(\bar{L})$$

be the Alexander duality isomorphism, as in Theorem 5.3.19. Define a homomorphism $c_r(Sq^t) : \tilde{H}^{r-t}(L; Z_2) \rightarrow \tilde{H}^r(L; Z_2)$ by the rule

$$\langle y, Dc_r(Sq^t)x \rangle = \langle Sq^ty, Dx \rangle,$$

where $x \in \tilde{H}^{r-t}(L; Z_2)$ and $y \in \tilde{H}^{s+r-t}\bar{L}(\bar{L}; Z_2)$. Use Exercise 14 and Exercise 15(f) to show that

$$\sum_{t=0}^1 c_r(Sq^{t-1})Sq^t = 0 \quad (t > 0),$$

and deduce that $c_r(Sq^t)$ depends only on $Sq^t$: we therefore drop the suffix $r$ and write $c(Sq^t)$. 
Now suppose, if possible, that some triangulation of $\mathbb{R}P^{2n}$ can be regarded as a subcomplex of some triangulation of $S^{2n+1}$. Use Exercise 15(e) to show that

$$c(Sq^{2n-1}) = 0: H^1(\mathbb{R}P^{2n}; \mathbb{Z}_2) \rightarrow H^2(\mathbb{R}P^{2n}; \mathbb{Z}_2).$$

On the other hand, show by using Exercise 16 that $Sq^1$, $Sq^2$, $Sq^3$, ..., $Sq^{2n-1}$ are all zero on $x^{2n}$ and deduce that $c(Sq^{2n-1})x = x^{2n}$. This contradiction shows that $\mathbb{R}P^{2n}$ cannot be embedded as a subcomplex of a triangulation of $S^{2n+1}$. 

**NOTES ON CHAPTER 8**

*The Hurewicz theorem.* Hurewicz first stated Theorem 8.3.7(a), and gave a sketch of the proof, in [74]. Theorem 8.3.7(b) can be refined slightly to read: if $\pi_r(K, L) = 0$ for $1 \leq r < n \ (n \geq 2)$, then $h_*: \pi_*(K, L) \rightarrow H_*(K, L)$ is an isomorphism.

For an 'elementary' proof of the Hurewicz theorem for arbitrary spaces, see Spanier [131], Chapter 7; however, a much easier proof can be given, based on the work of Serre [125] on the homology of fibre spaces: see for example Hu [73], Chapter 10.

*General cohomology theories.* The cohomology theory associated with an $\Omega$-spectrum $E$ was first defined by G. W. Whitehead [155]. It is interesting to observe that, under mild restrictions, any 'cohomology theory' $h^*(K, L)$, having the properties in the statement of Theorem 8.4.4, is the cohomology theory associated with some $\Omega$-spectrum: this is a theorem of E. H. Brown [30, 31]. It is possible to give a definition of the homology groups associated with an $\Omega$-spectrum, although this is more complicated than the corresponding cohomology theory: for details, see G. W. Whitehead [155].

For the original definition of Eilenberg–MacLane spaces, see Eilenberg and MacLane [52, 54].

Important cohomology theories associated with other $\Omega$-spectra include the groups $K^*(X)$ of Atiyah and Hirzebruch (see for example Atiyah and Hirzebruch [18], Adams [3]), and the groups $MU^*(X)$ of Conner and Floyd [42] and Atiyah [16] (see also Novikov [110]).

G. W. Whitehead has proved that the duality theorems of Section 5.3 extend to the homology and cohomology theories associated with an arbitrary $\Omega$-spectrum $E$, provided that the manifolds involved are 'orientable with respect to $H_*(\ ; E)$'. The method is that of Exercise 14.

*Products.* Instead of defining products axiomatically, it is possible to work directly with the $\Omega$-spectra; this is the approach of G. W. Whitehead [155]. The explanation why it is cohomology rather than homology that admits a ring structure is due originally to Lefschetz [91].
For the theory of products in the homology and cohomology of arbitrary spaces, see for example Spanier [131], Chapter 5.

The Borsuk–Ulam Theorem. Theorem 8.5.15 was conjectured by Ulam, and first proved by Borsuk [21].

The Dunce Hat. For more details, see Zeeman [168].

Exercise 6. This proof of the Universal Coefficient Theorem for general cohomology theories is based on a result of Puppe [119]. For details of the proof, see Araki and Toda [14] or Maunder [99].

Obstruction theory (Exercise 8). Most of this is due to Steenrod [137], Part III, who also deals with the problem of obstructions to cross-sections of fibre bundles. The theory can be extended to arbitrary topological spaces: see Olum [111].

The Hopf invariant. The definition in Exercise 11 is that of Steenrod [136], and is somewhat different from Hopf's original definition [70]. The Hopf invariant has been generalized by G. W. Whitehead [153] to a homomorphism $H: \pi_m(S^n) \to \pi_m(S^{2n-1}) (m \leq 4n - 4)$, and by Hilton [62] to a homomorphism $H^*: \pi_m(S^n) \to \pi_{m+1}(S^{2n})(m > 0)$. It is the homomorphism $H$ that occurs in the EHP sequence.

Adams has proved in [2] that there exist elements of Hopf invariant one in $\pi_{2n-1}(S^n)$ only if $n = 2, 4$ or $8$.

Cohomology operations (Exercise 15). The operations $Sq^i$ were first defined by Steenrod [135], who also constructed similar operations in cohomology with coefficients $Z_p$, for odd primes $p$ [138]; for an elegant account of the theory, see Steenrod [139]. The operations can be extended to the cohomology of arbitrary spaces: see for example Spanier [131], Chapter 5.

There are many other applications of cohomology operations besides Exercise 17. For applications to obstruction theory, see Steenrod [135, 139]; and for applications to the calculation of the homotopy groups of spheres, via the Adams spectral sequence, see Adams [1, 5]. A general account of the operations and their uses will be found in Steenrod and Epstein [140]. More complicated cohomology operations, known as higher-order operations, have been studied by Adams [2] and Maunder [96].

Exercise 17. This proof that $RP^{2n}$ cannot be embedded in $S^{2n+1-1}$ is due to Peterson [114], although the formula for $c(Sq^i)$ was first established by Thom [142] (see also Maunder [100]).
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