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Foreword

This is essentially a book on singular homology and cohomology with
special emphasis on products and manifolds. It does not treat homotopy
theory except for some basic notions, some examples, and some applica-
tions of (co-)homology to homotopy. Nor does it deal with general(-ised)
homology, but many formulations and arguments on singular homology
are so chosen that they also apply to general homology. Because of these
absences I have also omitted spectral sequences, their main applications
in topology being to homotopy and general (co-)homology theory. Cech-
cohomology is treated in a simple ad hoc fashion for locally compact
subsets of manifolds; a short systematic treatment for arbitrary spaces,
emphasizing the universal property of the Cech-procedure, is contained
in an appendix.

The book grew out of a one-year’s course on algebraic topology, and it
can serve as a text for such a course. For a shorter basic course, say of
half a year, one might use chapters II, III, IV (§§ 1-4), V (§§ 1-5, 7, 8),
VI (8§ 3, 7, 9, 11, 12). As prerequisites the student should know the
elementary parts of general topology, abelian group theory, and the
language of categories —although our chapter I provides a little help
with the latter two. For pedagogical reasons, I have treated integral
homology only up to chapter VI; if a reader or teacher prefers to
have general coefficients from the beginning he needs to make only minor
adaptions.

As to the outlay of the book, there are eight chapters, I-VIII, and an
appendix, A; each of these is subdivided into several sections, § 1, 2, .....
Definitions, propositions, remarks, formulas etc. are consecutively num-
bered in each §, each number preceded by the §-number. A reference like
III, 7.6 points to chap. III, § 7, no. 6 (written 7.6) — which may be a
definition, a proposition, a formula, or something else. If the chapter
number is omitted the reference is to the chapter at hand. References to
the bibliography are given by the author’s name, ¢.g. Seifert-Threl-
fall; or Steenrod 1951, if the bibliography lists more than one publica-
tion by the same author.




The exercises are meant to provide practice of the concepts in the main
text as well as to point out further results and developments. An exercise
or its solution may be needed for later exercises but not for the main text.
Unusually demanding exercises are marked by a star, *.

I have given several courses on the subject of this book and have profited
from many comments by colleagues and students. I am particularly
indebted to W. Bos and D.B.A. Epstein for reading most of the manu-
script and for their helpful suggestions.

Heidelberg, Spring 1972 ALBRECHT DoOLD
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Few changes were made for the 2" edition, the main one being a con-
siderable simplification of the proof of the Lefschetz-Hopf fixed peint
theorem (cf. pp 210-212). Some mistakes were corrected: V, 2.14 exerc. 2,
V, 7.8 exerc. 2 and exerc. 6, proof of VIII, 9.7 (p. 307, line 2 sqq.), and
lesser ones. Numerous misprints and the like were eliminated. Some
references were added to the bibliography.

I am very grateful to all who commented on the 1** edition.

Heidelberg, Spring 1980 ALBRECHT DoLD
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Chapter [

Preliminaries on Categories,
Abelian Groups and Homotopy

The purpose of this chapter is to provide the reader of the book with
quick references to the subjects of the title. The content is motivated
by the needs of later chapters, and not by intrinsic considerations. The
reader should have some elementary knowledge of categories and
abelian groups; otherwise he might find the treatment too concise.
But even with very little knowledge he should probably start the reading
with Chapter II, and refer to Chapter I only when necessary. He may
then find the reference in I too short, insufficient (some proofs are
omitted), or too ad-hoc; in that case he should consult the relevant
literature, samples of which are listed at the end of §1 and §2.

The customary language and notation of set theory (such as u, N, <,
€ 0 XxY, f: X>Y, x>y, {xeX|x has property P}, etc.) are used
without comment. Similarly, the reader is assumed to know the ele-
mentary parts of general topology.

Some basic sets and spaces are denoted by special symbols which are
fixed throughout the book. For instance,

IN =set of natural numbers,
Z =ring of integers, Z, =ring of integers mod #,
Q, R, C=field of rational numbers, real numbers, complex numbers,
with the usual topology,
R'=RxRx--xR, C"=CxCx---xC, (r factors),
IB*={xeR"|| x| <1}, where [ x[*=}7_, x7,
§"1={xeR"|||x| =1} =(n—1)-sphere,
[0,1]={teR|0<t<1}=unit interval.

1. Categories and Functors

1.1 Definition. A category € consists of

(i) a class of objects, denoted by Ob(¥). When there is no danger of
confusion we also write ¥ instead of Ob(%).
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(ii) Forevery pair X. Y of objects, a set of morphisms from X to Y, denoted
by €(X,Y)or X Y . If ue%(X,Y) then X is called the domain of o
and Y the range of x; one also writes o«: X — Y, or X —2— Y, or simply
X — Y to denote morphisms from X to Y.

(111) For every ordered triple of objects X, ¥, Z a map from ¢ (X, Y)x
€(Y, Z) to €(X, Z), called composition; the image of («, ff) is denoted by
Bowoor o, and is called the composite of « and f.

These data have to satisfy the following two axioms
(iv) yeo(fea)=(yc f)oa (associativity) whenever X ——>Y LL,Z- 15w

(v) There exists an identity morphism id=idy: X — X, for every
object X, such that

yoidy=0, idyoax=u«

whenever »: X — Y. These identities are easily seen to be unique
(idy=id} o id3 =id3).

1.2 Examples. (i) The category of sets, ¥ =.%e¢s. The objects of this
category are arbitrary sets (Ob(eds)=class of all sets), morphisms are
maps ([ X, Y] =set of all maps from X to Y), and composition has the
usual meaning.

(i) The category of abelian groups, 4 =./%. Here, Ob(«/%) is the
class of all abelian groups, [X, ¥Y]=Hom(X,Y) is the set of all
homomorphisms from X to Y, and composition has the usual meaning.

(iii) The category of topological spaces, € =7z Here, Ob(Zz4) is the
class of all topological spaces, [ X, Y] is the set of all continuous maps
from X to Y, and composition has the usual meaning.

(iv) The homotopy category, ¥ = #%, as defined in 1.3, has the same
objects as Zz, but the morphisms are not mappings in the usual sense.

(v} Every quasi ordered set C can be viewed as a category € as follows:
Ob(t)=C.%(X, Yy=0 for elements X, YeC such that X4 Y and
%(X,Y) consists of a single element (X, Y) if X <Y. Conversely, if €
is a category such that no %(X,Y) has more than one element and
if Ob(%) is a set then Ob(%) is quasi-ordered by putting X <Y<
(X, Y)+0.

(vi) Every group G gives rise to a category % with a single object e,
Ob(%)={e!, with %(e,e)=G, and composition defined by multi-
plication.

(vii) If % is a category then the dual or opposite category 6°P is defined
as follows: Ob(€°?)=0b(%), ¢°°(X.Y)=%(Y, X), ff*a=wc [} where *
denotes composition in 6°F.
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(vin) If %; and %, are categories, then the product category € =%, x 6,
is defined as follows. Ob(%)=Ob (%)) x Ob(%,)=class of all pairs (X, X,)
where X;e Ob(%)); %'((anz)m (Y, Yl)}=(gl(xla Y)) x 6,(X;, Y2); (B, B2)e
(o1, 02)=(fy e oy, B3 o 23).

1.3 Definition. If ¢’, % are categories then %" is called a subcategory of
% provided

(1) Ob(€")=Ob(%),

() €(X, Y)=€ (X", Y)forall X', ¥'eOb(?"),

(i1) the composites of xe%" (X', Y'), fe%'(Y', Z') in €' and ¢ coincide,
(iv) the identity morphisms of X €Ob(%’) in %" and ¥ coincide.

If, furthermore, €(X", Y)=%(X", Y') for all X', Y'eOb(%") then %" is
called a f:.l subcategory. A full subcategory %" of % is therefore
completely determined by the class Ob(%’). For instance, the category
of finite sets and (all maps) is a full subcategory of S¢s. Non-full sub-
categories of 1.2 (i), (i1) or (iii) are obtained by taking for ¢’(X, Y) the set
of all injective (or all surjective) morphisms, and Ob(%")=Ob(%).

1.4 Definition. If 2: X — Y, f: Y —» X are morphisms (in a category %)
such that fa=i1d then f is called a left inverse of o, and o a right inverse
of f. If « admits a left inverse f§; and also a right inverse f, then
Bi=PBaxp,)=(B,2) B,=PF,; in this case, « is called an equivalence, or
isomorphism, and thc inverse (or inverse isomorphism) f,=f, is denoted
by «~!. Two objects X, Y are said to be equivalent or isomorphic, in
symbols X ~ Y, if an iSomorphism ae%(X, Y) exists. For instance, an
equivalence in % =.%¢s is a bijective map, an equivalence in €=/
is a homeomorphism, an equivalence in ¥ =% is an isomorphism in
the usual sense.

1.5 Definition. Let ¥ and & be categories. A (covariant) functor T from
% to %, in symbols T: ¥ — &, consists of

(i) a map T: Ob(¥)— Ob(Z), and

(ii) maps T=Tyy: 4(X, Y) > 2(TX, TY), for every X, YeOb(%), which
preserve composition and identities, i.e. such that

(iii) T(Be2)=(T f)o(Te), for all morphisms X —2> Y25 Z in 4,

(iv' Td V=id,y, for all X eOb(%).

A cofuncror (or contravariant functor) from ¢ to 2 is, by definition,
a functor from % to the dual category %°P. Its explicit definition is as
above with (ii) replaced by T: ¢(X, Y)— 2(TY, TX), and (iii) replaced
by T(fca)=(Tax)<(Tf). Equivalently, a cofunctor from ¥ to & is a
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functor from €°° to 2. A functor %, x €, — &, where %; x 6, is a product
category (1.2 (viii)) is called a functor of two variables (with values
in ).

1.6 Examples of Functors. (i) The identity functor ID: 4 — % which is
given by ID(X)=X, ID(x)=u«, for all objects X and morphisms .

(i) If T: ¢ > % and U: 9 — & are functors then so is the composite
UT: 4 — &, defined by (UT) X =U(TX), (UT)(e)=U(T o).

(1i1) For any fixed DeOb(%) we have the constant functor T: € - &
such that TX =D, Ta=1d,, for all X and a.

(iv) For any fixed A€ Ob (%) we have the morphism functors €,: € — Sels,
EA: € — S0, defined as follows. %,(X)=%(4, X), €1(X)=%(X, A)
for all XeObh(%), €,(5)=¢ o:cnm_pngitinn with & on the left, @A (E)=o ¢

P4 N WP 94 P4\os AL Loativiil willll L I

composition with ¢ on the right, for all {e4(X, Y). Thus,

G,(E): €A, X)6(4,Y), a—lca

(L.7)
€10 C(Y, A—>C(X,4), Prpol.

(v) If we view the groups G, H as categories, as in 1.2 (vi), then functors
correspond to homomorphisms G — H, and cofunctors to antihomo-
morphisms.

1.8 Proposition. Let T: € — % be a {co-)functor. If ac%b(X,Y) is an
isomorphism then so is T, and (T o)™ '=T(x™1).

Indeed, oo '=id = T(2) T(x~ )= T(x ™) =T(id)=id. 1

1.9 Definition. Let S, T: ¥ — % be functors. A natural transformation
¢ from S to T, in symbols &: S — T, consists of a system of morphisms
Dy 2(SX, TX), one for each X eOb(%), such that all diagrams

SX — S, SY

(1.10) ‘PXl l‘PY

TX T2 ,TY

(for all xe® (X, Y)) are commutative; in formulas, @y o (So)=(T ) o Py.

If every &y is an equivalence then @ is called a natural equivalence. In
this case, ¥y =@y ' is also a natural equivalence (just reverse the vertical
arrows in (1.10)), and it is called the inverse natural equivalence.
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1.11 Examples of Natural Transformations. (i) For every functor
T: ¢ — % the identity morphisms &,=1d;y: TX — TX constitute a
natural equivalence.

(ii) If S, T, U: € — @ are functors, and @: §— T, ¥: T-> U are natural

O T thhn nccctnnoits i1 P e o N
lellblUlllldLlUlID LllCH S0 lb LllU LUHL[}UO!IC LIMHDJ'U! i LU i lTIV (I} S_’ Lf,

where (Vo @)y =¥ 0 @y.

(il) Let S=%,: € — Feds a morphism functor as in (1.6 (iv)) where 4
is a fixed object of ¢. Let T: ¥ — F%{s an arbitrary functor and let
aeTA denote a fixed element in the set TA. Define @*: S — T as follows.

Py SX=6(4, X)->TX, &)=

We verify that 1.10 commutes:

(@4 o (S ) (&)= PH((S w)(&)) = P (x &)
=T(@&) a=(Tu)(TEa=((T o) D) (&).

Similarly for cofunctors T: € — Yeds; 1.c. if AcOb(%) and ae TA then
% €1 X)=F (X, A)>TX, &%(E)=(T¢&) a, defines a natural trans-
formation @“: ¥4 — T. These transformations ¢* are in fact the only
transformations of morphism functors. More formally,

1.12 Proposition (Yoneda-Lemma). If T: € — Y%eés is a functor and
@ €, T is a natural transformation (A€ Ob(%)) then there is a uniqgue
element ac TA such that ®= &°, namely a=®,(id,).

Thus, natural transformations 4, — T are completely determined by
their value on id,e%,(A), and this value @,(id,) can be arbitrarily chosen
in TA. Similarly for cofunctors & — Fefo.

Proof. If @: €,— T is a natural transformation then the diagram

(A) %’A(f) (g (X)

TA—L 5 TX

must commute for every (€%, (X)=%(4,X). In particular,
Py (% (ENid 1)) = (T &)(P4(id ). But %,(£)(id,)= ¢ o id,=¢, hence Py ($)=
(T &) a= D5 (&), where a=@,(1d,). 1

1.13 Definition. If T: € — %2¢5 is a (co-)functor, and A€ Ob(%) then
ue TA is said to be universal (for T) if ¢*; €, — Tis a natural equivalence.
Not every (co-)functor T: € — Yefs admits a universal element. If it
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does then T is said to be representable, and the object A resp. the pair
(A, u) are said to represent the (co-)functor T. Up to equivalence the
pair (A4, u) is uniquely determined, as follows.

1.14 Proposition. Let T: € —Yets be a representable functor, with
universal element ue TA. If C is an object in € and ce TC then there is
a unigue morphism y: A— C such that (Ty)u=c (by universality of u).
If ¢ is also universal then y is an equivalence. Similarly, for cofunctors.

Proof. If ¢ also universal then there is : C— A with (T ) c=u, hence
T(fy)u=(T T y)u=u, hence fy=id by universality of u; similarly
vB=id. &

1.15 One can therefore use (co-)functors T: ¢ — Feds to define objects
im 4 (up to equivalence). This method of “definition by universal
properties” is very common and very important in many branches of
mathematics. As an example we consider the product of two morphism

functors, say T=%yxbe: € Sols,
TX=6(B,X)x6(C,X), Ta=(Bya)x (@ a)=(00)x (x).

If T'is representable then the representing object is called the coproduct
of Band C, and is denoted by B C. The universal element ue T(BLC)=
€(B,BLUC)x€(C,BuLC) 1s a pair of morphisms ugz: B->BLiC,
uc: C—»BuC, called the injections (of the cofactors). By definition,
for every pair of morphisms oy B— X, o-: C— X there is a unique
morphism x: BLiC — X such that aug=oag, au-=0c. It is customary
to write o= {op, %-). — Similarly, one can define the coproduct of any
family of objects {B,},. ,; it is denoted by | |, B;, and it is characterised
by the natural equivalence (LI, B,, X)x~[[,4(B;, X), for XeOb(%).

Dually, the product B C of two objects B, CeOb(%) is defined (if
it exists) by the natural equivalence 4 (X, B C)~%4 (X, Byx € (X, C),
i.e. B C is that object of % which represents the cofunctor T=%? x %°.
The universal element ue T(BmC)=% (B C, B)x € (B C, C) is a pair
of morphisms ugz: Br1C - B, us: B C— C, called the projections onto
the factors. If «yz: X — B, a¢: X — C is any pair of morphisms then there
1s a unique morphism o: X — Br1C such that az=ugo, ac=uco. It is
customary to write a=(xg, o). — Similarly, the product [, B; of an
arbitrary family of objects is defined by (if it exists) the natural equivalence
¢(X,M,B)~][,4(X, B).

In concrete categories such as Yeds, Jop, 49 etc., other (ad hoc) nota-
tions are in use for products [ and coproducts | |. For instance, the

” [13

coproduct || is called “disjoint union”, “topological sum”, “direct
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sum” in Fels, Jof, H%, and is denoted by U, @, @. Products BMC
resp. [1, B, are denoted by B x C resp. [ [, B, in these categories; further-
more, Bx C=Be Cin &/%.

MacLang, S.: Categories for the Working Mathematician. Berlin-Heidelberg-New York:
Springer 1971.

MitcHELL, B.: Theory of categories. New York: Academic Press 1965.

SCHUBERT, H.: Kategorien, 2 vols. Berlin-Heidelberg-New York: Springer 1970.

2. Abelian Groups
( Exactness, Direct Sums, Free Abelian Groups)

Abelian groups and their homomorphisms form a category which we
denote by «#/¥9. If a: A— B is a homomorphism between abelian groups,
aef% (A, B), then one defines

(2.1) kernel of a=ker(a)={ae A|x(a)=0},

(2.2) image of a=im{ax)=aA={beB|dac A with a(a)=b}.
These are subgroups of A4 resp. B. The corresponding quotients are
(2.3) coimage of a=coim (a)= A/ker (),

(2.4) cokernel of o= coker(x)= B/im(x).

We say o is monomorphic if ker («) = {0}, epimorphic if coker (o) = {0].

A monomorphism is then the same as an injective homomorphism, an
epimorphism is the same as a surjective homomorphism. And « is iso-
morphic, in symbols a: A= B, if and only if it is both monomorphic and
epimorphic. The homomorphism theorcm asserts that

2.5) im (o) = A /ker (o) = coim ().

Because of this, the coimage will play a minor role only.

2.6 Definition. A sequence 4——B—- C of homomorphisms is said
to be exact if ker(ff)=1m(x). A longer sequence like ---—A4_,—A_;—
Ay—>A;— A, - is exact if any two consecutive arrows form an exact
sequence. An exact sequence of the form

2.7) 0>A 454" >0
is called a short exact sequence. For instance, if B 1s a subgroup of A then

0—-B——>A—"54/B—0
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is a short exact sequence where 1=inclusion, = projection. Conversely,
if 2.7 is exact then B=im(«')=ker (") is a subgroup of A, and B=A’,
A/B=A" by 2.5. T

2.8 Proposition. If ---—*>A-%>B-*"... is an exact sequence then u
is monomorphic if and only if «~ =0, o is epimorphic if and only if at =0.
Therefore, o is isomorphic if and only if both o~ =0and a*=0. |}

This (rather obvious) fact will be used many times. Another useful
result is the following (less obvious)

2.9 Five Lemma. If

&€y az a3 R - 71
Al L Az e A3 ’A4 ’AS

B, »B, — B, B, >Bs

f1 B2 B3 Ba

is a commutative diagram with exact rows, and if ¢, @,, @4, @5 are iso-
morphic then so is @y
Proof. Passing to quotients and subgroups the diagram induces the
following commutative diagram with exact rows.

0 —s coker (o) —2— A, —* > ker(x,) — 0

| | |
(2.10) zlm lm :lm
0 — coker (fy) —z— Bs—; —ker(f,)—0
This reduces the problem to a special (easier) case. Now

ker(p3)cker (B3 p3)=ker (o, o3)=ker (o3) =im(o3),

hence ker{(p;)=ker(p;a5)=ker(p;, ¢5)=1{0}, l.e. ¢ is monomorphic.
Dually, f5@3=¢, o5 is epimorphic, hence B,=im/(¢p4)}-+ker(f%); but
ker(f5)=1m(f3)=1m(f ¢3)=im(¢p; o) =im(¢s); hence By=1m(gp;), i.e.
@5 is epimorphic. 1

As an exercise, the reader might prove the 5-lemma directly, without
using the reduction 2.10.

2.11 Proposition and Definition. A short exact sequence 2.7 is said to
split if one of the following equivalent conditions holds

(i) o hasaleftinverse f': A—~A', fo’'=id,,

(i) o has a right inverse i': 4" — A, o« f"=id ...
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In fact, the equation
(2.12) o B+ P o =id,

establishes a one-one correspondence between left inverses ' of o and
right inverses " of «”'. Moreover, ' "' =0.

Proof. If " is a right inverse of «” then o (id , — " o« y=0o" — (" ") o' =0,
hence im(id , — " «"")cker(«”)=im(a’), and we can define ' by o' f'=
id,— "o, i.e. by 2.12; since o is monomorphic this defines 4’ uniquely.
Moreover, if we compose this equation (or 2.12) with o' on the right,
and use o o’ =0, we get o' (f'o')=0o, hence ' o' =id because o’ 1s mono-
morphic. This proves that every right inverse " of «” determines a
unique left inverse f’ of a’ such that 2.12 holds.

If i is any left inverse of « then (id,—o' f) o' =a'—a'(f «')=0, hence
(id,—o' f') vanishes on im(a'}=ker(a"); since a” is epimorphic there is
a unique f': A” - A such that /o' =(1d,—o #), i.e. such that 2.12
holds. Moreover, if we compose this equation with o« on the left we
find (o f”) o’ =0o", hence o f”=id because «” is epimorphic.—Finally,
we compose 2.12 with /' on the left, and get '+ (8 ") o” =p', hence
(B p)a"=0,hence f'f"=0. 1

2.13 Definition. Let {A4,},., be a family of abelian groups. Consider the
set of all functions a on A such that a(4)e A, for all Ae A. Under addition
of values these functions form an abelian group, called the direct product
of {4,},c4, and denoted by [[;.44;. The elements a;,=a(1) are called
the components of a={a,}€][; A;. The homomorphism =,: [, 4, A4,
which assigns to each ae|[; 4; its v-th component, n,a=a,, is called
the projection onto the factor A,.

The direct sum of {A;};., is the subgroup @;., A, of [[;c4 4, which
consists of all functions a of finite support, i.e.

®, A,={ae[ ], 4;]a,=0 for almost all 1e A}.

Clearly, @, A, =[], 4, if A is finite. The homomorphism 1,: 4,—@®, A4,
such that n,1,=1d, 7, 1,=0 for A<v, is called the inclusion of the sum-
mand A,; by definition, if xeA, then all components of :,x vanish
except the v-th, and (1, x),=x.

2.14 Proposition and Definition. (1) If XeOb(«/¥), and {¢,;: X —>A4,},
A€A, is a family of homomorphisms then there exists a unique homo-
morphism @: X —[[, A4, such that ¢ x={@,x},.,, for all xeX. We
write @ ={¢;}, and call these ¢, =, ¢ the components of ¢.

(ii) If XeOb(AG), and {y,: A,— X}, Ae A, is a family of homomorphisms
then there exists a unique homomorphism Y. @, A,—X such that
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Yya=Y,.a¥,a; (n.b. this sum is finite!). We write ¥ ={y,}, and call
these i, =y 1, the components of y.

In other words, [[; 4, is the categorical product [, 4; in the sense of
1.15, and @, A, is the categorical coproduct ||, 4;; the family of pro-
jections {n,} resp. inclusions {1,} is the universal element for the corre-
sponding functors [ [, /% (X, 4;) resp. [ [, #/%(4;, X)—Both parts of
the proposition follow easily from the definitions 2.13. [

2.15 Definition. Let {A,},., and A denote abelian groups. A family of
homomorphisms {p;: A-—>A4;},., resp. {i;: A,—A},.4 1s called a direct
product representation resp. direct sum representation if {p,}: A—[]; 4,
resp. {i,}: @, A, —A is an isomorphism.

2.16 Proposition. If A is finite and if {p,: A—A;} resp. {i;: A,-+»A}, Ae A,
are families of homomorphisms such that

(217)  pi;=id,,, pii,=0 for p+i, Y ,ip,=id,,

then {p,} is a direct product representation and {i,} is a direct sum
representation.

Conversely, if p={p,: A—A,},., is a direct product representation then
there is a unique family {i,: A,— A} which satisfies 2.17; similarly, for
direct sum representations.

In particular (cf. 2.11), a short exact sequence 0 - A %> A4 -+ 4" -0
splits if and only if o’ {resp. a”') is one component of a direct sum (resp.
product) representation A'@ A" > A4.

Proof. We first have to show that i={i }: @;A;,—A and p={p,

11 al SLIUY i

A— ], A4, are isomorphic. But ®,=]], because A is finite,

(ipya=i{p,a} :(Zz i,lpl)a=a,
and

(pi) a:'P(Z,u Iy a#) = {PA(Z# Iy a,u)}).eA = {Z.u(p). i,u) a,u}leA ={a;}ca=a,

hence p, i are reciprocal isomorphisms. For the converse, we can assume
A=[],4;,=®; 4,, and p;=mn, (because p: Ax[], 4;, n,p=p,). The
first two equations 2.17 then show that i; =1, (as defined in 2.13) so that
only Y ,1,7,=id remains to be checked; this is easy, and left to the
reader.—Similarly for direct sum representations. [

2.18 If 4 is an abelian group, and A4;, A, <A are subgroups then we
say A is the direct sum of A, and A, if the inclusion homomorphisms
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form a direct sum representation (i, i,): A; @ 4, = A. One easily proves
that this is the case if and only if

(i) A, WA, generates A4, and (i) A; "4, =1{0}.

A subgroup A, = A is called a direct summand (of A) if A is the direct
sum of A; and some A, < A. For instance, if 0 - 4'—%->4 ->4" »0isa
short exact sequence then im(x) is a direct summand of A4 if and only if
the sequence splits (cf. remark after 2.16). Applying this to

0A,—sA—A/4,—0

we see that the subgroup A, = A4 is a direct summand if and only if the
inclusion map i has a left inverse r: A — A, ri=id.

If {A,},.4is any family of subgroups of 4 such that the inclusion homo-
morphisms constitute a direct sum representation, {i,}: @,., A;=A4,
then we also say that A is the direct sum of {4,].

2.19 Definition. If A is an abelian group and ae A we define i;: Z— A,
i,n=n-a, for all integers neZ; thus i, is the unique homomorphism
Z— A such that 1+»>a. A subset B of A4 is said to be a base of A if the
family {i,},.p is a direct sum representation, {i,}: @,.pZ=A. Every
element xe A then has a unique representation as a finite linear combina-
tion of base elements with integral coefficients x=3 ,.gx,- b, X,€Z,
almost all x,=0. Not every abelian group has a base; if it does it is said
to be free. Thus, an abelian group is free if and only if it is isomorphic
to a direct sum of groups Z. From 2.1411 we get

2.20 Proposition (Universal property of a base). If B is a base of A, if X
is an arbitrary abelian group and {x,eX},. g an arbitrary family of
elements then there is a unique homomorphism £: A— X such that {b=x,,
Jor all be B. I.e., the homomorphisms of a free group are determined by
their values on a base, and these values can be chosen arbitrarily. |

221 Deﬁnition For every sct A we can form the direct sum @, 4 Z

Thig allad tha .
11018 group 18 cauca tnie fr ee abelian group generawd b" A, it 18 Often

denoted by Z A. Its elements are functions a: A — Z which vanish almost
everywhere. If we identify AeA with the function A—Z such that
it 1, vi> O for v/, then A becomes a subset of Z A, and this subset A
is a base of ZA. Thus, every ae Z A has a unique expression a=) ., 4,
a;,eZ,almost all a; =0; the group Z A consists of all finite linear combina-
tions of elements A€ A with integral coefficients.

2.22 Every abelian group A is isomorphic to a quotient of a free abelian
group. Indeed, if A is any subset of 4 which generates 4 then (by 2.20)
there is a (unique) homomorphism ¢: ZA— A such that ()=
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This ¢ 1s epimorphic because A generates A, hence AxZ A/ker(E).
Moreover, ker (&) is also free because

2.23 Proposition. Every subgroup of a free abelian group is free [Kurosh,
§19]. 1§

[ ]

fa

uotient
oliegnt

s O
i i

g
2.24 Proposition. If F is a free abelian group then every short exact
sequence 0->A'— A —2>F — 0 splits (hence A= A" F).

Proof. Take a base B of F, and choose elements {a,e A}, 5 such that
ofa,)=h, for all beB. Define fi: F—A by f(b)=as, as in 2.20; then
« f(b)=>h, hence x f=id by the uniqueness part of 2.20. |

For finitely generated groups 2.23 refines as follows.

2.25 Proposition. If F is a finitely generated free abelian group, and
G < F is a subgroup then one can find bases {b,, ..., b,.} of F and {c,, ..., c,}
of G such that n<m, ¢;=p;b; with w,eZ for j<n, and p; divides y;
for j<n~—For a proof cf. [Kurosh, §20]. |

The quotient group F/G is easily seen to be the direct sum of the cyclic

subgroups C;, where C, is generated by the coset of b;; the order of this

subgroup is y; if j<n, and is oo if j>n. Since every ﬁmtely generated
abelian group A is of the form F/G, by 2.22, we have the

2.26 Corollary. Every finitely generated abelian group A is a finite
direct sum of cyclic subgroups {C,c A},

(227) A:(_Di"=1 Cf, Cj;Z/ViZ, v‘jEZ, VjZO- I

The partial sum T=@®,,., C;=®, ., C; is called the torsion subgroup
of A; it is a finite group and consists of all elements of A of finite order.
The quotient A/T=®,,.oZ is called the free part of A. The number
of summands Z in A/T is called the rank of A. It does not depend on the
particular direct sum decomposition 2.27; in fact, rank (A} is the maximal
number of linearly independent elements in A.

The numbers v;>1 which occur in 2.27 are not unique. However, they
can be chosen as powers of prime numbers, v;=p%’, p; prime, p;>0, and
then they are unigue (independent of the decomposition 2.27) up to
permutation [Kurosh, §20]. These {v;} are called the torsion coefficients
of A. Two finitely generated abelian groups are isomorphic if and only if
they have the same rank and the same system of torsion coefficients.
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2.28 Proposition, If A is a finitely generated abelian group, and A'c A
is a subgroup then A' and A/A' are also finitely generated, and rank (A)=
rank (A")+rank (4/4’). Using 2.25, this is easy to prove; cf. [Kurosh,
§19]. I

2.29 For arbitrary abelian groups G one can define a rank as follows:
If G is free, rank (G) 1s the cardinality of a base; otherwise, rank (G) is
the supremum of {rank (F)} where F ranges over all free subgroups of G.
With this definition, rank (G)=rank{G’)+rank (G/G"), for all G'<G.

Fuchs, L.: Abelian groups. Hung. Acad. Sci. Budapest 1954. New York: Pergamon
Press 1960.

KurosH, A.G.: The theory of groups, vol. [. New York: Chelsea Publ. Co. 1955,

v.D. WAERDEN, B.L.: Algebra, Bd. II. Berlin-Heidelberg-New York: Springer 1967.

3. Homotopy

Let X, Y denote topological spaces, and f: X —Y a continuous map.
If we modify (disturb) f by a small amount then we might expect that
its properties also change by small amounts only. Whether this is the
case or not depends of course, on the property which we consider and,
perhaps, on f. Many important properties, however, do behave in this
way. If, in particular, such a property can only change in jumps (e.g. if
it is expressed by an integer) then it will not change at all under slight
modifications of f. It will then also be unchanged under large modifica-
tions provided the large modification can be decomposed into small
steps, i.e. if the modification is the result of a continuous process. This,
intuitively speaking, is the principle of homotopy invariance; the homo-
topy notion which we now discuss makes precise what is meant by a,
“continuous process”.

3.1 Definition. If X, Y are topological spaces and [0, 1] denotes the
unit interval then a homotopy or deformation (of X into Y)is a continuous
map @: X x[0,1] - Y For every te[0, 1] we have

(3.2) @:X->Y, 0Ox)=0(x.1),

a continuous map. Clearly, @ is determined by the “one-parameter
family” {©,}4.,.1, and vice versa. Therefore {6,},. .., is also called a
homotopy or deformation—The one-parameter-family notation {6} is
more intuitive and sometimes more convenient, however, in order to
properly express the continuity property of a homotopy it is preferable
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to write @: X x[0,1] - Y With xeX fixed and r€[0, 1] variable we
can also think of @(x, ) as the trajectory which x describes in Y during
the time unit [0, 1]; the deformation @ is then a family of such trajectories
in Y, indexed by the parameter x€ X.

3.3 Definition. Two continuous maps f,,f;: X—Y are said to be
homotopic if a deformation {@,: X —Y|,_.,.; exists such that fo=8),
f1=06,. We write @: f,~{,, or simply f,~f,, and we say @ is a deformu-
tion of f, into f;—lf A= X then @: X x[0, 1] — Y is said to be a homo-
topy rel. A provided 6,]4=06,|A4 for all t; we write @: fy~f; rel. A—
A homotopy @ such that ©; is a constant man is sometimes called a
nullhomotopy, and f =6, is said to be n:/Thomaton ¢

3.4 Proposition and Definition. The homotopy relation =~ is an equivalence
relation. The equivalence class (under ~) of f is denoted by [ 7], and
is called the homotopy class of f.

Proof. The constant homotopy {9:=f}05¢51 is a deformation f~f
(reflexivity). If {@,}: fo==f; then {©;_,}: fi=], (symmetry). If ©": fo~f;,
and @": fi~f,, then ©: f,~f,, where ©,=0;, for 21<1, ©,=657,_,
for 21 =1 (transitivity). |

3.5 Proposition and Definition, The homotopy relation is compatible with
composition, 1.e. if f,, fi: X =Y, g5, g, Y— Z are maps such that f,~f,,
go>~g,, then g, fo~g, fi. Indeed, if ®@": f,~f,, and @": g,~g,, then
@:g,fo>~g, f;,where ©,=06,"6,. |

We can therefore define composition of homotopy classes by [gle[f]=
[gef] This defines a new category #%:: Its objects are topological
spaces as in Fop, Ob(H7%)=0b(Fe4); the morphisms, however, are
homotopy classes of continuous maps, #%4(X, Y)={[ f1|feZzp(X, Y)}.
If we assign to every continuous map f: X — Y its homotopy class ]
we obtain a functor

(3.6) 7w Tof > Hlp, wX=X for XeOb(Zp), nf=[f].

3.7 Some of the main tools in algebraic topology are functors t: 7o — of
where o is some algebraic category (groups, rings, ...). In most cases
these functors are hommopy-mvanant Le, fo=fi =tfo=tf. Eqm-
valently, t factors through n, 1.e. t=tcn where Tofp —"> Hp —> .
Thus, ¢ looses all informations on Zz4 which is lost by . Due to this
fact, algebraic topologists are often more interested in the category A7z
than in Zzs. In particular, they often do not distinguish between spaces
X, Y if they are equivalent in #%# This means that mappings /: X — ¥,
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g: Y— X exist such that fg~idy, g/~idy. Such mappings are called
(reciprocal) homotopy equivalences, and X, Y are called homotopy
equivalent, in symbols X~ Y. Functors ¢ as above take the same value
on homotopy equivalent spaces, in fact, they transform homotopy
equivalences f: X~ Y into equivalences tf: t X =t V.

3.8 The preceding notions and results generalize to pairs of spaces. By
definition, a pair (X, A) of topological spaces consists of a space X and
a subspace A. If (X, 4), (¥, B) are pairs of spaces then a map of pairs
f: (X, A)— (Y, B) is, by definition, a (continuous) map f of X into Y
such that f'A < B. Pairs and their maps constitute a new category (under
ordinary composition) which we denote by Zz#®. Il we assign to each
space X the pair (X, fJ) and to each map X — Y the corresponding map
of pairs (X, ) (Y, @) we obtain a functor Jof —» Jop'?. We use this
functor to identify Zoz with a (full) subcategory of Ze4'?, ie. we shall
write X =(X, @)

If X is the disjoint union of a family {X;}, i€ A, of open subsets, i.e. if
X =@, X, is the topological sum of the X;, and il 4;,=A4n X; then we
write (X, A)=®,(X,, A;)=topological sum of {(X,, A,)}. It is easily seen
that this agrees with the categorical coproduct in Fz7'*, as defined in 1.15,
Le. @,=L1;. The categorical product is (X, A)m(Y, B)=(X x Y, 4 x B)
but this is not much in uce. Instead we shall often enccourter the following
product of pairs, (X, AV, D) —{X ¥, X B oA V), this notation is
misleading but generally accepted.

Occasionally, we shall alse consider triples (X, A, B) consisting of spaces
such that X > A5 B, and triads (X X, X,) consisting of spaces X > X,
X o X, (no inclusion between X, X, required). Both notions give rise
to categories which contain o4, and also to obvious homotopy
notions and -categories (as below).

39 A homotopy between maps fy, f,: (X, A)— (Y, B) is, by definition,
a one-parameter family @,: (X, A) (Y. B), 0<t<1, as in 3.1-3.3, with
Oo=fy, @=/f,. We write f,=~f,; then ~ is an equivalence relation
(as in 3.4) which is compatible with composition (as in 3.5). Identifying
homotopic maps defines the homotopy category #%+'*, and a functor
n: Jop' P — Hep' with n(X, A)=(X, A), nf =[] =homotopy class of f.
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Homology of Complexes

1. Complexes
1.1 Definition. A complex K is a sequence

"(_Kn—l{ on K On1 K

n

n+i(_

of abelian groups K, and homomorphisms 0,, called boundary operators,
such that g, 6,,+1_O for all integers #.

We call n-chains the elements of K,, n-cycles the elements of Z,K=
ker(d,)=2¢, '(0), and n-boundaries the elements of B,K=im(d,, )=
On,1(K, ). The condition é,d,,,;=0 means B,K<Z, K. We can there-
fore form the quotient H K=Z,K/B,K, called n-th homology group
of K ; its elements are called n-dimensional homology classes. By definition,
homology classes are equivalence classes of cycles; two cycles z,,
ze Z, K being equivalent, or “ homologous”, if and only if their difference
is a boundary, z,—z,e B, K. The homology class of a cycle z is denoted
by [z].

Given complexes K, K', we define a chain map f: K'— K to be a
sequence of homomorphlsms f.: K, — K, such that o, f,=f,_ 18’ for
all ne Z. The composite ff': K" — K of two chain maps K" —f~> K-,k
is defined by (ff"),=f,/,; it 1s again a chain map. Chain complexes
and chain maps then form a category, which we denote by d./%. It
follows immediately that a chain map f is an isomorphism (in 0./ %)
if and only if every £, 1S an isomorphism (in =7 %).

The relation &, f.=f _,d, implies f,(Z,K)cZ K and f,(B,K)=B K

v SR— 1 n fag SN n- 7 n sET Ry n—-—=- 7

Passing to quotlents, 1, therefore induces a homomorphism
H,ft H,K'—-HK, (H,)Z]=[f7],

and one easily checks that

(12) Hn(ff,):(Hn f)(Hn f,)a Hn(ldK)zldH"Ks
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1.e., homology is a functor,
H,: 0AG->AY.

We shall often omit indices when there is no danger of confusion;
e.g. we shall write dx, f x instead of ¢, x, f, x. We also abbreviate H, f=1,;
the functor relation 1.2 thus becomes (f1'), =/, f,, id, =id.

1.3 Examples. /. A complex -« K, ;22— K, <K, < is
exact if and only if ker(d,)=im(é, ) for all », i.c. if and only if H, K=0
for all n. Homology then can be viewed as a measure for the lack of
exactness., An exact complex is often called acyclic (it has no cycles
besides boundaries).

2. A sequence G ={G,},.z of (abelian) groups is called a graded (abelian)
group. For instance, the cycles ZK ={Z, K}, the boundaries BK ={B,K},
or the homology HK = {H, K} of a complex are graded abelian groups.
In fact, Z, B, H are covariant functors of the category ¢.#/% into the
category 9/ % of graded abelian groups; the morphisms ¢: G— G’
of this category are sequences ¢,: G, — G, of ordinary homomorphisms.

A complex K is a graded abelian group together with some extra
structure given by the boundary operator ¢.

Every graded abelian group G can be made a complex by taking ¢=0.
This defines an embedding 4./ % —0.%/%; in particular, we can always
view ZK, BK, HK as complexes (with vanishing boundary operator).
If Ge¥4% then ZG=G, BG=0, HG=G(.

If A is an abelian group and keZ we denote by (4, k) the following
graded group: (4, k), is 4 if n=k, and is zero for n+k; i.e. (A, k) 1s
concentrated in dimension k, and equals A4 there. This defines embeddings
AG=GAY.

3. 1f {K*},., i1s a family of complexes we define their direct sum
@,K*cd.l% by

(1.4) [®:K'],=®,(K}), a{}={ac},

1.e. we take the direct sum in each dimension and let the boundary
@,K! > ®,;K;_; act componentwise. It follows easily that

(1.5) Z(®,K)=@®,ZK", B(®,K"=@,BK* H(®,K"Y=®, HK"
Similarly for the direct product [].

In general, we shall translate notions from abelian groups &% to
complexes 0.4/% by applying them dimension-wise. Other examples are
kernel, cokernel, quotient, monomorphism, exact sequence, etc. Usually
the translation will be quite obvious.
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4. The manning cone This is a useful technical notion. If /2 K— L is
a chain map we define a new complex C f, the mapping cone, as follows:

(1.6) (Cf)=L,oK,_,, My, x)=(d"y+ fx, —d* x).
We verify that 6%/ ¢/ =0:
ey, x)=a(0y+fx, —éx)=(@y+éfx—fix é¢éx)=(0,0).

If L=0, hence f=0, then K+ =Cf is called the <usnencicn of K. It is
given by (K*),=K,_,, &* =~3* Clearly H,K*=H,_ K, in fact
H(K*)=(HK)".

We have a short exact sequence
(1.7) 0—->L—->Cf-*>Kt" -0

of chain maps given by ¢ y=(y, 0), k(y, x)=x. [t splits in every dimension
(obviously) but in general there will be no splitting chain map (e.g.,
take K=L=(Z,0), and f=id).

The mapping cone of id: K— K is called cone of K, and is denoted
by CK. The sequence 1.7 becomes

(1.8) 0= K- CK—==>K*—0.

1.9 Exercise. If K, L are complexes define a new complex Hom(K, L) as

follows
[Hom (K& L}]n - l_[vez Hom (K\r" Ln+ v)a

i.e. an element of Hom (K, L), is a sequence

fz{jv K\:_"Ln-f—v}vel

of homomorphisms. Define
a{j}': {6‘ Ofv_(_ 1}ﬂﬁ-—1 © a}vel

and verify that ¢(¢(f))=0. Show that Z,Hom(K, L) consists precisely
of all chain maps K — L. More generally, Z , Hom(K, L) consists of
all chain maps of K into the k-fold suspension of L: these are often
called chain maps of degree —k. Show that if g: L— I’ is a chain map
then so 1s

Hom(K, g): Hom(K, L)— Hom(K, L), {f}+>{gf},

and its mapping cone C Hom(K, g)=Hom{K, Cg). Similarly for chain
maps K'— K.
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2. Connecting Homomorphism, Exact Homology Sequence

2.1 Definition. If K is a complex, and K,=K,, neZ, a sequence of
subgroups such that ¢(K,)c K,_, for all n then

-

2 e ar s 4 4 Al EFy
et K K, -, O=0]K

is itself a complex, and the inclusion map i: K'— K is a chain map
(by definition of ¢'). Such a K’ is called subcomplex of K. Passing to
quotients, ¢, induces a homomorphism

én: Kn/K; _)Kn—l/K:i—la

and 6,0,,,=0. The resulting complex K/K'={K,/K},?,} is called
quotient complex (of K by K'). The natural projection p: K — K/K’
(which assigns to each xeK its coset in K/K') is a chain map (by
definition of ).

2.2 Examples. The kernel, ker(f), and the image, im(f), of a chain
map f: K — L are subcomplexes (of K resp. L), defined by (ker(f)),=
ker(f,), (im(f)),=im(f,). By the homomorphism TheoremI, 2.5 we
have K/ker(f)=~im(f).

2.3 The sequence

of chain map:
(2.4) 0-K,—K,—(K/K'),—0

is exact for every n. Conversely, if

(2.5) 0-K-——5K-—"3K" -0

is a short exact (in every dimension) sequence of chain maps then

K'=i(K') and K" = K/i(K") by 2.2, i.e. up to isomorphism every short
exact sequence 2.5 is of the form 2.4.

2.6 Proposition. If 0—»K' ——>K-—L25>K"»0 is an exact sequence
of chain maps then the sequence

HK —"*-» HK ~"= HK"

is also exact (H is a half-exact functor; cf. VI, 2.10).



20 II. Homology of Complexes

However, i_ 1s in general not monomorphic and p, is not epimorphic.

Proof. We have to show im(i,)=ker(p,). Since pi=0 we have p i =
(pi),=0,=0, hence im(i })=ker(p,). Conversely, let [z]eker(p,), 1.c.
pz=0"x" for some x"eK". Pick xep~'(x"). Then p(z—0x)=0"x"—
" px=0, hence z—dx=iz for some z'eK'. Further, idz=7iz=
0(z—0x)=0, hence ¢ z'=0 because i is monomorphic. Thus z' is a
cycle, and i, [z]=[iz]=[z—0x]=[z]; in particular, [z]eim{i,). N

In general, i, is not monomorphic and p,, is not epimorphic (H is neither
right- nor left-exact). An example is provided by the sequence

0—(Z,0)—=— C{Z,0) 2= (Z, 1) >0

of 1.8. One finds HC(Z, 0)=0, ker(i,)=(Z,0), H(Z, 1)=(Z, 1)+im(p,).

We now propose to “measure” how much p, (resp. i ) differs from
being epimorphic (resp. monomorphic). More precisely, we shall asso-
ciate, in a natural way, with every y"e H, K" an element d, y"eH, _, K’
which is “the obstruction” for lifting y” to H,K; e, y'eim(p,) <=
d,v"=0. One can prove that these properties essentially characterize ¢,
(cf. exerc. 2).

2.7 Definition of 0,: H, K" — H,_;K'. As before let

(2.8) 0—>K ‘5K - 5K'—0

be an exact sequence of chain maps. Consider the homomorphisms
H, K'«? p~"(Z,K") "> HK"

where p x=[p x] (note that pxeZ,K") and dx =[i~'dx]; the definition
of ¢ makes sense because pdx=¢"px=0, hence dxemm(i), and
Z(i'ox)=i10dx=0. Clearly p=[ Jop is epimorphic. We shall see
that d|ker(p)=0; therefore passage to the quotient yields a unique
homomorphism

=—1. rr (2N 2 4 1 'd 1

3 K, I P I
p IR m, (K, O LPX1=1

Uy =

Y]

241
CX],

called connecting homomorphism of the sequence (2.8).

We now show px=0=>dx=0. The assumption px=0 means px=
0"py=pdy for some yeK. Because ker(p)=im(i) this implies x—7Jy
=iy for some yeK’, hence i~'dx=i"'diy=0i"'iy =0y, hence
[i'ox]=0. 1
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The main properties of J, are as follows.

2.9 Proposition.
a) Naturality: If

0K —"—K——+—-K'>0

Jf,

OHE*ﬁLTﬁL"HO

f 5

is @ commutative diagram of chain maps with exact rows then

HK'—H, K

Je J lﬂé

HI'—%H,_ L

is also commutative, 1.€. 0, [, =, 0.

b) Exactness: The sequence

ot H K% H K- 2 H K % H, (K-t H,_ K-

called homology sequence of 2.8, is exact.

Proof. (a) follows because all steps involved in the definition of d, are
natural. In detail:

il pxl=f i ax]=0 i7" ox]=[j" fox]=["" dfx]
=0y lq fx]1=0,[/"px]=0y f{[px].

(b) By Proposition 2.6, it remains to show exactness at HK' and at HK"".
This is the assertion of the following 4 inclusions.

im(2,)<ker(i,): Let[px]eHK" Theni, a,[px]=i,[i 'ox]=[ii"*ax]
=[0x]=0.

ker(i,)cim(d,): Let [Z]JeHK’ and i, [z"]=0. Then iz'=0x for some
xeK, and ¢"px=pdx=piz =0. Hence [Z]=[i"'0x]=2,{px].
im(p,)<ker(d,): If [zZ]eHK then 0, p,[z]=0,[pz]=[i"'0z]=0 be-
cause ¢z=0.

ker(d,)cim(p,): Let[px]e HK"and0=2¢,[px]=[i"'0x]. Theni 'dx
=¢' x’ for some x'eK’, hence d(x—ix)=0x—id x'=0, and p, [x—ix']

=[px]. 1
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2.10 Corollary. If

0 > K —aK——K'—0

Co

0—- I > L » I 50

is a commutative diagram of chain maps with exact rows and if two of the
vertical arrows induce homology isomorphisms then so does the third.

Proof. The vertical arrows induce a map of exact homology sequences.
Two out of three terms are mapped isomorphically: therefore the third
maps isomorphically by the five Lemmal,29. 1|1

2.11 Definition. An exact sequence 0 — K> K-?5K"—-0 of chain
maps is said to be dir ect if it splits in every dimension. This means (I, 2.11)
that mappings K|, <« K, «*— K/, ne Z, exist such that ji=id, pq=id,

r t
ij+qp=id. The connecting homomorphism HK"— HK' then has a

convenient description as follows.

2.12 Proposition. The sequence of mappings d,=j,_,0q,: K, > K,,_y=
(K"),, is a chain map d. K" — (K')*, and the induced homomorphism
d.: H K" H,(K)"=H,_{K' coincides with the connecting homomor-
phism.

Proof. We have
i(¢'d)=(i ") jiqg=20l(ij)0g=7(id—qp) dg= —0q(pC)q=—02q9 " (pg)
=—090"'=—(ij+qp)0qd'=—i(joq)d"—q"(pq) "
=i(—dd"),

hence ¢'d= —d &" because i is monomorphic, hence d: K" — (K')" is a
chain map. If z"eZK" then 6, [z"]=[i""dqz"]1=[j0qz"]=[dz"]=
d.[z"]. 1

2.13 Corollary. If f: K—L is a chain map then the connecting homo-
morphism of the exact sequence 1.7, 0— L-— Cf-—> K* -0, coincides
with Hf: HK — HL.

Indeed, the sequence is split in every dimension by g x=(0, x), j(y, x)=y,
and we have jog=/. 1

2.14 Corollary. If . K— L is a chain map then Hf: HK — HL is iso-
morphic if and only if the mapping cone Cf is acyclic, H(C f)=0.
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p

This follows from the exact homology sequence 2.9b because of 2.13. f§

2.15 Example. If K is a complex then 0 - ZK —» K —%5 (BK)* -0
can be viewed as exact sequence of chain maps (i=inclusion). The
connecting homomorphism is given by i ~'odod~", that is by the inclu-
sion map j: BK<ZK. The exact homology sequence therefore has the

form
K—»BK Z,K—— HKﬁﬁ—>B K,

n41
i.e. essentially it coincides with the exact sequence
0—->BK —~ZK ——HK—0.

2.16 Exercises. 1. The cone CK of every complex K is acyclic, HCK =0.

2. Prove: The connecting homomorphism d,.: H,, | K" — H, K’ is deter-

ny 1
mined up to sign+1 by the Properties 2.9a), b).
Hint: Consider the exact sequence
(E) 0—-(Z,n)—>C(Z ny>(Zn+1)—>0

first. Then prove: For every z"eZ, ; K" there exists a map of the se-
quence (E) into 0 — K'-» K-> K”— 0 such that 1+ z". Apply 2.9a).

3. Chain-Homotopy

According to exercise 1.9, chain maps f: K — L can be viewed as zero-
cycles of Hom (K, L). What does it mean then for two chain maps f, ¢:
K — L to be homologous in Z, Hom(K, L)? It means that ss Hom(K, L),
exists such that é(s)=f—g. This notion, usually called chain homotopy,
is of great importance.

3.1 Definition. Let £, g: K — K’ be chain maps. A homotopy s between [
and g, insymbols s: f ~ g, isa sequence of homomorphisms, s,: K, — K, |,

such that &t Syt Sy 1 Cn=fn—g, forall neZ.

We write f ~g and say f and g are homotopic if such an s exists.

3.2 Proposition. The homotopy relation ~ is an equivalence relation. The
equivalence class of f: K — K’ is denoted by [ ], and is called homotopy
class of f.

Proof. Reflexivity 0: f
Symmetry s: f~
Transitivity s: f
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3.3 Proposition and Definition. The homotopy relation is compatible with
composition, i.e. if f~g: K—>K" and ['~g': K'— K" then ' f~g'g.

We can therefore define a composition law for homotopy classes by
{f e[ f1=[/f'=f]. This defines a new category # ¢¥. Its objects are
complexes as in d.o/%, the morphisms, however, are homotopy classes of
chain maps. If we assign to each chain map f: K — K’ its homotopy
class [ /] we get a covariant functor n: 649 —> # 0%.

A chain map f: K — K’ whose class [ /] is an equivalence in # 0% is
called homotopy equivalence, and K, K’ are called homotopy equivalent
if such an f exists; we write K~ K’. Explicitly this means that chain
maps K —L» K’ /- K exist such that {~f~id,, /f ~idg.. The map
[~ is called a homotopy inverse of f.

Proof of 3.3. If s: f~g then f's: f'f~ f'g because ¢"(f"s)+(f's)c=
fU@s+sd=f"(f—g)=ff~[ g Similarly, 5" ['~g' =5 g: ['g>g'g,
hence by transitivity, f'f~g'gz. |

3.4 Proposition. If f~g: K— K’ then f =g, HK —» HK’, i.e. homotopic
chain maps induce the same homology-homomorphism.

Proof. f, [z]—g,[z]=1fz—gz]=[0sz+5s(0z)]=[C(sz)]=0. N

3.5 Corollary. If : K — K’ is a homotopy equivalence then f,: HK — HK'
is an isomorphism.

Proof. ff~~id, /= f~id imply f, fy =(ff~),=id,=id, and f, f,
—id. 1

Clearly, Proposition 3.4 can also be formulated as follows: The homology
functor H factors through # 0% i.e. there is a commutative diagram
of functors

ol G§ —H GAYG

T H'

H 0Y

The corollary then simply states that the functor H’ takes equivalences
into equivalences.

Complexes K such that idgy~0, or equivalently K~0, are called con-
tractible. Clearly K ~0 implies HK =0 (by 3.5). As to the converse one
has
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3.6 Proposition. Let K be an acyclic complex, i.e, HK=0. Then K~0 if
and only if for all n, Z, K is a direct summand of K,,.

Proof. Assume s: idg~0, i.e. ds+s0=1dg. Since ¢|BK =0 this implies
ds|BK =idpg, hence the exact sequence 0 »ZK <> K -2 BK -0
splits, 1.e. ZK is a direct summand. Conversely, assume thereis t: BK — K
with dt=id, i.e. K=ZKetBK=BKetBK. Define s by s|BK=t,
sitBK=0. Then 0s+sd|BK=2t=1d, ds+s0|tBK=sd|tBK=t0|tBK
=id. 1

An example K for which HK=0 but K40 is as follows: K,=2Z,,
¢, = multiplication by 2 for all n.

Proposition 3.6 is particularly useful in connection with the following

3.7 Proposition. If the mapping cone of [: K— L is contractible, Cf~0,
then [ is a homotopy equivalence. (The converse is also true; cf Exerc.5))

Proof. We show

I. If the inclusion 1: L— Cf, 1 y=(y,0), is nullhomotopic, then f has a
right homotopy inverse g: L - K, fg~id.

II. If the projection k: C f— K™, k (), x)=x is nullhomotopic then / has
a left homotopy inverse h: L— K, h f~id. This suffices since C f~0
implies 1~0, k ~0, and h~h(fg)=thf)g~g.

I. Let $:1~0. Define g: L— K, v: L L by Sy=(y(y), g()); recall that

Cf=Le K™ as a group (not as a complex! And y is not a chain map!).
Then 0Sy+SZy=1y reads

Oy y+fgy+v0y, —0gy+gady)=(y,0),
i.e, dg=gdé and 0y +yJd=1d— fg, as asserted.

II. Let T: k~0. Define h: L>K, n: K—>K by T(y, x)=h(y)+n(x).
Then éT+ To=k reads —dhy+hcéy—onx—néx+hfx=x (recall that
o =~ 8%y ie, ch=hc¢ and on+no=hf—id. §

3.8 Exercises. I. The cone CK of every complex K is contractible,
CK ~0.

2% If(E):0 > K —— K-> K”"—0is an exact sequence of chain maps,
define p: Ci— K" by p(x, x)=p(x). Prove that p 1s a chain map, p,:
H(Ci)y~HK", and the composite HK" LIEN H(Ci) "> (HK")* coincides
with —&,. Formulate and prove dual results about ¢: (K')*— Cp,
a(x'y=(0,ix). If the sequence (E) 1s direct then p and ¢ are homotopy
equivalences.
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3. Let0O—>K 15K -—25K”»0 be an exact sequence of chain maps.

(a) If i~0, say s: i~O0, then ps is a chain map K'* — K", and 0,(ps),

=idyg. .

(b) If t: p~0 then ti is a chain map K'* - K", and (ti), 0, =idgg- .
4* I[0— K'—— K £ K" —0 s a direct sequence of chain maps then
(a) K'~0or K"~0 = K=K'e K", i.e. the sequence splits.

(b) K~0 < i~0and p~0.

5. Prove the converse of 3.7. There are at least two possibilities:

(i} Read the proof of 3.7 backwards and use exerc. 4b. (ii) Remark that
Hom(X, f} is a homotopy equivalence hence (using 1.9) Hom(X, Cf)
is acyclic hence id¢ € Z, Hom(Cf, Cf) is homologous to zero.

6. If (E):0—» K'—- K> K"”—0is exact and direct then
0— Hom(L, K')->Hom(L, K) »>Hom(L, K")—0
is exact and direct for every complex L. If L=K" then
idg. € Z, Hom(K"”, K"),

and 6* [idg..] is a homotopy class of chain maps K" — (K")*. Show that

wician UL LAAAAAL AP 4w LA S

the induced homomorphism HK"— H(K')" coincides with the connect-
ing homomorphism of (E).

4. f'ree Complexes

These complexes have useful special properties, and they frequently
come up in applications.

4.1 Definition. A complex K is called free if K, 1s free for every neZ.

4.2 Proposition. In a free complex K the group of cycles Z, K is a direct
summand of K,,.

Proof. Subgroups of free groups are free (I, 2.23). Therefore BK<K is
free, therefore the exact sequence 0— ZK — K — BK*—0 splits
(1,2.24). 1

4.3 Proposition, If . K-> L is a chain map between free complexes such
that f,: HK = HL then f is a homotopy equivalence.

Le., for free complexes the converse of 3.5 holds.
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Proof. By Proposition 3.7 is suffices to prove that Cf ~0. According
to 3.6 we have to show that HC f=0 and that the cycles ZC f are direct
summands. The former holds by 2.14, the latter by 4.2. |}

4.4 Definition
A complex K 1s called short if an integer n exists such that K;=0 for isn, n+1, and

wirt K,y — K, is monomorphic. (I.e. a complex is short if it is essentially concentrated
in one dimension namely n.) If, moreover, K, =~Z then K is called elemenrary.

4.5 Proposition. Every free complex K is a direct sum of short (free)

complexes. If moreover everv K is finitelv generated. then K is a direct
ompiexes, 1f moreover every K, 1S Jinilely generaled, then K 1S a direct

sum of elementary complexes.

Proof. By 4.2 we can write K,, as a direct sum K, =2, Ko Z;-. Put
K™=0 for i=m, m+1, K™W=Z, K, K® =zi . Clearly, K™ is a
subcomplex, is short, and K =@®,, K.

If K, is finitely generated then so are Z,, K and Z:. Moreover, there are
bases {af, ...,a"} of Z,K and {b]'*}, ..., bl '} of Z,, |, s<r, such that
Oy DI =17 a? with teZ, i<s (view Z,,, as subgroup of Z, via
O 1 and apply 1,2.23). Let K™ ?<=K the subcomplex generated by the
pair (a7, b" !}y if i<s, and by the element a” if i>s. Then K9 is el-
ementary and K=, , K"™". |

Remark. By I,2.25, the base {a7',b}} can even be so chosen that "
always divides 77", (and all t7>0). It is then called a canonical base
of K. The numbers t7">1 (or their primary parts) are called the torsion
coefficients of K (or of HK); they are uniquely determined by HK, i.e.,
independent of the choice of the base {a}',b}. For proofs and more

details cf. Eilenberg-Steenrod V.8, or Kurosh §20.

4.6 Proposition. If K is a free complex, L an arbitrary complex, and
¢, H K — H, L, neZ, a sequence of homomorphisms then there exists a
chain map f: K—L such that f,=¢. l.e, every homomorphism
¢o: HK — HL of the homology of a free complex K can be realized by
a chain map.

The proof is based on the following

4.7 Lemma. Every commutative diagram
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of abelian group homomorphism (without g as yet) whose second row is
exact, whose first row is a complex (i.e., y,7,=0), and where F is free,
can be completed by a homomorphism g.

Proof of 4.7. If aeF then 3’0 20712=2 %o yla 0 ie. goylaeker(yo)

w1th 710,=20 71 4y, and defme g by ga, —b 1

Proof of 4.6. Let K=ZKa Z* as in the Proof 4.5. By Lemma 4.7 we can
find first £7, then f;-, which make

VA Z K", H K0

lfn +1 jvfnz J‘pn

nit 5 Ly L— H, L0

L

commutative. Then f: K » L, f|[ZK=f* f|Z*=f"* is a chain map as
required.

4.8 Corollary. Let K, L be free complexes. Then K~L < HK>~HL .

Proof. If ¢: HK — HL is an isomorphism, it can be realized by a chain
map f: K— L and f is then a homotopy equivalence by Proposition 4.3.
The converse 1s contained in 3.5. §

4.9 Corollary. If K is a free complex and HK is also free then K~HK. |

4.10 Exercises. 1. a) For every abelian group 4 and integer » construct
a free short complex K such that H, K~ A.

b) For every graded abelian group G ={G,},.z construct a free complex

K such that HK=>=G.

2. Construct a free complex K which is not a direct sum of elementary
complexes. Hint: If K is a direct sum of elementary complexes then H, K
is a direct sum of cyclic groups (1s the converse true?).

3. If K 1s a free complex such that H; K =0 for i <n then there exists a
subcomplex K'«= K with K;=0 for i<n and K'~K.

4. If t: 0./%9 — 0.5/% is a functor from complexes to complexes which
preserves homotopy (e, f~g=1f~tg)and if K, L are free complexes

such that HK ~HL then H(tK)=~H(tL). Construct examples of such
functors.

5. If K is a free complex and K~ HK then HK is free.
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Singular Homology

1. Standard Simplices and Their Linear Maps

1.1 Definition. The standard g-simplex A, consists of all points xe R?*"
such that

(@) O<x,<1,i=0,1,....q.

(b) 2lox=1,

where R?*" denotes euclidean space and {x,! are the coordinates of

xelR*! Clearly A, 1s closed and bounded, hence compact. Because
of (b) we can replace {(a) by

(@) 0<x,, i=0,1,...,q.

Therefore A, is the intersection of the hyperplane >¢ ,x,=1 with the
positive “quadrant” {x;=0}. In particular, 4, is convex (i.c. any segment
whose endpoints lie in 4, lies in 4,).

For instance, 4, is a single point, 4, is a segment, 4, an equilateral
triangle, 4, a regular tetrahedron.

Xy X

X2

2

. e

e ol
4, A,
X x
e? 0 e 0
Fig. 1 Fig. 2

The unit points ¢/ =(0,...,0, 1,0, ...,0) of R4*! lie in A,; they are called
the vertices of 4,

1.2 Definition. A mapping f of 4, into R" (or into a subset of IR") is
called linear if a linear (in the usual sense) map F: R4T! > R" exists
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such that F|4 =/ If P°, P, ..., P"eR" are arbitrary points then there

exists a unique linear map f 4,— R" such that f(e') = P’ namely
f(x)=>19 o x,P. The image f(4,) “consists of all points P=)7 o x, P

of R” with 0<x,<1, ) x;=1. Thus linear maps of A, are completely

determined by their values on the vertices and these values can be

prescribed. In particular, we consider the linear maps

(1.3) d=e: 4

q g-1

— Aq

ee=e" for i<j, ¢&(e)=e*' for ix>j,
where j=0,1,...,q. The image of fi consists of all points xeAd, with
x;=0;1t 18 Called the j-th face of A, The union of all faces of 4_ is called

the boundary of A, and is denoted by 4,. It consists of all pomts xed,
with at least one vamshmg coordmate

For later use we note the

1.4 Lemma. ¢/ s=¢

J—'l Iy .
‘g+1%q q+16 lf k<]

Indeed, on both sides we have

el for i<k, eretl for k<i<j—1,

v i~7i_ 1 [ ]
I i=/j—1. n

(g%
1
3%}
=5

1.5 Exercise. If F: R9*!  R" is a linear map and K< R" is a convex
set such that F(e)eK, i=0,1,...,q, then F(4)cK. In particular,
A, is the smallest convex set containing ¢’ for ali i (—“convex hull of {€'}).

2. The Singular Complex

We construct a functor, called singular complex, from topological
spaces to complexes.

2.1 Definition. Let X be a topological space. A singular g-simplex of X
is a continuous map ¢=a, : A, X, g=0. We consider the free abelian
group S, X which is generated by the set of all singular g-simplices.
The e]ements c,€5,X are called singular g-chains of X. By definition,
every ceS, X has a unique representation as finite linear combination
of singular g-simplices o, c=% ¢, - 6, with integral coefficients ¢,. We
shall not distinguish between a smgular simplex ¢ and the cham c
whose only non-zero coefficient is ¢,=1. For g<0 we put §,X=0.
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We define a homomorphism ¢,: S, X—S, (X, ¢,(0)=31_o(—1)/(ce)),
where ¢/: A, _, — 4, denotes the j-th face as in 1.3. Then

2.2 Proposition. The sequence ---—S,_; X « % S, X < Ca1 Sper X
is @ complex, i.e. ¢, ¢, =0. It is called the singular complex of X, and
is denoted by SX.

Proof. For singular simplices ¢ we have

céa=0(3,(—1Vae)=), (= 1Y hgel e
=Y (=W rad 4y (=1t e,

the latter by 1.4. In the second sum we replace k by j and j by k+1;
then corresponding terms of the two sums cancel. Thus ¢¢é vanishes
on a base {7}, hence ¢¢=0. |

Iff: X — Yis a continuous map and ¢: 4,— X a singular simplex of X
then the composite fo: 4,— Y 1s a singular simplex in Y, and we get
a homomorphism

S, [0 8,X—>8, Y, (S, flo)=fa

2.3 Proposition. The sequence S, f: S X S Y, yeZ, is a chain map,
(’f' SX 5SY Instead of S fuu:- usua ”v WwTl f SXA SY

Proof. Multiplying (fo)e'=f(s¢’) with (—1Y and summing over j
gives ¢(fa)=f(Ca). 1

2.4 Proposition. S(g f)=(Sg)(S f), S(idy)=idgy (where g: Y > Z), i.e. §
is a functor from spaces to complexes, S: Jop — 0A4%. |

2.5 Wenow generalize the preceding to pairs of spaces (X, A). Ifi: A > X
is the inclusion map then i: SA — SX is monomorphic, hence SA can
be thought of as a subcomplex of SX. The quotient S(X, A})=5SX/SA4
is called the (relative) singular complex of (X, A). If j denotes passage

tn anntiente than
v \1uu AW 11 LD l-ll\dll

(2.6) 0—8S4A—158X —-S(X, A)—0

is an exact sequence of chain maps. It splits in every dimension,
S,X=S,AeS,(X, A). Indeed the base {g: 4,— X} of S, X divides into
two parts: the simplices in 4, and those which are not in 4. The former
provide a base for S A, the latter for S, (X, A). Note that S(X,#)=SX.
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A map f: (X, A)— (Y, B) of pairs (cf. 1, 3.8) induces a commutative diagram
0S4 »SX »S(X,A4) -0

(2.7) lsum
0SB — >SY > S(Y.B) -0

S/ S

of chain maps with exact rows; the map S/ is obtained from S [ by
passing to quotients. |

The functor properties 2.4 carry over to pairs. In fact we can view S
as a functor from pairs of spaces to short exact sequences of complexes.
We leave it to the reader to make this statement precise.

2.8 Exercise. Does the sequence 0 S, 4 >S5 X S (X, 4)—0 splt
naturally?

3. Singular Homology

3.1 Definition. The (singular) homology groups of a space X resp. a
pair of spaces (X, A) are, by definition, the homology groups of the
singular complex SX resp. S{X, A). We write HX=HSX, H(X, 4)=
HS (X, A). The groups H(X, A) are also called relative homology groups
of X mod A, in contrast to the absolute groups HX. We say zeSX is a
cyele mod A if ¢zeSA, and z is a boundary mod A f z=0x+y for some
xeSX, veSA. The relative homology group H, (X, A) is then isomorphic
with the group of g-cycles mod A divided by the group of g-boundaries
Z(X, A)

mod A, H(X, A)=

Iff: (X, A)—> (Y, B) is a map of pairs then S f: S(X, A) - S(Y, B) induces
homomorphisms H f=f_: H(X, A)— H(Y,B). This turns singular
homology into a functor from pairs of spaces to graded groups. By
definition, it is composed of Zop'?) 25 0/ G H> G4 G

The connecting homomorphism ¢_: H, (X, A)— H_A of the sequence

A)
05SA—5SX 158X, 4) >0
d

32) g AESH XIS H

q+1 q+1 q+1(

X, A) s H A HX >

is called the homology sequence of (X, A).
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If f: (X, A)-> (Y, B) is a map of pairs then
H A——H_ X-——>H_, (X A) H A »H X

g+1 g+1

o e F T

H. B— >H ,Y——H_ (Y,B) » H B HY

qg+1 g+1 q+1 q q

is a commutative diagram (11, 2.9 (a)) with exact rows.

Consider now a triple Bc A< X of spaces; one also writes (X, A4, B).
Inclusion i and projection j define an exact sequence

0-S(4, B)——S(X,B)—>S(X, 4) >0

of chain maps. The resulting exact sequence

(3.4) --*HHI(A,B)%HW(X,B) |
s H, (X, A) =" H (A, B)—> H (X, B) >

is called the homology sequence of the triple (X, A, B).. For B=f it
reduces to 3.2.

3.5 Exercise. I. If (X, A,B) is a triple then the connecting homo-
morphism ¢,: H, (X, A)— H, (A, B) coincides with the composite

H,, (X, A)-% H A% H(4,B)

a+1
where @, is the connecting homomorphism of the pair (X, A).

2. If BcAcX is a triple such that 1 : HB=HA then j,_: H(X, B)=
H(X, A).

4. Special Cases

4.1 If P is a single point then there is just one singular simplex
1,: 4, P for every ¢=0. We have t,¢/=1,_, forallg>0and 0<j<g,
hence ¢1,,=1,, , for >0 and Grzq_lzﬂ Thus SP is the complex

0 Z e Z N Fe O P T
and

(4.2) H,Pp=Z, HP=0 for i%0.

4.3 Definition. For every space X the constant map y: X — P (P =point)
induces a homomorphism y_ =y *: HX — HP, called the augmentation.
If 7 X_t Y %sva map then ,1 « =Y (naturality of y,); in particular,
f, maps ker(y,) mmto ker(y}). lhese groups are therefore functors of
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XeZop; they are called the reduced homology and are denoted by
HX ker(y,: H X — H_P). Ifq:t:OthenHX H, X by 4.2.

If X is not empty then any map 1: P— X is right inverse to y, hence
,*1*—1d It follows that Hy,X=1im(1,), @ker(,*)O—Z®H X, le,
in dimension Zzero, reduced and unreduced homology differ
by a direct summand Z. Moreover, the exact sequence
HOP~—>H0X)—>HO(X P) — 0 of the pair (X, P)showsthatx, THy X =

Hy(X, P).

If (X,A) is a pair of spaces with 4=+@# then we have mappings
(X,A)—">(P,P)——(X, A), and y:=id. It follows that :_ maps the
homology sequence of (P, Py—which is rather tr1v1al—0nt0 a direct
summand of the homology sequence of (X, A); the other direct summand
is ker(y,). Since ker(y,) is reduced homology this shows

4.4 Proposition. If (X, A) is a pair of spaces with A=W then we have an
exact sequence.

..._EL,ﬁqHAL,ﬁ X -~ H

q+1

(X, 4)->H A" H X

q+1

it is called the reduced homology sequence of (X, A).

45 The name augmentation is often used for the chain map n=n*:
SX —(Z,0), which takes every zero simplex o, into 1€Z. This map
is closely related to y; in fact, n*=n"oy*. Moreover, the map
n¥: SP—(Z,0) is a homotopy equivalence: (Z,0) is a direct summand
of SP, and the other direct summand is clearly nulhomotopic (cf. also
4.6). In particular, ker(n,)=ker(y *):ﬁX . Therefore, the danger of
confusing the two augmentations y,# is not grave.—In the literature,
the name “index” is also used for 7.

After the one-point space we consider convex sets in R”. Their homology
turns out be equally trivial.

4.6 Proposition. If X is a non-empty convex subspace of euclidean space
R" then the augmentation 1: SX —{Z,0) is a homotopy equivalence;
in particular, HX =0.

Proof. The method of proof is known as “cone construction”. Pick
PeX. For every o,: A, — X, q=0, define (P-g,): 4,.,— X by
(P-0,)(Xg, Xq, .00 Xg, 1)

(4.7) P if xg=1,

- xOP+(1_x0)aq(%,..., ACE ) if x+1.

— X, 1 —x,
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This defines homomorphisms

P=P: 5, X—>S8,..X E(o)=P 0.

g+1-%>

Intuitively speaking, P - ¢ is obtained by projecting P é
o from the new vertex P, or by erecting the cone e\
with vertex P over o. Fig. 3

We compute the faces of P g,
(P-o)e(xg, Xy, oo, X )=(P-a)(xg, ..., X1, 0, Xx;, 00 X,).

If i:‘O,.this is a,(xg, ..., x,); if g=0 and i=1 it is P, and if 4>0 and
1>01t1s

0

X X; X; X
x0P+(1—xO)aq( L=, )

— _ i1 Xy X,
=xoP+(1—xg)(o,¢ )(l—xo’“" 1—x0)
=[P (0,6 V] (xXg, -y Xy)-

If we define a chain map P: (Z,0)— SX by P(m)=mP, then we can
express the result of the computation as follows

(P-g,)e’=0a (P-o)e =P (a,e") for g>0,
(P-a,) & =(Pn)(a,).

Taking alternating sums in 4.8 we get

q’

(4.8)

49) @

g+

P=id~B_,d, for 4>0, and 8 R=id—(Py),

—1 q

ie {B} is a homotopy id ~Pn. Clearly nP=id. 1

4.10 Corollary. If' Y <R" is any non-empty subspace then ¢ : H (R", Y)=
a._.v

g-—1 %
This follows from the reduced homology sequence 4.4 of (R", Y) because
AR"=0by 46. |

We now show that H, X =Z for all pathwise connected spaces X. The
reader might begin to suspect that H is a rather trivial functor altogether.
He will have to wait until Chapter IV to see that this is not so.

4.11 Proposition. If X is a non-empty pathwise connected space then the
augmentation n: SX —(Z,0) induces an isomorphism n . H,X=
H,(Z,0)=1.
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Proof. Pick PeX, and define P: (Z,0)—SX by P(m)=mP; clearly
nP=id. For every O-simplex ¢,: A,—X we can find a I-simplex
no,: A, — X (=a path) with (ng,)e®=0,, (n0,) &' =P, hence d(ng,)=
(id—Py) do. This defines a homomorphism n: S, X —§ X with
cn=1d — Pn. For homology classes 1t gives O0=[dnz]=[z]—[Pnz]=
[z]— IA’* n.1zLze Z, X e, H,Pand H,narereciprocal isomorphisms. |l

What about H,; of non-connected spaces? This reduces to 4.11 via

4.12 Proposition. Let X be an arbitrary space with path-components X,
reA; let AcX be a subspace and A,=AnX,. Then the inclusion maps
i;:(X;,A;)—(X, A) induce a direct sumrepresentation {i,}: @, ,S(X,,A,)
>S{(X, A), hence (11, 1.5) {Hi,}: ®,.,H(X,;,A)=H(X, A).

In particular, H, X is a free abelian group whose rank (cf. 1, 2.29) equals
the number of path-components of X.

Proof. Let s resp. s; denote the set of singular simplices of X resp. X .
Since every simplex oes has a pathwise connected image, this image
must lie in some X, hence s={),s,. Every singular chain ¢ has a
unique representation

C:Zo‘esca'G:ZAZGGSACU'J:ZJLCJJ CAES(Xi)a

hence SX=@@,S(X,). Similarly, SA=@®,;S(4,), hence SX/SA=
@, S(X,)/S(4,). 1

4.13 Corollary. If X is a discrete space then H,X=0 for i=0,
HOXZ@xeXZ' I

retracts.

4.14 Definition. If i: A= X is a pair of spaces then A is called a retract
of X if there is a map r: X — A such that ri=id; any such r is called a
retraction. For instance, every Pe X is a retract of X; if B is any space
and QeB, then AxAxQcAxB and r: AxB—AxQ, r(a,b)y=(a, Q)
is a retraction (“the factors of a product are retracts™).

If (X, A) is as above then A is called a
has a neighborhood in X of which 1t is a retract. Every retract is a
neighborhood retract but not conversely: If X =[0,1] is the unit
interval and A={0}u {1} consists of the two end points then A4 is a

neighborhood retract but not a retract (proof ?).

neighborhood retract (in X) if A
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For the moment we only discuss retracts; neighborhood retracts will
become important later on (IV, VIII). If r: X — 4 is a retraction then
r: SX — SA splits the exact sequence 0 — SA —— SX — > S(X, 4)—0,
hence (r, j): SX=SAa S(X, A), hence

(4.15) (r,.j): HX=HAe H(X, A).

In other terms:

4.16 Proposition. If A is a retract of X then the homology sequence
of (X, A) decomposes into short exact sequences
0-2=% H A" H X %> H(X,A)—0

which are split by r,. 1

4.17 Exercises. 1. The homology sequence of the triple PeAcX is
isomorphic with the reduced homology sequence of (X, A4).

2. If X is a contractible space, X ~ P, then n: SX — (Z, 0) is a homotopy
equivalence. Hint: Use a cone-construction as for 4.6.

3. Determine H(R, @) where Q@ <R is the subspace of the real line
consisting of all rational numbers.

4. If BcAcX is a triple such that 4 is a retract of X then
H(X,B)=H(X, A)e H(A, B).

5. Invariance under Homotopy

We recall (I, 3.1) that two continuous maps f,g: X -—— Y are homotopic
if there is a deformation @: [0, 1] x X — Y with 6,=/, ®,=g. Similarly
for maps of pairs.

5.1 Proposition. If f,g: (X, A) > (Y,B) are homotopic maps then
S1, Sg: S(X,A)— S(Y, B) are (chain-) homotopic.

5.2 Corollary. If f, g: (X, A)— (Y, B) are homotopic then f, =g, : H(X, A)
— H(Y, B)—because homotopic chain maps induce the same homo-
morphism of homology (I, 3.4). 1

5.3 Corollary. If (X, A)~(Y, B) then H(X, A)~ H(Y, B).

Proof. If (X,A)—f—>(Y, B)L»(X, A) are reciprocal homotopy equi-
valences then H(X, A)L»H(Y, B)-L» H(X, A) are reciprocal iso-
morphisms by 5.2. 11
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5.4 Corollary. If X is contractible, X ~P, then HX =0. In fact, the
augmentation 1: SX —(Z,0) is a homotopy equivalence (cf. 11, 4.3). |

The situation is best illustrated by the following commutative functor

diagram
s Top—S 20l G

\HJ
(5.5) n n / GAY

where n denotes passage to homotopy classes. Proposition 5.1 asserts
that the dotted arrow S exists. In II, 3.4 the arrow H was shown to exist.
Corollary 5.2 only says that (HS) exists and 5.3 remarks that HS takes
equivalences into equivalences (as any functor does).

5.6 Remark. If f: (X, A)—(Y, B) is a homotopy equivalence then so
aref: X —Yand f|A: A — B. The converse is not true; a counterexample
is given by X=Y=[0,1], A={0}u {1}, B=[0,1]—{1}, f=inclusion
(proof?). On the chain level, however, the converse is true (II, 4.3).

The proof of 5.1 will be an easy consequence of the following

5.7 Proposition If F°, F': SX — S([0, 1] x X) are natural chain maps such
that the two composites SA,—~*2 S([0, 1] x 4,) ——(Z,0) (4,=zero
simplex, n=augmentation 4.5) coincide then there exists a natural
homotopy s: F®~F'. Naturality of p=F° F! or s means, of course,
that ¢ is defined for all spaces X and that

SX' —S([0,1]x X")

(5.8) Jh Jvidxh

SX —2 L S([0.1]x X)
commutes for all continuous maps h: X' — X,
Proof. We assume inductively that s.: S, X —S,,([0,1] x X) has
already been found for k<¢ and
(5.9) Cst+s,_ O=F—FL
Let 1,€S,(4,) denote the identity map of 4,. We compute
{FO 1 —F 1, —s, 01,0 =F%01,—F'¢1,—(0s,_,)(01)

=F°01,—F'01,—(FC—F'—s,_, )(01,)=0.
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Thus F°1,—F'1,—s,_,01, is a g-cycle; if g=0 then its augmentation

vanishes because 7 F® = F'. Therefore it is a boundary because [0, 1] x 4 .
is convex (4.6), i.e. we can find beS, ([0,1]x4,) with db=F°1, —
F'1,—s,_ 1. Now define

(5.10) S0 8, X—=5,,[0,1]x X), so)=(dxa)b,

where o: A,— X ranges over all singular g-simplexes of X. We have
to verify naturality 5.8, and formula 5.9 with k=gq. Let¢": 4, — X". Then

(id xh)s,0'=(d x h)(id x ¢') b={id x ho') b= s,tha)=(s ) a,
which proves naturality. Further
(Cs)o=2(idxa)b =(id><0)8b
=(idx o} {F®1,—F'1,—s, 01,
=F00'1q—FIO'lq—3q_1O'51q
=FOJ—Fla—sqL160tq:(FO—Fl—sq_lﬁ)a,

which proves 5.9; naturality of F°, F!, s,_1 was used for the fourth
equality. 1

The preceding proof is typical for the method of “acyclic models”
which is due to Eilenberg-MacLane (1953). We shall explain the
general principle in VI, 11.

Proof of 5.1. For every space X the inclusions
Fii X->[0,1]xX, F(x)=(x), 0<t<t,

define natural chain maps F':“SX — S{[0, 1]x X), and by 5.7 there is
a natural homotopy s: FO~F! If A< X is a subspace then F'(SA)c
S([0,1]x A), and s(SA)=S([0,1] x A), the latter by naturality of s.
Passing to quotients we get

F': S(X,A)—>S([0,1]x X, [0,1]x 4), and 5: FO~F!

Consider now a homotopy O: f ~g, as assumed in 5.1. Clearly @, = &F'
hence @, =0OF": S(X, A)— S{Y, B) by passage to quotients. Therefore
Sf= @ =OF°~OF'= @ =S5¢g. 1

5.11 Examples. [fi: A< X isa pair of spaces then A4 is called a deformation
retract (of X) if a homotopy ©,: X - X exists with @,=id. O (X)<=
and © |A=i. Thus @, defines a retraction r: X > A4 with ir=6,; we
have ri=id,, and ©@:id, ~ir. In particular, i, r are reciprocal homotopy
equivalences, hence i, : HA=HX. If ® can be so chosen that @,]4 =i
for all ¢ then A is called a strong deformation retract.
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For instance, if AeX is a single point then A4 is a deformation retract
if and only if X is contractible; we get HX =0 as in 54. If §"'=
{xeR"| | x|/ =1} denotes the unit sphere then $"~! is a strong defor-
mation retract of the deleted euclidean space R"—{0}: take ©,(x)=
(1—t+t/| x|) x. The same deformation @ shows that $"~! is a strong
deformation retract of the deleted unit ball IB"—{0} where IB"=
{xeR"] | x||<1}. In particular,

(5.12) HS" '~ H(B"—{0})~ H(R"—{0}).

5.13 Exercises. 1. If f: (X, A)—(Y, B) is a map such that f: X~Y and
(f14): A~B then f: S(X, A)~S(Y, B); compare 5.6.

2. If A 1s a (strong) deformation retract of X then A x Y 1s a (strong)
deformation retract of X x Y. Draw pictures with X=IB? 4={0;,
Y=8'

3. The cone CX over X is obtained from [0, 17x X by identifying the
subspace {0} x X to one point v, the vertex of CX. Show: (i) CX is
contractible, (i) H, (CX, CX - {v}))=H,  X.

4. Consider the solid torus, solid double-torus, solid triple-torus etc.,
as illustrated by

— —— T — e T —
S S S
R R ——— T (ot ¥ T T
a b c

Fig. 4a-c

Show that they contain deformation retracts of the form

O O S e

Fig.5a—c

6. Barycentric Subdivision
This is a tool which will be used in §7.

6.1 Definition. For every space X we define homomorphisms
B, S, X —>S,X, q=0, called the barycentric subdivision, as follows:

(6.2) Bo=id, f,1,=B, B,_1(01), B lo)=0,B,1), ¢>0,
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where 1,€5,4, denotes the identity map of 4,,

1 1 1 et
B:—'( , s ey ): ?—O‘Fﬁ"ﬁ
1 \g+1" g+1 q+1 U g+1

is the barycenter of A, B,-is the cone construction as in 4.7 (recall that
A is convex), and o ; A — X is an arbitrary singular simplex.

Loosely speaking, the barycentric subdivision of ¢, is obtained by
projecting the barycentric subdivision of o, from the center of a,.
The reader is advised to draw some pictures. The crucial property of j
is that it cuts simplices into smaller pieces, more precisely

6.3 Proposition. The sequence f,: S, X — S, X, q=0, is a natural chain
map and has the following property: For every q >0 and every real number
¢>0 there exists a number N=N(e, q) such that the chain c=p"(1 )=
BB...pG,) for n=N contains only simplices 1 of diameter |t|<e
(i.c., \|r1|>a$ ¢,=0). The diameter of t: 4 >R* is defined as
It =Max{|jtx—1 viiix, yed,;.

Proof. If f: X — Y is a map then (f f)a,=f(fa)=(Sa)B1)=H(fc),
which proves naturality. Next we verify 0§, = f,_, ¢ by induction on q.

8(8,0,)=(00)(B,1)=(0,0)(B,- B,_,1)=0,0(B, - B,_, 1)
zaq(ﬁq—l alq)zﬁthaqalq__"ﬁq—laaqa

where the fourth equality uses the boundary formula 4.9 and
aﬁq—l:ﬁq~za'

It remains to find N (g, g). This is contained in the following more general

¥ iy Jroo2 ALAS

6.4 Lemma. If o: 4, — R" is a linear simplex (cf. 1.2) then (o) contains

o |. In particular, (1)) contains
only simplices of diameter < (__q ) Iz |.

qg+1 1
The proof of 6.4 uses

6.5 Lemma. Ifo: 4, — R¥ is a linear simplex with vertices B, H,...,Fthen
(2) |[P—P'| <Max{_, [P=P|, for all P,P'ea(A,);
(b) loll=Max, ;| F—F].
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Proof of 6.5. We have P'=Y9_, x;P. with x;>0, > x;=1, hence

|P=P| =T (x;P—xB)| <Y x;|P—P|
<(¥ x)(Max |P—B/)=Max |P—P].

This proves (a); part (b) follows by applying (a) twice. 1

Proof of 6.4. The following properties of the cone-construction are
immediate from the Definition 4.7.

(i) Given = A, >R!, PeR', and a linear map f: R'—>R* then
fP-o=(fP)-(f1)

(ii) If 7: 4, — R' is linear with vertices Q,, ..., Q, then P-1: 4, ; - R’
is linear with vertices P, Q,, ..., Q,.

Now
fo=a(B,-fc1)=(cB,)-(cfcr), byl),
=(aeB)-(fadr), by naturality of §,

=Y (=1} (6B, flo &),

Thus o contains only simplices of the form ¢'={(¢ B -t where 7 is
contained in some B(s¢’). The diameter of ¢ equals |P—Q] where
P, Q are vertices of ¢’ {by 6.5 (b)). These vertices are either vertices of t
or one of them equals ¢ B, {by (ii)). In the first case

q—1 q

, -1
lo1=ip=ol<ltls o= Siols T lol,

the 3rd inequality by induction on g. In the second case, say P=0B,,
la'|=IP-Q|<|P—-F]

r <7

for some i, by 6.5 (a), hence

1 1
o <o, Bl =| Stoo 1 B = Doy 7 BB
! q
< 1 olB—Pl= :
< i TiolR—Rls i1 Lol

This proves 6.4 and 6.3. 1

We also need that f~id. This is contained in
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6.6 Proposition. I17°,1': SX — SX are natural chain maps which agree in

dimension zero, yo=7y, then there exists a natural homotopy s: y° =7

There is a direct proof by the method of acyclic models as for 5.7: the
reader will find this an easy exercise. We reduce the problem to 5.7 by
considering the composites F': SX — > 85X —J 5([0,1] x X), where
J(x)=(0, x). Then a natural homotopy u: F®~F"' exists by 5.7. Compos-
ing with the projection n: [0,1]x X — X gives a natural homotopy
s=nu: nFO~nF' and nF'=(nJ)'=7". 1

6.7 Exercises. I. Let V, be the set of vertices of 4,, and let ¥, be the set
of non-empty subsets of V,. If Vev,, define its barycentre BVeA, by

1
BV:WZFGV v, where |V|=cardinality of V. Show that every xe 4, has

a unique representation x=> x, - BV such that (i) 0< x, < 1, (ii) Y x, =1,
and (iii} x, #0, xp #0= VW or Wc V. The numbers {x,|, Ve?,,
are called the derived (barycentric) coordinates of x. We can think of
{x,| as ordinary coordinates on 4, where N=|¥;|—1=2"*1-2; then
x+> {x,} maps 4, homeomorphically onto a union of certain lower-
dimensional faces of 4.

If @: V.-V, is a map define the derived map ¢': A,— 4,, by (¢'x)y=
Y v _vXy, Ue?,,. Show that this is well-defined, that ¢’ takes vertices
into vertices, and that ¢’ is linear if and only if ¢ is injective.

2. Show that a sequence y,: S, X — S, X of natural homomorphisms
(X € o) is a chain map if and only if 0y 1, =y _, d1, for all g, where
1,=1d(4,).

7. Small Simplices. Excision

We show that in order to compute singular homology it suffices to

consider small simplices (7.3). This implies that H(X, A) 1s unchanged
if one excises any part B of A which doesn’t touch the boundary of A4 (7.4).

7.1 Definition. If X is a space and % is a set of subsets of X then S%
denotes the smallest subcomplex of SX which contains all SU, Ue%;
i.e. S% is the subcomplex generated by {SU},.,. The chains of S% are
linear combinations of simplices o: A,— X each of which maps 4, into
some Ue #, i.e. of simplices which are “small of order %"

If A< X is a subspace we put # " A={U N A}y, and define S(% N A),
S(U,UNA)Y=S%U/S(%U n A) accordingly. We have a commutative dia-
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gram of chain maps

0 S(%nA) > SU »S{U, U A) >0
(7.2) J j l
0> S4 SX S(X,4) —0

with exact rows whose vertical arrows ¢ are inclusions.

7.3 Proposition. If every point of X is contained in the interior Aof A
or in the interior U of some Ue% then 12 S(U, U A)—S(X, A)is a
homotopy equivalence, hence 1,: HS(U, U n A)=H(X, A).

If % consists of only one set Y this is known as the excision-theorem.
The assumption then means Yud= X, the conclusion is S(Y, YN A)~
S(X, A) In terms of complements B=X — Y, B=X — Y, the assumption
is B< A, the conclusion S(X — B, A—B)~S(X, A). Thus

7.4 Corollary (Excision). If (X, A) is a pair of spaces and Y = X is such
that YOA=X then} S(Y, YN A)~S(X, A) where j=inclusion. If Bc A is
such that B A then j: S(X—B, A—B)~S(X, A). In particular Ty
H(Y,Yn A)=H(X, A) resp. j,: H(X —B, A—B)~H(X, A).

Proof of 7.3. Since S{(%, % n A), S(X, A) are free complexes it suffices to
show (by 11,4.3) that 1 : HS(%,% n A)=H(X, A). This, in turn, will
follow from the homology sequence I, 2.9 provided we show

H, {S(X,A)/S(u,%A)}=0 forall g.

The elements [z] of this group are represented by cycles z of X mod S¥~
(where ¥" =% U {A}), i.e. by chains zeS X such that ¢zeS¥~ We have
to show that z is a boundary mod S¥, i.e. z=0x+y with xeSX, yeS?"
We shall see below that:

(7.5) If neZ is sufficiently large then ["(z)eSY.

Also, from 6.6, 6.2, we have a natural homotopy s: id~ f", hence z=
o(sz)+s(¢z)+ B"(z). This proves the assertion [z]=0 provided we can
show s{0z)eS¥. But ézeS¥, and s(S7¥)=S¥" by naturality of s; in
fact, if V' is any element of ¥~ then s(SV)=SV by naturality applied to
V—=5X.

It remains to prove 7.5. Since z is a finite linear combination of simplices
a: 4, X it suffices to show that for these ¢ we have p"(s)eS#” for
large n. Now, the sets {¢~! VfVe"V form an open covering ¥ of 4 .
Choose £>0 such that every subset of 4, whose diameter is less than &
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lies in some ¢~ ' V; this is possible because 4, is compact (“Lebesgue-
number” of %7; cf. Schubert, 1,7.4). By Proposition 6.3, the chain
p"1,€85,(4,) consists of simplices of diameter <¢ only, provided n is
large enough. But then " i, consists of simplices each of which lies in
some ¢ ' V, hence "o =0 (p" 1,) consists of simplices each of which lies
in some V<V, hence f"oeS¥. 1

7.6 Example. A pair of spaces (X, P) where P consists of a single point
is called a pointed space, or space with base point. If (X, P) and (Y, Q)
are pointed spaces then we define their wedge (or one-point-union) as
(7.7) XvY=XeY/P~Q,

i.e. the topological sum with base points identified (this is then the
natural base point for X v Y). We can think of X,Y as subspaces of
XvYviaX, YcXeY>XvY then XuY=XVvY, XnY=P=0Q. Let
i: X — X v Y« Y: jdenote the inclusion maps.

7.8 Proposition. If the closure of P in X has a neighborhood U in X
whose inclusion map U — X is homotopic rel. P to the constant map U — P
(i.e. there is a deformation d,: U —X with d,=inclusion, d,(U)=P,
d,(P)=P for all te[0, 1]) then

(7.9) (i, J,): H(X, P)o H(Y,Q)=H(X v Y, P=0).

By 4.3 we can also write HXe HY @H(X v Y).

Proof. We can extend the deformation d to a deformation

D:UvY—->XvY by D|Y=j

(continuity of D is obvious if P and Q are closed points; the general case
follows from V, 2.13). This deforms U v Y into Y showing that

H(UVY,Y)—-H(X VYY)
is the zero-map. Consider then the commutative diagram

~° LHXVYY)

HXVvY.UvY) — SHUVY,Y)

(7.10) [:‘;
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whose rows are parts of the exact homology sequences of the triples
(XvYUvYY)resp. (X, U, P) and whose vertical arrows are induced
by inclusions. All vertical arrows are monomorphic; in fact, they have
left inverses because i: X — X v Y has a left inverse r, namely r|X =id,
r(Y)=P. The middle arrow iy, is even isomorphic because H(X vY, Uv Y)
=H(X,U), by Excision7.4. But then i, must also be isomorphic as
can be seen from the five lemma or (simpler) by direct diagram chasing
in 7.10.

Now, just as i has a left inverse so does j: Y— X v Y, hence (4.16) we
have a split exact sequence

(7.11) 0-HY "S5 HXVY)>H(X VY Y)S0.

This sequence is split by H(X v Y, Y)iﬁﬁX ", H(X v Y), which proves
the assertion. |

7.12 Exercises. . If X is a metric space then the diameter ||| of a sin-
agiilas cimanmlay -2 A sV i Aafivad Ty, el NAnw FASct/— o —adlo 29— A
guiar Simpiex 6. 4,— A 18 QClinea by |0 = MaxX(Qistig X,a yJ|X,yEd .
Show that, for any £>0, the subgroups §; X of S, X, ¢=0,1,2, ..., which
are generated by all simplices of diameter less than ¢ form a subcomplex
S?X,and S X ~SX.

2. The wedge X = V, X, of an arbitrary family of pointed spaces (X,, P,),
7€ A, is defined by taking the topological sum @, X, and identifying the
set of base points @; P, to a single point, say P. Show: If the closure of P

in X has a neighborhood U in X such that HU — HX is the zero-map
then {i,.}: @, AX,~H(V, X,). Hint: Use the diagram

...... VEa¥ P L (LY L& e

0—-HX,P)——> HX,U) —>HU,P)

]

H(@X,za@PA)__’H(@XpEDU;L)—’H(EB Ui,EDP,J

where U,=Un X, and prove, as in 7.10, that the left vertical arrow is
isomorphic,

3. For any pair of pointed spaces (X, P), (Y, Q) there is a natural injection
J: XvY-> XxY defined by Jx=(x,Q), Jy=(P,y) for xeX, veY.
Show that if (7.9) holds then J_: H(X v Y)— H(X x Y) has a left inverse
(hint: take the sum of the projections), hence the homology sequence of
(XxY,XvY)splits into HXxY)2H(XvY)e HXxY, X v Y)—just
as if X vY were a retract of X x Y.
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8. Mayer-Vietoris Sequences

A reader who at this point would rather study some interesting geometric
applications mstead of pursuing further the theory of singular homology
can continue with Chapter IV, 1-5 now; the present section will not be
needed before 1V, 6.

Let X be a space and X, X, two subspaces. We denote this situation by
(X; X,, X,) and call it a triad (not to be confused with the more special

triple of §3); let i,: X, — X be the inclusions. We want to relate the

nnnnnnn vy H(Y Y Hf{ H(Y Y
ELOUPS 1A ), d1yag), 11\/x1| 1112), 11\111\_//12)

8.1 Proposition and Definition. A triad (X; X, X,) is called excisive if

one of the following equivalent conditions holds:

(@) i, H{X, X, nX,)2H(X, UX,,X,),

(b) iy, H(X,, X,nX,)=H(X,u X,, X)),

(©) (i, ia, ) HX, X nX,)e HIX,, X n X)) 2H(X,uX,,X,nX,),

d)i,: HS{X,, X, 2HS(X,uv X,)=H(X,u X,),

(e) 1_*1 HIS{X, X0 /S(X,n X)) ]=H [S(X,0X,)/S(X,nX,)]
=H(X,vX,,X,nX,),

(0 pyr HESX/S{X(, X3 = H[SX/S(X, v X,)]=H(X, X, v X,)

where S{X,, X,} is the subcomplex of S(X, U X,) which is generated by

SX, and SX, (see 7.1), and i=inclusion, p= projection.

For instance, if X,, X, are open in X, U X, then (d) holds by 7.3; these
triads are excisive. Other important examples are CW-spaces and -sub-
spaces (V,4.6). A non-excisive triad is given by X=R, X,=(—o0,0],
X,=(0, 4+ 20).

Proof. We have the following exact sequences of chain maps

SX, w S(X 0 X)) S(X,vX,)
82 00— S > -0,
S(X,nX,) SX, S{X, X,
l. S(X,uX,)
83) 0 S{X, X, > 5SX,uX,) —— S{XEI’X;} -0,
s Y
g4y 0o otvdal g SV SUXD)
A M A, d(A ﬁAZJ biAl,AZ;
S(X,uX SX SX
®5) 0o tXYXs) 2N 0.

S{X. X, S{X.X,! S(X,UX,)
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The homology sequence (11, 2.9) of 8.2 resp. 8.3 resp. 8.4 resp. ®.5 shows
that i, resp. i, resp. i, resp. p, is isomorphic if and only if

H[S(X,0 X,)/S{X,, X;1]1=0.

Thus (a), (d), (), (f) are equivalent; by symmetry, (b), (d), (e), (f} are also
equivalent. Equivalence of (¢) and (e) follows from the commutative
diagram

. S{X,, X,!
SX,/S(X, N X)® SX,/S(X, N X,)— b, 212u 22l
SN X)eSXSX N X)) =770k A%

(!'1-52\‘ /
SX,uX,)/S(X,nX,)
by passing to homology. 1

8.6 Proposition and Definition. For every triad (X; X, X,) the sequence

87) 0 >S(X,nX,)—2=2, s 0 SX, — " 5 S{X, X, -0

is exact where i, j, are inclusions. If the triad is excisive then the homology
sequence of 8.7 has the form

e Hy (X 0 X,) 2 H(X, n X)) == 2h B X e H X,

(88) (i14:024) d
el g G X))

This exact sequence is called the (absolute) Mayer-Vietoris-sequence of
(X; Xy, X5).

We also have, for every triad (X ; X,, X,), an exact sequence

0>SX/S(X,nX,) L2, 5X/SX, 0 SX/SX,
— e, SX/S{X L X, -0

where i, j, are projections. If the triad is excisive then the homology
sequence of 8.9 has the form

... H

810 (X X UX) B H (X, X A X))

Utse: — J24) HH(X, Xl)(‘B HH(X, XZ) (T1s2124) Hn(X’ X] U X2) _i"...) -

This exact sequence is called the relative Mayer-Vietoris sequence of
(Xa Xla X?_)
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Proof. Clearly (i;,i,): SX,®5X, — S{X,, X,} is epimorphic (by defini-
tion of S{X,, th Uy, 12) 1S monomorphlc and (i}, i,)(j;, —Jj,)=0. If
(c,, c;)eker(iy, i,) then, in SX, we have i, ¢, +1i, ¢, =0 which means that
¢, and —c, are the same chains of SX. But ¢;eSX, and ¢,eSX, hence
c=c;=~c,eS(X,nX,)and (c,, ¢;,)=(j;, —J,)(¢). This proves exactness
of 8.7. As to 8.8, one has only to use HS{X, X,} ~H(X, v X,) which is
8.1(d).

In the second part, (i;,i,): SX/SX,eSX/SX, »SX/S{X,,X,} is ob-
viously epimorphic, (j;, —j,) is monomorphic, and (i}, i,){(j;, —j.)=0.
Let (V,,V,)eker(i,, i,) where y,,y,eSX are representatives. Then
yi+y,eS8{X,, X,i, 1e, y,+y,=x,+x, with x,eSX,, hence (y; —x;)=
—{y, —x,) and (¥, ¥,)={j,» —j.){y;—x;). This proves exactness of 8.9.
Finally, 8.10 follows from 8.1(f). 1§

It is sometimes uscful to know more about the boundary operator d
of 8.8, 8.10:

8.11 Proposition. The boundary operator d, of the Mayer-Vietoris
sequence 8.8 resp. 8.10 coincides with the following composition

Hn+1(X1 wX,)—H, (X, uX;, X,)

(8.12) A

~H, (X, X;nX3)—> H(X,nX);)
resp.
(8.13) Hn+1(X:X1UX2)JL*Hn(X1UX2aX1)

an(X2! leXZ)‘)Hn(Xy leXZ)
where all maps other than ¢ are induced by inclusion.

Proof. Let ueH(X,uX,)=HS{X,,X,| be represented by x;+x,€
S{X,, X, with x eSX, and 0=7(x,+x,)=0x,+0x,. Then d_u is
represented by (j,, —j,) ' (6x.,0x,)=(j,, —j,} ' (0x,, —8x;)=0x,. But
dx, 1s also representdtlve for the image of u under 8.12.

TAhr tha cor~nd ~art Arlhn~ce a4 vanmracmnmtotive ("V ~
r'or U.lC SCLOIIU }JCU. it W€ Cdii <CnQost a IU]JL [wh 197§} l.dl.lVC ZEDA 19

ueH(X, X, 0 X,)=H[SX/S{X,, X,}] with 0zeS{X,, X5}, hence dz=
Xy +x, with x,€SX,. Then d_u is represented by (j;, —j,)~'(dz,0)=
(j1, —j2)~1(x5,0)=x,. But this is also a representative for the image of u
under 8.13. |

anir)

Mayer-Vietoris sequences are functorial, i.e.,

8.14 Proposition. A map f: (X; X,, X,) = (Y; Y,, Y;) of excisive triads,
ie, a map [ X - Y with f(X )<Y,, induces a homomorphism of the
corresponding (absolute or relative) Mayer-Vietories sequences.
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We leave it to the reader to formulate this more rigorously and to
prove it. i

For instance, any triad maps into (P; P, P) where P is a single point.
If X,nX,+¢ then a map (P; P,P)——(X:X,,X,) exists and the
composite (P; P, P)——(X; X,, X,)——(P; P, P) is the identity map.
It follows that i, maps the (absolute) Mayer-Vietoris sequence of
(P; P,P) onto a direct summand of the Mayer-Vietoris-sequence of
(X; X, X,); the other direct summand is ker(y,). Since ker (y,,) is reduced
homology this shows

8.15 Proposition (compare 4.4). If (X, X, X,) is an excisive triad with
X, X,+@ then we have an exact sequence

L ~n+1(X1UX2)_ﬂ.)ﬁn(leX2) (J1ss —J24) ﬁnXl®ﬁn X2
M)HH(XIUXZ) dy e,

It is called the reduced Mayer-Vietoris sequence of (X; X, X,). |

8.16 Examples. Let (X; X, X,) be an excisive triad such that X, n X, +=§.
1. If (X, X,)=0 then 8.15 shows

(i,,. 1>, HX,e HX,~H(X,UX,).

For instance, if X =X, v X, this result coincides with 7.9. The crucial

part in the proof of 79 was to show that the triad satisfied the
excisiveness-condition 8.1 (a).

2. If A(X, U X,)=0 then 8.15 shows
(iysjay): HX " X,)=HX, 0 HX,.

Consider, for instance, an open subset U of R” which is homeomorphic
with 8" ' x(=1,1), say ®: $" ' x(—1, 1)~ U. Such a subset is called
a thick sphere, and X" ' =@ (8" ' x {0})~S$" ' is called a spine of U.
Let ¥=R"—2X. Then (R"; U, V) is an excisive (because open) triad
with H(U U V)=HR"=0, hence HUNV)~HU® HV. In particular,
H,(UnW=H,Ue H,V=H,V since U is connected. Obviously
UnVaS"1x(—-1,00uS8" !x(0,1) has two components, hence
A,V=H,UnV)=Z; therefore ¥=R"— X has two components. Thus

(8.17} the spine X"~' of any thick sphere in IR" divides R" into two
components, called interior and exterior of X; n>1.
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This is a useful special case of the generalized Jordan-curve-theorem
(Iv, 7.2).

3. If AX,=0=HX, then 8.15 shows

d.: ﬁn+1(X1uX2);Hn(leX2).

.
An interesting example arises from the suspension XY of any space
Y +@. The suspension is obtained from [0, 1] x Y by identifying each
of the subsets {0} xY and {1} xY to a point. More intuitively, it is
the double cone over Y. The projection [0,1]x Y —[0,1] defines a
function #: Y —[0,1] such that A~ 'AxY for A£0,1 and h~'(0),
h='(1) are single points. Let C,Y=h""(0,1], C;Y=h""[0,1); these
“open cones” are contractible (move vertically towards h~'(1) resp.
h=1(0)), hence AC, Y=0=HC,Y. Applying our isomorphism to the
excisive triad (XY; C, Y, C,Y) shows

~

8.18) A

n+1

SY~H (C,YnC,Y)=H,[0,)x Y]=H,Y,

the latter because (0,1)x Y~Y.

As an exercise, show that Z$'~8$'*! and use this to compute HS'
inductively.

8.19 A Generalization. Consider a pair of triads (4; A,, A,)=(X; X, X,).
The inclusion maps yield a commutative diagram of chain maps

S{X,, X,}
0-5{A4,,4,} —— S{X, X} S{Ai,A; —90

-

S(X,uX
0> S(4,ud,)——SX,UX,) X0 %)

—0
S(A4,vA)

with exact rows. If the triads arc excisive then the first two vertical
arrows induce isomorphisms on homology, and therefore also the third,
by 11, 2.10. Since the complexes are free we even get a homotopy equialence

S{X,, X,1/8{4;, A;} =5(X, 0 X,)/S(4; 0 Ay).
Consider then the following sequence of chain maps

S(XinXy) Gu-in SX1®SX2 (i1, i2) S{Xq, X,

(8.21) 0—
S(A,NAy) SA4, = SA, S{A,, A,

— 0.
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It is exact, just as 8.7. Its homology sequence has the form
o Hy (X U Xy, AU Ay) S H(X 0 X, Ayn Ay) -2,
(8.22) > H,(X,, A)e H(X,, 4,) =i,
SHX, UX,, A, uA)2H _ (X,nX,, A nA)>

This exact sequence is called the Mayer-Vietoris sequence of the pair
iade (X - Y Y\—~i(A- A AY Tt raducee ta R K if A:ﬂ
ads (X; X,, X;)>(A: A, 4,). It reduces to 88 if 4A=4,
to 8.10if X, =X,=X,t0 8.15if A,= A, is a single point, to 3.4 if X, =X
and 4,c A, =X

Af ovricine tr
UJ CALEIVUL (%]

-,

8.23 Exercises. [*. Let (X; X,, X,) be a triad, 4 a closed subset of X
containing X, " X, and such that X, —A4, X, —A4 are open in X,UX,.
Let Wbea ne1ghborhood of 4, and put W=WnX, W,=WnX, (for
simplicity, assume first X,, X, are closed and A=X nX,).

a) Show that if (W. W, W,) is excisive then so is (X; X, X,), and
conversely. Loosely speaking, this means that the property of being
excisive depends only on the situation around the area of contact of X,
and X,. Hint: Compare the homology sequences of the triples (X, u X,,
wuX,, X,) and (X, W, X;nX,).

b) Suppose there exists a retraction r: W, = X, n X, =W, nW,, and a
deformation D,: W, uX, > X, uX, such that D =inclusion,
D;(W,uX,)cX,,D.(W)cX,,D,(X,)cX,for0<t<1.Then(X; X,, X,)
is excisive. Hint: The deformation D shows that H(W,u X,, X,)—
H(X,vX,,X,;) and HW,, X nX,)— H(X, X,nX,) are zero-maps.

There results a commutative diagram

0—HX, VX, X;)— HX, X, WuX,)—> HWUX,, X,) 0

(8.24) x B y
0— HX, XinX,)— HXx,, Wy —— HW, X nX,)—0

with exact rows. Clearly « is monomorphic. Excise X, resp. X;n X, to
show that f8 is isomorphic. Excise X, — W, and use r to show that vy is
monomorphic. Diagram-chasing then shows that o is isomorphic.

Part (b) generalizes 7.8. Formulate and prove a corresponding general-
ization of 7.12 Exercise 2.

2. The absolute and the relative Mayer-Vietoris sequence of an excisive
triad are closely related. Show that every term of the relative sequence
8.10 maps into the corresponding term of the absolute sequence 8.8 by
a connecting homomorphism and that the resulting diagram commutes
up to sign.
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More generaily, if

(‘) 0 0
1) ! ,
0 K’ » K » K" — 0
I ¥ 4
(8.25) 0 > L y L » L 0
4 JV 4
0 M’ »M > M > 0
1 d
0 0 0

is a commutative diagram of chain maps with exact rows and columns
then the homology sequences of these rows and columns constitute a
2-dimensional lattice of group homomorphisms. It is commutative
except for the (0, —@,)-squares which anticommute. Apply this to

0 0 0

0 S(A,nA,) — SA, ®SA, —> S{A,, A,} —0

+ v v
0—— S(X,nX,) - > SX,85X, — > S{X,,X,] — 0

. S(X,nX,) SX, _sX, CS{X, X, .
S(A,NA,) 'S4, " S4, " S{A,, A, )
0 0 0

where (X; X,, X,)>(A4; 4,, A,) is a pair of excisive triads. The above
relations are then obtained by specialising X, =X,=X,



Chapter IV

Applications to Euclidean Space

1. Standard Maps between Cells and Spheres
We recall the definition of the

standard n-sphere  $"= {xeR"*!|| x|| =1}
and
standard n-ball B"= {yelR"!HyIt <!,

where | x||=7/ Z?:o x;. The open ball, B = {ye]R"HlyH < 11 1s also called
standard n-cell. Let Q=(0, ..., 0, 1)e8", the point with last coordinate
0.=1.

1.1 Definition and Proposition. The standard map n: (IB", $" ') — (8" Q)
is defined by

n(y)=2 ) T=y* »2y]*~DeR"x R=R"*%.

It induces a homeomorphism 7: BY/S" ' = $", in particular n: B"~$"— Q.
I.e., the sphere is obtained from a ball by shrinking the boundary o a
point. Intuitively speaking, n consists of wrapping without folds an
elastic circular cloth IB* around a globe $”" such that the edge of the
cloth meets at the northpole.

We leave it to the reader to verify that |z(y)|*=1, that = ' Q=8""1,
and that p: 8"—Q —IB", p(z, t)=2z/)/ 2(1 —t), 1s inverse to n|IB". 1

1.2 Proposition. The standard map 7' B">R", n'y=v/(1—=|y|) is a
homeomorphism, with inverse p'(z)=z/(1+ | z|), zeR". 1}

Combining 1.1 and 1.2 shows $"—Q=~R", i.e. removing a point from
§” gives R". Conversely, adding a point to R" gives $"; more precisely,
the one-point compactification of R" is $”", in symbols, $"~R" U {oc}.
This is illustrated by the composite map $"—Q “>IB" >R it
“takes Q into "
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We want to show that simplices, cubes and their products are homeo-
morphic with balls. This is contained in

1.3 Proposition. If K<R" is a compact convex set which contains an
n-ball B then there is a standard homeomorphism (B, By~ (K, K)where B
denotes the boundary.

Proof. After parallel translation and multiplication with some 3>0 we
can assume that B is the standard ball IB". Now, if xeK and 0</<1

then /x lies in the interior K of K: in fact, A x lies

m the open cone which is obtained by projecting y
IB" from x, and this cone lies in K because K is P
convex (Fig. 6). In particular, every ray from 0 /
contains exactly one point in the boundary K
of K. Therefore the map

y

vi K81 wy)=
“ vl

Fig. 6

is bijective and hence homeomorphic (because K is compact). By radial
extension we get the required homeomorphism

v K~IB", v(iy):iﬁn—, yeK, 0<i<l. 1

1.4 In particular, 1.3 provides us with a standard homeomorphism
between cube and ball [-1,1]"=[~1 1]x--x[~1,1]~B" As to
A, we first define a linear embedding 11 4, > R", i(el)=¢' for i<n,
1(e"y= —Y7-} e Then 1(4,)~ 4, is a convex set containing a ball around

1 ,
0=1 ( e Z;’zoe‘), hence a standard homeomorphism @: A, x=IB".

Under this homeomorphism @ the boundary 4,={xe4,}x,=0 for some
120} of 4, maps homeomorphically onto the boundary IB"=8"-!,

2. Homology of Cells and Spheres
Using the tools of Chapter III these groups are easily computed now.
They lead to some of the best known theorems of topology such as

2.3-2.6.

2.1 Lemma. Let A, be the standard simplex, A ={xed,|x;=0 for some
j=0} its boundary, and N,={xeA,|x;=0 for some j>0! =union of all
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faces but one. Then we have the following isomorphisms
Hk(An’ A.M)L;)HkAl(A.n’ An)%Hk—l(jn_eOJ /\”__EO)
£9 :
<—;*I{k——l(‘An—laAn——l)’

where e° is the vertex x,= 1, i=inclusion, and n>0.

Proof. The homotopy xi— (1 —t)x+te® shows that (4,, A,)=(e° e°).
Hence H(A,, A )=0, and the homology sequence IIl, 3.4 of the triple
(4,,A,, A,) shows that ¢, is isomorphic. The map i, is isomorphic by
excision 7.4. Finally, e%: (4, . A, ) —(4,—e° N,—e°) is a homotopy
equivalence; in fact, we get a deformation retraction of 4,—e® onto
the zero-face ¢°(4, _,), which takes A,—e° into £°(4,_,), if we define

1 —(1—1) X

x> x(t) by  x(f)y=(1—1) xq, X(t]j:'NT_x
0

x; for j>0. 1

J
2.2 Proposition.
~ wn 10 if k=*n
(@) HS :{z i k=n,
0 if k£n
Z if k=n,
0 if k+n
Z if k=n, forany PelR".

(b) H,(B", S"“)Z{
(c) H (R IR"—P)={

Proof. By 1.4 and 2.1 we have
H (B"S" " Y~H,(4,,4)2H, (4, 1,4, )=
~H, (4o, dg)=Hy_, 4.
Since 4, is a point this proves part (b). Since IB"*" is contractible we
have 0,: H,,(IB"*',$")=H, $"; this reduces (a) to (b). As to (c) we
can assume (after translation) that P=0. Then the inclusion (B”, $"~')—
(R”, R"— P) induces homology isomorphisms for IB” and $"~7 (II1, 5.12;

both are deformation retracts); hence H(IB", $"~")~>H(R", R"—P) by
the five lemma. ||

2.3 Corollary. Spheres of different dimension are not homeomorphic.
Euclidean spaces of different dimension are not homeomorphic.

For spheres this is clear from 2.2(a). If h: R™~ IR" then h: (R™, R™ —0)~
(R", R" —h(0)), hence m=n by 2.2(c). 1

2.4 Corollary. $"' is not a retract of B".
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Ifr: B" >$" ! were a retraction, ri=id, then the composite
ﬁSngl iy ﬁ]Bn Yy ﬁ§n——l

would be the identity map. This is impossible because HS$"~!=0,
HB"=0. 1
2.5 Corollary. If - B"—R" is continuous then either fy=0 for some
yelBY, or fz=1/z for some zeS"~ !, 2>0.

Proof. Define p: IB"—IR" as follows. p x=(2||x]| —1)x —{(2 =2 |ix|)) £ (x/]|x}))
for 2fix| =1, px=—f{4|x| x} for 2]x||<1; in particular, pz=z for
ze$""!. Then p|IB" must assume the value O because otherwise

would be a retraction of IB" onto $"~'. if px=0and 2 ||x|| <1

o x|
then fy=0 where y=4 |ix|| x. If px=0and 1 <2 | x[| <2 then
f( X )_2Hx|!—1)C
TN/ 2=2qx)
x . 2fx]-1
hence fz=2/z where z= , A= Ix||. 1
! R TN

Ifin 2.5 we replace fx by g x—x we get the

2.6 Corollary (Brouwer fixed point theorem). If g: IB" — R" is continuous
then either g y=y for some yelB" or gz=pz for some zeS" ', u>1. 1

The reader might want to see a concrete (relative) cycle whose homology
class generates H _(IB", $"~ ') resp. H,$"; such cycles are usually called
fundamental cycles. There is a very simple one, namely

2.7 Proposition, The identity map 1,: A,— A, is a cycle mod 4, whose
homology class [1,] generates H,(A,, A Y=Z. Its boundary 01, is a cycle
on A, whose homology class generates H, , A,=Z.

Proof. Since 0,: H,(4,,4,)=H,_, 4, the two assertions are equivalent.
Clearly [1,] generates Hy 4y=H, (AO, AO) SO we can proceed by induc-
tion on n. In the notation of 2.1, it is clear that %: 4,_, — 4, is a repre-
sentative for both ¢, [zn]eHn_l(A", A,) and i, 8*[1n—1]EHn-—1(An7 AW
hence [1,_,1=(2)""i;'&,[1,], which proves the assertion. 1

Lemma 2.1 and its consequence 2.2 can be generalized by multiplying
all pairs and maps with an cxtra space Y; the proofs remain the same,
with Y piaying a dummy roie:
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2.8 Proposition. Let PeS". There are natural isomorphisms
(a) H(S"x Y, Px Y)=H,_,Y,
(b) H,(B"x Y,$" ' xY)=H,_,Y.

Proof. In the notation of 2.1 and with the same reasoning as in 2.1
(multiplied by Y) we get isomorphisms

H(A, )< YIZH,_ [(4d.. A)x Y]

(2’ ) (ixid)?! . (0 x id);- 1 .
-~ 0 0 ~
~ H, _[4,—e’, AN, —e)yxY] = H, _,[(4,_,,4,_ )xY],

hence, by iteration H,[(4,,4,)x Y]=H,_,[(4,.40)x Y]1=H,_, Y. This
proves part (b) of 2.8 because (4, 4,)~ (IB", $"~1).

Consider now the triple (IB"*' X ¥,$"x ¥, P x Y).Since B"*! x Y~Px Y
we get H(IB"*' x Y, Px Y)=0, and the homology sequence of triples
shows d_: H,,(B"*' x Y,$"x Y)= H,($"x Y, Px Y). This reduces (a)
to(b). 1

210 Corollary. There are natural isomorphisms
(p.q,): H(S"x Y)=H, ,YoH, Y
where q: 8" x Y'Y is the projection, g(x, y)=y.

Indeed, g: $" x Y »Y=Px Y is a retraction, and therefore we have an
exact sequence

0HPXY)>H(S"XY)>HS"X Y,Px¥) >0

which issplit by g, (see I11,4.16). The assertion now follows from 2.8 (a). 1

We can now compute the homology of any finite products $* x --. x §™
of spheres (using 2.10 and 2.2}. In particular, we find H ($"x$"=Zeo Z
for n>0. In order to describe generators we consider the maps

(211) HnS"@)HnSn (i1s,i24) H"(SMXS") (P1e>P24) HnSn@)HnSn,

where i;,i,: $"—>8"x 8" are injections, i,(x)=(x, P), i, (x)=(P, x), and
P, P2 S"x 8" 8" are the two projections. The composite 2.11 is the
identity map, hence (i, ,i,,) maps H,$"e H,$"=Ze Z isomorphically
onto a direct summand of H,($" x$")=Ze Z. The only such summand
1s the whole group, hence

2.12 Proposition. Both maps 2.11 are isomorphisms. 1

2.13 Exercises. /. Compute H(IR"—F) where F is a finite set. Hint:
Compute H(R" R" - F) first, using a suitable excision.
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2. g B"»R" n>1, is a map without fixed point (g y=+y) then the
angle ¥(0, z, g z) assumes all values from 0 to = as z varies in $" ',

3. Prove: The k-th homology group of the n-dimensional torus

S$! x --- x 8! (n factors) is free of rank (Z)

4. Let D=D, be the space which is obtained

from IB? by removing the interiors of g disjoint O
(closed) disks inside IB*; thus D, is a disk with O o p
g holes. Take two copies DF,D; of D, and O ’

identify their boundaries. The resulting space S, o

is called orientable surface of genus g; we have v
S,=D;uD;, and DSfnD; is the disjoint
union of g+1 circles. For instance, S,~$2,
S, ~S' <S8

Prove: H,S,2Z=~H,S,, H S, 2ZeZo---»Z (2g summands) and
H;§5,=01fi>2. Describe generators of H, S,. Hint: D} is a retract of §,,,
hence HS,=H (D)o H(S,, D). Compute H(D/) as in Exercise 1. Use
excision and a homotopy to prove H(S,, D, )=H(D_, D;). The homology
of D, =D, and its boundary D, is known; determine the inclusion map
HD,—~HD,, and get H(D,,D,) from the homology sequence. —The
Mayer-Vietoris sequence of (S,; D}, D;) can also be used to compute
HS,.

5. Generalize 4. to higher dimensions replacing IB*> by IB”, n>2. You
will find Hy S, =Z=H, S, H,S,=¢g-Z=H,_,§,, H,;S,=0 otherwise.

h*>g?

3. Local Homology

Homology groups are global invariants; spaces with different homology
can still be locally homeomorphic, e.g. $" and IR". However, some
relative homology groups turn out to be local invariants, as we shall
see NOw.

3.1 Definition. Let X be a space and Pe X. The groups H(X, X —P)
are called local homology groups of X at P.

The adjective “local” is justified by

3.2 Proposition. If P is closed in X, P=P, (e.g. if X is a T,-space) and
if V is any neighborhood of P then H(V,V—P)=H(X,X —P) under
inclusion. l.e., local homology H(X, X —P) can be computed in any
neighborhood V of P.
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Proof. The pair (V,V—P) is obtained from (X, X —P) by excising
B=X —V, Because V is a neighborhood of P we have PeV (=interior
of V), hence B=X -V <X — P=X — P =(X — P)°. Therefore the excision
theorem II1, 7.4 applies. 1

3.3 For a better understanding of local homology one has to study its behavior under
mappings, i.e. its functorial properties. Because of 3.2, the maps need only be defined
locally, but there they are not quite arbitrary, More precisely, let X, Y be spaces, PeV < X,
and f: V—Y a map. We assume that a neighborhood U of P exists such that U<V and
fU~P)ycY—f(P), t.e, P is an isolated counterimage of O = f(P). Such an f is called a
P-map of X into Y. [t induces u homomorphism of local homology groups

(3.4) P HX,X-P)=H(U,U-P)- Y, H(Y, Y—0),

at least if P is closed, which we always assume. This homomorphism does not depend on
the choice of U; more generally

3.5 Proposition. Any two P-maps [: VY, f': V'Y which agree in a neighborhood of P
induce the same homomorphism of the local homology groups.

Proof. If U, U’ are the neighborhoods of P which were used to define f/, £, then we
can find a neighborhood W of P such f|W=f'|W and W< UnU’; in particular,
J(W—P)c(Y-Q). Consider the commutative diagram

i HU,U-P) .
H(X,X -P) H(Y,Y-Q)
= A”)*
H(W, W—P)

The upper row is £}, the lower row depends only on f|W. 1

3.6 Proposition 3.5 suggests the following definitions: Two P-maps of X into Y are
P-equivalent if they agree in a neighborhood of P. The equivalence class of f is denoted
by fF; it is called the germ of f at P.If f: V—Yisa P-map of X into Y,and g: W—Z isa
Q=f(P)-map of Yinto Z then gf: f ' W— Z is a P-map whose germ at P depends only
on the germs of f and g. Therefore g2¢f* =(gf)" defines a composition law for germs;
we get a category whose objects are pairs (X, P) (pointed spaces; P=Pe X), and the mor-
phisms (X, P)— (¥, Q) are germs of P-maps. Local homology groups then are functors of
this category (by 3.5). In particular, equivalent objects have isomorphic local homology, i.e.,

3.7 Corollaryto3.2.If Pe X, Qe Y are closed points such that (V, Py= (W, Q)
for suitable neighborhoods V, W then H(X, X — P)=H(Y,Y-0Q).

Indeed, H(X, X —P)=H(V,V-P)~xH{(W,W-Q)=H(Y,Y-0). 1
This is illustrated by the following Theorems 3.8, 3.9 of Brouwer.

3.8 Proposition (Invariance of Dimension). If PeR™ Qe R" have neigh-
borhoods V, W such that (V, Py~ (W, Q)! then m=n.

' In fact, already V'~ W implies m=n (see 7.4).
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This holds because H(R",R"—P)=H(R",R"—Q) implies m=n
(22(c)). 1

3.9 Proposition (Invariance of the Boundary). Let R", = {xeR"|x,>0}
denote the “upper half” of R". If P,QelR" have neighborhoods V, W
such that (V, P)~(W, Q) then either both of P,Q lie on the boundary
R”, = {xeR"|x, =0} or both lie in the interior R", = {xeR"|x,>0} of R",.
e, a local homeomorphism never takes a boundary point mto an
interior point, or vice versa.

Proof. If PeR", is a boundary point then (R”, , R”, —P) is contractible
to (S, S) where SeR” (just deform radially towards S); hence

H(R" | R" —P)=H(S, 5)=0.

On the other hand, QeR" implies H,(R",R", —Q)~H,(R", R"~Q)
by excision 111, 7.4, and this is not zero by 2.2(c). 1

3.10 We now show that in many spaces local homology groups can be
expressed in terms of suitable absolute groups; this gives the connection
to older definitions of local homology.

Let X be a space and PeX a closed point. We assume that P has a
neighborhood V such that the inclusion map i: V— X is homotopic to
a constant map (if this is true for all Pe X then X is said to be semi-
locally contractible). Then HV— HX is zero, and the diagram

ﬁk V—j*—>Hk(V, V—P)w—a—*ﬂﬁkﬁl(V_P)'—’ﬁk—l v

P

HX —H(X,X—P)

shows j, =0. The first row being exact this implies
(3.11) H,(X,X —P)xker[H,_,(V-P)>H,_,V].
If V is contractible or at least acyclic, HV =0, then we get
(3.12) H(X,X—-P)=H, [ (V-P).

The right side is, essentially, the local homology group as used in
Seifert-Threlfall §32,

3.13 Exercises. I. Show that H,(X, X — P)=Z if P 1s a full pathcompo-
nent, and Hy(X, X — P)=0 otherwise.
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2. Construct a space X, a point Pe X, and a neighborhood V of P such
that H(X, X —P): H(V, V—P).

3. If QeYis a closed point then
(3.14) H,[R"xY,R"xY—(P,Q)j=H,_ (Y, Y-0), PeR"

Hint: Write [R"x ¥,IR"x Y —(P, Q)] =(R", R"— P} x (Y, Y— Q) and pro-
ceed in analogy with the proof of 2.8(b).

star with (r+1) rays. Let 9 =0. The product
IR"! x Y is sometimes called branched euclid-

In particular, let Y={zeC|z"*!>0}; ie, a

ean space.
It is the union of r+1 half-spaces R, which
Y for res /\ intersect at the branch point locus R™ ' x Q.
' \ The number r is called the branch point order.

The n-th local homology group at a branch

point turns out (by 3.14) to be free of rank r.
It follows that any local homeomorphism preserves the branch point order
(invariance of branch point order).

4. Compute the local homology of a suspension space 2Y at a vertex
{0} x Y (cf 111, 8.16, example 3).

4. The Degree of a Map

Every endomorphism ¢ of a free cyclic group is given by an integer,
i.c., @ (x)=dx for some uniquely determined deZ. Applying this remark
to homology groups defines the notion of degree in algebraic topology,
which has many applications (e.g. 4.4, 4.8).

4.1 Definition. If [ $"— 8" resp. f: (B"*1,$")—(B"+',$") is a map
then the induced endomorphism f, of H,S"=Z resp. H,, ,(IB"*', §")=Z
is given by f, (x)=deg(f) - x, where deg(f)eZ is a uniquely determined
integer. This integer is called the degree of f.

Some elementary properties of the degree are as follows.

4.2 Proposition.
(iy deg(id)=+1.
(i) deg(fof")=deg(f)-deg(f’).
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——
[S—
o o
b—

—

f=f=de

"‘*:

f)=de
(iv) The degree of a homotopy equivalence is +1.2
(v) Iff:(IB"**,$") —(B"*+!, S§") then deg(f)=deg(f[S").

Indeed, (i), (i1} just express the functor properties of f,, and (iii), (iv) the
homotopy invariance. Property (v) follows from the commutative
diagram

(B"+' §")—L |

n+1

ﬂ G*J:

HNSH (1S, H Sn l

(]Bn+1 Sn)

n+1

4.3 Example. The degree of a linear map B: (A,,,An)—>(zln,zfn) which
permutes the vertices equals the signature of the permutation, deg(f)=
sign(f{e® e', ..., e"). The degree of an orthogonal map «: $" >$"
equals the determinant, deg(a)=det(x). The antipodal map x— —x, for
instance, has degree (—1)"*1.

Proof. Let v-(vo, vl, ..., v,) denote the linear map A4, » A, which takes
antts gl
Li

ity oV

e mtoe \u <v;< n} v‘vrc want to show that {VO, ceey Vn] = Slgn (V) [O, 1, ceny I’l]
if visa permutation (r=n)and [ ]denotes homology classesin H,(4,, 4,);
recall (2.7) that [0, 1, ..., n] generates this group. Suppose first v is a
transposition of consecutive vertices i,i+1. Let u: 4, >4, be the
map (0,1,...,i—1,i+1,i,i+1, ..., n); it is obtained from id by inserting

i+11in front of i. Then

Cu={(—=1¥0,1,...,n)+(—=1)*20, ..., i~1,i+1,ii+2,....,n)+R

...... S e PR PR

where the remainder R consists of terms which omit one vertex; thus
ReS(A,). Passing to homology mo od 4, therefore gives

O0={0,...,n]+[0,...,i—1,i+1,ii+2, ...,n],
as asserted. Since every permutation v is a product of such transpositions,

say v=rt, ... 7,,and sign(v)=(—1)4, the first part of 4.3 follows from 4 2 (ii).

Every orthogonal map a«: $"—8" with determinant +1 is homotopic
to the identity, hence deg(o)= + 1. If det(x)= —1 then o is homotopic
to the reflection p at any hyperplane containing 0. As in 1.4, consider
the linear (n+1) simplex s in R"*' with vertices (€%, ..., " =" ¢

* The converse is also true; ¢f. Spanier 7.5.7.
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Its homology class [s] generates H, (R”*', R"*'—0), and [0s] gen-
erates H (R"**—0)=H,S"; cf. 2.7. There is a reflection p which inter-
changes e°, ¢! and leaves ¢ fixed for i> 1. The simplex ps has vertices
(e',e% e?, e, ..., ¢" —> ), hence [ps]=—[s] by part one, hence
py[0s]=[pds]= —[&s], hence deg(p)=—1. 1

As an application we prove

4.4 Proposition. If 1 S" +S" has no fixed point then deg(f)=(—1"*+".
If £ $"—8" has no antipodal point (fx=+ —x) then deg{(f)= +1. In
particular, every map f: $**—S$** has a fixed point or an antipodal point.

Proof. If f has no fixed point then d, x=(1—1)(fx)—tx=+0 for 0<t <1,
hence D, x=(d,x)/||d, x|l is a deformation of f into the antipodal map
x+— —x, hence deg(f)=(—1)""! by 4.3.If fx+ —x then gx= — fx has
no fixed point, hence (—1)"** deg(f)=deg(g)=(—1y"**. 1

The following is a slight variation of the notion of degree.

4.5 Definition. If u: $"xS$"—>S8", n>0, is a map then the induced
homomorphism

HSoH S~ H (S"x S~ H,§"
has the form u,(x,, x,)=d, x, +d, x, where d;,d, are uniquely deter-

mined integers. The pair (d,, d,) 1s called the bidegree of u. Its properties
are analogous to 4.2. In particular (analogue of 4.2(ii))

4.6 Proposition. If f,, f,: 8" —>S" are maps then the degree of the com-
position $" LS, §n « §7 £, §" i given by

degl{ulf,, fi)]=d, - deg(f))+d, - deg(f,).

Proof. Let p.,p,: $"x8" 8" denote the two projections. Then
p,(fi, [>)=1,, and the direct sum representation 2.11 shows

(pl*a pz*)(fpfz)*(x):(fl* X, fZ* x)_—_(deg(fl) X, deg(fl) X) f()r XEHnS"'
Hence pu, (f;, f2), (x)=1[d; - deg(f}) +d, - deg(f3)](x). 1§
Intuitively, we think of u as a multiplicative structure on $”" such as

the multiplication of complex numbers (n=1) or quaternions (n=23);
in these cases u(z,, z,)=z, - z, has bidegree (1, 1), and we find
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4.7 Corollary. The mapping p,: z+— z*, ke Z, of the group S' resp. $* of
unit complex numbers resp. quaternions has degree k.

Indeed, deg(p,)=deg(p,_,)+deg(id)=deg(p, ;)+1 by 46, and
deg(p,)=deg(id)=1. 1

As an application we prove

4.8 Proposition (Fundamental Theorem of Algebra). Every complex
polynomial p(z)=z"+ ¢, 2" ' 4+ - 4 ¢;, k>0, has a zero.

Proof. For every p which has no zero on $' we define

N . p(z)
8§ L8 = ,
P =0

and we prove 4.8 in two steps:

(i) If p has no zero z with | z|| <1 then deg(p)=0.
(i) If p has no zero z with | z[| =1 then deg(p)=k.
For case (i) we consider the deformation

. . pltz)
b $'->8', p)= :
' f Ip(tz)|

Clearly p, =p, p,=constant, hence deg(p)=0. For case (ii) we consider
. A L
the deformation p,(z)=——Q(z ) where
lg(z, 1)

z
(49)  q(z,)=tp (T) =z +t(c, 2 P, 2 ).

The right side of 4.9 shows that ¢(z, t) is continuous (even where t=0).
Clearly p, = p and p,(z)=z* hence deg(p)=deg(p,)=k by 4.7. 1

This result 4.8 and its proof generalize to other multiplications
w: $"x 8" -8" on spheres with bidegree («, ) such that >0, >0
(exercise!). We shall see in VII, 10.1 that « f+0 implies that n is odd.

4.10 Exercises. 1. Every map $°—$° resp. (B!, $%) — (IB', $°) has
degree 0, or +1.

22 lff: X—>Yisamapthenidx [:[0,1]x X —>[0,1] x Y takes {t} x X
into {t} x Y and therefore induces a map Zf: ZX —2Y of suspensions
(L1, 8.16, exampile 3). In particular, if f: §" 8" then Zf: §"+' 8"+,
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Prove that deg(2 f)=deg( ) (hint: use naturality of III, 8.18). Corollary:
For n>0 there exist maps 8" —S" of arbitrary degree.

3. If m, n>0 then every point z of $"*+"*! cR"+" 2=R"+1x R"*! can
be represented in the form z=cos(t) - x+sin(t) -y with xeS", yeS”,
0<t<n/2 and th1s representation 1s umque except that X resp. y 1is

thelrjom f*g S’"+"+1—>Sm+"+1 by(f*g)(z) Cos(t) f( )+sm(t) g(y)
and prove deg{f=*g)=deg(/f)-deg(g). Hint: Use fxg=(f=*id)(id*g),
and prove deg(f+id)=deg( /) by induction on n; start the induction
with exercise 2.

4. A tangent vector field on $" is a continuous function v which assigns
to every xe$" a vector v(x)e R"*' which is tangent to $" at x. For
example, if n=2k+1 then v(x)=(x|, —Xg, X3, —X3, ..., X1, —X33) 18
a tangent vector field on $2¥+1 which is nowhere zero. Prove: If n is
even then every vector field on $” vanishes somewhere. Hint: Move x
slightly in direction vo(x). This gives a map of degree +1 which must
have a fixed point.

5. If a complex polynomial p has no zero on $'={zeCl||z||=1} and
has m zeros (counted with multiplicity) inside $! then the map p: $! - $!,

L. D2
PE= T

has degree m.

5. Local Degrees

This notion will show that the degree of §4 can be determined locally
(with respect to the range) namely as “number of counterimages of a
point”, each counterimage counted with its multiplicity.

5.1 Definition. Let V=S” n>0, be an open set, f: V»S" a map and
QeS" a point such that f ~'(Q) is compact. Consider the composite

HS" S H(S"S"—f"O=H(V,V-f"10)

(5.2)
‘—) Hn(§n5 $"— Q) = Hn 8"

where exc is an excision isomorphism (I11, 7.4) and the last isomorphism
is given hv

(53)  H/(S"S"—Q)~H (S" P)~H $"=H,S", PeS" Q,

because 8" —Q~P. '
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The composition 5.2 has the form x— (deg, /) x where (deg, f)eZ is a
uniquely determined integer. This integer is called the (local) degree
of f over Q. Note that the degree over Q is only defined if f ~' Q is compact.

5.4 Examples. If Q¢im(f) then degy(f)=0. If - V—S"is the inclusion
map then deg,(f)=1 for all Qe V. If [ is a homeomorphism onto an open
set [V=S" then degy(f)= +1 for all QefV.

Proof. The first and second assertions are clear from the definition. In
the third case, 5.2 becomes a sequence of isomorphisms

H,S"=H,S"S"—[T'Q=H(V,V-'Q=H,(fV,(V-0)
an(§n7Sn“—Q):Hn§n' 1

5.5 Proposition. If f~'Qc=KcUcV where K is compact and U is a
neighborhood of K then the degree of [ over Q is also given by the composite

H,S" >HS"S"-K)=H (U U=K)-2>H (S"$"—Q)~H,S$"

I.e., we can replace f~! Q by any larger compact set inside V and/or we
can cut down V to any neighborhood of f~'Q. For instance, we can
cut down to 'V where V is any neighborhood of Q; this justifies the
adjective “local”.

The proof follows immediately from the commutative diagram

LH(SS" - =H,V V-1 Q)
Hnsn\

Hn (S.ﬁ’ §ﬁ — K)

!
[=
|
z

5.6 Corollary, If [: $"—>8" then deg(f)=degy(f) for any QeS" If
1 (IB", S" 1 5 (B”, $" 1) then deg(f)= degQ(f|]B ) for any QeIB" such
that { 1 Q=IB".

In particular, deg(f) is of a local nature with respect to the range.
Proof. The first part follows from 5.5 with K=8"=U. For the second
part we think of $" as R"L {oc |, and we extend f: (IB", $""') —»(IB", $"~')
radially to a map F: (8", $"—1B") - (8", $" —IB"). Then

deg(F)=degy (F)=deg, (F|B" =deg, (f|18")
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by part one and 5.5. On the other hand we have deg(F)=deg(f)} from
the following diagram

B, S —— (R, R"—IB") 2 (§", §"— ")« (§", o0)

f F F

(]Bn’ Sn—i) (IR", IRn_Iﬁn) exe (Sn’ Sn_Ién) (Sn’ CO) l
As to functorial properties of the local degree we only mention

5.7 Proposition. If f: V-—>S8" and QeS" are as in 5.1, and g: S"—>8" is
any map then the local degree of fg: ¢~ V—8" over Q is defined and
degy(fg)=deg,(f)-deg(g).

Proof. Consider the commutative diagram

HS" > H(S'S'"-K) =HVV-K)
T &
]Ag* ]3* Bx }I’l (Sn, Sn - Q) = Hn S"
/

(f8)a

H,8"—H,(S8"S"-¢ 'K)=H,(g"'V,g ' V-g ' K)

where K= f~'Q. The upper row defines deg, (f), the lower row defines
deg,(fg). and the two rows differ by the factor g,: H,8"—>H S" 1

For instance, if f is the inclusion map we get deg,(g)=deg(g) as in 5.6.

Q0 Dunmancidrinm Adielze &n N ~—Qn L., .. Y 4 B
JO 1 lUPUBlllUll \ﬂuulll"lly’ I,JEL J Vﬂm ana Z &) UC oD i Il dnd
assume V is a finite union of open sets, V=\J,_, V, such that the sets
[10, [,=11V,, are mutually disjoint, (£, Q)N ([, Q)=@ if A+pu

Then deg,(f)=2",_, degy(f;).

Th1s often allows us to compute degQ( f). Suppose, for instance, that
f~'Qisafiniteset, f ' Q={R, ..., B}. Then we can choose open sets V,
such that PeV,, B¢V, for u+4, and We are left with computing deg,(f;).
This number is sometimes called the multiplicity of the counterimage
point F; thus, deg,(f) equals the number of points in =1 Q, counted
with their multiplicities. The multiplicity of P, can be determined in any
neighborhood of P, (5.5); if f is locally homeomorphic then all multi-
plicities are +1, by 5.4.
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Proof of 5.8. Choose open neighborhoods U, of f,7'Q in V, such that
U,nU,=@if A%y, and put U=|J;_, U,. Consider the diagram

HS —= H (S"S"—f~1Q) = H,(U U=f"1Q) —*
fid) fian J
! |

OH,S" % BH (S S /7 Q2 BH, (U, U,— £, 0) 22+,

PRV
VLA &S

(5.9)
> H,(S",S$"—Q) ~H,S"

}id}

S @H(S"S"— 0)~DH,S"

tid}

where all sums @ extend over A=1,2, ..., r, where {id} is a map all of
whose components are identity maps, and i,,{, denote inclusions. The
map {i;,} is isomorphic because U is the disjoint union of {U,}; cf.
III, 4.12. Commutativity of 5.9 is clear except perhaps for the second
square; there it asserts that the composite

H(U, U—f71Q) 25 H (U, U~f1Q)
—H,($"S"— "1 Q)45 H (S, S"— 1,71 0)

agrees with the inclusion for A=y (this is obvious), and is zero if A% p
(this follows because U, <S"— f.71 Q).

By 5.5, the upper row of 5.9 defines deg,(f), the lower row defines
{degy(f2)}. Therefore composition of the lower row with the two outside
vertical arrows gives deg, (f)=) degy(f}). 1§

5.10 Example. For

every keZ and euery n>0 we construct a map
L£.@n «n LDV U RS A S Y | J )
Ji3"—=3" with deg(f)=k. 1

Define g: $" 8" by

X if ||x||<1
gx)={x2—|xP~" if 1<]x]<2
oS if ||xi|>2.

Clearly deg(g)=deg,(g)= +1. For every PeR" consider also the par-

allel translation Tp -S" 58" where r (x\ =x—Pif xelR"and 7, (c0)=0

7 £ AT AN Qi v p g A,

P
Since 1,~id we have deg, (g tp)=deg,(g) deg(rp)=deg,(g)=+1 by 5.7.
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Suppose now that k>0, and choose k points F,, ..., EeR” whose mutual
distance is >4; if B, denotes the ball with center P, and radius 2 then
B, B, =@ for A= u. Define

f:8"=8"  fIB,=@1p)B;, [()=c0o if x¢J5_ B,
Clearly f ~*(0)={B,P,. ..., B}, and by 5.8 we have

deg ()= dego (f|B,)=Y degy (g 7p,)= k.
If k<0 we construct f’ of degree —k first and put f=rf" where r is the
reflection at a hyperplane; then

deg(f)=deg(r)deg(f)=(-D(-k)=k. 1

Note, incidentally, that for k>0 the map f is such that every point
QeR" has exactly k counterimages, whereas co has infinitely many.
Still, deg,, ( /)=k because deg . ( f)=deg(f).

How does degQ(f) depend on Q? We give the answer in a simple case;
some deeper results are contained in the next §6.

5.11 Definition. If V'<$" is an open set, and f: VV-»>8" a map we say
that [ is proper over W=S" if f'(L) is compact for every compact
set L W. If W is a single point this is just the condition that degy (/)
be defined. For instance, if /: V& f(V) then [ is proper over f(V).
Every f: $"—8" is proper over $". The inclusion (0,1)— R is not
proper over (0, 2).

5.12 Proposition and Definition. If W is a connected open subset of §",
n>0, and if f1 V8" is proper over W then deg,(f) is defined and is
the same for all Qe W. If f: V= W=/{f(V) then this number deg,(f),
Qe W, equals +1 or —1;1n the first case [ 1s called orientation preserving,
in the other case orientation reversing.

Proof. Consider first any great (=geodesic) arc 4 in W; then [~ A4 is
compact. Since $” — A is contractible (deform radially from a point in A4)
we have H, (8", 8" —A)~H,S". Let Qe 4 and consider the commutative
diagram

H,($",S"—0)
Jx
H,S"—H,(S"S"—f ' )= H,(V, V—f"lA)\ /H,,S"
Ju
Hn(ss",s"—A)/

By 5.5 the upper row defines deg,(f). Therefore the lower row also
defines deg, (/). Since the lower row does not depend on Q the number
degy(f) is the same for all Qe A. Because W is connected, any two
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points P, Qe W can be connected by a polygon consisting of great arcs,
hence degp(f)=degy(f). 1

5.13 Exercises. /. Define p: € —>C by p,(z)=z* and prove that
deg, (p,) =k. Note that p; (0} consists of just one point.

2.If £ V>R™ g: V' —R" are maps such that deg,(f), degy(g) are
defined then the local degree of fxg: Vx V' »R™x R"=R™*" over 0
is defined and equals deg, () - deg, (g). Hint: Use 4.10 Exercise 3.

3. f,: V> 8" is a deformation and QeS" is a point such that
Uocic1 fi7H(Q) is compact then degy(fy)=deg, (/). Hint: Use 5.5 with
K=U. 7@

4. Let Ve R* be an open set, f: V—IR¥ a map which is continuously
differentiable (“of class C'™), and QeR* a point such that the jacobian
of f is non-zero at all points of f~1(Q) (Q is a “regular value™). Prove:
If f *(Q) is finite then deg,(f)=p—n where p (resp. n) is the number of
points in f~*(Q) at which the jacobian is posmve (resp. negative). Hint:

By additivity 5.8 one can assume that f ' Q is a single point, say Q =0,
f~10=0. Apply Exercise 3 to the deformation f,=(1—¢t)f+¢f'(0)
where f7(0); R* — IR* is the derivative of f at 0.

5. If V, W are open subsets of $”, and f: VW, g: W—8" are maps
such that deg,( f), deg,(g), degy (g f) are defined for some Pe W, Q=g(P),
is it always true that deg, (g f)=degp(f)- degy(g)?

6. Homology Properties of Neighborhood Retracts in R"

In Section 5 the local degree degy(f) of f: V— S" over Q was defined
as the image under f_: H,(V,V—K)— H,(8S",$"—-0)=Z of a certain
element yeH (V. V — K). In this section we consider inclusion maps f only

Tns
olit we chlauc ¥ u_) an albltlaly element of H (V; V— V} and we Sf"Ay

the resulting function of QeK. It turns out that H,(V, V—K) can be

expressed in terms of such functions, and H,(V, V—K)=0if i >n. Similar

nnnnn Tt+g v o 1 "
results for more general spaces {manifolds) will be proved in VIII, 3.

We begin with arbitrary subsets B< A =$". For every Pe 4 the inclusions
induce maps

H (S"—B,S"—A)—2 H ($",$"—P) <% H,S",

where ip is isomorphic because $"—P is contractlble.

6.1 Lemma. For every ye H ($"— B, S"— A) the mapping
Jy: A—>H,S",  (IWP)=ip'jpy

is continuous, i.e. locally constant. Further, (J y)|B=0.
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Proof. Let (Jy)(P)=x, i.e., jpy=ipx. We have to construct a neigh-
borhood U of P such that Qe U 4 implies j,y=i, x for all Qe U A.
If (e S(S"—B)=S(S" resp. zeS(S") are representative (relative) cycles,
then the assumption jp[{]=ip[z] means that there are chains ceS(S"),
c'eS($"—P) such that {—z=0c+c'. Now ¢’ is a linear combination
of finitely many singular simplices ¢ each of which avoids P, and hence
avoids a neighborhood U, of P (because im(o) is closed). Therefore
ceS(S$"—U)=S(S"—Q) where U=, U, and Qe U A, hence j,[{]=
iglz].

The second assertion, J y|B=0, follows because for PeB the map jp
factors through a zero-group:

H(S"-B,$"—-A4) > H(S"-B,S"-B)—~ H(S$".$S"—-P). 1
This leads to the following

6.2 Definition. Let Bc A<=8" Let I'(A4, B) denote the (additive) group
of continuous (=locally constant) functions 4 — H,$" which are zero
on B, and put I'(4,#)=FIA. Lemma 6.1 defines a homomorphism

J=J(A,B): H,(S"—B,$"-A)—>I'(4, B).
Clearly

6.3 Proposition. The homomorphism J is natural with respect to inclusions,
i.e, if (A, B,Y<(A4,, B,) then the diagram

H(S"—B,,8"—A,)—=— H, ($"—B,,$"— 4;)
J J
I'(A,,B,) —*—T(A,,B))
is commutative, where i, i are induced by inclusion. 1
The importance of J stems from the following

6.4 Proposition. If X <Y are subsets of S" which are neighborhood
retracts (e.g. if X, Y are open) then

(@) H,(Y, X}=0 fori>n

(b) J: H(Y, X)=I'(S"—X,S"-Y).

(

Recall that X is a neighborhood retract if there exists an open set in
$" of which X is a retract; cf. 111, 4.14.)
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6.5 Corollary. If X ©S" is a neighborhood retract, X +8", n>0, then
H.X=0 for izn, and H, | X=T(S"—X) where '=T/C is I' modulo

the subgroup C of constant functions, and H=reduced homology.

Proof. Because X +$" the inclusion map X — 8" is nulhomotopic,
hence HX — HS" is the zero-map and the homology sequence of
(8", X) decomposes into short exact sequences

~

Qn Qn N N
Uﬁl1l+1m "“_’Hl+1\m X) IliX_’O.

If i>n the first two terms vanish (6.4(a)), hence H;X=H,X=0. If
i=n—1 we apply J and get a diagram
0->HS ——H((S"X)——H,_ X0

(6-6) JJE J{: f =

0 I'S" " [($"—X)—coker(nN=I(§"-X) >0

whose first two vertical arrows are isomorphic by 6.4 (b) (r =restriction).
Because the first square commutes (6.3) we can fill in the dotted
arrow J. |

The following lemma is a crucial tool in proving 6.4.

6.7 Lemma. Ler (Y, X,, X,) be an excisive triad in $". If 6.4(a), (b) hold
for (Y, X)), (Y, X,) and (Y, X, U X,) then also for (Y, X, X,).

Proof. Consider the following portion of the relative M —V sequence
(H1, 8.10)

H,, (Y, X,0X,)— H(Y, X, X,)— H(Y, X))o H(Y, X5).

If i>n then the outside terms vanish by assumption, therefore also the
middle term. This proves (a). A similar argument works for (b). One
considers the diagram

0=H, (Y, X,uX,)—— H(Y, X;nX),) Utes —J24)

JJ

0———=TI(X;uX3,Y)

Ui, —2)

> H, (Y, X))o H, (Y, X;) =2 H (Y, X, 0 X))

:j]@.] =J

S I(X}, Yo T(X3, ¥) —g g T(Xin X3, Y)
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in which the first row is part of the relative Mayer-Vietoris sequence;
j',i" in the second row denote restriction maps, and X'=8$"-X. The
diagram is commutative, by 6.3.

Clearly, (j;, —j5) maps I'(X{ U X3, Y') monomorphically into the kernel
of (i}, i3). Therefore we have a sequence of monomorphisms

(6.9) ker(iy,, i, )= H,(Y, X,nX,) T (X] U X,, Y)Y, ker(il, i})
* L3

whose composite is isomorphic (because the two vertical arrows of 6.8
on the right are isomorphic). Hence, 6.9 consists of isomorphisms. §
(In particular, the second row of 6.8 is exact.)

Proof of 6.4. We proceed in several steps. As before we abbreviate
X'=8"—X, and we think of $" as R"U {c0}. We assume n>0.

Stepl. Y=8", X=8" or X=8"-P or X=0 (P=a point). If X=8"
then H(Y, X)=0=I({,@#). The cases X=S"—P and X =0 have been
settled before (IV, 2); we have H,($",S"—P)=H,S$">~TI'($")=I'(P) for
n>0,

Step2. Y=%", X=8"— [ where [ is a closed rectilinear cube in R",
O0<dim OJ<n.

If B is an open ball containing [J and with center Pe[] then
$"—P~8"—-B~8"— [](by radial deformation) hence H(S$",$" — )
H(S", 8" —P). Also I'=T'P, so that step 2 reduces to step 1.

Step 3. Y=8", X=8"—F where F is a finite union of cubes of a fixed
lattice. A lattice in R" is given by n positive numbers (y,, ..., 1t,); its
cubes have the form

O={xeR"|m, u; <x;<n; u; for all i}

with fixed m;eZ, and n,=m; or n,=m; + 1.

We proceed by induction on the number of cubes in F. Let F,cF be
a cube of maximal dimension and let £, denote the closure of F—F.
Then we can apply Step 2 or the inductive hypothesis to F, F,, and
FnF,, e, 6.4(a), (b) hold for ($",8"—F), (8",8$"—F,) and

($",S"—-FnF)=(8"(8"-F)u(S"-F)).
Therefore, by Lemma 6.7 they hoid for

(S", (8" — F)n(S" = Fy))=($", S"— F, U F,) =(S", $"— F).
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Step4. Y=8", X open. We can assume that X ¢ (by Step 1), and then
welX, lLe., X' =8"-XcR" We first show that J: H(S", X)—->TX' is
surjective. If seI"' X’ then the compact set X' decomposes into a finite
N LITLDC a Q_!l SOITI DA !', CS A,, 1]l ) . . . 8
s is locally constant). Let £é>0 be smaller than the minimal distance
between any two pieces and choose a lattice L (see Step 3) whose cubes
have diameter less than ¢/2. Let F be the union of all cubes of L which
meet X'. Then X'« F, and we can extend s to a function teI'F such
that ¢| [}, for OO F, is the constant s(CJn X’). By Step 3, there exists
ye H (8", 8" — F) such that J y=t, therefore, by naturality 6.3 of J, we
have J(i, y)=t|X'=s where i,: H®",$"—F)— H(S$" X). This proves
surjectivity.

Let now [zje H;(8" X), i=n; also assume J[z]=0 if i=n. We have
to show [z]=0. The simplices of ¢z lie in X =8%"— X", and by compact-
ness they avoid a whole neighborhood V of X’; thus we can consider
the homology class [z], of z in H, (8", $"— V). Also, if i=n we have
J([z]y)1 X’ =0 hence J([z]y) is zero in a whole neighborhood WcaV
of X (because it is locally constant); if i > n, put W= V. Choose a lattice
(see Step 3) whose cubes have diameter less than distance(X', §"— W),
and let  be the union of all cubes which meet X'. Then X' cFcW,
and j, ([z]p)=[z]), where j, : H(S",$"—F)— H(S", X); also J([z];)=0
if i=n. By Step 3 we know [z],=0, hence [z]=0 as asserted.

Step5. Y=8", n>0, X+8" an arbitrary neighborhood retract. Let
U =£8" be an open set of which X isa retract, i: X - U, r: U — X, ri=id,
hence r, i, =1d. For p>n we have a commutative diagram

H,(8" X) —— H, (8", U)y=zero, by Step4

H,_ X—2¢—H,_U,

in which the ¢, are isomorphic as follows from the homology sequence
(see proof of 6.5). The diagram proves H,($", X)=0 as asscrted in 6.4 (a).

For part (b) we consider the diagram (6.6),
0—HS —FH®".X) —H, _ X—>0

L)

0-IS —— I'X — I'x -0,

where I is I’ modulo the group of constant functions. The five lemma
shows that J is isomorphic if and only if J is isomorphic; we shall prove
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the latter. First we see from

gn—lejé‘__) ﬁn—l U

(6.10) fJ }J =

rx ——ruv

that J is monomorphic. Surjectivity is more delicate: Since U 8" we
can assume UcR” so that we can speak of “segments”™ in U. For
every Qe X', let V, consist of all points Pe U such that the whole segment
P,r(P)lies in U —Q. Clearly X < V,= U —Q, V,, is open, and the inclusion
ko: Vp— U—Q is homotopic to the composite ¥, Ve . x te, -0,
a homotopy is given by P> (1—t)P+tr(P). It follows that k,, =
i (r|Vp),. For easicr reference we record the whole situation in the
following commutative diagram, in which all horizontal maps are
induced by inclusions.

a2, X —esH,_ vV, H _(U-0) io s =koy Jox
| |

1 j

X' —2— [Vy —RsT(U-Q) —2—TU, ig=kojp, I'=lyip-
Let po=(r|Vo)y f“j’Q: I'X'-H,_,X.Then
(6.11) inJpo=1ip,

because
inJ po=ipJ(r|\ Vo) I in="Tig, (r| Vol J ' jo

0 2
=Tk J tig=TJ tkyjo=iy.

Composing (6.11) with I gives (i'J) po=1. The right side of this does
not depend on @, and i'J is monomorphic (see 6.10), hence p=p, is
independent of Q. We claim J p=id, in particular J is epimorphic.

We can identify I'X', I'U ... with I'(X’, o0), I'(U’, o0) ... {every coset
has a unique representative which is zero at c0). Given fel(X’, ),
then iy Jp(f)=iy(f) by 6.11, i.e., the two functions f and Jp(f) agree
in (U —QY, in particular on Q. Since Qe X' is arbitrary, f and Jp(f)
agree on X', as asserted.

Cion AV rrae
DEPo. A S f = i

8

The homology sequence of (S" Y, X) contains the following bit:
H, (S"Y)> H(Y,X)—> H,(S" X). If p>n the outside terms vanish
by Step 3, hence H, (Y, X)}=0 as asserted in 6.4(a). For part (b} we
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consider the commutative diagram

0=H,, ,(S" V) H,(Y, X) — H,($", X) — H,(S", Y)

! b

0— > T(X,Y)—— TX —TIY

where the first row s part of the homology sequence and the second
row is induced by inclusions. The two vertical arrows on the right are
isomorphic by Step 5, hence J: H,(Y, X)=I'(X", Y). 1

6.12 Exercises. 1. If X is a ncighborhood retract in R” then H,_, X =
I,(R"— X)=group of locally constant functions R"—X —Z which
vanish outside some bounded set. Hint: By 6.5, A,  X2~[($"—X)x~
S"— X, o).

2. If o0 $""' > R" is a mapping let Wel,(R"—a$" ') denote the
image of the generator of H,_,$"~' under the composition

A, ,$" "' 2 H, (S YL (S —aS" )= L(R"—aS" Y.

The value W,(P) at a point PeR"—aS"~! is called winding number of o
at P. Discuss the formal properties of W and study some examples.

3*. Prove: If A is an arbitrary subset of $" whose complement $"— A4
is not connected then every neighborhood of 4 contains a neighborhood
U such that H,_,U=+0. Construct an example such that H, , 4=0
but $"—- A4 is not connected, and another example where 4 is open,
H,_{A=0 but $"—4 is not arcwise connected (hint: use the graph
of sin(1/x)).

4. Let A,<cR?*<=S$? be the circle with radius 1/n and center (0, 1/n),
and let A={J7  A,. According to H.B.Griffith there are non-zero
clements ae H; A such that, for every neighborhood V of (0,0) in A,
a lies in the image of H,V — H; A (they can be thought of as being
infinite products of commutators in the fundamental group n; 4). Show
that aeker(J: H, A — I(S?— A)), hence J: H,(S?, A)— I'($2 — A) is not
monomorphic.

5. Construct a triad (Y; X;, X,) in 8" for which the second row of 6.8
1s not exact.

6*. Show that H, | X is a free abelian group, for every neighborhood
retract X in $" Indication: If U< $”" is open show that ['($"—U) is a
Specker group over Z and therefore free (cf. Fuchs, Corollary 97.4).
Now, X is a retract of an open set U< $", and H, , X isa direct summand
of H,_,UxT($"—U).
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7. Jordan Theorem, Invariance of Domain

A locally constant function A — H,$" is constant on every component
of A. The size of I'A (see 6.2) therefore gives information about the
number of components of A. More precisely

7.1 Lemma. Let Ac=S". The rank (1, 2.29) of T A equals c¢(A)=number
of components of A (an integer or oo; if we were to distinguish between
different infinite cardinals the lemma would have to be formulated
differently).

Proof. Let A=A4,uU---UA, a decomposition of A into pairwise disjoint
non-empty relatively open sets. The subgroup I,cI'A of functions
which are constant on ecach A; is isomorphic to ZeZ e Z=r-Z
hence rank(I')=rank([;)=r. If ¢(4)=co we can make r arbitrarily
large, hence rank (I')= 0. If ¢(A4) < oo then we can find a decomposition
with r=c¢(A4) and each A; connected, hence I; =T, hence rank(IMN=r. 1

7.2 Proposition (Jordan Theorem). (a) If X <8" is homeomorphic to
IB" then 8" — X is connected, 1.¢., ¢($"— X)=1.

(b) If X =8" is homeomorphic to $" ' then 8" — X has two components,
c($"—X)=2.

Proof, We shall sce in a moment (remark after 7.3) that X is a neigh-
borhood retract. Therefore, by 7.1 and 6.5,

(8" — X)=rank I'($" — X)=1+rank

as asserted. 1

7.3 Lemma (compare 8.5). Let AcN be a closed subset of the normal
space N, and let - A— X be a continuous map.

(a) If X~1IB" then f admits an extension h: N — X,

(b) If X~8$"! then { admits an extension g: V — X to some open neigh-
borhood V of A in N.

Assuming the lemma, we can take N=8", A=X (as in 7.2), and f=id.
The extension which the lemma guarantees is then a retraction, and
so X is a neighborhood retract.

To prove the lemma remark that BB"=[0,1]x-.- x [0, 1]=[0, 1]"
A map into IB” is then an n-tuple of functions with values in [0, I].
Such functions can always be extended from A to N by Tietze’s extension
lemma; this proves (a). To prove (b) view f as a map intd IB" (sinle
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S"!=IB"), choose an extension h: N —»IB”, put V=h"'(IB"—{0}), and
g@=h)/Ilh2)]. 1

7.4 Proposition (Invariance of Domain). if X cR" is open and f: X — R”
is an injective continuous map then f(X)<R" is also open. In other words,
every injective continuous map . X > R" is open.

7.5 Corollary. If X <R" is open, X =@, and g: X - R" is an injective
continuous map then m>n.— Because otherwise the map f: X — R™ x
R "= R" f(x)=(g(x),0), although being injective, would have a non-
open image f(X)<R™x R"~™a~R". This refines our carlier result that
euclidean spaces of different dimension cannot be homeomorphic.

Proof of 7.4. We think of R” as an open subset of $"=IR"U {0}, and
i X—>8" Let PeX, choose £é>0 such that B"= {xe[R"|||P x| <¢}
is contained in X, and put "~ '={xeB"||P—x| =¢}. Since f is injective
and B" is compact, f B"~B"~IB" and fS§""'~$""'". By 7.2, 8"—fB"
is connected, and $"—fS" '=f(B"—S"")U(S"—fB" has two com-
ponents. Since f(B"—S""!) is connected it must be a component of
S$"—/S5""! and since this set is open, f(B"—S""') must also be an
open subsct of R". Now fPef(B"—S""")< /X shows that every point
in fX has a neighborhood in X, i.e. fX is open. |}

7.6 Exercises. 1. There is no injective continuous map $"— IR".

2. Let C,<IR* denote the circle with radius 1/k and center (0, 1/k),
and let A,=|J)iZ1Cy, r=2,3,.... Prove: If Ac$? is homeomorphic
with A4,, r< oo, then 82— A4 has r components.

2 TF e @1 mn + ~t
TR § s U —R" is an iﬂjeCLl'v'e contuiiuous map then t m

of $"—a($" 1) which contains oo is called the exterior of «$"
other component is called the interior. Show that the winding number
(6.12, Exerc.2) of « is +1 at every interior point and 0 at every exterior
point.

8. Euclidean Neighborhood Retracts (ENRs)

The results of §6 suggest a more careful study of subsets of euclidean
space which are neighborhood retracts. We deduce a few simple results
about these sets here. We show that the property of being a neighborhood
retract {of some RR" is topologically invariant, and we provide some
criteria for a space to be (homeomorphic with) a euclidean neighborhood
retract.

Clearly open sets are neighborhood retracts, and neighborhood retracts
of neighborhood retracts are neighborhood retracts. Not every subset
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of IR” is a neighborhood retract: it has to be locally closed (8.1) and
locally contractible (8.7), and these properties are also sufficient (8.12).

8.1 Proposition. I X =IR" is a neighborhood retract then X is of the form
X =CnO where C is closed and O is open.

Proof. Let O be an open set of which X is a retract. The retraction can
be viewed as a map r: O — 0, and X ={PeO|rP=P} is cleatly closed
in O, hence X=Xn0. 1|

Sets of the form Cn O are called locally closed. They can always be
realized as closed subsets of euclidean space; more precisely,

8.2 Lemma. Every locally closed subset X of R" is homeomorphic with a
closed subset of R"+1,

Proof. If OcIR" is an open set then
j: O->R"xR, j(P)=(P,1/d(P,R"-0)), d=distance,

is an embedding of O into R"*! (the projection (P, f)i~> P is an inverse
of j) whose image is closed; indeed jO={(Q,t)e R"x R|t-d(Q, R"—0)
=1}. If X< O is closed in O then jX~X is closed in jO, and hence
in R"*1 1

8.3 Lemma. The following properties of X <IR" are equivalent.

(i) X is locally closed, i.e. X=CnO where C is closed and O is
open.

(ii) Every point P€ X has an open neighborhood U in R” such that X n'U
is closed in U.

(iii) Every point Pe X has a compact neighborhood in X, i.e., X is locally
compact.

Since (iii) is an intrinsic property of X this implies

8.4 Corollary. If X = R™ is locally closed and Y =R" is homeomorphic
with X then Y is locally closed. 1

Proof of 8.3. (iii) = (ii): Given Pe X, let K< X be a compact neighbor-
hood in X, hence K =X nV for some neighborhood Vin R". Let U=V,
then XnU=Kn U is closed in U.

() = (i): For every PeX and neighborhood U=U, as in (ii) we
have XnU=XnU, hence X =X (| p Up)=p(XnUp)=X ([ p Up),
which proves (i).
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(1) = (iii): Given PeX=Cn0, let K<O be a compact neighborhood
of Pin R" then K n X =K n C is a compact neighborhood of Pin X. |

Remark. In 8.3, R" can replaced by any locally compact space (cf.
Bourbaki I,9.7).

8.5 Proposition and Definition. If X < R™ is a neighborhood retract and
Y < R" is homeomorphic with X then Y is a neighborhood retract. l.e., the
property of being a neighborhood retract of a euclidean space 1s intrinsic,
it does not depend on the embedding. We define therefore: A topological
space Yis called a euclidean neighborhood retract (ENR)if a neighborhood
retract X © R" exists which is homecomorphic with Y. Any other X’ = R*
which is homeomorphic with Y will then also be a neighborhood retract.
For instance, $" ! is a retract of R”— {0}, and IB" is a retract of IR".
Therefore any subset of R* which is homeomorphic with $"~' or IB" is
a neighborhood retract (cf. 7.3).

Proof. By assumption on X we have X —» U —"> X, ri=id, where
j: U—=>R" is open; in particular, X is locally closed (8.1). Further
h: Ya X, hence (8.4) Yis locally closed, 1.e., Y=Cn O is a closed subset
of some open set O. By Tietze’s extension lemma there exists a map
g: 0 — IR™ such that g|Y=jih. Then the set g~'U is open (in O hence
in R") and h=lrg: g 'U—Y is a retraction. N

8.6 Proposition. Let X be an ENR. If f, fi: Y — X are mappings and
B Y is a subset such that f,|B= f,|B then there exists an open neighbor-
hood W of B in Y and a homotopy @ fo| W~ f,|W with ©,|B= f, | B for all t.

Proof. We have X —*>0—"» X where O is open in R" and ri=id.
Let W< Y consist of all points ye Y such that the whole segment from
ifo(v) to ifi(y) lies in O. Clearly, W is open and Bc W. Define

0: Wx[0,1]->X by @(n.t)=r[(1-0)ifo(+tifi(»)]. 1

For instance, the two projections fg, f;: X x X — X agree on the diagonal
B={(x{, x;)eX x X|x,=x,}; the conclusion of 8.6 in this special case
is called uniform local contractibility. Tt easily implies the general result
8.6 (exercise!).

8.7 Corollary. If B& X are ENRs then B is a neighborhood vetract in X
(obviously). If r: V — B is such a retraction then B has an open neighborhood
W in V such that i(r|W)~j where i: B—V, j: W—V are inclusions.

For instance, if B is a point this asserts that X is locally contractible. In

general, it asserts that B is “almost a neighborhood-deformation-
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retract”. For the proof one can assume that V' is open, hence an ENR,
and one can apply 8.6 to fo=ir, fi=id,. 1

If we want to know whether a given space X is an ENR we can first
ask whether X can be embedded into some R and then whether a
given subspace Y of IR* is a neighborhood retract. We give useful,
although crude, answers to these questions (8.8, 8.10), and we point
out some finer results (8.9, 8.11, 8.12).

8.8 Proposition. If a Hausdorff spuce X can be covered by finitely many
locally compact open sets X;, i=1,2,...,r, such that each X; is homeo-
morphic with a subset of a euclidean space then X itself is homeomorphic
with a closed subset of some euclidean space.

Proof. Choose embeddings h;: X; — R™ with closed image h; X;; this
is possible by 8.3 and 8.2. Define

H: X ->8"=R™u{w}, H|X;=h, H(X-X)=cwx.

This is continuous: If A<=S™ is a closed set and if co¢ A4 then
H7'(A)~ An h,X,is compact, hence closed. If coe A then H7} (8™ — A)=
h; ' ($™ — A)is open in X;, hence open in X, and therefore its complement,
namely H; '(A) is closed. It follows that

H={H;}: X%HleS"’“c:IRN, HP=(H,P,H,P,....HP),

is continuous (N =r+ X m,); moreover, since H, is an embedding of X,
H is an embedding of | J;X;=X. Because HX ~ X is locally compact
it is locally closed in R¥ (8.3), hence closed in R¥*! (8.2). 1§

8.9 Remark. If a Hausdorff space X is covered by a sequence X;,
i=1,2,..., of locally compact open sets such that each X; is homeo-
morphic with a subset of a fixed euclidean space then the conclusion
of 8.8 still holds. Indeed, X 1s then a countable union of compact sets
and has finite covering dimension (cf. Hurewicz-Wallman, Chap-
ter V), hence the proof of 8.8 can be adapted as is done, for instance,
by Bos. Finer embedding theorems can be found in Hurewicz-
Wallman, Chapter V.

8.10 Proposition (Compare Hanner, Theorem 3.3). If a Hausdorff space
X is a finite union of ENR’s, X = )i_, X, and if each X, is open in X
then X itself is an ENR.

Proof. By 8.8 we can assume that X is a closed subset of IR", and by
induction we can assume r=1, i.e., X=X,0U X,. Let then r;: 0,— X,
i=0,1, be neighborhood retractions (O, open in IR"). Put
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Oo1=rs " (Xon X HX,n Xy, then ry, 1t Oy — Xy X, are neigh-
borhood retractions. Since X, X, is an ENR (it is open in X,) Oy,
contains an open neighborhood U,, of X;nX; in which r,,r, are
homotopic retractions (by 8.6), say r: Uy; = Xon Xy, n|Xen X, =1d,
0<t<1.

Let U,<0,, U,c0; be open neighborhoods of X —X,, X — X, such
that U,nU,=¢ (this is possible because X —X; is closed), and let
7. R"—[0,1] be a continuous function such that t|U;=0, 7{U;=1
(e.g, TP=d(P,U)(d(P,Uy)+d(P,U})), where d=distance) Put
U=U,uw U;u Uy,. This is an open neighborhood of X and the following
p: U— X Is a retraction:

plUs=r Uy,  plU=n|l;, pP)= p(P) if Pelp,. 1

8.11 Remark. Just as 8.8 extends to countable unions X ={ ), X, so
does 8.10. Onc assumes that ecach X; is homeomorphic with a neigh-
borhood retract of some fixed IR”, hence X — R*, by 8.9. One can arrange
the {X;} to be locally finite and then prove the result by infinite but
locally finite iteration of the argument for 8.10. A finer result, essentially
due to Borsuk (cf. also Hanner, Theorems 5.1 and 4.2; or Kura-
towski, Chapter VII, §48, IV) is as follows.

8.12 Proposition.

If X<R* is locally compact and locally contractible then X is a neighborhood retract,
hence an ENR.

We shall only skeich the proof. Since X is locally compact we can assume it is closed in
R" (8.3, %.2). Decompose R"— X into convex cells; for more precision, take a cubical
lattice L in R” (cf. V, 3.4), and successive refinements L, [’ ... of it, say by halving the
generating vectors of L, I .... Among the open n-cubes of L, L, ... consider those whose
closure lies in IR" — X and which are maximal in this respect; call them admissible. Their
closures cover R"—X and intersect only on lower dimensional faces. An (open) k-cube
of L, I, ... with 0<k <n is called admissible if it is the face of an admissible n-cube of the
same lattice and is maximal in this respect. Every point of IR” — X then lies in an admissible
cube, and has a neighborhood which meets only finitely many admissible cubes.

For every k from ¢ to n we shall now define a subset 4, of R" —X and a map p;: 4, > X
such that A, is the union of A,_; with certain admissible k-cubes, and p, A, 1=p,_;.
For A, we take the set of all admissible O-cubes (vertices), and let p,(a) be any point in X
whose distance from ¢e A, is minimal. Let A4, be the union of 4, , with all admissible
k-cubes ¢ whose boundary e —e lies in A,_; and such that p,_, can be extended to a map
A,_;ue— X. Choose an extension p,: 4, ;ve—X such that the diameter of p,(€)

2 Ar_ve=p,. Finally, put V=4,u X, and define p: V- X, by p|A,=p,, p|X=id.
Claim: p is a neighborhood retraction. It is clear that p|A4,=p, is continuous (because
the set of admissible cubes is locally finite). If Pe X, and W is a spherical neighborhood
of P, choose spherical neighborhoods W=W,,oW,, o>--->W,>W, of P in X such

that W, is contractible in W, and has radius at most one tenth as big as W, ;. Let U be
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a spherical neighborhood of P in R” whose radius is at most one tenth that of W;. Define
U,=A,n U and, inductively, let U, be the union of U, _, with all admissible k-cubes in
U whose boundary lies in U, ;. By minimality, p,(Uy)<= W,. Assume by induction that
p, is defined on U, and p(U,)=W,,. Il e is a (k+ 1)-cube of U, ., then p, extends to a map
Uwe— W, ., <X because W,, is contractible in W,, ,, hence p,,, is defined on e;
further, p,. (€)= W,,,, by minimality. With k=nr we see that p is defined on U, and
p(U)c W Now U,u X is a neighborhood of P in IR" {admissible cubes which come close
to P lie in U,), hence p is defined in a neighborhood of P, and is continuous at P. |

8.13 Exercises. . Let X be an ENR. Show that for every normal
space Y, closed subset A of Y, and every map f: A — X there exists an
extension of f to a neighborhood of A (in Y). Any space X with this
property is called absolute neighborhood retract {=ANR), so ENR =
ANR. Conversely, locally compact separable metric ANR’s of finite
dimension are ENR’s (compare Hurewicz-Wallman, Chapter V).

2. Let X be an ENR (ANR). Show that for every binormal space Y
(i.e., Y x[0, 1] is normal), closed subspace A of Y, and every pair of
maps Fy, Fi: Y — X such that FjjA~F|A there exists a neighborhood
V of A such that F,|V~F|V; in fact, any homotopy Fy|A>~F|A4 can
be extended to a neighborhood of 4.

3* A pair of spaces Y= X is said to have the homotopy extension
property (HEP) if the following holds: Given any map F: X — Z and
any homotopy d,: Y— Z, 0<t<1, such that d,=F|Y there exists a
homotopy D,: X — Z such that Dy=F and D,|Y=d,. If X is an ENR
show that Y = X has the HEP if and only if Y is a closed neighborhood
retract in X.

4. A space X is called locally n-connected if every neighborhood V of
every point PeX contains a neighborhood W such that any map
©: S/ W, j<n, admits an extension ©@: B+ - ¥, O|S$/=¢. Clearly,
locally contractible spaces are locally n-connected for all n. Check that
the proof of 8.12 only assumes X to be locally (n—1)-connected (and
locally compact); these properties of X <R" therefore imply local
contractibility.

5% If AcX are ENRs and A is compact then X/4 (obtained from X
by identifying all of 4 to one point) is also an ENR. Hint: Choose a
closed embedding #: X —A — R” and extend it to a map H: X —>$”"
where HA= 0. If X is compact this induces an embedding X/4<=S”",
and 8.12 implies that X /A is a neighborhood retract. If X is not compact,
one first embeds V/A4 where V is a compact neighborhood of A.

6*. If Ac X are ENRs and A is a closed subset of X then the projection
map induces an isomorphism H(X, A)~H(X/A). This can be shown
using 8.7 and excision arguments. A more adequate proof uses limits
and excision (compare VIII, 6.12 and 6.20).



Chapter V

Cellular Decomposition and Cellular Homology

1. Cellular Spaces

It is often possible to decompose a space X whose homology one wants
to compute into simple pieces whose homology properties are known,
and thereby deduce information about HX. An instructive example is
the decomposition of a suspension into two cones (111, 8.16, example 3).
In this section we discuss a general class of decompositions, “cellular”
ones, and show how they can be used to simplify the computation of
HX. The most important examples of cellular decompositions are CW-
decompositions which will be studied 1n the succeeding sections.

1.1 Definition. A filtration of a topological space X is a sequence of
subspaces X"< X, neZ, such that X"c X"+! for all n. A filtration is
called cellular if

(i) H(X", X" ')=0fori%n:
(i) SX =z SX",
i.e. every singular simplex of X lies in some X". In particular X ={ | X"

(because Sy X =1 S, X"). A space together with a cellular filtration is
called a cellular space.

If X, Y are cellular spaces a cellular map f: X — Y is a continuous map
such that f(X")= ¥" for all n. Cellular spaces and maps then form a

category.

For instance, if X is a space and 7: X — R a continuous function then
X"={xe X|rn(x)<n} defines a filtration. Condition (ii) is satisfied, but (i)
requires additional assumptions on n. This type of example is important
in differential topology, in particular in Morse theory (cf. Milnor 1963).
Other examples will be given in §3.

1.2 Definition. For every cellular (or even filtered) space X put W, X =
H (X", X" Y, and let ¢,: W, X — W, _, X denote the composite

Hn(Xn,X"_l) Ox Hn¥1an1_) n_l(Xnml’Xn—2)_
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Then ¢, , d,=0 because already the composite

H

n

_1Xn_1—>Hn_1(Xn_1,X"_2) O Hn_z Xn—2

vanishes. Therefore WX ={W. X, 3,},.z 1S a complex, called the cellular
complex of X. A cellular map f: X — Y clearly induces a chain map
Wf. WX — WY, and W thus becomes a covariant functor from cellular
spaces and-maps to the category 0.94/% of complexes.

1.3 Proposition. For cellular spaces X there is a natural isomorphism
6: HWX~H(X, X Y).

1.4 Remarks. It looks as if X ! played a very special role in 1.3. But
H(X, X Y= H(X, X ?)=H(X, X ?)=-.-, as follows from the homology
sequence of the appropriate triples because H(X", X" 1)=0 for n<0. In
many examples X ~! will be empty—

The definition of WX applies to arbitrary filtered spaces (not only
cellular ones) but, in general, HWX ®H(X,X ). Certain relations
between the groups {H, (X% X*"')} and HX, however, always exist and
are usually expressed by the spectral sequence associated with the exact
couple {H, (X% X*~*), H, X}, or the filtered complex {SX"}; cf. Hu 1959.
The assumption of cellularity implies that the spectral sequence both
converges and degenerates, and the following proof of 1.3 1s an extract

of a standard spectral sequence argument (compare, for instance,
Godement, 1.44).

1.5 Lemma. H,(X?, X9)=0for p=>g>norn>p>q.

Proof by induction on p—gq. For p—q=0 the assertion is trivial. For
p—q>0 the homology sequence of the triple (X?, X?*', X9 contains the
following portion

—ra

H, (X9, X% H,(X?, X% - H,(X?, X7).

The left term is zero by 1.1 (i), the right term by induction, hence also the
middle term, as asserted. |

1.6 Lemma. H, (X, X9)=0 for g=n.
1.7 Corollary. H, (X9 X")~H, (X, X") provided g>n and g>r.

The corollary follows from 1.6 and the homology sequence of the triple
(X, X4, X").
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Proof of 1.6. Let [z] e H, (X, X9 where ze S, X is a representative (relative)
cycle. Because SX = U » SX? there exists p>gq such that ze§, X?, hence
[z]leim[H,(X?, X9 — H,(X, X9], and this group is zero by 1.5. 1

Proof of 1.3. Let k<n—2, and consider the diagram

H, (X", X7) 0

On+1

! o~ |

(18) 0— H, (X" X¥) — > H,(X", X" ) —=> H, (X", X"

| \ "

Hn(Xn+lan) HnAl(X"_l’Xn_z)

Oy

+

0

where the two columns and the middle row are portions of the exact
homology sequence of the appropriate triples; the zeros which appear
are justified by Lemma 1.5. The two triangles are commutative by
naturality of J,.. Now

H (X, XY= H,(X"*!, X" by 1.7
~H, (X", X*)/im(¢,)  because the left column is exact
~im(i,)/im(i, J,) because i, is monomorphic
=ker(d,)/im(é,, ) because the row is exact

=ker(j, 0,)/im(0,,,) because j, is monomorphic
=ker(6,)/im(d,,)=H, WX.

Thus H, WX = H, (X, X~ Y if n>0, Hy WX = Hy (X, X~ 2)=H,(X,X V),
and H WX =0=H_(X, X ) for n<0 because then W, X =0. 1

It is sometimes useful to have a description of the isomorphism ©:
HWX=H(X,X™ ") in terms of representative chains. This is easily
extracted from the proof of 1.3; reading the sequence of isomorphisms
there from bottom to top one finds

1.9 Proposition. If ye H, WX, n>0, is represented by
zeZ, WX <H (X", X" 1)
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then ze H,(X", X"~ ') has a representative (€S, X" with 6{eS,(X ") (this
uses exactness of the row 1.8) hence { is an n-cycle of X mod X 1. Its
homology class [{1e H (X, X 1) agrees with @ (y). 1

1.10 Exercises. 1. For every cellular space X and integer m one defines
a new cellular space (X, m), the m-skeleton of X, by (X, m)"=X"forn<m,
and (X, m)"= X" for n>m. As a space (X, m) colncides with X™. There-
fore one often writes X™ instead of (X, m).—Dually, one can define the
m-coskeleton (m, X) by (m, X)'=X" for n<m, (m, X)'=X" for n=m.

2. Let X=8% PeX, k>0; show that the following filtrations are cellular.

P if n<k y irn<0

(a) X"={Sk ook ) X"={$*—P if 0<n<k
- §* if n>k,
g if n<0 é if n<0

(b) X"={P if 0<n<k d X"=|S" if 0<n<k
|S* if n>k, Sk if k=n,

where $"= {xe$*|x;=0 for n<i<k}.

3. If X is a cellular space, define ¥, X ={¢eS, X"|0éeSX""!}. Show
that VX ={V, X} is a subcomplex of SX containing SX ' and that

i,: HVX/SX HxH(SX/SX H)=H(X,X ).

Define p: V, X/S, X ' - W, X=H(X", X"~') by passage to homology
classes. Show that p is a chain map and p,: H(VX/SX )= HWX. Prove
that the isomorphism @ of 1.3 coincides with i, p, ! (compare Schubert;
IV, 3.4).

Corollary. If WX isa free complex then there exists a homotopy equivalence
3 WX ~S(X, X~ ") which is natural up to homotopy.

2. CW-Spaces

In homology theory the most useful cellular decompositions are CW-
decompositions, as introduced by J.H. C. Whitehead 1949. Their role
here is essentially that of a tool for computation; they are much more
basic for other parts of topology, in particular for homotopy theory. In
this § we discuss CW-spaces from the point of view of general topology;
their homological properties will be studied in § 3.
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2.1 Definition. Let X be a Hausdorff space. A CW-decomposition of X
1s a set & of subspaces of X with the following properties (i)}~(v).

() X={eese, e¢ =ene=0,
ie, & is a covering of X by pairwise disjoint sets.
(ii) Every ee& is homeomorphic to some euclidean space R,

The number |e| 15 well determined (by invariance of dimension 1V, 2.3);
it is called the dimension of e. The sets eeé which are homeomorphic
with R" are the n-cells, and the union X" =/}, . € is the n-skeleton of
the CW-decomposition.

(i) For every n-cell ee& there exists a continuous map ®,: (IB", §"~') —
(X" 1Ue, X" ) such that @,: B"—S$" ' xe. As usual B"= {xelR"|||x||<1}
=n-ball and $" 1—{>celB"'|||x|| =1} =(n—1)-sphere.

3 n
ot only i1s ¢ homeomorphic with R"~
the

orphism can be Chosen Wthh extends to
boundary $"~'. On $"~!, @, need not be homeomorphic but

B,(S" Y X",

@, is called a characteristic map for & and o= Q8" 1§ 5 xt
ng map 10t e U,lub name is CAplcuucu Uy 2. 7}

In many important examples the set & is finite (finite CW-decomposition)
and then (i)-(iii) is all we require. In general, there are two more condi-
tions.

(v} The closure e of every cell is contained in a finite union of cells
((‘lncl e finitenes s).

(v) A subset Ac X is closed (in X) if and only if Aneis closed in e for
every cell ec& (Weak topology). Equivalently: A map f: X —»Y is
continuous if every f|e is continuous.

It is conditions (iv}—(v) to which the notation CW refers.—A Hausdorff
space X together with a CW-decomposition & is called a CW-space

{originally “ CW-complex™). The dimension of a CW-space, dim X, is
the least integer n such that X" =X if no such n exists then dim X =o0”

Given a subset &' &, put X' =| J,., e. If & is a CW-decomposition of
X' then (X', &) is called a CW-subspace of (X, &); often, we shall simply
say “ X’ 1s a CW-subspace of X ”.

We now deduce a few basic properties of CW-spaces.

22 Let =@, B" > X be a characteristic map for eed. Then ¢=
&(IB"). (Note: the proof will not use (iv) or (v).)
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Proof. By continuity &(IB)=&(IB—-S)c #(IB—S)=¢. Conversely, IB is
compact, hence @(IB) is compact and therefore closed (X being haus-
dorff), hence ec ®(IB). §

2.3 Let &' & be a finite set of cells. Then X' = ), € is a CW-subspace
if and only if X' is closed. Consequence: Finite unions and arbitrary
intersections of finite CW-subspaces (i.e. having finitely many cells) are
again CW-subspaces. (We shall see in 2.7 that this generalizes to arbitrary
CW-subspaces.)

Proof. If X' is a CW-subspace then every cell e of X” has a characteristic
map ¢: B— X' and é=®(B)<= X, hence X' ={ J,.s € is closed. Con-
versely, if X’ is closed and @: IB— X is a characteristic map for ec X’
then ®#(B)=2<X’, so @: IB-— X'. This proves condition (iii), whereas
(1) and (1) are obvious. |}

2.4 The closure e of every cell is contained in a finite CW-subspace.

Proof by induction on n=|e|. From (iii) and 2.2 we see that e—ec= X"~
i.e. 2—e meets only cells of dimension <n, say ey, ..., ¢,; their number
is finite by (iv). By induction, every & lies in a finite CW-subspace X;
hence eceu X, UX, ... UX, which is a CW-subspace by 2.3. |

2.5 A subset A= X is closed if and only if A intersects every finite CW-
subspace in a closed set, i.e., X has the weak topology with respect to
finite CW-subspaces.

This follows from (v) because every e lies in a [inite CW-subspace. §
2.6 Every compact set KX is contained in a finite CW-subspace. In
particular, X is compact if and only if it consists of finitely many cells.

Proof. In every cell e which meets K pick a point k,een K. The set k,
consisting of all k,, is closed because its intersection with every finite
CW-subspace is finite (hence closed). Similarly, every subset of k is closed,
hence k is discrete. But it is also compact, being a closed subset of a
compact set K. Therefore k is finite, i.e., K meets only finitely many cells,
hence the result by 2.4 and 2.3. 1

2.7 Proposition. Let & <& be a set of cells and put X' =\ J,ce-e. The
following are equivalent.

(a) X' is a CW-subspace,
(WY Y7 ¢ ~lacod

\U’ Py (a6 ) LLUDCUI',’

() ecX' =>ecX
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Consequence: Arbitrary unions or intersections of CW-si
again CW-subspaces.

(For unions one uses (a) <> (c), for intersections (a) < (b).)

Proof of 2.7. The implication (b) = (c) is obvious, and (a) = (c) follows
from 2.2. Assuming (c), we now prove

(d) If A<= X' is such that e~ A is closed in &, for every cell e of X', then A
is closed in X.

Letting 4= X" this shows (c) = (b). Letting A= X’ be arbitrary again it
shows that (X', &) satisfies condition (2.1(v)). Because (2.1(i), (ii), (iv))
are obvious and (iii) follows from 2.2 we get (c) = (a).

In order to prove (d) let X, be any finite CW-subspace of X. Then X, n X’
consists of finitely many cells, say ey, ..., e,, and ¢;< X, " X’ because X,
is closed and (c) holds. Hence

X,nA=(X,nXVnA=(Ji_,e)nA=Ji_i(& A)
is closed, and therefore A is closed in X by 2.5. 1§

2.8 Let &'<& be a set of n-cells. Then X' =X""1U| ),cs € is closed, i.e.
is a CW-subspace. In particular, the skeletons X"~ are CW-subspaces
(put &' =0) and the n-cells e are open in X" (put &' =set of n-cells Fe).
This follows from 2.7 because X' satisfies condition (c) (use 2.2 and
2.1(ii)). 1

2.9 Proposition. Let & & be the set of i-cells, and consider ®7_ o & x B’
where ® denotes the topological sum and &' has the discrete topology
(this space 1s then the topological sum of as many standard balls as there
are cells in X). For every cell ee& choose a characteristic map &,: B¢l X,
and define

(a) &: D=0 & xIB > X, Ble, y)=,() for (e, y)e{e} x BFI;

(b) &": ®]_, E'xB' > X", o"=P|®_, & xIB;

(€ & X" 'o(£" xB")— X", &"|X""'=inclusion, &"|E"xIB"=
¢|&" x IB".

Claim: These maps are identification maps. Thus, X can be obtained by
suitably pasting standard balls, and X" can be obtained from X" ! by

attaching standard n-balls {e} xIB"~IB" via the attaching maps ¢, =
@,|S" 1.

Proof. By condition (2.1(v)), a map f: X — Y is continuous if fie is
continuous for all cells e. Since @,: B¢l — # is an identification map (2.2),
f is continuous if f @, is continuous for all ¢, i.e., if f @ is continuous.
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This just says that @ is an identification map. Similarly for @", replacing
X by X". Furthermore, we can factor ¢" as follows,

P @, & x B —2 8, xi-lg(£mx BY) -2 X7,

hence ®™ is an identification map (being the second factor of an identi-
fication map). §

Conversely,

2.10 Proposition. Letr (X', &) a CW-space with dim X' <n, let {¢;:
S" ' X'Y,.. a family of continuous maps, form ¥ =X'e(AxIB"),
where A has the discrete topology, and identify each (1, y)eAx$" e
with @,(y)eX' <X Let X denote the resulting space and @: Z — X the
identification map. The sets ®(e) with ec&’, and e, =® ({1} x B") with
L€ A, then form a CW-decomposition of X, dim X <n, X" '=®(X)x X',
and the map B"~ {1} xIB"— X is characteristic for the n-cell e,.

This, of course, provides a convenient recursive method for constructing
CW-spaces, starting with a discrete space X°.

Proof.

et

[2SRVSS S

D(A)=(X' "D ' D(A)U(AxB"N P~ P(A))
=AU(@IAXxS" Y toA=Au(| {4} x @, ' A)

is also closed, hence @A is closed (by definition of the identification
topology), hence ®/X': X' — @X' is a closed map. Since it is also
continuous and bijective we have @: X'~ &(X’). Similarly, if 0 < A x B
is open then @ '®(0)=0, hence ®(0) is open, hence &: A xB"x
®(A xB". This proves condition (2.1(ii)). Moreover, it shows that
characteristic maps of X’ followed by & give characteristic maps for
cells of dimension less than n, and IB"~ {1} x IB" — X is characteristic
for the n-cell e, hence condition (2.1 (iii)) holds.

f Ac X' is closed then
~1

7

Next we show that X is hausdorff. For every pair P, Qe% such that
@(P)+ P(Q) we have to find disjoint open neighborhoods U, V <% such
that @~ '®dU=U, &~ '@V =V; then ®U, @V will be disjoint neighbor-
hoods of @(P), ®(Q). If P, Qe X' then they have disjoint open neigh-
borhoods U’, V' in X', and we put

U=U’u{(/1, x)eAdx B[ x] >0, ¢; (”xx”) eU’},

V= V’u{(/{, x)eAxB"||x|>0, ¢, (r;ﬂ)) € V}.
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If PeX', Q=(1y, xo)e A x IB" we put
U=X"0{(, x)eAxB"||x] >2(1+]x,])},
V={(4x)eAxB"|[x|<z(1+Ixo|)}.

If both P, QeA xIB" let U, V be arbitrary disjoint open neighborhoods
contained in A x IB".

Now to condition (1v). It is clear for cells of dimension <n. For n-cells
e, we have (2.2)

¢,=P({A} x B = ({2} x B U ¢, ($" )=, U, (S"71).

Since ¢,($" )= X' is compact it meets only finitely many cells (2.6),
and e, meets only one more. In order to prove (v), assume A< X inter-
sects the closure of every cell ina closed set. Then @ 1(A)~ X' = AN P(X')
is closed because @(X') is a CW-space. Further,

(@1 A) A ({2} x BY) =&~ 1[4 B x BY] A ({1} x IB)

is closed, for every AeA, because AN @({A} xIB")=AnE, 1s closed by
assumption, and @ is continuous. Since 4 is the topological sum of X'
and the {1} x IB" it follows that @' A is closed, hence A4 is closed in the
identification topology. 1

2.11 Proposition. CW-spaces are normal spaces. (In fact, they are even
paracompact; ¢f. Miyazaki, or Mather.)

Proof. Let A, B be disjoint closed sets in a CW-space X; we must find
a function p: X —~[0,1] such that p|A=0, p|B=1. By induction,
we shall construct functions p,: X" —[0,1], n=0,1,..., such that
p,|ANX"=0, p,BNnX"=1 p, X" '=p, ;; and we definc p by
plX"=p,.

Suppose then we already have p,_,, n>0; the start, p,, being obvious.
For every n-cell e take a characteristic map @,: (IB", §" )~ (X", X" 1)
and choose a function p,: IB"— [0, 1] with

PIS" t=p, 18IS, p.|®71A=0, p. P 'B=1;

such a function p, exists by Tietze’s extension lemma. Now define
Pu bY pul X" =py_y, puB=p.. B

We conclude this § with a technical result which is needed in V, 4.

2.12 Proposition. Let X be a CW-space, Y= X a CW-subspace, and

f_vn svn—1.

McX"—(X""'UY) a set which meets every n-cell of X —Y in exacily
one point. Then X"~'U'Y is a strong deformation retract of X"UY —M.
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Proof. For each n-cell e X — Y choose a characteristic map ¢,: IB"— X"
such that @,(0)=M ne. A deformation D: I x (X" Y -M)—»>X"UY-M
as required is then given by

{x if xeX""luyY
D(t’x)z{(be[(l—t)é'+tw‘~%] it x=@,(0), teB"—{0}, ed,

i.e. X"~'U Y remains fixed and the deleted n-cells e— M are deformed
radially onto the boundary. The only question is whether D is continuous.
Since Y remains fixed (and Y x I is closed) it suffices to prove continuity
of D|I x(X"—M). Consider then the identification map &™: X" 'e
(€" x IB")— X™ of Proposition 2.9 (§"=set of n-cells).

The map idx ®": Ix[X"'e (8"xB)]—-Ix X" is also an identi-
fication map because I is compact (cf. 2.13), hence its restriction
I x (™) 1(X"— M) > Ix(X"—M) is an identification map (from the
definition of the identification topology because M is closed). Now
clearly 2: I x (@)1 (X" — M) — (&™)~ (X" — M),

¢ if Ee(@™)~ (X" 'UY)
2(t,8)= P [e’(l_t)cﬂﬁ] if {=(e,)eé"x(IB"—{0}), eqY,

is continuous, and D|I x (X"— M) is obtained from @ by passing to
quotients. 4

2.13 Lemma. If &: A— B is an identification map and C is a locally
compact (Hausdorff-)space then id x ®. C x A— C x B is an identification
map.

Proof (D. Epstein). If Uc Cx B is such that V=(id x®)"' U is open
then we must show that U is open. Let (¢, b)e U, and pick (¢, a)e V such
that @ a=b. Every neighborhood of ¢ contains a compact neighborhood
(cf. Schubert; I, 7.5); in particular, ¢ has a compact neighborhood K
such that K x {a}c V. Let W={xeA|Kx {x} =V} ={x|K x {®x}cU}.
Then W is an open set, and @~ 1(@W)=W, hence ®W is open (P being
an identification). It follows that U contains a neighborhood of (c, b),
namely K x ®W; hence U 1s open. |

2.14 Exercises. I. If X>Y is a pair of Hausdorff-spaces then a CW-
decomposition of X mod Y is a set & of disjoint cells in X whose union
is X —7Y and such that: (iii) Every n-cell eeé admits a characteristic
map (B, $" ") > (X""'ue, X"7") where X" '=YuUl ], e (iv) The
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closure & of every cell lies in a finite union of cells with Y. (v) A subset

A<= X i1s closed if and only if each of {4ne}.., and AN Y is closed.
The triple (X, Y; ﬁ’\ is called a relative CW-space. Generalize the

Liiv  wiayps {2y wiriivag P ierUe P pS LD S LV 3 ul

preceding results to relatlve CW-spaces.

2. Let (X, &) be a CW-space, and consider the identification map
d: @2, xB X

of 2.9(a). Show that the following are equivalent. (i) @ is a proper map
(i.e. @ is closed, and @~ !(x) is compact for all xe X), (ii) X is locally com-
pact, (iii) every point of X has a neighborhood which is a finite C W-space.

3. Show that every CW-subspace Y of a CW-space X has an open
neighborhood in X of which it is a strong deformation retract. This follows
by iterating 2.12: We know that X" 'UY is a strong deformation
retract of X" Y—M" where M=M", as in 2.12, is the set of centers
of n-cellsin X — Y. Let r,: X" U Y—M"— X" 'U Y denote the retraction.
Define V=Y, and V,=r, }(V,_ ) for n>0. Then V=[J2 ¥, is open
in X, and r: V> X, r|V,=nr...r, is a strong deformation retraction
(in order to prove the last assertion it i convenient to use [0, oo] as
parameter-interval for the deformation, and to place the given de-
formation V,~V,_, in [n—1, n]; continuity has only to be checked on
finite skeletons, 1.e., on V, x [0, o0]).

In fact, this construction proves more: If W Ythenr|r ' Wir ' W W
is a strong deformation retract (and if W is relatively open in Y then
r~' W is open in X). Also: If W is relatively open in Y then every neigh-
borhood U of W in X contains an open neighborhood Vy; of W, of which
W is a strong deformation retract. Indeed, one can take V= {ver ' W|
the deformation path of v lies in U}.

Corollary 1. In a CW-space X every cell has an open neighborhood in X
of which it is a strong deformation retract—because every cell is relatively
open in some CW-subspace Y. Since every point lies in a cell this implies

—
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3. Examples

3.1 A zerodimensional CW-space is the same as a discrete space. A one-
dimensional CW-space X is often called a graph.
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3.2 The n-sphere $"={xeR"*!|{|x|| =1} admits a CW-decomposition
into one zero-cell €®=(0,0,...,0,1) and one n-cell e"=8"—¢°. The
standard map =: (IB", $"~ ) — ($", ¢°) of 1V, 1.1 is characteristic for ¢”".

Another CW-decomposition of $" has two i-cells €', ,¢' for every i
with 0 <i<n, namely

e ={xeS"|x,=x,_==x;,,=0, x;,>0},

¢ ={xe8"|x,=x, ;=-=x,,=0, x;<0}.

This decomposition has the advantage of being invariant under the
antipodal map A: x> —x. ln fact, A(¢',)=¢", A(e")=¢,. A character-
istic map ¢ : IB* > §" for ¢, is given by

P!  (Vos Y1y - -,yi—1)=(}’0s s Vi, TV I—Zy,-z, 0,0,...,0
for ¢ by ¢ =40 ¢’ .

A7 - a1 PTG T PR T P e

3.3 A CW-decomposition of the n-ball IB” is obtained by decomposing
first the boundary sphere $” 1 and then adding one n-cell ¢"=IB"=
IB"—$"~'. The identity map of IB" is characteristic for ¢". In particular,

n—1 _n

we can decompose IB” into three cells €°, e"~!, &”,
The n-simplex 4,, which is homeomorphic with IB”, decomposes into
cells et () <iy<iy<---i,<n, as follows:

elo lk_{xEA |X xik>01 xio+xi1+'“+xik:1}'

io :1
If we identify 4, ~IB* then the linear map &*-": A4, — A, which takes
the v-th vertex e,e4, into e; €4, is characteristic for e, This CW-
decomposition of A, is invariant under linear maps A, — A, which permute

- /,Klr\

the vertices.—The closed sets g =im(@' ) are called the k-faces

1
of 4,; there are ( + ) of them.
k+1

3.4 Every base by, b,, ..., b, of the vector space R" defines a CW-sub-
division (lattice) of R" as follows: The k-cells are the sets

e ISn_ Gob, Yk b |0<t, <1}

T M /4 it r oint
Wnere JMEIL. are daroitrary mie

1 <iy<iy - <ip<n The map [0,1]*—IR", (¢, .. )HZbeﬂ+vabl is
characteristic for e} (using [0, 1]*~IB¥). If the basic vectors b, are
mutually orthogonal and of equal length then all cells are cubes
(cubical lattice).
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35 If F is a (not necessarily commutative) field then the projective
n-space BF, n>0, is the set of all 1-dimensional linear subspaces of the
(left) vector space F"*!. Any non-zero vector (&, ..., &, )e F"*' generates
a 1-dimensional subspace which we denote by [&,, ..., &,]. The scalars
& are called the homogeneous coordinates of [ &y, ..., ¢, 1€ E, F; they are
only determined up to a common (left) factor Ae F*=F — {0} =multi-
plicative group of F. We can therefore think of B F as being obtained
from F"*'—{0} by identifying vectors which are proportional;
PF=(F"+t1—{0})/F*=set of orbits of F* in F**'—{0}.

If F is the field of real numbers IR, complex numbers €, or quaternions
IH then F"+'—{0} is a topological space and we can equip B F=
(F"+1—{0})/F* with the identification topology; let m: F**1—{0} > EF
be the identification map. We show that EF is a Hausdorff space: 1f
E=[&, ..., &3 n=["o, ..., n,] are two different points then there are
indices i, j such that (&, ¢;) and (n;, ;) are not proportional. We can
assume that &, n; are real numbers; then & n,—&n,+0 (this is a
determinant if F=IR or C; if F=IH it still has the same properties
because &;, #; are in the center of IH). Let V (resp. W) consist of all points
{=[Lo, ..., {,]eBF such that ||{; & —{; &l 1s smaller (resp. greater) than
1 m—&in;ll; then ==V, ='W are disjoint open sets, hence ¥, W are
disjoint neighborhood of &, n.

Every 1-dimensional subspace of F"*! meets the sphere $"+V4-1=
{xe F"*1||x|| = 1} where d=dim(F)= L, 2, or 4. Therefore p, == |$" * V¥ 1
is a surjective map $"*P*"! » PF, and because spheres are compact
p, is even an identification map (called Hopf-map). Thus B F can be
obtained from $"+Y4-! by identifying points which differ only by a
(left) factor Ae F*; this factor must have absolute value ||1] =1, Le,
281 hence BFxS"*V4-1/§-!—gpace of orbits of $~' in
§+1e=1 Tn particular, BF is compact.—In the real case, F=IR, the
sphere $4-1=8° consists of the numbers +1, —1 only; thus BIR is
obtained from $” by identifying antipodal points.

A CW-decomposition of E F 1s as follows: Put
e ={[&, ..., ¢, JeBFI&#0, ;=0 for j>k}, k=0,1,...,n;

ie, € is obtained from RF={{|¢;=0 for j>k} by removing the hyper-
plane at infinity (& =0). Thus, ¢ is homeomorphic with affine space
F*~R%: a homeomorphism is given by

[éo; vén]'_’(ﬁk_l éo, ---aék_l ék__l)-

Clearly PF=cuet u---ue" is a decomposition of BF into disjoint
cells of dimension 0,d, 2d ...nd; it remains to find a characteristic map
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®*: B** - P F for ¢*. Let B*={ze F*|||z|| <1}, and define
(36) @k: Bdk_’BlF, djk(ZO, ...,Zk_l):[zﬂ,zl, "'7zk—17 1—”ZH,0,...,0].

The composition (IB*—§*-1) -, kx F* takes (zg,...,2,_,) into
(zo/A=zl), .., ze_ /(1 =] z]})), and is clearly a homeomorphism (IV,
1.2); therefore @* is a characteristic map.

It is interesting to note that the characteristic map &": B — EF is
surjective and hence an identification map. The attaching map ¢"|$?"~!
agrees with the Hopf-map p,_: (zgs -+ 2, )—[2¢s ---» 2,_1]. Thus B F
can be obtained from IB?" by identifying points on the boundary $"*
which differ only by a factor 1e$9"! < F*. In particular, BR is ob-
tained from IB" by identifying antipodal points on the boundary $" 1,

37 If X is a CW-space and X'<X a CW-subspace then the quotient
X" =X/X" (which is obtained by identifying all of X’ to a single point)
inherits a CW-structure from X, and the identification map p: X — X"
maps cells onto cells. In fact, if & <& denotes the set of all cells in X'
then &"={X"tu{ple)leecE—E'} is a CW-decomposition of X".

Proof. X is hausdoril: If Pe X" —{X'} then, by normality 2.11, there
is a function 7: X — [0, 1] such that t(p~!P)=0, 1|X'=1; passing to
quotients it induces a function t”: X" — [0, 1] which separates P and
{X}. If P,Q are different points in X" —{X'} then p~*'P, p~'Q have
disjoint neighborhoods ¥V, Win X — X', hence p V, p W are disjoint neigh-
borhoods of P, Q.—If &: IB" — X 1s a characteristic map for ee& —&"
then p@® is characteristic for p(e), proving 2.1(ii). Clearly, closure-
finiteness passes from X to X”. Finally, if AcX” meets every
p(e)=p@,(IB"), ec&—¢&, in a closed set then p~'A meets every
X' U@, (IB" in a closed set, hence p~'4 is closed, hence A is closed,

proving 2.1(v). §

For instance, R F={[&,...,&,1eBF|{;=0 for j>k}, k<n, is a CW-
subspace of B F (see 3.5); the quotient PF /R F 1s known as stunted
projective space; it decomposes into cells e, &+, ..., ¢" of dimension 0,
dik+1),...,dn where d=1,2,4 as F= IR, C,IH If k=n—1 then
B,F/B,_leSd" (compare 3.2),

38 If {X,},c4 1s a family of CW-spaces then the topological sum
X=C%)AEAX}L is also a CW-space; this is quite obvious from the defi-

nitions. If € is a zero-cell of X, then X'=|]J, e} is a (discrete) CW-
cuthgnace of X. The guotient X/X' ic the wedee fcomnarse 11T 7-

L SA A \.1!.4!\/;1\.41.1; EL SN 13 [ 38w wige ((vwilipaiv 111, 7,

Exerc.2) of the spaces X, (with base points %), X/X'=V,X,. In
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particular, any wedge of CW-spaces (with zero-cells as base points) is
again a CW-space.

391If X, Y are spaces with CW-decomposition o/ ={a}, #={b} then
o x B={axb} is a decomposition of X x Y into disjoint cells. Is it a
CW-decomposition? Axioms 2.1(1)-(1v) are easily verified; one finds that
(X x Y)y'={J;,;_nX"x Y/ and that products of characteristic maps are
characteristic (using IB'xIB/~IB'"/). In particular, the answer is
affirmative if X, ¥ are compact. Axiom 2.1(v), however, fails to hold,
in general (Exerc.4). It is satisfied if one of X, Y is locally compact, i.c.,
A X B is a CW-decomposition if one of X, Y is locally compact.

Proof. Let &,: B » X, &,: IB"® — Y be characteristic maps for ae,
bed. We have to show that

(O, x B} @, ,BxB - XxY

is an identification map (by 2.2 this is equivalent with 2.1(v); cf. also
proof of 2.9 (a)). This map factors as follows:

@B x B! :(@]Blai)x(@IBIbI)ML,XX(@lBlbI)_jﬂi{Eli,Xx Y.

The first arrow is an identification map because @BI" is locally compact
(and {®,} is an identification map), the second arrow is an identification
map if X is locally compact (cf. 2.13). Hence the result, because identifi-
cation maps compose, |

3.10 The unit interval [0, 1] is compact and has the CW-decomposition
[0,1]={0} U {1} U(0,1). If X is any CW-space then, by 3.9, [0,1]x X
1s a CW-space with cells {0} xe, {1} xe, (0,1) x e where e ranges over
all cells of X. The suspension XX of X is obtained from {0, 1] x X by
shrinking each of the CW-subspaces {0} x X, {1} x X to a point. By 3.7
is has a CW-decomposition into cells (0, 1) x e, plus the two zero-cells
{0} x X, {1} x X.

3.11 Exercises. I. As in 1V,2, Exerc. 4, let D, be the space which is
obtained from the 2-sphere by removing the interiors of £+ 1 disjoint
discs, i.e., by puncturing 2+ 1 holes. Take two copies of D, and identify
corresponding points on the boundary circles. The resulting space S,
is called orientable surface of genus h. Show (say by induction on h)
that S, admits a CW-decomposition consisting of one O-cell, 2h 1-cells
a,, ..., a, by, ..., by, and one 2-cell e? whose attaching map ¢: $' — S;
is as follows: Subdivide $' inte 4h equal consecutive segments
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oy, By 0y, Bryeoes s Bas 0, By, map o, @ linearly (but with opposite
orientation) onto a;; similarly for B;, f;, b

Clearly ¢ is surjective, hence S, is obtained from IB* by identifying
points on the boundary $' which have the same ¢-image (see Fig. 8).
Show that S;~$2, S;~S'xS!. Compare this and the next exercise
with Seifert-Threlfall §§37-38.

2. Asin [. let D,_, be the 2-sphere with k holes, k>0. On the boundary
circle of each hole identify antipodal points, The resulting space R is
called non-orientable surface of genus k. Show that B admits a CW-
decomposition consisting of one O-cell, k 1-cells 4, ...,q,, and one
2-cell e* whose attaching map is described by the symbol a; ot 0 o ... 0t 0t
(analogous to Exerc. 1), hence P, is obtained from IB? by identifying
points on the boundary as indicated in Fig. 9. Show that ,~ P R.

3. Let =, be the group of complex numbers {eC such that {7=1 (it is
uy’uuu Uf order q with generator fECZMM) This group T, operates
on $2"~'={zeC"|||z| =1} by ordinary scalar multiplication. The orbit
space L2'~'=8*""1/n, (obtained by identifying z with tz) is called
lens space. Show that the following cells form a CW-decomposition
of $"~! which is compatible with the operation of 7, and which (by
projection) induces a CW-decomposition of [2"~1.

2
ek = {(20,21,... _)eS?" 1z,=0 for j>k, arg(zk)w_r%},

2 2
32k+1 {(Z()a ) .,Z,,_I)ESZ"_1|Z,-=0 for j> k’ r_r<arg(zk)<(r+ 1) ——E}a
q q

r=0,1,...,9—1, k=0,1,...,n—1.

More generally, let (4, ..., ,_,) be integers prime to g and let 7, operate
on $2"! by t(zg,...,2,_y)=(t20,t"2;, ..., 1" 'z, ;). The orbit space
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L2141, ..., 1,_,) is still called lens space. Construct CW-decompositions
as above.

4*. The product 7 x 4 of two countable CW-decompositions is again
a CW-decomposition (Milnor 1956, Lemma2.1). If X=V [0,1] is a
wedge of uncountably many unit segments (base point 0) then X x X
is not a CW-space (Dowker §5).

4. Homology Properties of CW-Spaces

We show that the filtration of a CW-space X by skeletons X" is cellular,
determine the cellular chain groups W, X, and deduce consequences
for HX.

4.1 Proposition. Let X be a CW-space, Y =X a CW-subspace (e.g., Y=§),
and put X%=X"U Y (in particular, X3 =Y for n<0). Let M} =(X7— Xy )
be a set which meets every n-cell of X —Y in exactly one point. Then

H{(X3, Xy~ )= H(X3, Xy - M) = H, (X7 - X7~ Xy — Xy~' — M)

4.2) 0 if i%n

=@, Hfe,e— Mj)=
O Hile,e = My) {Zé’"(X— Y),

where the sum @ ranges over all n-cells e in §"(X —Y)=set of n-cells in
X-=Y and Z&E"(X = Y) is the free abelian group generated by £"(X —Y).

In particular, {X}} is a cellular filtration of X (cf. 2.6 for condition 1.1 (i1)),
and the homology H(X, Y)=H(X, X;') is naturally isomorphic (1.3) to
the homology of the cellular complex W(X,Y), where W, (X,Y)=
H (X}, Xy Y=Z&(X-Y).

Proof. The first isomorphism follows because X}~' is a deformation
retract of Xj— M} (see 2.12), the second by excision (I1I, 7.4), the third
because X} — Xy~ is the disjoint union of the open n-cells e (X —Y),
and the fourth because H(e,e—M})=H(R", R"-0)=(Z,n). 1

4.3 Corollary. If X is a compact CW-space then H; X is finitely generated
for all i, and H, X =0 for i>dim X. More generally, if YcX isa CW-
subspace such that X —Y contains only finitely many n-cells (resp. no
n-cells) then H,(X,Y) is finitely generated (resp. H,(X,Y)=0).

Indeed, already W, (X, Y) is finitely generated (resp. zero), and H, (X, Y)=
H W(X,Y). 1
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44 Corollary. If (X,Y) is a pair of CW-spaces then the identification
map p: (X, Y)—(X/Y, {Y}) induces isomorphisms

p: HX,YY=H(X/Y,{Y})=H(X/Y).

Indeed, by 3.7, X/Y is a CW-space and p is a cellular map which maps
the cells of X —Y homeomorphically onto the corresponding cells of
X/Y~{Y},; since W(X,Y) depends only on the cells in X —Y (cf. 3rd
terms in 4.2) we get Wp: W(X, Y)=2W(X/Y,{Y}). |

4.5 Corollary. If (X, Y), (X', Y') are pairs of CW-spaces and f:(X,Y)—
(X', Y') is a continuous (not necessarily cellular) map which, by passing to
quotients, induces a homeomorphism [ X/Y=~X'/Y" then f_: H(X,Y)=
H(X', Y.

This is a strong excision theorem. It follows immediately from 4.4. |

4.6 Corollary. If X is a CW-space and X, X, =X are CW-subspaces
then (X; X,, X,) is an excisive triad (see 111, 8.1).

Indeed, the inclusion (X,, X, n X,)— (X, U X,, X,) fulfils the hypothesis
of 4.5 and is therefore a homology isomorphism. [}

4.7 Proposition. If ZcY<X are CW-spaces and subspaces then the
inclusions (Y, Z)— (X, Z)— (X, Y} induce an exact sequence

0->W(YZ)-»WX,Z2) > WX, Y)-0

of chain maps. Under the isomorphisms ©: HW(X, Y)=H(X,Y) of 1.3
the connecting homomorphism d, of this sequence transforms into the
ordinary connecting homomorphism &, of the triple (X, Y, Z) (cf. 111, 3.4).

Proof. Exactness follows from third terms in 4.2 because (X — X3 )=
(Y7~ Y7 e (Xy— Xy ), adisjoint union. In order to prove 0, @=0d,
we use 1.9. This implies that every ye H, W(X, Y) has a representative
{eS, Xy with 8{€S,_, Y and that @ y=[{] for any such (. It follows that
d,y is represented by 8(, hence ©(d,_y)=[d(]e H,_,(Y, Z). But also,
[0{]1=0,[{] by the very definition of 4,; hence 0, @=6d, . 1

4.8 Example (cf. 3.5). The projective spaces P F, n>0, over the fields
F=R,C,H admit CW-decompositions P F=e"ue' U---u¢" into cells
of dimension 0,d, 24, ..., nd where d=dim(F)=1,2,4. In case F=C,IH
there are no cells of odd dimensions, hence W,, ,(F, F)=0, hence the
boundary ¢ of W(P, F) vanishes, hence HP F=WP F, ie,if F=C orH

—~
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In order to compute the homology of real projective spaces PR we
have to determine the boundary operator ¢: W,— W,_,; this wiil be
done in 6.13. But even without knowing ¢ we can assert that every H,; P, IR
is cyclic—because it is a quotient of a subgroup of a cyclic group.

The inclusion mappings i: B, F — B, F, n<m, are cellular. In fact, P, F is
the [d(n+ 1)— 1]-skeleton of P, F. The induced map of cellular complexes
is therefore isomorphic up to dimension (n+1)d— 1 (included), hence

4.10) i, HRF=H;P F for j<(n+1)d—1, n<m.

Analogous results hold for stunted projective spaces (3.7); we leave it
to the reader to formulate and prove them, as exercises.

Spaces which are retracts of CW-spaces inherit some of their homology
properties. As an example we show

4.11 Proposition. If Y is a compact ENR (euclidean neighborhood retract,
cf- 1V, 8) then H, Y is finitely generated for all i, and H; Y =0 for sufficiently
large i.

Proof. We can assume Y<R” Let Y—> 0 —"- Y be a neighborhood
retraction, ri=1d. Choose a lattice decomposition (3.4) of IR" which is
so fine that every closed cell which meets Y lies in 0. Let X <O be the
union of all closed cells which meet Y. Then X is a compact CW-space,
YcX, and r|X: X > Y is a retraction. Hence HY is a direct summand
of HX (cf. 111, 4.15), and the assertion follows from 4.3. §

4.12 Exercises. 1. If {X,},_, is a family of CW-spaces with base points
ebeX] then the wedge X=V,_, X, is also a CW-space by 3.8. Show
that W(X,e")=®, W(X,.e}) where e 9e XY is the base point of the wedge.
This implies HX =@, HX,.

2. A connected graph Y= is called a tree if Y—e is disconnected for
every 1-cell ec Y. Show that every tree is contractible. Show that every
graph X contains a tree Y with Y°=X" (construct Y starting at one
zero-cell and letting Y branch out). Using HY=0, prove HX >~ H(X/Y).
Because X/Y 18 a wedge of circles this gives HX by Exerc. 1.

3. Let CcR? be the union of all circles C,, n=1, 2, ..., with radius 1/n
and center (0, 1/n). Then C is compact but HC is not finitely generated
(hint: C retracts onto arbitrarily large finite wedges of circles), hence C
admits no CW-decomposition (and is not an ENR).
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5. The Euler-Poincaré Characteristic

Euler’s polyhedron formula is perhaps easier to explain to a non-
mathematician than any other non-trivial result of algebraic topology.
Roughly speaking it asserts that o, — o, +a, =2 for every decomposition
of $? into disjoint cells where «, is the number of i-cells. More generally,
we shall see that for any finite CW-space the number ) (—1) ; is in-
dependent of the decomposition.

5.1 Definition. If G={G,},_,1s a graded abelian group such that rank(G,)
is finite for all i and equals zero for almost all i then

2(G)=22(— 1) rank (G,

is defined and is called the Euler-Poincaré-characteristic of G (recall that
rank (4)=maximal number of linearly independent elements in A; see
[,2.29). If K is a complex then we define x(K) to be the Euler-Poincaré-
characteristic of the underlying graded group (i.e. we ignore 8%).

5.2 Proposition. If K is a complex such that y(K) is defined then y(HK)
is also defined, and y(HK)=y(K).

Proof. For every abelian group G and subgroup G’ = G we have rank(G)=
rank(G') + rank (G/G") (see 1, 2.28-2.29); in particular, rank(H,K)<
rank(Z, K)<rank(K,), hence y(HK) is defined. Moreover, rank(K,)=
rank (Z; K)+rank(B;_, K), rank(Z; K)=rank(B; K)+rank(H; K). Mul-
tiply both equations with (—1), sum over i, and get y(K)=y(ZK)—
¥ (BK), y(ZK)=y(BK)+ y(HK). Substitute and get y(K)=y(HK). 1

5.3 Corollary. If ---«G,_; < G;«<G; < is an exact sequence then
y{G;} =0—provided it is defined.

Proof. View the sequence as a complex G. Then HG =0, hence y(G)=
2(HG)=0. 1

5.4 Corollary. Let G', G, G” be graded abelian groups which admit an
exact sequence

(5.5) e Gy G G e G G G oo
If any two of x(G'), x(G), x(G") are defined then so is the third, and

x(G)=x(G')+ x(G").

(In most examples, 5.5 is the homology sequence of an exact sequence
0— K — K-> K" 0 of complexes.)
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Proof. Suppose, for instance, y(G’), x(G), are defined. Because 5.5 is

exact, we get rank(G}))<rank(G;)+rank(G;_,), hence x(G") is defined.

We can then apply 5.3 to the exact sequence 5.5 and get

But this 1s just the assertion, yG—xG"—x G =0. |}

5.6 Definition. The Euler-Poincaré characteristic of a space Y or a pair
of spaces (Y, A) is, by definition, the Euler-Poincaré characteristic of its
homology, y(Y, A)=yxH(Y, A)—provided the latter is defined, 1.e. if
rank (@®; H; (Y, A))< 0.

Applying 5.4 to the homology sequence of (Y, A) shows

5.7 Proposition. If (Y, A) is a pair of spaces such that two of the numbers
¥(A), x(Y), x(Y, A) are defined then so is the third, and

x(Y)=x(A)+x(¥, 4). 1§
Stmilarly, 5.4 applies to Mayer-Vietoris sequences:

5.8 Proposition. If (Y. Y,, Y,) is an excisive triad and if two of the numbers
y(Y,uY,), x(Y,nY,), x(Y)+x(Y,) are defined then so is the third, and

1) +z(NL)=x(huL)+x(inY,). 1

For instance, Y could be a CW-space and Y, Y, two CW-subspaces;
such a triad is always excisive by 4.6. If Y, U Y, has only a finite number
of cells then 5.8 is also clear from the following generalization of Euler’s
polyhedron formula.

5.9 Proposition. If (Y, A) is a pair of CW-subspaces such that Y—A
contains only finitely many cells then (Y, A) is defined and

Y A= (—

where o, is the number of i-cells in Y— A. In particular, this number
Y (—1) o; depends only on H(Y, A), not on the CW-decomposition.

Proof. The cellular chain group W(Y, A) is free on «; generators (4.2)
hence rank(W,(Y, A))=«;, hence Y (—1Y a;=yW(Y, A)=y HW(Y, A)=
x(Y, A), by 5.2 and 4.1. 1
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5.10 Exercises. 1. Verify the formulas
(B)=1, SV=1+(=1" zBR)=H1+(=1)),
((BC)=n+1=x(BH),  x(S,)=2-2h,
x(B)=2—k, x(L")=0

where S,, B are the surfaces of 3.11, Exerc. 1, 2, and qu"‘l the lens space

2.1f Y is a finite CW-space and n: Y— Y is a g-sheeted covering then ¥
is also a CW-space (c¢f. Schubert, 111 6.9), and y{Y)=g - x(Y), provided
g<oc.

3. Let % be the set of homeomorphism classes of compact CW-spaces.
Define ®;: # > Z, Y=y Y- 1, and verify that Y=0A+P{Y/A4) for
every pair (Y, A) in #" Conversely, if G is an abelian group and ¥: %" G
is a map such that ¥Y=¥A + ¥(Y/A) for every pair (Y, A) in #" show
that YY=(®Y)-(¥S°) for all Ye#. Hint: Take Y=IB” and 4=8"""
or A= {xelB"|| x| >1}; comparing gives ¥S" "' = ¥(8" ' x [0, 1]). Next,
take Y=8""'x[0,1], 4=8"""!x {0}, and get YIB"=0 for n>Q; prove
¥IB? =0 separately. Now proceed by induction on the number of cells
in Yew. Cf. Watts 1962.

6. Description of Cellular Chain Maps
and of the Cellular Boundary Homomorphism

We give simple geometric interpretations for the matrices of Wf:
WX — WYand 0: W, X — W,_; X, this can be used for actual computa-
tion.

6.1 If X is a CW-space then X" and X"/X"~! are also CW-spaces (3.7),
and the natural maps X > X" — X"/X"~! induce isomorphisms W, X =
W X =W, (X" X" )=H"(X"/X""") because all n-cells are mapped
homeomorphically (cf. fourth term in 4.2). If Y is also a CW-space then
every continuous map f: (X", X" ")—(Y", Y"~!) (such a map will be
called n-cellular) induces a cellular map f: X"/X"'—> Y"/Y"~' and
homomorphisms W, f, W, f such that the diagram

wx -l wy

L

W (X" X" ) > WL (YY)
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commutes, ie., the isomorphism W, X =W,(X"/X""Y) is natural with
respect to n-cellular maps. In particular, it commutes with cellular maps
f: X — Y because they are n-cellular for all #.

We want to give a description of W, f~ W, f which is practical for
actual computation. Let us remark first that

(6.2) W, (X" X" ) =H,(X"/X" ) =@, H,(X"/X"~e),

where e ranges over the set &” of all n-cells. This isomorphism is
induced by the projections p®: X"/X"~!— X"/X"—e, or the inclusions
i X"/ X"—e— X"/ X" ! (*=1d on e, constant outside). Indeed, it is
clear that i maps H_,!(X”/X"—e) isomorphically onto the summand
H (e,e~ M) of 42, and that p"' i¢=id, p® i¥ =constant if e’#e. Thus

H (X"/X"—e)— )P H(XYX"—e)

are the inclusion and projection mappings of the direct sum decompo-
sition 6.2. The map W,f: H (X"/X" %) — H,(Y"/Y""") is therefore
given by the matrix whose entries are the maps

fe=@f ), B (XX —a)-5 A, (X"/X"—l)-%
—H (YY" Y-2LH (YYY"—b),

(6.3)

where a resp. b range over the n-cells of X resp. Y.

These f,* are homomorphisms between free cyclic groups, hence are
integers, defined up to sign. In order to remove the ambiguity of signs
one has to specify isomorphisms H (X"/X"—a)=~H, (Y"/Y"—b). This
is usually done with the aid of characteristic maps ¢*: (IB",$" ') —
(X", X"—a), etc. In fact, ¢* is n-cellular and induces a bijective hence
homeomorphic map &°: B"/S$" ! - X"/X"—a; therefore

pa Db
XT/X"— aXBYS" 1R YY" —
Thus we get

6.4 Proposition. Under the isomorphisms
WX =@, A,(X"/X"— )®§?@ A,MBYS™Y),  aes"(X)
WY =@, B, (YY" -b) = ®,H,[BYS"Y), be'(Y)
the map W, - W. X — W, Y transforms into the homomorphism

®,1,(B"/$"") - @, H,(B"/S"")
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whose matrix-component fFeZ is the degree of the composite map
IBn/§n-—1 $a Xn/Xn_a iv Xn/Xn—l J

(6.5) ! N
%Y"/Y"*I—E—)Y"/Y"—bMIB”/S"_l. i

We can compute this degree over any point Q of IB*/S"~! (IV, 5.6).
In particular, we can choose QeIB" (=interior of IB"). But over IB"
the maps 6.5 have the following form (up to homeomorphism)

@)L R an = (h) == ()L > b b TR,
hence

6.6 Corollary. The matrix component f,* of the homomorphism W, f agrees
with the degree (in the sense of 1V, 5) of the composite map

(@)L LR an f~{b) L bR B
(over any point Qe]f3”). |

In particular, if QeIB is such that a~ f~1(Q) is finite, then f;® is the
number of points in a~ f~1{Q), each one counted with its multiplicity
(see comment after 1V, 5.8). For instance, f,’=0 if b4 f(a), and f’= +1
if f maps an f~!(b) homeomorphically onto b.

6.7 We now discuss the cellular boundary homomorphism é: W X —
W,_,X. Since W, X =H,(X', X' Y= ®, ... H(X'/X'~¢) is a direct sum
of free cyclic groups the cellular boundary homomorphism & can be
described by integral matrix components d; similar to W, f (cf. 6.3).
Their geometric meaning can be seen from the diagram

H,(X"/X"—a)—%  H (X" X" Y= H (X", X" 1) -2=%,

= ’{dig ]dig |<Dg

HM"/S" Y = H,(BYS" Y~H (B"S") =
—»Hn_l(X"_l,X"_Z)Lﬁnﬁl(X"“l/X"‘l—b)

}pf = ]tﬁi’

(S H, ,(B"1/S"?),

bl

(6.8)

H

n—1

II2

where a, b are n- resp. (n—1)-cells of X with characteristic maps @“, ¢°,
and attaching map ¢“=9*/$"~". The maps i, p? are defined as after
6.2; they are inclusions resp. projections of direct sum representations.
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The composite top row of 6.8 is the component ¢; of ¢. The diagram
shows

6.9 Proposition. Under the isomorphisms

DD Do, -
W X~@®, H (X" X"—a) = @,H (B S )~ @,H,_ S aed"

W, X=@,H,_ (X""YX"'=b) ;"‘ ®,H, ,(B"1/S" ?)
=@, FI,,_IS”‘I, be&™ !,

the cellular boundary 0: W,X —» W, X transforms into the homo-
morphism @, H__.S""' > @, H,  S""!' whose (matrix-) component

[a:b]eZ is the degree of the composite map

(610) Sn_l—21)X"_l—%X"_I/Xn—l-bM]Bn_l/S"_2%§n_l. i

The integer [a:b] is often called incidence number of a and b; up to
sign it is determined by a and b alone; the sign depends on the choice
of characteristic maps @° @°, or rather on the choice of an iso-
morphism H (X"/X"—a)=H,_,(X"~}/X"~1-b).

Computing the degree of 6.10 over a point in B! shows (compare
proof of 6.6)

6.11 Corollary. The incidence number [a:b] agrees with the degree (in
the sense of 1V, 5) of the map

((pb)—l O(Pa: ((pa)—lb—>chn_1
(over any point QeIB" ). 1

In particular, if QeIB"~" is such that (¢)"'Q is finite then [a:b] is
the number of points in (¢9)~'Q, each one counted with its multiplicity.
For instance, [a:b]=0if b ¢*($"~'), and [a:b]=+11if (p“'( “=1hab.
If @ (p%)~ 1b-»h is locally homeomorphic then every counterimage

pomt has multiplicity + 1.

6.12 Orientation of Cells. If X is a CW-space and ec X is an n-cell
then H, (X"/X" — e)=Z. Any such isomorphism (equivalently: a generator
of H (X"/X"—e)) is called an orientation of e. For oriented cells the
components f;* (see 6.3) of W, f or J; (see 6.7) of the cellular boundary &
can be viewed as integers (without having characteristic maps intervene).

In practice, cells are always oriented by choosing a homeomorphism
X"/ X" —ex8" (usually some ¢° $°) and picking a generator in H 8" The

standard choice for generators ¢ in H $" is as follows: s ocH 0 (8% is
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the homology class of {+1}—{—1}. For n>0 let b"eH, (IB", $"!) be
the generator such that J,b"=s""! (inductively) and let s"eH,S"
correspond to b" under the standard map n: (IB*,$" ') - ($", point)
of TV, L.1.

6.13 Example (cf. 3.5). We compute the cellular boundary in real
projective n-space PR, n>0. There is one cell ¢ in every dimension i
such that 0<i<n. The attaching map ¢*: $'~' > P_,R for ¢, i>0,
agrees with the Hopf map (x,, ..., x;_)—1[x,,...,X;_,], 1.e. it is the
twofold covering of B_,R by $'~'. The counterimage (¢')"'[x] of
every point [x]ee' ! (in fact of every [x]e B_ | R) consists of two points,
namely x and —x, and ¢’ is locally homeomorphic. The multiplicities
u(£x) of these counterimage points are therefore 41 and the incidence
number [¢':¢'"'] is 0 or +2 depending on whether p(x)= —u{—x)
or pu(x)=u(—x). If A is the antipodal map on $'~! then ¢'=¢'4;
therefore, by IV, 5.7, we have u(x)=deg(A4) - u(—x)=(—1) u(—x), hence

(6.14) ()= +[1+(=1)] "1,  for i>0.
Thus WE R i1s the complex

WozleLZhLZ«"LZHL---@;ILZeO=W

n+1
and
0 if i1seven or i>n.
(6.15) H(PR)=/Z, 1ifiisoddand0<i<n,
y/4 if i=n1s odd.

6.16 Exercises. 1. Let X, =%"v$"v---v8" be a wedge of k n-spheres,
decomposed into one O-cell and k n-cells, n>0. If f: X, — X 1s a cellular
map then W, fis given by an integral k x [ matrix { fj"}. Show that every
integral k x [ matrix {«}} belongs to some map f.

Hint: Reduce to k=1. Let Y denote the union of [ disjoint open balls
on $" and n: $" > 8"/$"— Y~ X, the projection. Given a,a,...qeZ
choose g;: $"—8" of degree «; and put f=(g, v - vglon: §">X,.

2. Let R, F be free abelian groups with bases A4, B, and let f: R F
be a homomorphism, f(a)=>,_, Bi - b,ac A. Use Exercise 1 to construct
a cellular map ¢ $"— V,;S", n>0, whose matrix is {3},.5. For
every ae 4, use ¢ to attach an (n+1)-cell € to V, zS$" The resulting
CW-space X, has only O-, n- and (n+1)-cells, and 0: W, ., X > W, X is
isomorphic with §: R — F; in particular H, ((Xp)=ker(f), H,(X,)=
coker(f).
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If G is an arbitrary abelian group, choose an exact sequence
0-R—£F-G-—0; then H(X,)=G and H,(X,)=0 for k+n. Using
wedges of such spaces construct a space X whose homology groups
H, X, k>0, agree with prescribed abelian groups G, .

3. a) All incidence numbers are zero in the CW-decomposition 3.11,
Exerc. 1, of the orientable surface S,. Therefore H,(S,) is free on 2h
generators, H,(S,)~Z, H,(S,)=0 for i>2.

b) In the CW-decomposition 3.11 Exerc. 2 of the non-orientable surface
P the 2-cell ¢* has incidence number 2 with every Il-cell. Therefore
H,(B)=Z, o free group on (k— 1) generators, H,(ER)=0 for i> L.

4. Consider the second CW-decomposition of $” which is described
in 3.2. Show that (with suitable orientations of cells) the following

formulas hold: , . - .
d(e2)=e2 1 1 eXi~1=a(eY),
O(eH ) =et —e?i = —(e2).

Remark that the covering map $" » B R is cellular and use the above
formulas to give another prove of 6.14.

5. Prove the following formulas for the CW-decomposition 3.11 Exerc.3
of §2"-1,

2eH=F b el dettr )=t —e2h,

if the cells are suitably oriented, and e2*=eZ*. The projection p: 2"~ —
qu"‘l onto the lens space is cellular; applying p to the above formula
yields the following boundaries in L}~ !': 8(e*¥)=g - e**~!, 3(e***1)=0.
Compute H(L" ).

7. Simplicial Spaces

A simplicial structure is a CW-structure with additional features: The
characteristic maps form part of the structure, they are injective and they
are inter-related by linear changes of coordinates. Historically, homology
theory started with simplicial spaces and simplicial homology (see § 8).

7.1 Definition. Let X be a Hausdorfl space. For every n=0,1, ... let
& be a set of continuous maps s: 4, > X. Then {#} or & = Ur o % is
called a simplicial atlas if the following conditions (i)-(iv) hold.

i) X={),cqim(s).
(i) Every se¥ is injective. Since X is hausdorff and A, compact, s(4,)
is closed and homeomorphic with 4,, s: 4,xs(4,)=1m(s).
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(1) Any two s, te & are linearly related. By this we mean the following:
Ifs:d4,—X,t:4,— X then A3 =s5"11(4,) resp. A¥=t""s(4,) is a face
(3.3) of 4, resp. 4, and ¢~ 's: A — A, resp. s~ ' ¢ is a linear map; since
s, t are injective we have in fact a linear isomorphism ' s: 45~ A",

If t='s, 57t also preserve the order of the vertices then s, t are said to be
order-linearly related, and if this holds for all s, ¢ of an atlas % then &
is called an ordered simplicial atlas.

If 5s,tes and m(s)cim(t) (equivalently: A¥=4 ) then s is called a
Jace of t.

{iv) A set AcX is closed if . and only if Anim{s) is closed for all se ¥,
i.e., X has the weak topology with respect to {im(s)},.,. Equivalently,
f: X — Z is continuous if and only if fs is continuous for all se &, (Note:

There is also a strong topology which is used in some connections; see
7.14)

An example is provided in 3.3; there we described a CW-decomposition
of 4, and characteristic maps which form an ordered simplicial atlas.
But the identity map id: 4, — 4, alone is also an ordered simplicial atlas
on4,.

7.2 Proposition. Every (ordered) simplicial atlas & is contained in a unique
maximal (ordered) simplicial atlas 7. In fact, 7, n=0,1, ..., is the set of
all injective maps t: A, — X which are (order-} linearly related (as in (iii))
to all se &.

Proof. Take 7, as described. By (iii) we have ¥ <7, and every atlas
containing & is contained in 7. It suffices, therefore, to show that .7 is
an atlas. Conditions (i), (ii) and (iv) are obvious; for (i), let t: 4, > X
be in 7, pick Ped,=A,—A,={xed,|x;>0 for all i}, and choose s:
A, — X in & such that t Peim(s). Then Pet~'s(4,), hence ¢t ! s(4,)=4,
(because it is a face of 4,), hence t4,cs4,. Ifalso t': 4,— X is in 7
then t='1'(4,)=0"1s)(s7' )4, is a face of A, because (s, ), (s, ') are
linearly related, and ¢t~ ' t' =(t~' s){s~' ¢') is a linear map. This proves (iii)
for 7. 1

7.3 Definition. An (ordered) simplicial structure on X (also: a triangulation
of X)i1s a maximal (ordered) simplicial atlas .7. By 7.2, every (ordered)
simplicial atlas &% defines a unique (ordered) simplicial structure .7, and
two atlasses &, %’ define the same structure if and only if U is
again an atlas. A Hausdorf space X together with an (ordered) simplicial
structure 4 on X is called an (ordered) simplicial space. If X' X and



7. Simplicial Spaces 113

J'<J is a triangulation of X' then (X', is called a simplicial sub-
space of (X, 7).

The elements ve J,, and also their images v(4,)e X, are called vertices
(of 7, or of X); in general, te 7, or im(t)c X, 1s called a simplex of
dimension n, of 7 or of X. If te 7., ve 7, and v(4,)et(4,) then v is called
avertex of t. Every te 7, has exactly (n+1)-vertices, namely t(¢),i=0,...,n,
where €' is the i-th vertex of A4,. If 4 is ordered, and ¢, t'e 7, have the
same vertices then t=1¢ (because t~'t'(4,) contains all vertices, hence
t='t'(A)=4,, and t~'¢: A, > A, is order preserving, hence t~' ¢ =id).
If 7 is not ordered and re.Z, then there are exactly (n+ 1)! simplices 1.7,
with the same set of vertices as t, namely all t=ton, where n denotes a
permutation of (0,1,...,n) and also the linear isomorphism 4,— 4,
which permutes the vertices of 4, accordingly.

For example, the set J of maps @ *: A, — 4, of 3.3 is an ordered
triangulation of 4, called standard triangulation of A,. If we remove
@01-"=id, from Z then the rest, g, is an ordered triangulation of
A,, hence (4,9 is a simplicial subspace of (4,, 7). Since 4,~S$""!
this provides triangulations of spheres.

7.4 Proposition. Every maximal simplicial atlas J contains an ordered
maximal atlas &

Proof. Choose a complete order on 7, put

& ={teT|t(e)<t(e) < - <t(eM},

~“n il L RN
and verify that {%} is a maximal ordered atlas. § Conversely,

g
F ={sonlse,,

o]

nd n: A, ~4, alinear isomorphism}.

7.5 Proposition. Let ¥ be an ordered simplicial atlas on X. Then the
following are equivalent

(a) & is maximal.
(b) se¥, = seied | for i=0,1,...,n, where &,: A,_ — A, is defined
as in 111, 1.3.

(c) Given PeX there is a unique s€ ¥, say s€ 4, such that Pe s(AO,,). This s
is called the carrier of P.

Proof. (a) = (b): Given se.%, let &' =% U {s¢.} =union of ¥ with s&.
For every te.# we know that :~' s is order preserving, hence also t“_ SE,
hence &' is an ordered atlas. But & is maximal, hence &' =¥, 1.e., s¢ e
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(b) = (¢): Given Pe X, choose t: 4, — X in & such that Peim(¢), say

P=t(x) where x=>" ,x;¢', x,>0, ) x;=1. Let0<i1<i2< oy,
be all indices such that x; -0 Le, i+iy,...,ip, ,= x;>0. Then x=
(‘m n.“cllfn\ for some vc/l hpnr‘p pcff ghm-n 911\(/1 \ and s=

[=A VI8 ¥ L] BASES F T pU L S LW W - [+ By 1Y

tehm-n s“e,SP by assumption {b). If also r: A — X is in 5” and Per(4 )
then yes =1 r(4,) hence s~ r(4,)= 4, (because 1t is a face of 4,); similarly
A, =r"15(4,), hence |=n. Because r~'s is order preserving, r~'s=id,
hence r=s.

(Remark: We did not use (b) to show uniqueness, i.e. the uniqueness part
of ¢ holds for arbitrary ordered atlasses.)

(c) = (a): Let J an ordered atlas containing %, ple t: A, —>X inJ,
xejm, and choose s: A, — X in & such that t(x)e (An), thls is possible
by assumption (c). By the remark above (in parenthesis) this implies
t=s, hence 7 =& 1

7.6 Proposition. Let J be a triangulation of X, and let & be the set of
all subsets of X of the form t(4,) where te 7. Then &= U, &"isa CW-
decomposztzon of X,and te 7 isa charactemstlc map for t(4d JEE™ (using
A,=xB"). If <7 is an ordered triangulation then the correspondence
P> & s s(d ) is bijective.

Proof. By 7.5(c), the sets t(4,) cover X, and the correspondence s+ s(Aon)
is bijective. If t (4, )" t'(4,.) =@ then n=n" and ¢ differs from ¢ only by a
permutation of the vertices (compare proof of 7.5(b)=>(c), 2nd part)
hence (4 J=t(4 ) This proves condition 2.1(1). The remaining condi-
tions 2.1 (ii)-(v) are obvious. §

We now discuss maps between simplicial spaces.

n { YV TN a

. on. H (X, ¥),(Y,7)a

map f:im(s)— Y is called linear if some te 7 exists (say te 7 ) such that
im(f)cim(t) and t~!fs: 4, — A, is linear. This definition does not
depend on the choice of s and ¢: If im(s’)=im(s), and im(f)<im(t')
then ' =1 fs'=(' ~'0)(t~' fs)(s~ ' §') is also linear because (s, s) and (¢, t')
are linearly related. By the same argument, if f: im(s) — Y is linear and

im{s")cim(s) then f|im(s’); im(s')— Y is also linear.

7.8 Proposition. If (X, %), (Y, 7) are simplicial spaces, se ¥, te 7,, and
yo, y', ..., y™ are arbitrary points in im(t) then there is a unique lmear
map f:im(s)— Y such that fs(e'y=)". Le., a linear map of im(s) is deter-
mined by its values on the vertices of s, and these values can be prescribed
with the sole restriction that they must lie in some simplex im(z).
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Proof. There is a unique linear map g: A, — 4, such that g(e)=t""(y'),
and f=tgs™'. 1

7.9 Proposition and Definition. Let (X, %), (Y, J) be simplicial spaces.
The following properties of a map f: X — Y are equivalent.

(a) f maps every simplex im(s)c X, linearly onto some simplex im(f)c Y.
(b) f maps vertices into vertices and is linear on each simplex im(s) of X.

Such a map is called simplicial. If &, 9 are ordered and all t—! f's preserve

A oo Epge e
(ICTE P 7 P v, DO

of simplicial maps are again simplicial, and identy maps are simplicial.
Simplicial spaces and maps then form a category which we denote by /7.

Proof. (a)= (b) 1s clear: f maps every vertex veX onto a simplex,
f(v)=t(4,), hence n=0 and f(v) is a vertex.

Conversely, if (b) holds and se &, then f maps im(s) linearly into some
simplex t(4,), 1€ Z,, and maps vertices of s into vertices of 7. Therefore
11 fs(4,)isaface of 4,,and fs(4, )=1[t "' fs(4,)]isasimplex of Y. §

710 Proposition. Simplicial maps f: X — Y are cellular maps with respect
to the CW-decomposition éa"z{t(Aan)lteﬂ;} of 7.6.

Proof. Surjective linear maps never raise dimensions. Therefore /' maps
X"= UM <. 1im(s) (where s denotes simplices of X, and ||=dimension)
mnto Y. §

7.11 Proposition. Given simplicial spaces (X, ¥),(Y,7) and a map
0. S — T, such that {@1°, @ v, ..., @ "} are vertices of a simplex in Y
whenever {v°, ..., 0™} are vertices of a simplex in X. Then there exists a
unique simplicial map f: X —Y such that f(v)=¢ () for ve¥. Le,
simplicial maps are determined by their values on vertices and these
values can be prescribed with the only restriction that vertices of a simplex
go into vertices of a simplex.

Proof. For every se % there is, by 7.8, a unique linear map f*: im(s)— Y
such that f*(v)=¢(v) for all vertices v of 5. Uniqueness insures that
15, f* agree on im(s)nim(s’) (note that im(s)nim(s’)=im(s") for some
s'e%), hence (by 7.1(iv)) there is a unique map f: X — Y such that
flim(s)=f*, and this f is simplicial by 7.9(b). 1}

7.12 Example and Definition. Let Y=[0, 1] be the unit interval with the
obvious simplicial structure (the linear map 4, - [0, 1], -0, ¢'—1
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ya

is an atlas). For everv simmplicial space (X Cﬁ and everv vertex v

1 a1 G W¥WLY Saanapliavaisa Opriase \JL,L/ Siisna """"‘J IVAUV

there is, by,7 11, 2 unique simplicial map £: X — [0, 1] such that v(v)
and 8(w)=0if w=+ov, we ¥,. This map is called the barycentric v- coordmate.
For every xe X the numbers {x =#(x)}, veY,, are called the barycentric
coordinates of x. They have the following properties:

(T\

N, £, £ 1
U; for fixed xe

~
%

Xy

—
S
(%)

—

To sce the second and third property choose se %, such that xeim( )-
Then x,=0 if v is not a vertex of s, and s~ (x)=>"_, x,, - €', where
v'=s(e') are the vertices of 5. This also justifies the notation “ barycentrlc

coordinate” and shows that x is determined by its barycentric coordinates.

7.14 Remark. In some situations it is advantageous to introduce the
strong topology in a simplicial space X. By this is meant the coarsest
topology under which all barycentric coordinates ¢: X —[0,1] are
continuous. Then amap g: Z — X (Z any topological space) 1s continuous
if and only if all composites #og are continuous. If X is locally finite,
i.e. if every vertex occurs in a finite number of simplices only, then the
weak and strong topology coincide. Otherwise they don’t, but in any
case the two topologies define homotopy equivalent spaces (cf. A.2.9).

Proposition 7.11 suggests the following

7.15 Definition. A vertex schema is a set V together with a set & of finite
subsets of V, called the distinguished subsets, such that

(a) for every veV, {v}e2, i.e., all singletons are distinguished,
(b) Deg, D'cD = D'e%, ie., subsets of distinguished sets are distin-
guished.

For example, if & is a triangulation of X, let V=% and call Dc.%,
distinguished, if the points in D form the vertices of a simplex se % We
denote this vertex schema by S(X, ).

A map (V,2)—(V',9D) of vertex schemata is a set theoretic map ¢:
V— V' which takes distinguished sets into distinguished sets, ie.,
De% = ¢(D)e%'

Under ordinary composition these maps form a category, denoted by ¥,

For example, if f: (X, %#)— (Y, 7)) is a simplicial map then the induced
map % -, is a map of vertex schemata which we denote by Sf:
S(X, #)— S(Y, 7).
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If we associate with every simplicial space (X, %) its vertex schema
S(X, %), and with every simpticial map f: (X, %) — (Y, ) the induced
map S f of vertex schemata then S: %%/ — ¥".% is a covariant functor,
and 1n fact,

7.16 Proposition. S: %%/ — V" is an equivalence of categories, 1.€., there
exists a functor R: ¥'% — Y such that RS~1d,,,, SR~1d,,.

Proof. The proof is suggested by 7.12-7.13. Given a vertex schema (V, %),
let X denote the set of all functions x: ¥— IR such that

(a) {veV|x(v)=0}e2, ie, the set of points where x does not vanish is
distinguished, in particular finite;

(b) x(0)20, } ey x(©)=1.

If De% has n+1 elements, and a: D — (0,1, ..., n) is a bijection define
s,o A, — X by

Yoy =0 (v)-th barycentric coordinate of ye 4, ifveD,

(5, y)(v)={0 ifvelV—D.

Obviously, s, is injective. Further, every xe X is of the form s, y for some
o and y (take D= {v|x(v)+0}). Introduce in X the weak topology with
respect to the maps s,, i.e., the finest topology for which all s, are con-
tinuous. Then f: X — Z is continuous (Z any topological space) if and
only if all fs, are continuous. In particular, the maps #: X - R, 6(x)=
x(v), veV, are continuous.

If x+x' then x(v)%x'(v) for some veV, hence 0(x)+0(x’), hence X is
hausdorff. We claim, & = {s,} is a triangulation of X. Conditions 7.1(i), (ii)
hold as remarked above, and (iv) holds by definition of the topology
mn X. Ifs,, s, then s;l s, 18 that linear map (defined on a face of 4,)
which sends the vertex ¢ into ¢#* 'Y hence condition (iii). If s: 4, —» X
is linearly related with all s €%, then s{4,)cs,(4,) for some a: D=
(0,1, ..., n) (pick Pe4, and choose s, with s Peim(s,)). Let

D'={veDls,(e")es(4)},

and define f: D' —(0,1,...,0) by s(efy=s,(e""). Then s=s,e,
hence & is maximal, i.e. a triangulation of X. We put R(V, Z)=(X, ¥).
The vertices of R (V, &) correspond to bijections D = {0}, i.c. to singletons
D={v}eZ; and {1°},..., {v"} are vertices of a simplex if and only if
{v°, ..., "} is distinguished.

If o: (V,2)—(V', %) is a map of vertex schemata we can therefore
(cf. 7.11) define a simplicial map Re: R(V, Z) >R(V', %) by (Rg){v}=
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{ov}, and thus get a functor R: ¥ — /. Further

(V.2 = SRV, 9), v (o}, ©veV,

is a natural equivalence of vertex schemata; and on the other side, in
Y, there is a simplicial equivalence (using 7.11)

(X,¥)>RS(X,%), v—>0v, ved. |

7.17 Remark. In order to establish the preceding homeomorphism
(X, %)~ RS(X, %) wenever really used that X is hausdorff. But RS(X, &)
was shown to be hausdorff, hence X is, i.e., if a space X admits a simplicial

atlas with Properties (1)-(iv) of 7.1 then X is hausdorff.

7.18 Exercises. [*. Let b, b,, ..., b, be a base of the vector space R".
For every permutation = of (1,2,...,n) consider the linear simplex
st A, —R" with vertices 0, by, broy+br2)5 brytbnizy+0mizys o
Y b, Show that these simplices form a simplicial atlas of the basic
parallelepiped P=1{>"_,1,b,/0<t,<1}. By parallel translation with
relR™ one gets a simplicial atlas for v+ P, and if v varies over all integral
linear combinations of (b,,...,b,) one gets a simplicial atlas on IR”
which is invariant under translation with b,.

2. For each m=0,1.2, ... let #™ be a simplicial atlas on 4,,. Let #"
denote the standard simplicial atias on A, (which consists of all mjective
linear maps A,-- A, taking vertices into vertices). We say # = {#™} 18
F-compatible il (pouye#" for all (u: A, — A ) el (¢p: 4,->A,)e ",
and all &, m, n. Show: If # is _g-compatible and ./ is any simplicial atlas
on X then the union of the sets

S, = {soulse L, uec W™, n=01,...
n [§ n g

is also a simplicial atlas on X. If f: (X..¥)—(X',.¥") 1s an injective
simplicial map then f: (X, %) >(X', ") 1s also simplicial.

For instance, the barycentric subdivision f3,:, of the identity map 1,
of A, as defined in I11,6.2, is a linear combination of linear simplices
A, » A, which form a simplicial atlas on 4, ; let " denote the correspond-
ing triangulation (=maximal simplicial atlas) of 4,. Then the sequence
#B={AB") is #-compatible, and ¥# is called the barycentric subdivion
of &

3. Let (X, %) be a simplicial space such that the set &, of vertices is
finite, say 9, =1{vy, 0, --., Uy}

(i) Define a simplicial map I: X —» A4y by I(v)=¢" and show that I
maps X isomorphically onto a simplicial subspace of 4.
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(ii) If & =@ for j>n, ie, if dim(X)<n, choose points w,, w,, ..., wy in
Agnit such that any r of them are linearly independent (in ]RZ"*Z)
for r<2n+2. There is a unique map J: X — 4,,, which 1s linear on
each simplex of X and takes v, into w,. Show that J is injective. In

particular, any X of dim<n embeds “rectilinearly” into A,, .

4. Let (X,.%),(Y,7) be simplicial spaces. A map f: X — Y is called
direct 1if for every vertex veX there exists a vertex v'eY such that
5(x)>0=t'(f(x))>0. (Note: The set {xeX|0(x)>0} is called the open
star of v; thus, f is direct if it maps open stars into open stars.) If [ 1s
direct and vy, v,,...,v, are vertices of a simplex of X then, for some
xe X, all :(x) are positive, hence all ¢i{ f(x))>0, hence {;} are vertices
of a simplex of Y (e.g. the carrier of f(x)). One can then define a simplicial
mapf’: X — Yby[f'(v)=v" This is called a direct simplicial approximation
of f There is a unique deformation 9: f~f" such that w3(x, )=
(1—0)w(f(x))+tw(f (x)) for all vertices we Y.

If f: X - Yis any map and .% is finite (equivalently: X compact) then fis
direct with respect to a triangulation % where % =%%...% is an
iterated barycentric subdivision in the sense of Exerc. 2 (hint: use III, 6.4
which implies that open stars become arbitrarily small under iterated
barycentric subdivision). The resulting simplicial map f": (X, %) —
(Y, 7) is called a simplicial approximation of f. Compare Spanier, 3.4-3.5.
5. If Y is any set and {Y} ., any family of non-empty subsets of Y,
define a vertex schema (V, &) as follows: A finite subset DcV is in &
if and only if [),.,Y,+@ The corresponding (7.16) simplicial space
R(V, %) 1s called the nerve of {Y,}. Nerves of open coverings {Y,} of
topological spaces Y are used in Cech (co-)homology theory (cf. 8.8

Fyarr ’1 amd A 2K
LACIC, ana A. 5.0

6. An ordered vertex schema is a vertex schema (V, &) together with a
(partial) order on Vsuch that ¢, we Vare comparable whenever {v, w}e Z.
Show (as in 7.16} that ordered simplicial maps and maps of ordered
vertex schemata which preserve the order on distinguished subsets form
equivalent categories.

8. Simplicial Homology

Simplicial homology is closer to intuition than others: simplicial chains
can be thought of as chunks of spaces (counted with multiplicities),
and cycles are chunks without boundaries. However, for actual com-
putation, CW-decompositions (or other means) are more adequate:
a triangulation is too rich a structure (for this purpose), and it is often
hard to find one. Computing homology with simplicial chains is like
computing integrals | f(x) dx with approximating Riemann-sums.
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8.1 Definition. Let (X,.%) be a simplicial space. If ¢: 4, > X is a
simplicial map (with respect to the standard triangulation of 4,) then
every composite 4, _, —%> A % X is also simplicial. Simplicial maps
o: A, — X, n=0,1,..., therefore generate a subcomplex Sp(X) of the
singular complex S(X). Clearly Sp is functorial with respect to simplicial
maps X — ¥, and the inclusion SpX = SX 1s natural.

If 6: A, — X is simplicial then o(4,)c X"=n-skeleton of X (cf. 7.6),
hence 0eS(X™), and (0a)eS(X" ). We can therefore form the homology
class [o]eH (X", X" ')=W, X, and we can define a chain map

(8.2) v SpX ->WX by y(o)=[a].

From the Definition 1.2 of the boundary operator in WX it is clear,
indeed, that yd=¢y.

8.3 Proposition. The chain map y: SpX — WX is epimorphic, and the
kernel of +,: Sp,X — W, X is generated by all elements of the following
two types:

(a) non-injective maps 7. A, —> X,

(b) [0 n-sign(n) o],

where o: A, — X is simplicial, and ©n is a permutation of (0,1, ...,n}; as
before, we use the same letter T to denote the linear isomorphism A, — A,
which takes ¢ into ¢™. In other words degenerate simplices are
annihilated, and simplices which differ only by a permutation n (of
coordinates) are identified up to sign(n).

In particular, the elements {a), (b) generate a subcomplex of SpX (namely
{(a), ()} =Kker (), and Sp X/{(a), ()} = WX.

8.4 Definition. The complex SP(X)=SpX/{(a),(b)}=SpX/ker(y) Is
called the simplicial complex of (X, ). if X’ < X is a simplicial subspace
then the inclusion SpX'<SpX induces an inclusion SP(X')cSP(X),
and the quotient SP(X, X)=SP(X)/SP(X’) i1s the simplicial complex
of the pair (X, X'). A simplicial map f: X — Y induces Sp(f): Sp(X)—
Sp(Y), and by passage to quotients, SP(f): SP(X)— SP(Y); similarly
for maps of pairs. Thus SP: %/ — 0/% is a functor from simplicial

spaces to complexes. By 8.3, it depends only on the underlying CW-
structure: y induces a natural isomorphism SP(X)= W(X).

Since non-injective simplicial maps 4,— X can be neglected, SP(X)
can also be described as follows: SP(X) is generated by %, (these are
precisely the injective simplicial maps 4, — X) with defining relations
{sm=sign(m)s}, se¥, n a permutation of (0,1,...,n). The boundary
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d: SPX —-SP_, X is induced by the usual boundary of singular sim-
plices. If /: (X, &) — (Y, 7) 1s simplicial and se.%, then

(SP

n

f)(s)_—_{fs if f's is injective, 1.e., (fs)eZ,,

0 otherwise.

8.5 Corollary to 8.3 (Invariance of simplicial homology). In the category
of simplicial pairs (X, X') and maps there is a natural isomorphism
HSP(X, XY=H(X, X"). In particular, HSP(X. X"} is independent of the
triangulation.

Proof. By 8.3 we have SPX= WX, SPX'=WX’, hence (4.7) SP(X, X') =
W(X, X'), hence HSP(X, X')~HW(X,X')~H(X,X) by 41. 1

Proof of 8.3. We know that the homology class [1,] of 1,=1d: 4,— 4,
generates H, (4,, A'n)gl (cf. IV,2.7), and that [n]=sign(n)[z,] (cf.
IV, 4.3). Further, if we choose one characteristic map &°: (4,,4,)—
(X", X" 1) for every n-cell e of X then {&[1]} is a base for
W X =H (X", X"~ (cf fourth terms in 4.2). But s€¥, is characteristic
for ezs(ADn), and s, [1,]=[s]=7(s). Therefore y maps every se¥, onto
an element of this base (up to sign), and

s(sm)=s,m, [1,]=s,(sign(m)[1,])=sign(m) y(s).

All non-injective t: 4, — X map into zero under y because t(4,)c X"~ L.
The result now follows because Sp,X has a base consisting of (i) all
non-injective simplicial maps 4, — X, and (1) all s€%,. 1

In the case of an ordered simplicial space (X, &) the connection between
simplicial and singular homology is even more direct: Let SE X be
the free abelian group generated by &; clearly, SE/ X =S, X. Since
ses implies sc'e, ,, by 7.5, these groups form a subcomplex of the
singular complex SX. Consider then the chain maps

(8.6) SX «l—SPX—1sSPX -1 sWX

where j=inclusion, 3 is induced by y, and v is the composite
SP'X =SpX - SpX/{(a), (b)) =SPX. Clearly v is isomorphic (just recall
the definition of {(a), (b)}). The chain map p=jv~'7~" WX — SX takes
every e W X = H (X", X"~ ') into a representative {€S(X"). The induced
homology homomorphism p therefore takes [zZ]e HWX into [{]Je HX,
hence . coincides with the isomorphism @: HWX >~HX (cf. 1.9). In
particular, j,_ is isomorphic. We record these facts as
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8.7 Proposition. (i) SP'X=SPX=WX. In particular, SP'X depends
only on the CW-decomposition of X; not on the triangulation, or even
on the ordering of the triangulation.

(ii) j,: HSP' X =HSX=HX.

Similar results hold for pairs (X, X'); they follow from the absolute case
by the five lemma. 1}

It should be noted that this can be used to realize the isomorphism
HSPX ~HX of 8.5 (for non-ordered triangulations .7 of X) by a chain
map j: SPX — SX—just choose an ordered triangulation & in .7

(sce 7.4), and put j=jv L

8.8 Exercises. I. Triangulate the projective plane X =P R and com-
pute HSPX.

2. Prove H(SpX)= H(SPX). (Hint: Generalize to pairs. Treat (4,,4,)
first, then (X", X"~ "), then proceed by induction on dimension and use
the five lemma.)

3* If Yis a topological space and %, ¥~ are open coverings of Y then %
is said to refine ¥, in symbols % < ¢, if every Ue% is contained in some
Ve?. Choose a function ¥: % — ¥~ such that U cy(U) for all Ue%,
and define a simplicial map ¥: nerv# —nervy” (cf. 7.18, Exerc. 5)
which on vertices agrees with i (cf. 7.11). Show that, up to homotopy,
¥ i1s independent of the choice of . Let Q be the set of all open coverings
of Y. A Cech homology class y of Y is a family {y, e H(nerv#)},., such
that % <¥"= y, =¥, (y,). Under the addition (v+y')y = va+ Va, Cech
classes form a graded group, called the Cech homology of Y. Turn
Cech homology into a functor and study its properties [¢f. Eilenberg-
Steenrod, Chap. IX].



Chapter VI

Functors of Complexes

I T: cad¥9— 0% is a functor from complexes to complexes then
X+ TSX provides a generalization of the singular complex SX which
may yield new useful topological invariants. We study this question
(§§2-7), at least if T is the (dimension-wise) prolongation of an additive
functor t: oY — /9. We find that for every abelian group G there is,
essentially, one covariant and one contravariant ¢ such that tZ=G. The
resulting groups HTSX are the homology respectively cohomology
groups of X with coefficients in G. The functors ¢t are also useful in
studying product spaces; these questions are discussed in §§8-12.

[n many applications the group G has some module structure which
is inherited by 7SX. We can then compose ¢ resp. T with functors
defined on modules. In order to avoid repetition we study functors
from modules to groups, .#d — /%, rightaway (we do not treat
the—obvious—generalization .#d — .#sd’ because we want to keep
the notation simple).

The reader who is familiar with basic facts about modules, additive
functors, @, Tor, Hom, Ext may skip §§ 1-6 and 8, although he might
find the treatment of &, Hom in §§5-6, 8 interesting.

1. Modules

The notion of module generalizes both “abelian groups™ and “vector
spaces”; abehian groups are Z-modules, vector spaces over the field k
are k-modules. In general, we consider an arbitrary ring R (which we
always assume to have a unit element 1). An R-module is then an abelian
group on which R operates in an additive fashion. More formally,

1.1 Let M be an abelian group and End (M) the ring of endomorphisms
of M. A left R-structure in M 1s a ring homomorphism (preserving units)
®: R— End(M). An abelian group together with a left R-structure is
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called a left R-module. The endomorphisms @(r)eEnd(M) are some-
times called homotheties.

If we put rx=[@(r)]x, reR, xeM, then (r,x)>rx is a mapping
R x M - M with the following properties.

12) rx,+x,)=rx;+rx,, (r+r)x=nx+rx,

| (1 1) x=1,(r; X), Ix=x;
the first equation asserts that @(r)eEnd (M), the others say that @ is
a ring homomorphism. Conversely, any map R x M — M which satisfies
1.2 (a “structure map”) defines a left R-structure @, by [@(r)] x=rx.

A homomorphism f: L— M between R-modules is called R-homo-
morphism (or module homomorphism) if fo @(r)=0O(r)o f for all reR,
ie if f(rx)=rf(x) for reR, xeL.

Clearly left R-modules and R-homomorphisms form a category; we
denote it by R-Aod.

If L is an abelian group again and &: R— End(L) is an antihomo-
morphism, i.e. satisfies @'(r, r,)=0'{r,) @'(r,), then &’ is called a right
R-structure and (L, ®') a right R-module. If we put xr=[0'(r)] x, reR,
xe L, then we get formulas analoguous to 1.2 which express the structure
properties. There is really no essential difference between left- and
right-modules: If we define the opposite ring R°P to coincide with R
as an additive group but having the multiplication reversed, r ; s=s-r,
then left R°?-modules are right R-modules, and vice versa. The category
of right R-modules is denoted by .#vd/-R=R°P-tivd.

Every abelian group M has a unique Z-module structure @: Z — End (M),
On)=n-(idy,). Thus Z-dod = /4. Also, every abelian group M can
be viewed as a left End(M)}-Module; indeed, the identity map
©=id: End(M)—End(M) s a left End(M)-structure.

1.3 If fi.f,: L—> M are two R-homomorphisms then f,+f,: L— M,
(fi+ o) x=f(x)+/f,(x), is also an R-homomorphism. Under this
addition the set of R-homomorphisms L— M is an abelian group
which we denote by Homg(L, M). 1t is a subgroup of Homy(L, M),
the group of all group-homomorphisms from L to M. If g: - L, h:
M — M’ are R-homomorphisms then

Homyglg, h): Homg(L, M) — Homg(L, M), [Homg(g, W)](f)=hofog,

is a homomorphism of groups. In this way Homy is a functor from
modules to abelian groups, contravariant in the first variable and
covariant in the second.
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1.4 If M is an R-module and M'=M is a subgroup such that rM' =M’
for all reR then M’ with the induced R-structure 1s called a submodule
of M. In this case the quotient group M/M’ inherits a module structure,
namely rx=rx, where xeM, X its class in M/M’'; we say M/M' is the
quotient module of M by M.

1.5 Many notions and results now carry over from abelian groups to
modules. For instance, if f: L > M is a module homomorphism then
ker(f), im(f), coker(f)=M/im(f), coim(f)=L/ker(f) are defined as
groups but are sub- resp. quotient-modules. Similarly the notions
direct sum or product, exact sequence, complex, homology of a complex
generalize, and the exact homology sequence (of a short exact sequence
of R-complexes) consists of R-homomorphisms. The category of (left)
R-complexes and R-chain-maps is denoted by 0R-. 4o .

1.6 If LcL is a submodule and f: L—M 1is an R-homomorphism
such that f| L' =0 then there exists a unique R-homomorphismf: L/l — M
such that f(X)= f(x),where xe L, X its class in L/, (passage to quotients).
This is clear for abelian groups, and one has only to check that f is
an R-map. But f(rX)=f(FX)=f(rx)=rf(x)=rf(X).

We can state this result as follows: If 0 > L —L—L"—0 is an exact
sequence of R-modules then

(1.7) 0 — Hom (I, M) — Hom (L, M)— Hom (L, M)

is also exact, for every R-module M.

1.8 The ring R 1s 1itself an R-module with respect to the structure map
RxR—R, (r,s}—r-s In fact, this defines a left R-structure and a
right one, simultaneously. The homotheties are the left respectively
right translations of R. The right translations are left R-homomorphisms,
and vice versa. An R-homomorphism f: R —» M is entirely determined
by the image of 1. Indeed, f(r)= f(r l)=r f(1); similarly for right modules.
Conversely, for every xe M the map x: R— M, x(r)=rx is an R-map.
Thus

(1.9) Homg(R, M)=M, fi>f(1).

1.10 A (left) R-module L is called free if it is isomorphic with a direct
sum of the form @, _R. If {i,: R— L}, is a direct sum representation
then the set of elements {x, =i (1)}, is called a base of L. For instance,
if R is a field then every module (= vector space) is free (=has a base).

If BcLis a base of L, and if y={y,eM},.5 is any family of elements
in any R-module M then there is a unique R-homomorphism y. L— M
such that y(b)=y, for beB. Indeed, by 1.9 there are unique R-homo-
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morphisms y,: R — M such that y,(1)=y,; hence {y,},.5: ®pepR > M,
by the direct sum defimition, and v is the composite L=@®,_;R—>M. |

We shall often use this principle to define R-homomorphisms of free
modules.

1.11 Some of our results on free complexes (1I,4) used the fact that
every subgroup of a free abelian group is free. In order to generalize
these we have to assume that every submodule of a free R-module is free.
A ring R for which this is true will be called hereditary®. Usually, we’ll
require this property for left modules only (left hereditariness), or for
right modules only (right hereditariness). The one notable exception
is the splitting of the Kiinneth sequence 9.14, where the proof uses both.

All fields are, of course, hereditary. A commutative ring is hereditary
if and only if it is a principal ideal domain. Anexample of a non-hereditary
ring is r=2Z/4Z: the submodule of R which is generated by the class (2)
is not free.

For hereditary rings the results and proofs of 11,4 on free complexes
carry over almost verbatim. In particular, every free complex C is a
direct sum of short complexes (=e¢verywhere zero except in two con-
secutive dimensions n, n—1; ¢, monomorphic), every homology homo-
morphism HC — HD is realized by a chain map (C free, D arbitrary),
and C~C' < HC=HC' if both C and C' are free.

1.12 Exercises. 1. An action of a (not necessarily abelian) group n on
a (left) R-module M is a function 3 which to every wen assigns an
R-automorphism 3(w) of M such that 3(w, ®,;)=(Gw,) e (Yw,). Let
Q=Rn be the group ring of @ over R: as an additive group £2 agrees
with the free R-module generated by the elements of #, the multiplication
in Qis Or,-0)> 1, -0)=Y(,r) (w). Show that the notions
m-action and Q-structure are equivalent. If =7 is free cyclic then
giving a m-action is equivalent to giving an R-automorvhism « (=3(1))
of M.

2. Let 2=R[u] denote the ring of polynomials in one indeterminate u,
and coefficients in R. Show that an Q-structure ¢ on M 1s the same
as an R-module structure & together with an R-endomorphism f
(=®(u)) of M.

3* 1If R=Z/nZ, n>0, then an R-module is the sam

0 8
eM. Show that every R-module

€ as a

group M such that nx=0 for all x

% These rings are more special than hereditary rings in Cartan-Eilenberg (compare
also Cohn). However, there is no serious danger of confusion because the results which
we prove for hereditary rings are also valid with the more general definition; the reader
who is familiar with the technique of projective modules wiil be able to generalize the
proofs.
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is a direct sum of modules of the form Z/mZ where m divides n (cf.
Kaplansky, Thm. 6).

4. In 1L, 3.6 an example of a free complex K over R=7Z/47Z was given
such that HK=0 but K30, It shows that not all results of II, 4
generalize to arbitrary rings R. However, if R is any ring, C a free
R-complex such that HC=0 and C;=0 for i<0 then C~0. Prove
this (construct the nuilhomotopy s,: C,— C,,; by induction) and
deduce from it (cf. proof of 11, 4.3) that any chain map f: C — C’ between
free R-complexes such that Hf: HC=H(C' and C;=0=C; for i<0,
is a homotopy equivalence (R arbitrary). Corollary: If C and HC 1is
free, and C,=0 for i<0, then C~HC.

2. Additive Functors

We consider functors ¢ from the category R-.#ed of left R-modules
to the category /% of abelian groups. Both, covariant and contra-
variant functors play a réle, but there is no essential difference between
them (they are dual). In fact, if we were to replace .«/% by an arbi-
trary abelian category ./ then covariant and contravariant functors
R-#ed — o would be equivalent notions (cf. I, 1.5). We can not use this
formal equivalence here but still we shall often treat covariant functors
only and shall rely on the reader’s ability to dualize the treatment. As
a help we mark these numbers by ¥; in order to dualize, the reader has
to replace covariant by contravariant, to reverse every arrow of the
form t¢ (where ¢ is an R-homomorphism) and every composition of
the form (t¢)(t), and to interchange the following pairs in &/%:
sum-product, left-right, epi-mono, ker-coker, im-coim.

2.1Y Definition. A functor t: R-.#od — /% is called additive il t(o+ f) =
to+1tf holds for all R-modules M,N and all o, feHomg(M, N). In
other words, t: Homy(M, N)— Homg(t M,tN) is a homomorphism;
in particular t0=0.

2.27 Remark. If R is a commutative ring then for every aeR and every
R-module M multiplication with a,

& M—>M, O6,(x)=dax,

is a module homomorphism. Indeed, @, (rx)=a(rx)=r(ax)=r6,(x)
for all reR. Applying an additive functor r gives a homomorphism
1@,: t M — t M. We can then define an R-structure on tM by ay=(t8,) y,
acR, yetM. The identities 1.2 follow from the (obvious) equations
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0 =i, 0,,=6,0,, 0, ,=60,+6,. If f: M—> M is a module homo-
morphism then f @, =0, f, hence (tf)(tO)=(tO)(tf) 1e, tf tM—->tM
is a module homomorphism. Altogether this shows that any additive

functor t: R-#led — /% can, automatically, be viewed as a functor
oy g ._ e 4 n -] P B, g )

S, T IN=oHod =wtoa.

If R is not commutative then the multiplications @, are still R-homo-
morphisms provided a lies in the center ¢R of R. For every additive ¢
we get t: R-Mod — ¢ R-Mod .

2.37 Proposition. If t: R-Alod — 4% is additive and {i,: M,— M},
pu=1,2, ..., risadirect sumrepresentation in R-.#od then {ti,:tM,—t M}
is a direct sum representation in o/%. I.e, t takes finite direct sums into
direct sums.

Proof. If p: MM, v=1,2,...,r, are the projections, defined by
p,i,=0 for vsp and p i =id, then ) i p,=id. Applying ¢ gives the
direct sum relations (tp,)(ti,)=0 for vy, (tp)(ti)=id, Y, tiep,)
=id. 1

2.47 Defmition. An additive functor ¢;: R-dled — 4% will, in general,
not commute with infinite sums (Exerc. 3). If it does it is called strongly
additive. More precisely, t is strongly additive if the mapping

{t fy}: ®yeF tMy - t(@yeFMv)

is isomorphic for every family {M }, ;. of R-modules (i,; M,— ® M,
the inclusion).

In the covariant case, strong additivity follows from surjectivity of
{ti}, Le,
2.5 Proposition. For every covariant additive t: R-dlod — 4% and
every family {M,},_; of R-modules the map

{ti,}: @, iM, > t(®,M)

is monomorphic (i,: M, — @, M, the inclusion).

vel

Proof. For every finite subset K of I' consider the commutative diagram
®keK th = ®yEFIM}:

{rik}J = l{:iy}

t(@keKMk) i t(@VeTMy)’
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where iyt @, x M, — @,.r M, denotes the inclusion of the partial sum.
The left vertical map is isomorphic by 2.3. The map iy has a left inverse =,
hence iy has the left inverse ¢z in particular, tiy is monomorphic.
The diagram shows then that {ti } restricted to the partial sum @, (M,
is monomorphic. Since every element of @& @,tM, lies in some finite
partial sum the whole map {ti,} is monomorphic. 1

2.67 Definition and Proposition. If t: R-Aod — /% is additive and
C: e Cie Gy 2 Cp e
is a complex of R-homomorphisms then
tCi =t Cie—1Cy et Ci,

is a complex (because (t0)(t&)=1t(20)=0). If f={f: C;— Ci}licz is a
chain map then tf={tf;: t C,—> t C3} is a chain map. If s: f ~g is a chain
homotopy,0s+sé=f—g, then(t0)(ts)+(ts)(td)=tf —tg hencets:tf~tg.
In this fashion, every additive t: R-#od —» /% extends to a homotopy
preserving functor t: OR-Mod — d./%, which we denote by the same
letter. Since t preserves homotopies it takes homotopy equivalent
complexes into homotopy equivalent complexes. |

2.7 Convention. If t is contravariant we assign to t(C;) the dimension —i,
so (tC),=t(C_). We also write (tC)=(C)_;=t(C), similarly for
cycles, boundaries, etc.; e.g, H'tC=H_;tC.

In general, a homology isomorphism HCx=HC' does not imply
HtCxHtC'. In fact, HC=0 does not imply HtC=0, 1.e, { does not
transform exact sequences into exact sequences (Exerc. 4). However,

2.8 Proposition. If t: R-#ed — % transforms short exact sequences
0—>M—>M-—>M’'—-0 into short exact sequences then Ht C=tHC for
all complexes C in R-.#lod. In particular, t transforms arbitrary exact
sequences (=acyclic complexes) into exact sequences.

Proof of 2.8. In the diagram

v
o

N

0
0 zZC > C BC
C
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row and column are exact. Applying ¢ we get

0

l

0—tZC—>tC—>tBC——0
S
i C

with exact row and column. It follows that ZtC=ker(td)=tZC
and BrC=im(t¢)=tBC. Now apply t to the exact sequence

0-BC—H>ZC—-HC-=0
and get an exact sequence

0—»BtC »ZtC »tHC-D0,

hence tHC=H:C. 1

Another special case where HC determines HtC is the following.

2.9% Proposition. If R is hereditary and C, C' are free R-complexes such
that HC=HC' then Ht CxHt C' for all additive functors t.

Indeed, HC=HC' = C~C' by 11,4.8, hence t C~t (" by 2.6, hence
HtC=HtC'. 1

Note, however, that this proof does not express Ht C in terms of HC.
In fact, much of the following section will be devoted to this problem,
a problem, by the way, which, historically, was one of the main motives
for homological algebra.

Because additive functors do not, in general, preserve exactness it makes
sense to classify them according to their behaviour on (short) exact
sequences. For the convenience of the reader we list the usual notations
although we shall only use some of them. If for all short exact sequences
0 >M-—>M >M'—>0in R-#od the portion of 0 >tM' —>tM -t M"—0
which is listed in the second column below is exact then the functor ¢
gets the name which is listed in the first column.

exact O0atM >tM >tM"—0
left exact 0 >tM —-tM —>tM”
right exact tM —>tM —->tM" >0

(2.10)7 e
half exact IM >tM-—>tM

mono-functor  0—>tM' —itM
epi-functor tM—tM” 0.



2. Additive Functors 131

In some of these cases one can get the exact sequence on the right under
weaker assumptions, e.g.,

2.117 Proposition. If t: R-Mod — 4% is covariant right exact and
M MM 50 is exact then tM —HtM—tM"'—0 is exact,
i.e. it is not necessary to assume j monomorphic. This implies, for
instance, that compositions of covariant right exact functors are right

exact.

Proof. We have the following exact sequences:
0-ker(j) > M —>im(j) >0, O-m()--M->M" >0,
hence
t(ker(j)) >t M —t(im(j)) -0, t(im()) >tM >tM" -0,

hence, by splicing the last two sequences, tM'—tM —tM”"—0. 1

2.12 Exercises. 1. If (X, A) is a pair of spaces and t: &% — /% an
additive functor we can apply ¢ to the singular complex S(X, 4) and
then take homology. The resulting sequence of groups HtS(X, A) 1s
called the t-homology of (X, A) and is denoted by H(X, A; t). Study the
formal properties of H(X, A; t) in analogy to the treatment of H(X, A)=
H(X, A: Id) in Chapter IIl. Prove H,(S";t)~tZ for i=0,n, and =0
otherwise (n>0).—We shall come back to these functors H(X, A; 1)
in §7.

2. Prove: If t: R-Mod — 4% is a functor which takes direct sum re-
presentations {M, — M},_, , into direct sum representations then t 1is
additive (this is the converse of Prop. 2.3).

3. Construct an abelian group A4 such that the functor t X =Homg(A, X)
is not strongly additive.

4. The complex
C: et Bye? Ty« Ly
is acyclic, HC=0, but ¢t C is not acyclic if t X =Homg(Z,, X).

5. If t: R-lod — 4% is additive, and C is a free R-complex such that
HC is free and C,=0for i<0then Ht Cx=tHC (hint: use 1.12, Exerc. 4).

6. Verify: For every abelian group A the functor rX=Hom(X, A),
Xeo/%, 1s contravariant, strongly additive, left exact; and tX=X® A4
(=tensor product; cf. §5) is covariant, strongly additive, right exact.
If A is finitely genecrated then t X =Hom(A4, X) is covariant, strongly

!
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additive, left exact, and Hom(Hom(4, X); ®) is contravariant, strongly
additive, right exact. The functor ¢ which assigns to every abelian group
its torsion-free part, t X = X/torsion (X), is not half-exact.

3. Derived Functors

3.1 Let R-.#+«// denote the category of free (left) R-modules, and
t: R-od! —>5/% an additive functor. If possible, we want to express
Ht C in terms of HC, where C is a free R-complex. The simplest non-
trivial complexes C are perhaps those with one non-vanishing homology

module, say HC=(A4,0). This leads to the definition of a resolution:
A (free) resolution is a free R-complex P such that B=0 for j<0, and
H;P=0 for j&0; a resolution of MeR-Med is a resolution P together
with an isomorphism H,P=~M. If P, P’ are resolutions we denote by
n(P, P') the abelian group of homotopy classes of chain maps P— P’.
Resolutions and homotopy classes of chain maps form a category,
denoted by R-%es, and 0-homology is a functor, Hy: R-%Res — R-Mod .

3.2 Proposition. H, is an equivalence of categories, i.e., there exists a
functor F: R-AMod — R-Res such that HyF and FH, are equivalent with
the respective identity functors.

3.37* Coroliary and Definition. There exist functors t;: R-Mod —A4F,
j=0,1, ..., unique up to equivalence, such that
(3.4) H;tP=t,H,P, j=0,1,...,

naturally in Pe R-Zes. These functors are called the derived functors
of t. If @: t-— 1 is a natural transformation, then there are unique natural
transformations ¢;: t;— t;, called the derived transformations such that
the following diagram commutes

Hjtp-"425 H ¢ P

i
[ 1

tHyP"—1t;H,P, PeR-Res.

Proof of 3.3, Put t,= H;t F where F is as in 3.2. Then {;H, P=H;t FH, P
H E(ld)P H;tP,as requlred Ift also satisfies 3. 4thent M=t (H0 M
H,(FM)= H HEM)=1; M. Slmllarly for ;. 1

I le

4 We retain the ¥-convention of §2 with the additional rule that for cofunctors ¢ one
replaces t; by ! and H_;+C by H’t C. This applies, for instance to 3.3 which, as it stands,
is formulated for covariant t.
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35 Lemma. If Q is an R-complex such that H;Q=0 for j+0, and P is
a free R-complex such that =0 for j<O then

Hy: n(P,Q)~Homg(H,P, H,Q),
where 7t denotes homotopy classes of chain maps. In particular, this applies
if P and Q are resolutions.

Proof. We can assume that Q;=0 for j<O0; if this is not already the case
we replace @, by Z,Q and @, by 0 for j <0 without changing either side
of the asserted 1somorphism.

In order to show that H; is epimorphic we have to fill the diagram

‘»p—2»p-25p U ,HP0

|

|
flI Jo
H v i

"'—aﬂQg—L"Q1*a—>Qo—iﬂHoQ“’0

for any given a. According to 11, 4.7, this can be done step by step.

Suppose now f: P—Q 1s a chain map such that H, f=0. We have to
show that f~0, i.e. we have to construct s=(s,: R —@Q,,,) such that
08 +8,_,0=f,. Proceed by induction on k starting with s_,=0. The
inductive step from k—1 to k>0 consists in filling the diagram

B 4 _,p 50

Sr—sk-10

+ +

2 a
Qk+1 >0, —— Q1

where for k=0 one replaces Q _, by H,Q. By II, 4.7 again, the filling s,
exists. [ '

3.6 Corollary. If P, P’ are resolutions and f: P— P’ is a chc§1 map such
that Hy f: HyP>~H, P’ then f is a homotopy equivalence (this is a special
case of 1.12 Exerc. 4).

Proof. By 3.5, there is a chain map g: P'— P such that Hyg=(H, )7,
hence Hy(fg)=1d, H,(g f)=1d, hence fg~id, g f~id by 3.5. |

Proof of 3.2. By induction on k we define module-homomorphisms
O FELM>F_ M as follows: F ,M=0, F. M=M, FEM for k>0 1s
the free R-module generated by the elements x of ker (¢, ), and 0, (x)=x.



134 VI Functors of Complexes

If : M— M’ is an R-homomorphism then we define R-homomorphisms
Fa: FEM »FE M such that F ja=a and Fa for k>0 takes a free
generator x of F, M into the generator (K _ «)(x) of F,M". Then F is
afunctor R-#od — R-#ed ,and ¢, F, —» F, _, is anatural transformation.
Moreover, the sequence

(3.7) Oc M FM«3— FMe -

is obviously exact. Hence FM =(F, M, 8;); ., o Is aresolution which depends
functorially on M, and ¢, induces H, F M =M. In other words, we have
a functor F: R-#Hed — R-Res,and an equivalence H, F ~ Id. In particular,
we have a natural isomorphism p P: H,(FH, P)=(H, F)(H, P)=~ H, P for
PeR-%es. By 3.5, we can define Hy '(p P)en(FH, P, P); this is a natural
transformation Hy'!p: FH,—Id. But Hy'(p P) is also a homotopy
equivalence, by 3.6, hence Hy'p: FH,~1d. 1

3.8 Proposition. (i) For free modules M we have t.M= 0if j>0, and a

TehT T A

natural zsomorphzsm t0|R ~dlod ! =t.

(i) For any additive functor T: R-Mod — A% and any natural trans-
formation ¢@: t— T\R-Mod’! there is a unique natural transformation
@: ty— T such that ®|R-ted” = 1.

For instance, if R is a (skew) field then every module M is free, hence
to=t and t;=0 for j>0. For general R again, part (ii) of 3.8 is a charac-
terization of t, by a universal property (cf. Mitchell, VL5). The functors
t; for j>0 can be characterized as being the satellztes of ty (cf. Cartan-
Eilenberg, V.6).

Proof. (i) If M is free then (M,0) is a resolution of M, hence t;M =
H;t(M,0)=H,;(tM,0).

(i) Consider the diagram

Oc—tyMe—ty b Me—tyFF M

(3.9) @ l«” [w

0« TM——— TF,M ——— TFM

cxile oA wx sam A om 3.7 bv avolvin
whose rows are obtained from 3.7 by applying ¢, resp. T. The firs
1

is exact because t,M=H,tFM>~H,t,FM, the last isomorphism by
part (i). Therefore, 3.9 adm1ts a unique filler ®: 1, M — TM. If M is free
then @1: t, M — TM is a filler, hence @=¢1. §
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3. Derived Functors

3.10 Proposition. If 0M -4 M-—2 M0 is an exact sequence in
R-AMod then there is an exact sequence

s, M M M MYt M 2D 1 M 1 MU 0.

In particular, t, is right exact.

Proof. Take a resolution P’ of M’ and consider the complex
0: 0 Mt Pyl Pl o

where ¢ is the composite P(;%HOP’;M’%M. Its homology 1is
concentrated in dimension —1 and agrees with coker(j)=M" there. If
P is a resolution of M” then, by 3.5, there is a chain map f: P" > Q
such that H_, f: H,P"~H ,Q (in other words, fis a chain map P" > Q
of degree — 1). The mapping-cone C f has the following form (cf. II, 1.6)

(3.11) O— M« PloP/« PoP'«—PoP «- -,

and it is exact because H f is isomorphic (cf. 11, 2.14). The terms to the
right of M therefore constitute a resolution P of M (with B=P'e P").
It contains P, and H, P'— Hy P is clearly isomorphic with j: M'— M.
Further, P/P'= P". Altogether, we have an exact sequence

(3.12) 0>P—>P—->P' >0

of resolutions whose homology sequence 0 —-H,P'—H,P >H,P" >0
is isomorphic with 0 > M'—»M —2 > M" 0. If we apply t we get an
exact (because P=FP’'® P") sequence

(3.13) 0—tP —tP—rP"—0;

its homology sequence has the form which 3.10 asserts. |

3.14 Corollary. Every additive functor t: R-Med’ — o4 % admits a unique
{up to equivalence) right-exact extension R-Med — o/ %, namely t,. If
to 18 exact then ;=0 for j>0.

Indeed, if T is another extension then there is a natural homomorphism
@: toM —TM, defined by diagram 3.9 with ¢ =id. In this diagram the
rows are exact (T being right-exact), and the two vertical arrows on the
right are isomorphic, hence ¢ is isomorphic. If ¢, is exact then
H;ty C=t, H;C for every complex C (cf 2.8). In particular, if P is a
resolution of M then ;M ~H;t, P~t, H;P=0for j>0. 1

3.15 Proposition. If i: R-Med’ — o/ % is strongly additive then the derived
Junctors t;: Redlod — A%, j>0, are also strongly additive.
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Proof. If (M), is a family of R-modules, choose resolutions P, yer.
Then P=@®,P" is a resolution of &, M,, hence

tj(@)yMy)g Hjt(@yPV)gHj(@ytPV)g o, HtPP=@, ;M. 1

3.16 Proposition. If R is a hereditary ring, and t: R-Mod ! — 4G is any
additive functor then ;=0 for j>1, and t, is left exact.

Proof. Given MeR-.#s+ choose an epimorphism &: B, —M whose
domain P, is free (¢.g. e= 0, in the proof of 3.2). Then F, =ker(e) is free,
hence P=(R« F « 0+« ---)is a resolution of M such that ;=0 for j> 1,
hence t;M = H,(t P)=0 for j> 1. Proposition 3.10 then shows that 7, is
left exact. 1

3.17 Exercises. I. If H: 4" " is a functor between arbitrary categories
such that (i) H: [X,Y]—[HX, HY] is bijective for all X, YeX, and
(i) every X'e#" is equivalent with an object of the form HX, Xe ¥,
then H is an equivalence of categories, 1.¢. there exists a functor F:
A" — A such that FH ~1d, HF ~ 1d. Compare this with the proof of 3.2.

2. If t: R-Aled! — 2/ % is an additive functor show that t; is left exact
if and only if t; ; =0.

3. If R is hereditary and t: R-.#ed” — o/ % is a monofunctor then ¢, =0
and ¢, is exact.

4. Prove that the connecting homomorphism t; M"-—1t; M’ which
occurs in 3.10 is natural with respect to mappings of short exact se-
quences.

5.1f R=Z/p*Z where p is a prime then ; ;M=t;M for all j>0,
MeR-Mod, t: R-Mod! —AF.

4. Universal Coefficient Formula

As before we consider additive functors t: R-Hod? — o/% which we
extend, as in 2.6, to complexes C of free modules. Assuming R to be
hereditary we prove the universal coefficient formula,

HtCxt,H Cot,H, ,C;

the name is motivated by some important special cases (see § 7).

We retain the Y-convention of the preceding sections which permits us
to concentrate on covariant functors.
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4.17 Let C beafree R-complex. Consider the inclusions BC —» ZC - C
and the boundary map ¢: C— BC. They can be viewed as chain maps
provided, in the second case, we shift dimension 1nd1ces by one, i.e.
replace BC by its suspension BC* (recall that C;/ =C,_,, 8" = —a%;
see II, 1.3, Example 4). In particular, we can and shall apply Hot to
these maps. If R is hereditary then B,C is free hence B,C—">Z,C

is a resolution of H, C so that coker(t1,)=t,H, C, ker(t1,)=t, H, C.

4.2% Universal Coefficient Theorem. If R is hereditary and C is a free

R_ﬂnmn]p\' then there are unique maps o, B which make the followmg
diagram commutative.

coker{t1) @ t,HC

:
3
i

(4.3) tBC tZC e, gy o HUD,  pC+ ULt ZCH

K
v
t,HCt = ker(ty).
The maps o, § are natural in C (i.e. commute with chain maps). The
sequence

(4.4) 0>t ,H C-2="H tC =t H ,C—-0

is exact, and splits. (Universal Coefficient Sequence.)

45 Remark. Because the sequence splits H, tC=t H, Cot,H, | C;
however, the splitting is not natural, for general ¢ and R (see Exerc. 1),

4.6 Remark. In terms of elements and representatives the maps «, f3
are as follows: Let xetZC and xet, HC its coset. Then (ti)(x)eZtC
and a(X) is its homology class, a(X)=[(ti)x]. As to B, let yeZtC=
ker(ré: tC—1tC). Then d=(té: tC—tBC*) maps y into ker(ti)=
L, HC*, and BLy]=d(y).

Proof of 4.2. We first show that the middle row of 4.3 is exact; this
implies existence and uniqueness of a, §, and exactness of 4.4. Consider
the exact sequence

N [N N
(4.7) 0 ZC—s C—2+BC* 0.

Because BC™ is free 4.7 splits in every dimension; therefore

(4.8) 0>tZC-—"1C % tBCt -0
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is also exact. The following is a portion of its homology sequence

49y  (BCT Y izCcHU) gy B, et S5 17C.

We want to show d_ =11, i.e, 4.9 is the middle row of 4.3 which is there-
fore exact. Asremarked, 4.7 splits in every dimension: we find g: BC* — C,
j:C—ZC with dg=id, ji=id, jqg=0, ij+q0=1id. Then tq and tj split
the sequence 4.8, hence (IL, 2.12) d, = (t)(t 3)(t g)=1(j @ q). But dg=id,
Jji=id, clearly imply j@“ g=1, hence d,=1(1), as required.

[t remains to split 4.4. As before let j: C — ZC be a retraction onto the
cycles (ji=id). Then the composition y: C 15 ZC "5 HC, where 5
1s passage to cosets, 15 a chain map such that yi=#nji=n, hence
(2o My ={to V)y (Lo 1), = (Lo V), ax(ty 1)y, the latter by definition of o. Since
(to 1), 1s surjective we have (t,y), «=id, a splitting. 11

Depending on the functor t, one can extend the conclusion of 4.2 to
some non-free complexes C, as follows,

4.107 Proposition. For complexes C in R-.#od (R hereditary) such that
Ht, C=0 there is a natural exact sequence

(4.11) 0t H,C— H,t,C s t,H_,C 0,
and this sequence splits. (Note that t, C=1 C, t; C=0if C is free (see 3.8).)

Proof. Consider the commutative diagram

In+1 In In -1

412) - ——Cl,eCl,

T+t Tn Tn—1

. (“n+1 n
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where C/ is the free R-module generated by the elements of C,,
,=(0p 1 Ppy1- Py @and p,: CI> C, is the homomorphism which as-
sociates with every generator of C/ the corresponding element of C,
(this was ¢,: F, C,— C, in the proof of 3.2), K,=ker(n,) and 1, =Iinclu-
sion, and the components of d, are zero or inclusion (d,|C}, =0,
d |Cf (id, 0)). We view the rows as complexes so that (4.12) is a “short
exact sequence of chain maps

(4.13) 0>K——>C "> C0.

Further, € is free, hence also K, so that K, — C, is a resolution of C,.
Applying H <t therefore gives 1, C, t, C, i.e., we get an exact sequence of
chain maps

0>t C—tK—tstC1%t C 0,
or

(4.14) 0->1K/t; C—"1C %1, C—0.

Now C is nulhomotopic;in fact, C is the cone of the complex {C/, |, =0}
(it is clearly acyclic, and the cycles, Z, C=c/ +1» are direct summands,
use II,3.6), hence tC~0, hence HtC 0, hence H,C=H,_, K and
H,t,C~H, ,(tK/t; C) from the homology sequences of 4.13, 4.14.
Further, Ht, C=0 by assumption, hence H,_,(t K/t C}=H,_;tK from
the homology sequence. By 4.2 we have a natural exact sequence (which
splits)

0->t,H,_,K—-H, tK—>t H, ,K—-Q0.
Inserting H;K=H, , C, H,_, tK=H,t,C gives the result. 1
4.15 Exercises. 1. Consider the functor t: /%9 > 4%, tA=A/2A, ie.
divide A by {a+a|ae A}. Show that no non-zero natural homomorphism
@: H tC—t, H,C exists (for free complexes C). In particular, there is
no natural isomorphism H t Cx~t, H Cet, H, | C. Hint: Show first that
@=0if C is the following complex: C,=0for i+n,n—-1, C,=C,_=1Z,
0, =2. For any other complex C’, and ye H, t C' there exists a chain map
f: C— C such that yeim(tf),; then apply naturality.

2. If t: R-Mod? > o/% is an additive functor (R hereditary) and
0 C —5C—-25(C"—>0 is an exact sequence of free R-complexes
there results a diagram involving the maps i,,p,, 6, of the homology
sequence and the maps «, § of the universal coefficient sequence. Check
for commutativity.

3. Show that the universal coefficient sequence (4.11) commutes with
natural transformations t — ¢’ of additive functors.
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5. Tensor and Torsion Products

We discuss strongly additive covariant functors {: R-#ed’ — 4% of
free modules and show that they are completely characterized by ¢ R, the
value of r on the coefficient ring. The derived functors are called torsion
products; in symbols, t; M = Tor}‘ (tR, M). The functor ¢, is better known
as the tensor product; its value on M is denoted by (t R) ®x M, or simply
(t R)® M when there is no danger of confusion. If R is hereditary then one
also writes (tR)xg M or (tR)* M for t; M (while ;=0 for j>1 in this
case).—Dual results are discussed in the next § and relations between
the two cases will be established thereafter.

5.1 Definition. Let t: R-Mod”’ — /% be covariant, additive. The ring
R is itself a (left) R-module, (via the ordinary product r x), and the right

translations 0. R >R, p,()=xr. reR,

are module homomorphisms. We can therefore apply ¢t and get
t(p,): tR—~tR. Since t(p,,)=t(p, o p,)=t(p,)et(p,), and t(p,)=t(id)=1d
we can define a right R-structure on tR by yr=(tp,) (y), reR, yetR. We
always have this structure in mind when we refer to ¢ R as a (right) R-mo-
dule.

If &:t—¢ is a natural transformation then the naturality condition
applied to p,: R — R says precisely that &,: tR— 'R is an R-module
homomorphism. Let [, t'] denote the class of all natural transformations
and let e: [, t'] — Homg(t R, t' R) denote the map which to each @: ¢t — ('
assigns its value @, on R.

5.2 Proposition. If ¢ is strongly additive then e: [t,t]=Homg(tR, t' R),
e(P)=@y. l.e., a natural transformation P t — t' is completely determined
by its value ®4: tR —t'R on the coefficient ring, and this value can be
prescribed.

5.3 Corollary. If both t,t": R-Mled” —.o¢% are strongly additive and
tR=t'R (as R-modules) then t ~t'.

Proof. Let tR—2+t'R—2+tR be reciprocal isomorphisms. By 5.2
natural transformations ¢ -2 ¢ % t exist with &=, &, =¢’, hence
(' D)= ¢ @=1d, hence &’ @ =id by the uniqueness part of 5.2. Similarly
&P =id.

5.4 Corollary. Let T, T': R-.#lod — A% be covariant additive functors
and assume T is strongly additive and right exact. Then

e: [T, T']>Homg(TR,T'R), e(®)=Pg,
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is bijective. If also T' is strongly additive and right exact, and if
@p: TR — T'R is an isomorphism then @: T— T' is an equivalence.

Proof. Put t=T|R-Mod’, t' =T |R-Mod’!. Then T=t, by 3.14, and
[T, T ]=~[t,, T']=[t,¢'] by 3.8(i). Our first assertion, [71,T]=
Homg(tR, t'R), now follows from 5.2; and the second follows from the
first as 5.3 does from 5.2.

Proof of 5.2. Assume ®,=0. Let M be a free R-module and 1: R— M
an R-homomorphism. The commutative diagram

tR— >t M

[,R——WI’M

shows im(t 1) c ker(®,,). Because ¢ is strongly additive (and M 1is free) the
modules im(¢1) generate t M, as 1 varies. Hence @,,=0. Since e is clearly
additive, this proves that e is injective.

To prove surjectivity, let ¢: tR -—t'R be an R-module homomorphism.
Let M be a free R-module and i={i,: R — M} _; a direct sum represen-
tation (equivalently: a base). By assumption {ti: tR —tM} , is also
a direct sum representation. We can therefore define

(5.5) ' tM M by Po(ti)=('i)op.
We claim: @ = @' depends only on M (not on the base i), and is a natural
transformation with e(®)= .

Let g: R — M be any R-homomorphism., Then g(1) is a finite lincar com-
bination of base-elements, g{1)=), 1, i, (1)=) , i (), hence g=> i, o py,
where r,eR and p,: R — R denotes right translation by r,. Therefore
(5.6) Ploftg)=do (Y tiyotp)=), Potiotp =2, t'opotp,
=dxt' ot prop=tQieploo=('geq,

+1a P, fdwr lax,

VA A ] L& dlae Adle L mmm i m con
Ulc JId eyudlity DY 2.0, LIC 4Ll DeLdUsL (p 1> dl

Let now M, N be two free R-modules with basis i, j, and let f: M —> N
an R-homomorphism. We shall show

(5.7) Bo(Lf)=( f)o &'

Taking M =N, f=id, this gives &' = @', i.e., ®,,=P' depends only on M;
taking f arbitrary again, it shows that {&,,} is natural. Clearly ®,=¢,
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so it remains to prove 5.7, Because {ti: tR—tM} is a direct sum re-
presentation it suffices to show that 5.7 holds after composition with
ti,. But

b

o (tf)o(ti)=Plot(fi)=t'(fi)ep=(tf)e('i)cp=(f)oP'oti,
(the 2nd equality uses 5.6, the last 5.5). 1§

We have seen that a strongly additive functor t: R-#od’ — /% (respec-
tively a strongly additive right exact functor t: R-.#odd — /%) 1s entirely
determined by the R-module t R. We now show that this module can be
prescribed.

5.8 Proposition and Definition (comparc Eilenberg, and Watts 1960).
For every right R-module L there exists a unique (up to equivalence) covariant
strongly additive functor t: R-Mod’ — of% [resp. strongly additive right-
exact t: R-Med — 4% such that tR=L. It is called the tensorproduct
with L, in symbols t M = Leg M. The derived functors t;: R-.llod — 4G
are called torsion products; in symbols, t; M :Torff (L, M). In particular,
TorX (L, M)y=Leg M. If R is hereditary, we also write L*g M instead
of Tor®(L, M).

Proof. Only the existence of t: R-.#ed! — /% has to be shown (see 3.14
for the extension to R-#e«/, and 5.3, 5.4 for uniqueness). In every free
R-module X we pick a basis BX < X ; for X = R we choose BX = {1}. Let
t X be the set of all functions w: BX — L which vanish almost everywhere.
In analogy to singular chains (I11,2) we think of @ as a finite linear combi-
nation of elements be BX with coefficients w,=¢(b) taken in L, i.e. we
write @ =) ,_px 0, - b. These linear combinations can be added by adding
coefficients, and thereby form an abelian group. If a: X — X"isan R-homo-
morphism then for every be BX we have a(h)=) , .y ob - b, a finite
linear combination with coefficients o€ R (this is the matrix of «). We
define

(59) to: tX =t X', (t0)(Xpepx @p B)=Ypenx (Xpenx @y 1) - V'
Then t(id)=id is clear, and t(a o o') = (ta) o (¢ o'} is the usual multiplication
rule for the matrix of a composite map. Thus, t: R-#ed! — 4% is a
covariant functor.

Ifa, B: X — X' are two R-homomorphisms then clearly (o + ), = o + Bi,
hence t{oa+f)=ta+tp, ie, t is additive. Obviously tR=L (as R-
modules); it remains to establish strong additivity.

By 2.3, it suffices to show that {ti,}: @, t X, - t(®, . X,) is epimorphic

for every family {X_} of free modules (i, =inclusion of the y-th summand),
i.e. we have to show that every yet (@, X,) is contained in some partial
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sum H{@,.x Xp)= D, t X, with finite K<I'. Now y is a finite linear
combination y=) w,-b, and every beB(®,. X,) is contained in a
finite partial sum of @, X, hence a finite set K <" exists such that
0,40 = be @, X,. Let

@yef Xy—p) @keK Xklj) G—)ye[' X«,c
denote projection and inclusion. Then w,+0 = (jp) b=>b, hence
N p)y=t(jp) Yo, b= oy (jp)b=} w,-b=y,
hence yeim(t/)=t(®ycx Xi)- 1
5.10 Definition. If L, L' are right R-modules and f: L—L is an R-
homomorphism then, by 5.4, there is a unique natural transformation
fogM: LogM —LeyM such that fe,R: LI agrees with f If

g: M — M’ is an R-homomorphism then (L®gg)e(fogM)=(f®rg M)
(L®gg), by naturality of f®g. We denote this homomorphism by

fepg: LogM — LegM’;

in particular, fe, M=feid,,, Legg=id,; ®zg. It follows immediately
from the definitions that

(forgle(f ogg)=(fof")8g(gog), id ®pidy=id gy,

whenever the compositions are defined. These formulas assert that e
is a functor of two variables (L, M)e(#Mod -R) X (R-AMod). MoTeoVver,

(fi+ i) erg=fi®gg+ f1®x 8.
for(g +2,)=f®rg + f®rE,,

the first equation because (f;+ f>)®g and (fi®g)+(f, ®g) agree on R,
the second equation because L®g is additive.

o——
Ln
[u—y
[

S’

5.12 Example. We want to compute Lo, M, Lx, M if R=7Z and M

and L+*Z =0 as for any derived functor t;. If M 1s finite cyclic, say of
order n, M=Z,, then we apply L ® to the exact sequence

0—-Z "B 57 >Z, -0
and get (by 3.10) an exact sequence
(5.13) 0->L*Z, —L "1 1eZ, 0,
hence
(5.14) LeZ,~LinlL, L*Z,~{yel|n-y=0}.
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5.15 Corollary. If L is a finitely generated abelian group and p a prime
number then dim(L®Z)=rank(L)+dim(L+Z)), where dim denotes
the vector space dimension over the field Z,.

This formula is useful in connection with the Euler characteristic (cf. 7.21).
I L is cyclic then the formula is immediate from 5.14. In the general
case, L is a direct sum of cyclic groups, and the formula follows because
both sides are additive in L. J

As an interesting exercise the reader might prove the same result for non-
finitely-generated L provided every element in ()=, p" L has finite order
prime to p.

5.16 Example. An R-module L is called flat if L® is an exact functor.
We want to determine all flat abelian groups (=Z-modules). We claim:
The functor Le®: o/ % — A% is exact if and only if L is torsion-free, 1.¢.,
L has no (non-zero) elements of finite order, i.e., the map n: L— L is
injective for all integers n=0.

Proof. If ye L is not zero but of finite order, say n- y=0, then 5.12 shows
that
0->LeZ 49" [ Z -LoZ,—0

is not exact, hence L® is not exact.

If L=Z then L®=id is obviously exact. If L is (finitely generated and)
free then L® is a (finite) direct sum of identity functors and therefore
exact. Now take any torsionfree abelian group L, let F =L be a finitely

generated subgroup, and let 0-—X, —’¥~>X0—>M—>0 be an exact
sequence with free X.. X.. We have a commutative dm ram

sed vy Alia e Lhj, LA a il 38 91

Lox, 2%, ex,

| ]

Fa XY 15

4 Ay [

<

in which the vertical arrows are monomorphic by the very construction
of the tensor-product (as a group of functions with values in F respec-
tively L). The lower horizontal map is monomorphic because F is free
(see above), hence the restriction of idej to F® X, is monomorphic.
jo . oo tha fareme N0 oo L hpmee el e V ocrliees I bo
l)LlL UVCly LUCLUAI nas LllC 10111 L‘(Ub'U, HCICC wel Q_()Al WIICIC T 1S
generated by {w,}, hence the whole map id®j is monomorphic. Since
X, — X, 1s a resolution of M this proves L+ M =ker (id ®j)=0, and the

exact sequence 3.10 shows that L ® is exact. 1
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Concluding this section we make a few comments on L®g M as a functor
of L. The notation Le M already suggests some symmetry between L
and M ; this will be fully justified in § 8 (see also Exerc. 1 ¢). Here we only
show that L ® and ®; M have analogous exactness properties.

5.17 Proposition. For every exact sequence 0—L--L—L'—0 in
Mod-R and every M e R-#od there is an exact sequence

... >Tor® | (I, M)— Tor®(L, M) - Tor®(L, M) — Tor® (L, M)

(5.18)
—Tor® ((L,M)— - —LegM—L & M—0.

In particular, @ M 1s right exact (and =, M is left exact if R is hereditary).

Proof. If F is a resolution of M then F, is a direct sum of terms R, hence
LeF, is a direct sum of terms L, hence 0 »Le®F,—-LeF,—>L'®F—0
is a direct sum of sequences 0 > L' — L — L’ — 0; in particular, it is exact.
Therefore 0 > L@ F—LeyF—['®;F—0 is an exact sequence of
complexes whose homology sequence has the required form 5.18. §

5.19 Proposition. If ---—E;  —E,—~E;, | —--—E is a resolution of
Le #od-R then Hj(EexM)x~Tor{(L, M); ie. in order to compute
Tor(L, M) one can resolve either variable.

Proof. Note first that E;®g is an exact functor (E;= @ R implies that
E;®p is a direct sum of identity functors), hence TorX(E ;» M)=0 for
n>0, by 3.14. Now consider the modules L;=coker(E;, , —E)); we have
Ly=L,L;=B; |Eforj>0, and for every j an exact sequence 0—-L;
—E, -L;—0. The corresponding long exact sequence 5.18 shows
Tor,, ;(L;, M)=Torg(L;, ;, M)for n>0 (because TorX (E,, M)=0), hence
by iteration, Tor} (L, M)=Torf(L;_,, M) for j>0. The last term occurs

in the following commutative diagram

0
I
!
E,,eM Tor,(L,_,, M)
(5.20) ' 2
5, .
: I J
LJ-+1®M—'*—>EJ-®\JW———”—>LJ‘®M—~———>O

\ i

L 4 \ }
0 E,_eM
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whose rows and columns are bits of exact sequences 5.18. We get
Torl(L 1» M)=ker (iyxker (i n)/ker (m)=ker (¢;)/im (') = ker (3,)/im (i’ ')
=ker(¢;)/im(¢;, )=H;(E® M). This proves 5.19 for j>0. As to j=0,
we have an exact sequence E, —-E,—~L—0, hence (2.11) an exact
sequence E, oM —-E,e M - LeM —0, hence H{EeM)=Le M. |

5.21 Remark. There is an obvious analogy between the preceding proof
and the proof of V,13. Both are “degenerating-spectral-sequence

e ..MA,,.t ELRY R Y G R N S T A AN
dl ZUILICTHILD U.;l. J UCIUUIIL, 1.4.4).

5.22 Exercises. 1. (a) Any direct sum t=¢@¢, of (strongly additive)
right-exact functors .#o</-R — .o/% is (strongly additive) right-exact.

(b) If 1, >1,—>t >0 is an exact sequence of natural transformations
and if 7., 7, are (strongly additive and) right exact then so is r.

(c) The tensor-product L ey M, as a functor of L (M fixed), is strongly
additive and right exact. Consequently, Leg;M=~Me,L if R is com-
mutative,

2. The reader is urged to study also the usual existence proof for 5.8;
cf. for instance, MacLane V.1. Still another possibility to construct
tM=LogM (for free M) is as follows: Put t M =Homg(Hompg (M, R), L)
for finitely generated-, and t M = lim (t M,) for arbitrary free M, where the
direct limit (see VIII, 4) is taken over all finitely generated submodules
M, of M.

3. If 4 1s a finite abelian group then L+, 4A>~Hom,(A, L), naturally
in Leod%.

4.(a)If j: Z — @ is the inclusion then the kernel of L=Leo Z—2%L, e @
coincides with torsion(L), the subgroup of elements of finite order.

(b) L+(Q/Z)=torsion(L).

5.Ift: R-Mod’ — o/ % is an additive functor and E is a complex in R-.#od
such that E;=0 for j<0, H;E=0 for j>0, and ¢, E=0 for n>0 then
H;t, Ex=t;HyE. This can be proved similarly to 5.19. As a special case,
it dSSGI‘tS that Tor (L, M) can be computed with flat resolutions (instead
of free ones).

6. Hom and Ext

The functors Hom and Ext are dual to ® and Tor. In fact, one can simply
apply the ¥-convention of §§2-4 to all of §3. Then Ley becomes
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Hompg(—, L), and Torf(L, —) becomes Exth(—, L). However, because
of the importance of Hom and Ext and because too many ¥-s might
confuse the reader we give a separate—if somewhat repetitious—treat-
ment. Proofs will be abbreviated or omitted, and notations are taken
over from §5. The section numbers are chosen to correspond with §5;
thus 6.1 is dual to 5.1 etc.

6.1 Definition. Let t: R-.#ed’ — /% be an additive cofunctor. Define
a left R-structure on tR by ry=t(p,) v, reR, yetR, where p,: R—R is
the right translation by r. If ¢: ' —t is a natural transformation then

Pp: ' R—1tR is an R-module homomorphism. Let [t,¢] denote the
class of all natural transformations ¢ — t.

6.2 Proposition. If 1 is strongly additive (contravariant) then

e: [t,t]>Homg(r'R,tR), e(P)=P,,
is bijective.

6.3 Corollary. If both t,t': R-#lod! —>.o4% are strongly additive, and
tR=t'R (as R-modules) then t ~t'. |}
6.4 Proposition. Ler T.T': R-#lod —o4% be additive cofunctors and
assume T is strongly additive and left exact. Then

e: [T, T]>Homy(T'R, TR), e(d)=0d,
is bijective. If also T' is strongly additive and left exact, and if p: T'R— TR

is an isomorphism then @: T'— T is an equivalence.

Proof of 6.2. Assume ¢, =0. Let M be a free R-module and i: R »M an
R-homomorphism. The commutative diagram

tR—"—tM

th(—ﬁ—‘er

shows im(®,,)cker(t1). Because ¢ is strongly additive we have

() ker(t )= {0},
hence @,,=0. This proves that e is injective.

To prove surjectivity let ¢: ' R—t R be an R-homomorphism. Let M
be a free R-module and i={i,: R— M}, a direct sum representation.
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By assumption {ti: t M —t R}, is a direct product representation. We
can therefore define

(6.5) O ‘M —>tM by (ti)oP'=¢o(l'i,).

The reader will have no difficulty in dualizing the rest of the proof of 5.2,
i.e. to show that &@,,=@" is independent of the basc i, and is a natural
transformation @ with e(P)=¢. §

6.8 Proposition and Definition. For every left R-module L there exists a
unique (up to equivalence) strongly additive cofunctor t: R-Mod — .49
[resp. strongly additive left-exact t. R-Med — .4 G] such that tRx=L. An
example of such a cofunctor is t M =Hompg(M, L). Its derived functors ¢/
are denoted by ! M = Exth(M, L); in particular, Ext$(M, L)~ Homg(M, L).

If R is hereditary then we also write Extg(M, L) or Ext(M, L) instead
of Exth(M, L) (while Ext{, =0 for j>1 in this case).

In order to prove 6.8 one has only to verify that Homg(—, L) is indeed
strongly additive (for left-exactness and Homg(R, L)=L see 1.6 and 1.9).
But HomR(El-)?My,L);’H},HomR(MT, L) holds by the very definition of
the direct sum {1, 2.13, 2.14). §

6.12 Example. We want to compute Homg(M, L), Extp(M, L) if R=Z
and M is a cyclic group. Clearly Homy(Z, L)= L, Extz(Z, L)=0. If M is
finite cyclic, say M=Z,, we apply Hom(—, L) to the exact sequence
0-»Z—">Z—-Z,—0 and get (3.10) an exact sequence

(6.13) 0—-Hom(Z,,L)—L-">L—-Ext(Z,, L)—0,
hence

Hom(Z,, L)={yeLiny=0}>=LxZ,,
6.14) (Z,, L)={yeL|ny=0}

Ext(Z,, L)~ L/nL=LeZ,.

6.16 Example. An R-module L 1s called injective it Homg(—, L) is an
exact functor. Which abelian groups (Z-modules) are injective? We
claim: The cofunctor Hom(—, L): o/ % — .o/ % is exact if and only if L is
divisible, i.e. the map n: L— L is surjective for all integers n 0.

While this result is dual to 5.16 its proof is more difficult; we shalil only
give some indications and refer to Mitchell, 11.15.4 for more detail.
Firstly, if n: L-—»L is not surjective, n30, then the sequence 6.13 shows
that Hom(—, L) is not exact. Conversely, assume L is divisible. One has
to prove that Hom(M, L)—»Hom(M’, L) is surjective for every group M
and subgroup M’, i.e. one has to show that every homomorphism
a: M’ L extends to M. Let yeM —M’; if myeM’ for some integer
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m=0 let neZ generate the ideal of all such m, choose ze L such that
nz=a(ny), and define an extension f of a to {M’, y}, the subgroup
generated by M’ and y, by BIM'=a, B(y)==z. If mx0=my¢M one
extends by f(y)=0. By iteration (transfinite if M/M’ is not finitely
generated) this procedure leads to an extension M —L. §

6.21 An R-module M is called projective if Homg(M, —) is an exact
functor. We claim, a module M is projective if and only if M is a direct

A ~f o fvop Al
Summdna oj a jree moadtiiie,

Proof. Let {M,}, be any family of modules. Clearly Homg(®,M,, —)=
vl es An et fiientos LT

Hw H()mR(f‘vf},, —) is exact if and only if each functor nOmR(foy, —)is
exact. Since Homg(R, —)=1d, this proves first that every free module
F=@,R is projective, and then that every direct summand of a free
module is projective.

Assume now Hompg (M, —) is exact. Choose an exact sequence
0—-G—-F-t5sM—0

such that F is free, apply Homg,(M, —) and get an exact sequence
Hompg(M, F)—2-»Homgy(M, M)—0. In particular, there exists

peHom (M, F)

such that id,,=p(f)=pecf, hence B maps M isomorphically onto a
direct summand of F. }

6.22 Exercises. I. For every MeR-.#s/ and every exact sequence
0—L—L—I"—>0in R-#sa there is an exact sequence

0—Homg(M, £)—>Homg(M, L)—---—Exty (M, L) —
Exth(M, L)—Exth(M, L) > Exth(M, L) Ext; ' (M, L)—---.
This is 5.17 dualized. Show that M is projective if and only if
Extp(M, —)=0.

2. If R is hereditary and LeR-.#:+ admits a resolution F,—F, by
finitely generated free modules (“ L is finitely resolvable™) then

Extp(M, L)~ Extz(M, R)ogz L.

Further, L is projective if and only if Extgz(L, R)={0}.

3. If 4 is a finite abelian group then Extz(4,L)=L®zA, naturally in
Leod%.
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4. If P is a projective R-module then there exists a free module F such
that Pe F is free (Eilenberg). Hint: By 6.21 there exists some module P’
such that Pe P’ is free. Consider the relation (Pe P)@(Pe P)e --- =
Pe(PePla(PeoPla---.

5. If C is a complex of free abelian groups such that H,C contains
clements of infinite order then H_,Hom(C,@Q)+{0} (because
HHom(C,Q)=Hom(HC, Q). If p is a prime such that (H,_, O)+Z,=
{xeH,_;C|px=0}+{0} then H_ ,Hom(C,Z)+{0} (because
HHom(C,Z )=Hom(H(CeZ,),Z )>Hom(H, ,C+Z, Z,). Conse-
quently, if HHom(C, k)={0} for every prime field k then HC={0},
hence C~0.

7. Singular Homology and Cohomology
with General Coefficient Groups

We apply additive functors t of abelian groups to singular complexes
SX of spaces X and discuss the formal properties and the significance
of the resulting homology groups HtS(X).

7.1 Definition. The singular complex S(X, A) of a pair of spaces consists
of free abelian groups. Therefore, any additive functor t: /%' — ./ %,
defined on free abelian groups, can be applied to S(X, 4) and yields a
new complex ¢t S(X, A). Its homology groups are denoted by H(X, A4; t)=
HtS(X, A), and are called the (singular) t-homology groups of (X, A).

Usually one considers strongly additive functors only, i.e. tensor products
and Hom-functors, and one uses a special notation as follows. The com-
plex S(X, A)® G ° respectively Hom(S(X, A), G} is called singular (chain-
resp. cochain-y complex of (X, A} with coefficients in G (G an abelian
group), and is denoted by S(X, A; G) respectively S*(X,A;G). The
elements of S,(X, A; G)=S,(X, A)e G respectively

S"(X,A4;G)=(5*(X, A; G))'=Hom(S,(X, A), G)

are called singular n-chains respectively n-cochains of (X, A) with coeffi-
cients in G.

By definition (cf. proof of 5.8) an n-chain ceS,(X;G) is a finite linear
combination ¢=Y , ¢, o of singular n-simplices ¢: A, — X with coefli-
cients ¢,€G; addition is given by (c+c'),=c,+c,. The n-chains in
S (X,A4;G)=S8,(X;G)/S,(4;G) can be thought of as finite linear com-
binations ¢, o where ¢(4,)¢ 4. Dually, n-cochains ¢eS"(X, 4;G)

5 Or rather GeS(X, A). However, MeN=NeM, by 8.13.
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are functions ¢ (o) such that p(o)=0 if o(4,)<=A; these functions are
added by adding values. As for ordinary (integral) chains, the boundary
operator is glven by an alternating sum, de=Y), 37 _o(—1)¢,-(a¢,),
respectively [0(p)] (r)=>12 0(—1)’ @(re,, ) where ©: 4, 1——>X The
boundary operator for cochains is usually denoted by 4; thus o(p)=@o 0.

Often it will be appropriate to replace § by {(—1)"+1§ (cf. 10.28).

If in the preceding notation we replace S by Z, B, H we get singular
(co-Yeyeles, (co-Yboundaries, (co-Yhomology with coefficients in G. For
example, H"(X, A; G)=H_,Hom(S(X, A); G)=H" $*(X, A; G) is called
n-th cohomology group of (X, A) with coefficients in G, and H*(X, 4; G)=
{H"(X, 4: G)} ez

If G is an R-module (R some ring) then S(X, 4;G)=5(X, A)®;G and
S*(X, A; G)=Homg(S(X, A),G) are complexes of modules. In particular,
the homology of these complexes consists of R-modules, i.e. the (co-)
homology of (X, A) with coefficients in an R-module consisis of R-modules.

The formal properties of ordinary integral homology H(X, A)=H(X, A Z)
carry over to arbitrary coefficients; in fact, they carry over without further
complications to t-homology wherc i : /%’ — /% is any additive functor.
We list the most important properties. As in §§ 2-4 we use the ¥-conven-
tion, i.e. we formulate the results for covariant functors ¢ only and we
mark by ¥.all sections which are also valid after replacing covariant by
contravariant, reversing arrows in the range category of t, exchanging
lower and upper indices and stars, etc.

7.2 If f: (X, A) » (Y, B) is a map of pairs then tSf: tS(X, 4) — tS(Y, B)
is a chain map. The induced homomorphism of homology is denoted by

f.=H(f;0): HX, A;t)— H(Y,B; 1).

It clearly satisfies (fg), =/, 2,. id,,=1id, i.e. t-homology H(X, A;() is a
covarlantfuncrorfrom pairs of spaces to graded abelian groups,

7.3% For any pair (X, A) the sequence 0 —SA4 5 SX —» S(X, 4)—>0
is exact and splits in every dimension. Since t is applied dimension-wise
the sequence 0 — tSA4 —"> tSX 2> tS(X, A)— 0is also exact (and splits
in every dimension). In particular, there results (cf. 11, 2.9 and 111, 3.2) a
connecting homomorphism 0. H, (X, A;t)— H /(A1) and a (natural)
exact sequence

— H'HI(A; t)——ﬁ‘—>Hq+1(X; t)—=> Hqr+1
S H (X0

called (t-) homology sequence of (X, A).

(X, A; )" H (A; 1)
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747 If f,g: (X, A)— (Y, B) are homotopic maps then Sf,Sg: S(X, 4)—
S(Y, B) are homotopic by HI, 5.1, hence tSf~tSg: tS(X, A)—tS{Y, B)
by 2.6, and therefore f, =g : H(X, A;t)— H(Y, B; ). Le., t-homology is
homotopy invariant; it can be viewed as a functor on the category whose
morphisms are hnmnrnnv classes of continuous mans (of nairs)

Ly LelnSsStS M LU (12204 % NI PO ANy sl

7.5 1f (X, A) is a pair and % = {U} is a family of subsets U = X such that
every point of X is contained in the interior of A or in the interior of some
U then S(%,% n A) — S(X, A) was shown to be a homotopy equivalence
(I1, 7. %) where S% <SX is the subcomplex generated by all SU, and

[ Fs) —_ A} oy 1y ~ AN T f,‘|1a--"~ il Py <A -~ _~—
S(U, U Ay=SU%/S(% n A). 1t follows (by 2.6} that :S{(¥, ¥ Aj=
tS(X, A).

As a corollary (I11,7.4) we obtained that the inclusion j;: (X —B, 4 — B)—
(X, A) induces a homotopy equivalence S(X —B, 4A—B)~S(X, 4) for
every subset B< A whose closure B is contained in the interior 4 of A.
It follows (2.6) that t S(X —B, A—B)~tS(X, A), hence H(X —B, A—B; 1)
~H(X, A;1) for all B such that Bc A Le, t-homology satisfies the same
excision property 111,7.4 as ordinary homology.

7.67 The Mayer-Vietoris sequences (111, 8) were deduced from exact
sequences of the type

0-S(X,nX,)»>S8X,e5X, »>S{X,,X,} -0

together with the fact that S{X,, X,} =S(X,uX,) f (X; X, X,) is an
excisive triad. Because the exact sequence splits in every dimension it
remains exact after applying t, and by 2.6 we have tS{X,, X,}~
tS(X,uX,) for excisive triads. Thus, the Mayer-Vietoris sequences
generalize to t-homology, i.e., for every excisive triad (X; X, X,) we
have exact (Mayer-Vietoris)-sequences

el (X U X )t H(X A Xy )2 (X e H (X, 8)
el g (X UX ),
and
i Hn+l(Xs Xlu X?.) E)_d_*—) Hn(X: Xl M X?,: t)"ﬁl*’—;“’ﬁ)—> Hn(X, Xl: t)
® H,(X, X,:0) "5 H (X, X,uX,; 1)
The proposition I1I,8.11 which describes the boundary operator d
generalizes similarly. In fact, the present section 7.6 can be deduced

purely formally from the preceding sections 7.2-7.5; this is carried out in
Eilenberg-Steenrod I, 14-15.

L}
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7.77 If X isa contractible space (e. g. a point) then n: SX ~(Z,0)~ S (point),
wheren denotes augmentation (I11,4.5), hence 1 S X ~(t Z, 0); in particular,
H.(X;t)=tZ if i=0, and =0 otherwise. For any non-empty X the aug-
mentation #: SX —(Z, 0) has a right inverse, hence SX =(Z, 0)e ker(n),
hence H(X,t)=HtSX =H(tZ,0)e Ht(ker(n))=(tZ,0)e H(X; ), where
H(X;t)=Ht{ker(n))=ker(H(X ; t)— H(point; 1)). These groups, H(X ; 1),
constitute the reduced t-homology of X. They differ from H(X ;1) only
in dimension 0, and they fit into a reduced t-homology sequence

i S|

g+1

(A;t)— H

gt (Xs0—>H (X, A:)> H(A; 00> H(X; 0 -,

+1

just as ordinary reduced homology (111, 4.4).

7.87 The t-homology of a sphere $” can be computed as in IV, 2. More
simply, one observes that H(S”") is free, hence S(S")~ H(S") by 11, 4.9,
hence tS($")~t H(S") by 2.6, hence H(S";t)=t(H(S")=(tZ,0)e (tZ, n).
Similarly, H(R", IR"—0; t}=(tZ,n). In general, the r-homology groups
can always be expressed in terms of integral homology groups; just
apply the universal coeflicient theorem 4.2 to the complex C=S5(X, A).
In case t=®G, or =Hom(—, G), the result asserts: There are natural
exact sequences

(79) 0 >H/(X,A)eG >H (X,A:G)—H, (X,A)*G >0,
(7.10)  0—Ext(H,_,(X, A), G)— H"(X, A; G) > Hom(H, (X, A),G) >0

which split (but not naturally). In particular, H (X, 4; G) is determined by
H(X, A). However, the same is not true for induced homomorphisms:

H(f; G) is not determined by H(f: Z); cf. Exerc. 2.

7.117 For cellular spaces X we have established (V, 1.3) an isomorphism
H(X,X "= HWX where WX is the cellular complex of X (reminder:
W, X=H,(X", X" ')). In trying to generalize that result to t-homology
one encounters difficulties. Let us assume, however, that WX is a free
complex (e.g. if X is a CW-space). Then HWX=~H(X, X ') implies
WX~S(X,X '), hence tWX ~rS(X, X~ '), hence HtWX~H(X,X ;1)
L.e, if the cellular complex W X is free (as is always the case for CW-spaces)
then H(X, X ';)=HtWX. Moreover, in that case, t WX can be identi-
fied with the complex W(X ; 1) which is defined as follows

(7.12) W.(X;n=H, (X", Xx""';1), @,=i,0,,
where
H (X" X" ' -5 H, (X" Y05 H, (X" X201,

n—1
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Proof. The maps a=a,: t H (X", X"~ 1) — H, (X", X"~ t) of the universal
coefficient theorem 4.2 (applied to C=S(X", X"~')) define a homomor-
phism «: tWX — W(X;t) of graded groups, which is isomorphic be-
cause H(X", X"~ ') is free. The only question is whether « is a chain map,
1.e., whether the composite diagram

PH (X" Xn=1) 0%,y H X" tH (X, XY

a o o

H X" X" '%t—">H,_/(X"'n—-—H,_ (X" X" 2:1)
n—1

is commutative. The square on the right commutes because « s compat-
ible with chain maps (is natural). But the boundary operator J,, 1s also
induced by a chain map (II, 2.12; note that SX"~! is a direct summand of
SX™), hence the left square also commutes. |}

7.13 The results of 1V, 6 on (ordinary) homology of open subsets of $"
generalize almost verbatim to homology with arbitrary coefficients G
(whereas difficulties arise for --homology). In some detail, let Bc Ac$”,
n>0, be arbitrary sets, let Pe 4, and

H(S"—B,S"— 4;G)-=> H (S",8"— P; G)<2— H,(S"; G)

the homomorphisms induced by inclusions. Then (cf. 1V, 6.1) for every
yeH, (8"— B,8$"— A; G) the map

Jy: A5 H(S"6), Uy P)y=i7'j,(),
is locally constant, (J y)| B=0, and (cf. 1V, 6.2)
J=J(A,B): H($"-B,8"—A4;G)>T(4,B;G)

is 2 homomorphism into the group I'(A4, B; G), whose elements are locally
constant functions A — H,_($"; G) which vanish on B. [f X <Y< 8" are
neighborhood retracts then (cf. 1V, 6.4)

(7.14a) H.(Y, X;G)=0 for i>n,

(7.14D) J H(V,X;6)=IS"-X,8"-Y;G).

The proofs are the same as in 1V, 6.—The rea d"r may f find it interesting
to look at the corollaries and applications of IV, 6.4 again (IV, 6 and IV, 7)
and to generalize them to arbitrary coelficients; the case G=1Z, is espe-

triietive
ULy,
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7.15 So far, we have viewed (co-)homology with coefficients in G as a
functor of (X, 4)alone; the group G was fixed. However,a homomorphism
@ G— G’ of (coefficient) groups induces chain maps ide¢: S(X, A)eG
— S(X, A)® G, resp. Hom(id, ¢): Hom(S(X, A), G)— Hom(S(X, 4), G'),
and by passage to homology, ¢, =H(X, A; ¢): H(X, 4; G)—H(X, A; G')
resp. *=H*(X,A;¢): H*(X,A;G) >H*(X, A; G'). This turns (co-)
homology into a functor of the coefficients G. For fixed ¢: G-— G’ the
maps ¢, =H(X, A; @), p*=H*(X, A; ¢) are natural with respect (o the
variable (X, A); they are the simplest examples of (co-)homology opera-
tions. (=natural transformations between (co-)homology groups).

If0— G > G " G"”"—0is an exact sequence of abelian groups then
the sequences

0 S(X, A)e G~ (X, A)e G2 S(X, A)eG" 0,
0— Hom(S(X, ), G’) -~ Hom(S(X, 4), G)—— Hom(S(X, 4), G")— 0,

are also exact (because S(X, A) is free; see 6.21). The connecting homo-
morphisms

(7.16) B: H, (X, 4,G)—H,/(X, A:G),

' B: HY(X,A; Gy~ H""YX, A; G

which are associated with these sequences (II,2.7) are usually called
Bockstein-homomorphisms (of the coefficient sequence 1, 7). They are
natural with respect to the variable (X, A), thus providing another
example of (co-)homology operations (this one between groups of
different dimensions). The sequences

L H, (X, A4:6) PS5 HAX, A;G) > Hy(X, 45 G)

(7.17)
T H (X, 416G
iy T HT X ALG) T HIX A.G) T HIXALG)

TS HY (X, A:G) s

are exact and natural; they are called the {(co-Yhomology sequences of the
coefficient sequence (i, 7).

7.19 In V,5 the rank of abelian groups was used to define the Euler
characteristic of graded groups resp. of spaces. For many rings R, a
rank-function pg can be defined on finitely generated R-modules (com-
pare Swan II, 4.6, and also Cohn 2.4), and can be used to define an
Euler-characteristic yx on finitely generated graded R-modules, or
spaces. For simplicity, we consider the case of a field R only (besides Z)



156 VI. Functors of Complexes

with pp=dimg=vector space dimension. If the characteristic of R 18
zero, char(R)=0, and X is a space, then

dimy H,(X; R)=dimz(H,(X; Qe R)=dimg(H,(X ; Q) = rank (H, X)

which brings us back to V, 5. If char(R)=p>0 then dimg(H,(X; R))=
dimg (H, (X ;ZP)®R)=dimzp(Hi(X ; Z,)) which reduces the problem to
prime fields Z ,.
Assume then G={G},.z is a [initely generated (3 ; dim(G;) < o) graded
vector space over Z,, and define y, G=Y;4(—1) dim(Gy); if (X, 4) is
a pair of spaces put y, (X, A)=y,[H(X, A; Z,)] if the latter is defined.
Call this the Z ,-characteristic of G resp. (X, A). Justasin V, 5.2 one proves:

If K is a complex of Z,vector-spaces such that x,K is defined then
1,(HK) is defined and equals y, K. 1t follows (cf. V, 5.7) that

(7.20) 1p(X)= 2, (A) + 2,(X, A)

for pairs (X, 4) of spaces such that two of the numbers in 7.20 are defined.
In general, the Z,-characteristic differs {rom the Euler-characteristic
(choose X such that HX =(@, 1); then x(X)=0 and y,(X)=1). However,

7.21 Proposition. If (X, A) is a pair of spaces with finitely generated
homology H(X, A) then x,(X, A)=yx(X, A).

Proof. By 79 we have H,(X,A;Z)=H,(X,A)eZ,oH; (X,A)«Z,,
hence y,(X, A)=yx,[H(X, A)o Z,]—x,[H(X, A« Z,]. On thc other
hand, 5.15 implies

(X A=y [HX, A=y, [HX, A)eZ,] -y, [HX, A+ Z,]. §

For instance, 7.21 applies to compact CW-pairs (X, A)—but then the
result also follows directly (cf. V, 5.9 or V, 5.10 Exerc. 3).

7.22 Exercises. 1. Show that H'(X ; G)=Hom(H, X, G) for all spaces X
and abclian groups G. In particular, HY(X; Z) is always torsionfrce
(whereas H,(X; Z) can be any abelian group; see V, 6 Exerc. 2).

2. The space B, IR/F R which is obtained from real projective plane by
shrinking a projective line to a point is homeomorphic with the 2-sphere.
Show that the identification map P, IR — B IR/P, IR induces trivial
homomorphisms in (reduced) integral homology but not so with coeffi-
cients Z ,. Compare this with 4.15 Exerc. 1.

3. Let o: (4,, 4,)— (R", R"—0) be a singular simplex whose homology
class generates H,(R",R"—0)~Z Show that G — H (R",R*"—0;G),
g+ [g- o] is an isomorphism (G =abelian group).
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4. If F is a free abelian group then H(X; )@ H(X;Z)®F. If G is any
abelian group then there exists an exact sequence 0 — F, —— F,—%> G -0
in which F, F, are free abelian groups (cf. proof of 3.16). Its homology
sequence contains the portion

HAX; F) == H(X; Fo) ™ H,(X;G) " H, (X;F)-" H,_(X; F),

hence an exact sequence 0 — coker(i,)— H,(X; G) — ker(1,) - 0. Show
that this sequence is isomorphic with the universal coefficient sequence
0 (H,X)8G > H,(X;G) > (H,_, X)x G0,

5. If (X, A) 1s a pair of spaces such that H*(X, A; k)=0 for every prime
field k (equivalently: H*(X;k)=H*(A4;k)} then H(X,A;G)=0 (equiv-
alently: H(A; G)= H(X ; G)) for all abelian groups G. This follows from
6.22 Exerc. S.

6% If X is a space such that y(X) and y,(X) are defined, and if every
element in [);,,p' HX has finite order prime to p then y{(X)=y,(X).
Compare remark after 5.15.

8. Tensorproduct and Bilinearity

We define bilinear maps and show (8.11, 8.19) how the tensorproduct
can be used to reduce them to homomorphisms of abelian groups.
Conversely, bilinear maps can be used to deduce properties of the tensor-
product-functor (8.13, 8.17).

8.1. Definition. For every MeR-.4o«/ and yeM we have an R-homo-
morphism y: R — M, j(r)=r y; similarly, for right R-Modules L& .#ea/-R
and xelL we have x: R— L, x{(r)=xr. We then define xe,yveLe,M

to be the image of lIe R=R @ R under x@,7: RegR—LeyM (cf 5.10);

he imag R-= R under x@g7§ 5.10)

in formulas,
(8.2) x@py=(X®gy)(1), xeL, yeM,.

In particular, if L =R resp. M =R then ¢ is the left resp. right translation
with reR. 1t follows that

(8.3) reRy=ry, x®pr=xr, xelL, yeM, reR.
We have the following equations:
(X1 +X3)@pgy=X; 8y +X; @V,

(8.4)
X®p(y;+ya)=Xx®gy, +Xx®gY,,

(8.5) (xr)@py=x@g{ry), reR.
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The former, 8.4, are quite obvious; they are special cases of 5.11. As to 8.5,
(xney=(FefFe)()=(Fe P =(Feplen(l)=xe(ry).
8.6 Definition. Given modules Le.#o#-R, M eR-Med, and an abelian
group Ne.o/%, then a mapping {: L x M — N is called R-biadditive if
COr+ x5, ) =00x, )+ {xg, ¥),
CO6G Y+ y) =%, y)+L(x, y,),
(8.8) C(xry)=C(x,ry) forall xel., yeM, reR.

For instance, the structure maps RxM—M, (r, y)—>ry, resp. Lx R L,
(x, ry—~ xr, are R-biadditive. Formulas 8.4, 8.5 assert that

(8.7)

(8.9) n=npy: LxMoLe;M, n(x,y)J=xegy,
1s R-biadditive.

If{,n: Lx M — N are R-biadditive then {+#: LxM > N, ({ £n)(x, y})=
{(x,y)+n(x,y) is also R-biadditive. The set Biadz(L x M, N) of all
R-biadditive maps is thereby an abelian group. If f/: L' —»L, g: M'-> M,
h: N— N’ are (R-) homomorphisms and {: L x M — N is R-biadditive
then I'xM —= N, (X, V)~h{(fx,gy) is also R-biadditive. This
defines a homomorphism Biadg(L x M, N)— Biad (L x M’, N') and
turns Biady into a group-valued functor of L, M (contravariant), and N
(covariant). For the moment being, only the functorial dependence on M
will play a role.

A function of two variables can always be viewed as a function of one
(the second) variable whose values are functions of the first variable.
In the case of Biady this becomes

8.10 Proposition. The homomorphisms
®: Biadg(L x M, Ny2Hom, (M, Homg(L, N)): VP,

(PO yTx=L{(x,y), (Fnix,y)=[n()]x, xeL, yeM, are reciprocal
natural isomorphisms, where the group Homg(L, N) on the right is viewed
as a left R-module via (r %) x=0(xr), xe Hom(L, N), reR, xeL.

Proof. If we neglect the R-structure (ie., take R=Z) then it is quite
obvious from the definitions that &, ¥ are reciprocal isomorphisms.
As to the R-structure, the formulas [@ (0)(r y)] x={(x, r ), (r [P y]) x=
[2() y](xr)={(xr,y) show that ¢{({) is an R-homomorphism if and
only if { satisfies 8.8.

It remains to prove naturality of @ resp. ¥; this is left to the reader. §
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PR, I R

PR

he following proposition reduces R-biadditive maps to additive maps
It can also serve as an axiomatic description of the tensorproduct by
R-biadditive maps {cf. Bourbaki, 1948).

8.11 Proposition. If {: LxM —N is an R-biadditive map then there
exists a unique homomorphism &: Loy M — N such that E(xogy)={(x, ),

xelL, veM. In other words, composition by 7, . (see 8 9) is an isomorphism,
s J ki r S Ly N s r 2

0Tl . Homg(L @y M, N)=Biady(L x M, N).

Proof. Clearly om;,, is a natural transformation between func-
tors of MeR-.#0<. Both functors are contravariant, strongly ad-

ditive, left exact: the first, by 2.11, because it is the composition of
Le®, and Homgz(—, N), the seccond because Biadg(L xM, N)=
Homg (M, Homg(L, N)), by 8.10. Therefore, by 6.4, it suffices to show
that o, p: Homgz(L ®g R, N)=Biadg (L x R, N). But this agrees with the
composition

Homy(L® R, N)=Homy,(L, N)=Homg (R, Homg(L, N))

(8.10) .
~ Biadg(L x R, N);

one has only to insert the definitions. 1

8.12 Corollary. The elements xepy, xel, ye M, generate the abelian
group LegM.

Proof. Let K be the subgroup generated by all x @, y, put N=(Lo; M)/K,
and let ¢: LexyM — N be the projection. Then {(x,y)=~(x®gy)=0
hence £ =0 by the uniqueness part of 8.11, hence K=LeoyM. 1

8.13 Proposition. For Le. #oc/-R, MeR- Moo/ we have a natural iso-
morphism LegM=M &popL, X®py+> Y ®ropx, where R°F denotes the
opposite ring (recall that R-MHed = Mod-R°P, Med-R = R°P-Hod ; see 1.1).

Proof. Clearly L x M > M ® o, L, (X, y)+> y® pop X, 1s R-biadditive, hence
a homomorphism Loy M —M ®gap L With x®g v+ y®gep x. Similarly in
the other direction, and the two composites are identity maps. 1

The symmetry Lo M=M e L shows that the tensorproduct is right
exact in each variable. This implies

8.14 Proposition. If [[—'>L 251" >0, M —5M-—4M" 0, are
exact sequences in Meod-R resp. R-Hod then
(8.15) (LexM)o (Lo, M) L2218, 1 o M PP, 11g . M0

is also exuact.
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Proof. Clearly 8.15 is a complex, and pe g=(id® g)o (p®id) is surjective.

[t remains to prove (p®q)z=0=zeim(i®id,id®j). Consider then the
commutative diagram

LeM 29, I"e M’ —0
1d&@j id®j
LeoM ®d,] gp 289 L”@M

id®gq

L'e M

Because the right column is exact we can find teL’® M’ such that
(idej)t=(peid)z. Pick ye(peid)~'s then (peid)(ide))y=(pe®id)z,
hence (because the second row is exact) we can find xe Le M such that
(ieid)x=z—{id®)) y, hence zeim(i®eid,id®j). 1

8.16 Definition. If R, S are two rings and if M is both an R- and an

,
S-module such that the two operations commute then M is called a

bimodule (say R-left, S-right). That the operations commute means
that multiplication with reR (i.e., the map 6,; M —M of 2.2) is an
S-homomorphism, or multiplication with se S isan R-homomorphism @,.
We can therefore apply functors Le, —, Le #od-R, to @, and we can
turn Le, M into a right S-module by xs=(id® &,)x, xe Loy M, seS.
Similarly M e¢N is a left R-module for every NeS-.#od. For instance,
if R is commutative we can always take S=R and let the two structures
coincide.

8.17 Proposition. If L, M, N are modules as in 8.16 then we have a natural
isomorphism

(LegM)egN=Lep(MegN), (xepy)oszi>xep(yesz).

Proof. For every ze N define an R-biadditive map L x M — L®g(M o¢N),
(x,y)—xe(y®sz). By 8.11, it induces a homomorphism LepM >
Leg(M®¢N). and hence an S-biadditive map (L®g M) x N— L&gx(M & N)
such that (x®gzy, 2z}~ x®k()®z). Once more 8.11 applies and gives a
homomorphism (x ®g V) ®¢zH> X ®,(y ®s2z). Similarly in the other direc-
tion, and the two composites are identity maps. §

8.18 R Commutative. In this case L ®, M, as any other additive functor
of M (cf. 2.2), has a natural R-structure; in formulas, r(x ®, y)=x®x71 y.
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As a functor of L its R-structure is given by r(x®g y)=(xreyy); by 8.5
both structures agree. The isomorphisms Le,M=Me,L (8.13) and
(LegM)eg N=Loy(MeyN) are clearly R-maps. Thus ®g: R-.od x
R-Alod — R-#od 15 a (strongly) additive (covariant, right exact) func-
tor which 1s associative, commutative and has a unit object (Rez=id).

If L, M, N are R-modules then Homgy(L®rM, N) is a subgroup of
Homg{L e, M, N). What isthe corresponding subgroup of Biad, (L x M, N)?
The formula é(x g y)={(x, y) of 8.11 shows that EeHomg(L ®x M, N) if
and only if { satisfies {(xr, y)=r{(x, y)={(x,ry). Such an R-biadditive
map is called R-bilinear (or simply bilinear).

8i¢ P
xeL,ye M, defines a one-to-one correspondence between R-homomorphisms
&:LeyM — N and R-bilinear maps {: LxM — N. |

srmsnoidia T Jo aocod cdTan s e o w b o . B N P o)
LTUpUSILIVEL. .lJ IN WS COMMULUALIYE LNRer Lhe equaiiorn g\x Q'()Ry}_‘ﬂ \J‘., y},

8.20 Exercises. I. If R is commutative then Xx®py: R— Le,M is an
R-homomorphism (xe L, ye M), hence (X @gy) r=r{Xxegy) (1)=r(xog y);
in particular, X®,y is determined by x®zy. Conversely, if R is not
commutative then Xeg ¥ is not determined by xe®py (kint: take L.=R,
M=R).

2. Show that the universal property 8.11 resp. 8.19 characterizes the
tensorproduct Lo, Me.o/% resp. Loy MeR- Moo .

3. If R is commutative then Homg(L®gy M, N)=Homg (M, Homgk(L, N))
for all R-modules L, M, N (compare 8.10, 8.11). This natural isomorphism
expresses the fact that Lep— and Homg(L, —) are adjoint functors
(compare K an).

9. Tensorproduct of Complexes. Kiinneth Formula

We extend the definition of tensor products CegzD to the case where
both variables are complexes. Generalizing the universal coefficient
formula (cf. § 4) we express H(C®,D) in terms of HC, HD, at least if C
or D is free (9.13); as before the ground ring R is assumed to be hereditary.
Later on (cf. § 12) we shall see that for topological spaces X, Y one has
SX xY)=($SX)e(SY); thus we canexpress H(X x Y)intermsof HX, HY.

9.1 Definition. Let C, D be complexes of right resp. left R-modules. Define

a new complex Ce,D as follows
(2.2) (CerD),=@®; ;.. CierD;,
8=0"®P: (CepD),—(CegxD),_,,

9.3 .
6:3) “®P|C.eD;=0@id +(—1) ided”.
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Since 8¢|C;@D;=(—1)"! d“@d”+(—1) 0“@d”=0, this defines indeed
a complex.

If f: C—»C', g: DD are chain maps then
(94) f®Rg: C®RD—’CJ®RD,3 (f®Rg)n:®i+j=nfi®jo’

satisfies

d(feg)CieD;=(0f)eg+(~1) fi®(dg)
=(fiz1 Deg+(—1) fiolg;_, O)=(feg) 0| C;®D;,
i.e., f®pg is a chain map. Thus, the tensorproduct 1s a covariant functor

0 Mod -R x OR-Alod — 0.o4%, resp. OR-Mod x OR-Mod — OR- Moo if R
is commutative.

Similarly one can define torsion products C=D of complexes by
(C*D),=@;,;_, Ci* D;etc.; in fact, ® could be replaced by any additive
functor MHed -R x R-Med — s4%. We omit the details because we shall
not really use these complexes.

9.5 Proposition. If Cp, .Ds, E are complexes of modules on which the
ground rings R, S act as indicated by the indices then

(9.6) 1: CopD2Dorn C,  t(x@y)=(—1)*Pyex,
(where | | denotes dimensions; if xe C, then |x|=n), and
(9.7) a: (CegD)egE=Ceg(DegE), al(xeylez]=xe(ye:z).

Proof. It is clear (8.13, 8.17) that 7 and a are well-defined isomorphism of
graded groups; the only question is whether they commute with J. Now

td(x@y)=(— 1) yedx 4 (— 1)+ gpe x
=(— 1M (Gyex+(— )M yeix)=dt(xey),
ad[(xey)ez]=a[(@xey)ez+(— 1) (xedy)ez+(—1)**Pl(xe y)edz]
=dxe(yez)+(— 1) xe@yez)+(— 1)+ xe(yedz)
=0[xe(yez)]=0da[(xey)ez]. 1
9.8 Remark. A useful rule for memorizing signs is that whenever two
objects u, v are permuted to which degrees |u|, |v] are attached then a

sign (— 1)l should be introduced. Examples are 9.6 and 9.3; the latter
because |0|= —1.
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9.9 Proposition. If f°~f': C— C,g°~g': D— D' then
fPeg’~fleg': CeD > CeoD,

1.€., the functor ® is compatible with homotopies.

9.10 Corollary. If f: C~C' and g: D~ D' are homotopy equivalences then
also feg: CeD~C'® D',

Proof of 9.9. Let s: /O~ (' ie,ds+sd=f"'—f° Thenin C;®D; we have

O(s®g’)+(s@g?) d=(ds0g’+(—1)*1s@dg®)+(sdog’ +(— 1y seg®d)
=(f'—feg’,
hence s®g”: Peg’~f'®g’ By symmetry (9.6), flog’~f'eg!. 1

Other properties of ® like right exactness or strong additivity follow
immediately from the module case and will not be formulated. An
abstract characterization of the tensorproduct of complexes is sketched
in § 10 Exerc. 3.

We want to express H(CepD) in terms of HC, HD, and we begin by
generalizing the map « of 4.2.

9.11 Proposition. Given complexes Cg, gD (not necessarily free) there
exists a unique homomorphism o HCerxHD > H(C &yD) such that
a([x]ely])=[xe®y] for xeZC, yeZD ([ ] denotes homology classes).
The map o is natural in (C, D).

Proof. Uniqueness is obvious. To prove existence define a: ZC x ZD —
H(C®D) by a(x,y)=[xey] If [x]=[x"], [y]=[y] then x=x'+dc,
y=y'+dd, hence
alx,y)=[x'ey +x'edd+iceyl=[x"0y +d(x'@d)+{cay)]
=[x'ey]=a(x,y),

hence ainduces@: HC x HD —» H(C® D), and this, in turn,o: HCo HD -
H(C®D) because a, and hence a, is clearly R-biadditive (cf. 8.11).

If f1 C—> ', g: DD are chain maps then (feg),«([x]Je[y])=

= VilxTe v hich nroves naturalitv B
[J{‘x@g_}};‘ _a{j{‘* @ n*} \L—fUJ N L] J’, ‘VXF’AAAVAJ t.}lo ¥ W xAu\.ulqutJ. -

9.12 Lemma. If C is a free complex and 0°=0 (hence C=HC) then « is
an isomorphism.
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Proof. If C=(R,n), i.e, C,=0 for k+n, C,=R, then 9.12 is obvious. In
general, C is a direct sum of such complexes (by assumption), and both

HCe HD, H(C® D) commute with direct sums. |

9.13 Kiinneth Theorem. If R is a hereditary ring, and C, D are R-complexes
such that H(C x D)=0° then there is a natural exact sequence

9.14) 00— (HCe®HD),—*» H (CeD)—L>(HCxHD),_, —0

which splits (but the splitting is not natural; cf. 4.15 Exerc. 1).

Proof. With minor modifications this proof is the same as for 4.2, 4.10:
one replaces t C by CeD. Assume C is free, first. Then

(9.15) 0 +ZC—>C 2 BC+* 0

is an exact sequence of free complexes (C; = C,_,), hence

(9.16) 0 >ZCeoD 29, CeD -84, BC+eD 0

is also exact. The following is a portion of its homology sequence,

H(BC*eD)—%> H(ZCeo D)%, H(CeD)
@i, H(BC*+e D)—= H(ZC® D).

(9.17)
Let g: BCT — C, j: C— ZC be maps which split 9.15 (as after 4.9), then
geid, jeid split 9.16, hence (II,2.12) d,=[(jeid)- *®P-(geid)],. But

(j®id) 3°®?(g®id) (x@y)=(j®id) (F gx®y+gx®dy)
=jlgxeoy+{(jg) x@ly=x®y

(using jéq=1, jq=0), hence d,=(1®id),, where 1: BC»ZC is the in-
clusion,

Applying naturality of o to (7, id) now gives a commutative diagram

H(BC+eD)-%=t®%%, (7Cs D)

+
BC*@HD 4> ZCo HD
6 Tn mnet arnlicatinne - PR reveT .
In most appucahﬁna C or D will be flat or even free so that C+D=0. H However, the

assumption H(C = D)=0 is more appropriate because it is homotopy invariant.
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coker{d,)=coker(1eid)yxHCe® HD, ker(d,)=ker(z®1d)~xHCx HD,

the second equation because BC* — ZC is a resolution of HC. Inserting
this in 9.17 we obtain a natural exact sequence

(9.18) 0—HCeHD-*»>H(CoD)-LH5> HC*x HD 0.

Consider now the general case H(C » D)=0. We reduce it to the free case
exactly as in § 4 (proof of 4.10): There is a natural exact sequence (4.13)

0 >K—>C—->C—0
such that C, K are free, and =0, hence exact sequences

0 >C+xD—>KeD>CeD— CeoD—0,

KeD
CxD

Now, C~0=>HK*~HC,

0 —»CeD— CeD—0.

H(CxD)=0= H(KeD)~H ( ReD )

CxD
KeD
CxD

+
C:O=>C‘®D:O=H( ) ~H(CeD),

hence H(KeD)* =H(C®D). Inserting this in the sequence 9.18 for
(K*, D) gives a natural exact sequence

(9.19) 0> HCeHD *>H(CeD)—£> HC*«HD —0.

It remains to show o =a, and to split the sequence. Consider first the
case C=(R, n). Then Ce = HCw® is essentially the identity functor (except
for a shift of indices), and it is immediate from the definitions that
o =id =a.

In the general case, pick xe Z, C and define a chain map f: (R,n)— C
by f(1)=x. Apply naturality of a” to (f,1d) and get

o' ([x]Je[y])=a"(f,@id,) (lely])=(f@id), «"(1e[y])
=(feid), [ley]=[xey]=a(lx]e[y]),

hence o' =a.

If C, D are free then chain maps y: C —»HC, ¢: D HD exist (cf. 11, 4.6)
such that y x=[x], ey=[y] for xe ZC, yeZD, hence

[Goe), o] ([x]JelyD=(ee),xeyl=[x]oly],
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or (yee), o=id; hence (y®e), splits the Kiinneth sequence 9.14. In the
general case, pick free complexes €', D' and chain maps f: C'— C,
g: D' — D such that f_, g, are isomorphisms (cf. II, 4.6). By naturality we
get a commutative diagram

0—HCeHD —>>H(C'eD)})—L>HC « HD' * >0
(920) Hf@HgJE H(f®g)| Hf*HgJN
0> HCeHD —» H(CeD) 2> HC+«HD*—0.

By the five lemma, H(f®g) is isomorphic, hence the second row is iso-
morphic to the first row which was already shown to split. |

9.21 Exercises. . Usc the Kiinneth theorem to prove: If P, Q are flat
complexes in .#ed-R resp. R- Moo (R hereditary) such that H; P=0,
H;Q=0fori#0then H;(H, Pegx Q)=H;(PerQ)=H;(Pog H, Q)forall j;
and this group agrees with Hy, PepH,Q if j=0, with Hy Pz H, Q if
j=1, with zero for every other j. Compare this with Exerc.5 in § 5.

2. Generalize the definition of the tensorproduct of complexes to arbitrary
functors t(L, M) of two variables (=modules). Use the Y-convention
(§ 2) if t is (partly) contravariant. Try to generalize the Kiinneth theorem.

3. 0> C— C—*>(C"—0is an exact sequence of free (flat) com-
plexes and D an arbitrary complex one can apply the Kiinneth theorem
to the terms of 0 > C'9 D> Ce D — C"®D — (. There results a diagram
involving the mapsi,, p,., 0, of the homology sequences and the Kiinneth
maps o, . Check for commutativity.

4. The product of two finite CW-spaces X, Y is itself a CW-space whose
cells are products ¢ x d of cells of X resp. of Y. Show that there is a chain-
isomorphism (WX)ez(WY)— W(X x Y), ced ¢ xd (W=cellular chain
complex; cf. V, 4.1). Use this and the Kiinneth theorem to compute the
homology of B, R x P R.

5*. If C, D are free Z-complexes then

(C®Zm)®(D®Zn)=C®D®chd(m,,,),
hence oa: H(CoZ,)9oH(D®Z,)— H(C®DOZ, 4 ) Show that every
element in H(C®D®Z,) can be obtained from elements of the form
xeH(CeoZ,), yeH(D®Z,) by applying combinations of a, coefficient
homomorphisms, Bockstein homomorphisms, and addition. Are all of
these operations needed ?
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10. Hom of Complexes. Homotopy Classification
of Chain Maps

Dualizing §9, we define a functor (C, D)+ Hom(C, D) from pairs of
complexes to complexes. As to be expected, there are Kiinneth relations
expressing H Hom(C, D) in terms of HC, HD if the ground ring R is
hereditary (10.11). Because H, Hom(C, D) turns out to be the group of
homotopy classes of chain maps C — D, we get as a corollary a simple
expression for this group (10.13).

10.1 Definition. Let C, D be (left) R-complexes. Define a new complex
Homyg (C, D) as follows,

(10.2) Homg(C, D),= niel Homg(C;, Di+n)’
(10.3) &: Homg(C, D), »Homg(C, D),_,, 8{f}={3"f} = {(=1)"f 8},
for {f;}e]]; Homg(C;, D;,,)=Homg(C, D),. This defines a complex
because
00 { fi}={0° "} —{(—= 1)1 & f; 0} = {(—=1)" 3" f; O}
+{(=1P""1f a8 =0.

If g: C'— C, h: D— D' are chain maps then

(104 Hom(g, h): Hom(C, D) »Hom(C’, D),
' Hom(g, h), =[] Hom(g;, h; ..,

satisfies

a Hom(ga h)n {fz} =a{hi+nfi gz} = {61), hi+n.fi g:} _{(_l)n hi+nft: gi aC’}
= {hi+n—1(abfi) gl}_ {(_ ])n hi+n(fi 6C) gi+l}
=Hom(g, h)n—l a{ﬁ}~

i.e. Hom(g, h) is a chain map. Thus Homy is an additive functor
OR-Mod X OR-Mod — 0s#% (resp. — OR- Mo/ if R is commutative),
contravariant in the first, covariant in the second variable. Similarly, we

can define Extx(C, D) by Extg(C, D), =]];_;.. Extg(C;, D)), etc.

10.5 Remarks. The elements of Hom(C, D), are sequences f;: C; — D, ,,
icZ, of homomorphisms. Such a sequence is called a map of degree n.
It is called a chain map of degree n if é° f=(—1)"fd. The boundary
operator of Hom (C, D) therefore measures the deviation of f from being



168 V1. Functors of Complexes

a chain map. In particular, Z, Hom(C, D) is the group of (ordinary)
chain maps C — D.

A chain map feZ, Hom(C, D) of degree n is a boundary in Hom(C, D)
if there exists a map s={s;: C;—D;,,,,} of degree n+1 such that
0P s;+(—1)"s;_, 6°=J;. Such an s is usually called a homotopy of degree
{(n+1), and f is called nulhomotopic, f~0, if s exists. In particular, the
boundary group B, Hom(C, D) consists precisely of all nulhomotopic
chain maps, hence

(0 HoHom(C,D)=n(C,D)
' = group of homotopy classes of chain maps C — D.

A chain map f={f;: C;— D,_,} of degree —n can also be viewed as an
ordinary chain map f: C — D™ of C into the n-fold suspension of D;
similarly for homotopies, hence

(10.7) H_,Hom(C, D)=n(C, D™)=n(C'=™, D).

With every chain map f: C — D™ we can associate the induced map
fo: HC —> (HD™)=(HD)™. If f ~0 then f, =0, hence a map

«: H, Hom(C, D}~ Hom(HC, HD),,
a[f]:‘f*a f*[Z]Z[fZ],

for feZ,Hom(C, D), zeZC. If g: C"—>C, h: D— D' are chain maps
then the definitions show

(10.8)

(109)  Hom(g, h),(f)=h,f,8,. f,eHHom(C,D);
in particular,

(10.10) g%~g!', Wo~h'= Hom(g® h°, =Hom(g, h'),,
1.e. the functor Hom is compatible with homotopies.

10.11 Kiinneth Theorem. Let C, gD be complexes over a hereditary
ring R such that H[Extgx(C, D)]=0 (e.g., C free). Then there are natural
exact sequences

(10.12)
0 — Extg(HC, HD), , , — H, Homg (C, D) —*- Homg (HC, HD), -0,

and these sequences split (unnaturally).
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If &2 =0 this reduces to the universal coefficient theorem 4.2 with t=
Hom{—, D). For n=0 we get the following

10.13 Corollary (Homotopy Classification). Let xC, oD be complexes over
a hereditary ring R such that H[Extg(C, DY]=0. Then there is a natural
exact sequence

(10.14)
0— [ [ Ext(H;_, C, H; D) £ x(C, D)— [ : Hom(H, C, H; D)— 0,

and this sequence splits (unnaturally).

If C is free we know already from II, 4.6 that « is epimorphic, 10.13
tells us, in addition, how many chain maps C—D induce the same
homomorphism of homology.

The construction of the exact Kiinneth sequence 10.12 is dual to the
construction of 9.14; the reader has only to apply the ¥-convention (§2);
in particular, Hom =&Y, Ext=xY. However, this procedure fails when
it comes to split 10.12 (we have no “freey”). But exactness alone suffices
to prove

10.15 Proposition. If f: C*— C', g D' > D? are chain maps which
induce homology isomorphisms, f,: HC*~HC', g.: HD'~HD? and
if HExtg(C', D")=0, H Extg(C?, D*)=0 then (, g) induces isomorphisms
between the Kiinneth sequences of (C,D') and (C? D?). In particular,
Hom(f, g),: HHom(C',D')~H Hom(C? D?.—This follows imme-
diately from the five lemma and naturality of a, § (compare with 9.20). [

Now, in order to split 10.12 we take free complexes C’, D" and chain maps

ClL-C-L5HC, DE-D-ESHD

a1, 14N 1

which induce homology isomorphisms, and such that f,=id {(cf. 10.16

below, and II,4.6). Then by 10.15 the maps
(C,D) (f,id} (Cr D) (ld g) (C’ D) (id, S) (CI,HD/)

induce an isomorphism between the Kiinneth se quences 10.12 of (C, D)
h r. Bi

PN LS S PRV PRES,
dIlU Uu HU}, SO l[ldl it suffices to Spiit 1A 1ate ut lIl LIldl Casc

Hom(f',1d),: Hom({(HC’, HD')— HHom(C, HD')

is a right inverse of «.
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It remains to show that f and ¢ exist. This is contained in

10.16 Lemma. Given any complex E over a hereditary ring R there is
a chain map h: E—E such that E is free, and h,: HE=HE. If H, | E=
H,E=0 for some n then we may take E,=0. If H,_, E, H,E are finitely
generated, and R is noetherian (e.g. a principal ideal domain) then we may
take E, finitely generated. If E is free then h is a homotopy equivalence,
by 11, 4.3.

pof. Take atwo-termr resolutionof H, E(ze¢ esp. finitely generated
if H E is so0), and place it in dimensions n, n+1. The resulting free complex
E(n) satisfies H, E(m)=H, E, H,E(n)=0 for j%n. Put E=@, E(n). Then
HE~HE, and this isomorphism can be realized by a chain map (cf.
I1,4.6). 1

The relations between Hom and @ of modules generalize to complexes.
We discuss one instance (which will be needed later on) and indicate
others in the exercises.

Assume R is a principal ideal domain; all modules, Hom, & are over R.
If f: L—1I, g: MM are R-homomorphisms then so is feg: Le M —
L® M'. The assignment (f, g)+>f® g is a natural bilinear map; by 8.19
it induces a natural R-homomorphism

(10.17)  v: Hom(L,L)e Hom(M, M')—» Hom(Le M, Le M’)

which is characterized by the confusing equation y(feg)=feg. The
confusion arises, of course, because fe® g denotes two different things,
and y takes one into the other. In most cases the context will make it
clear what is meant by f® g; for the moment we think of it as an element
of Hom(L, L)® Hom (M, M’). Then 10.17 is characterized by

(y(feg)(xey)=(fx)e(gy).

10.18 Proposition. If L, M are free modules, and if L, M or L, L are finitely
generated then vy is an isomorphism.

Proof. If L.=M =R then both sides agree with L'e M’, and y=id. If
L=®R, M= @R, are finite sums, then y is isomorphic because both
sides are additive. Similarly, if L=L=R both sides agree, with
Hom (M, M’), and y=id. If L=@® R, L=@®R are finite sums, y is iso-
morphic because both sides are additive. If L=@® R is a finite sum, and
L is finitely generated then L'=R)/R, where P,, F, are finitely generated
free modules. Now y is isomorphic if I is replaced by R, or B, and hence
for L itself because both sides, as functors of L, are right exact (L, M
being free). 1
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10.19 Corollary. If L, M, L, M’ are as in 10.18 then
Hom(L, L)* Hom(M, M'Yy~Hom(L® M, L'x M'}.

Proof. As above, we choose an exact sequence 0 - B —-RB —>L—0
where By, B are free (and finitely generated if L is so). Then

(10.20) O—-L+«M >FeM —>BeM
is exact by definition of . Further
(10.21) 0-—-Hom(L,B)— Hom(L,R) > Hom(L,L) >0

is exact and Hom(L, P) is free because L is free and finitely generated.
Consider the commutative diagram

0—Hom(L,)*Hom(M,M')—Hom(L,F)e Hom(M,M")—Hom(L, F))® Hom(M, M)

(10.22) . y
0—-Hom(LeM,L+«M)—> Hom(LeM,FeM’) —>Hom(LeM,REeM).

The first row is exact by definition of = and 10.21. The second row is
exact because LeM is free, and 10.20 is exact. The two vertical arrows
are isomorphic by 10.18. Therefore, the left terms are isomorphic. i

Let now C, C', D, D' be R-complexes and define
(10.23)  y: Hom(C, C"Yye Hom(D,D')»Hom(Ce D, C'® D)

by (y(feg)(xey)=(—1)E(fx)e(gy). This is a chain map. Indeed,
if we apply definitions 9.3, 10.3 we find
[yo(feg)l(xey)=(—DEF(afx—(~1)Vfox)ogy
+H(—)I+HPe fx @ (g y—(— 1) gd y),
[y(feg)l(xey)=(—1)&(@fxegy+(—)VI*H fxedgy)
_,(_l)lf|+lg|((_1)Ig||5xlfax®gy
+(_1)|gllx|+1x|fx®g@y).

[ o} TRRNC I PRI im g m D) P
1ne rignt siaes agree, ICnee yo=Joy.

10.24 Proposition. If one of the following assumptions I-II11 holds
then y is a homotopy equivalence (R being a principal ideal domain).
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I. Cand D are free, HC and H D are bounded and of finite type’.

II. C and D are free, HC and HD are bounded from below, C' and D’
are bounded from above, HC is of finite type, HD or C' is of finite type.

111, C and D are free, HC is bounded and of finite type, C' and D' are
bounded, HD or C' is of finite type.

If one of 1-111 holds, and also H(C' « D')=0, then the Kiinneth theorem9.13
applies to Hom(C, C')® Hom(D, D'), hence a natural split-exact sequence

0— @, x_,H;Hom(C, C")® H,Hom(D, D")
(10.25) — H,Hom(Ce D, C'® D)
H;Hom(C, C")* H, Hom(D, D) — 0.

P Ujrk=n-1

If we take C=D'=(R,0), and C'=(M,0) where M is an R-module then
case IIT has the following

10.26 Corollary. There is a natural split-exact sequence
(1027) O0->MeH"(D;R)—>H"(D; M)—>M+H"+'(D; R)—0

for free R-complexes D, and R-modules M such that HD is of finite type
or M is finitely generated. 1

Here and later we use the notation H"(D; M}=H_, Hom(D, M).

Proof of 10.24. If HC is bounded and/or of finite type then C is homotopy
equivalent to a free complex C which is bounded and/or of finite type
{cf. 10.16). Similarly for D. Since y is compatible with homotopies we can
replace C, D by C, D, i.e. we can assume that C, D themselves satisfy
the conditions which we required for HC, HD. Each one of the con-
ditions I-III then implies that Hom(C, C');=]],Hom(C,, C,, ;) is
actually a finite product (=sum); similarly, for Hom(D, D’). Therefore,
the left side of 10.23 is, in dimension n, a direct sum of terms Hom(C,, C))®
Hom(D,, D;} with p+g=r+s+n. Similarly, each of I-III implies that
the right side is the corresponding sum of terms Hom(C, e D, C, @ Dy).
By 10.18, y maps each term isomorphically, and is therefore itself
isomorphic.

It remains to justify the application of the Kiinneth theorem9.13, i.e.,
we have toshow that Hom (C, C')* Hom(D, D')is acyclic. But Hom (C, C') %

7 A graded module G is said to be bounded (from above, from below) il G;=0=G _;(G;=0,
G_,;=0) for large j. It is said to be of finite type if every G, is finitely generated.
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Hom(D, D')~Hom(Ce® D, C'«D’) by an easy extension of 10.19; one
can also copy the proof of 10.19, replacing F, B, by free complexes.

Finally, Hom(Ce D, C'x D) is acyclic because the Kiinneth theorem 10.11
for Hom applies, and H(C'«D')=0. |}

10.28 Remark. If Le R-#s»o and C is a complex of left R-modules we
can form Homg(C, L) in the sense of 2.6, i.e. we can apply the functor
Homg (—, L) to the complex C; or we can view L as a complex, L=(L,0),
and form Homg(C,(L,0)) in the sense of 10.1. These two complexes
agree as graded groups but the boundary operators differ by a sign.
In the first case d(@)=¢o4d, in the second d(p)= —(—1)!! po0. In most
applications this difference does not matter—the complexes are iso-
morphic, after all. When it does matter we shall always take é(¢p)=
—{—1)"! o9, this being preferable from a systematic point of view.

The homology of Hom(C,L) is often called cohomology of C with
coefficients in L, and is denoted by H*(C; L); with indices, HI(C;L)=
H_,Hom(C, L).

10.29 Exercises. 1. The composition map
Homg(C, D)oy, Homg(C', C)— Homyg(C', D),

{j;}® {gJ}H{L+ig| ogj}a
is a chain map. In particular, the evaluation map Homg(C, D)o, C — D,
{f;} ®x+—= fy(x), is a chain map. Study the maps which are obtained by
passing to homology and composing with « (cf. 9.11).

2. Show that @: Homg(Ceg D, E) —» Homg(C, Homg(D, E)), [®{f:} x]y
= fixj+ 1y (X®g ), is a chain isomorphism—Exercises 1 and 2 illustrate
how useful the sign rule 9.8 is.

3* Ift: OR-Mod — 049 is a (covariant) functor between complexes then
we define a d-structure on t to be a natural chain-map t: Homg(D, D’) —
Homyg(tD,tD’) such that Zyt: Z,Homg(D, D) — Z, Homg(¢t D, tD’)
agrees with t: [D, D'} —[tD,tD'] where [] denotes the set of chain
maps. Show that t= Ceg—(C fixed) admits a J-structure. Prove that a
strongly additive right exact functor ¢ with J-structure is completely
determined by its value on R=(R, 0); in fact, t D=t(R, O)®g D (compare
5.4, 5.8). Formulate and prove the dual result for cofunctors (see 6.4, 6.8).
Show that the functor “n-skeleton”, defined by (tX);=X; for i<n,
(tX);=0 for i>n, &'*=0% or 0, does not admit any d-structure (hint: it
does not preserve homotopies).

4* 1f C, C', D, D' are complexes over a principal ideal domain take chain
maps C — C, C' — C, ..., as in lemma 10.16. They induce a commutative
diagram
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Hom(C,C)eHom(D, D)~ Hom(C, C’)eHom(D, D)« Hom(C, C')e Hom(D,D’)
(10.30) y v y

Hom(CeD,C'eD’) > Hom(CeD,C'eD’) <« Hom(CeD,C eD).

Use this and the Kiinneth theorems 9.13, 10.11 to establish an exact
sequence 10.25 under weaker assumptions than above. For instance,
the complexes C, D need not be free if one assumes instead that

(i) The complexes Ext(C, ('), Ext(D, D), Ext(Ce D, C'® D’) are acyclic.
(i) The compiexes C* D, C' + D', Hom(C, C')* Hom(D, D'} are acyclic.

I don’t know whether the assumptions on C’, D' can be replaced by the
corresponding assumptions on HC', HD'.

¥

11. Acyclic Models .

-~ E
We have already used the method of acyclic models implicitly in proving
homotopy invariance of singular homology (III, 5). Now we give it a
general explicit formulation. We shall use it again in § 12 to prove the
Eilenberg-Zilber theorem.

11.1 Definition. Let ¥ be an arbitrary category, and F: 4 — &/% a
covariant functor to abelian groups. A base of F is a family of elements
{m;} ;.. such that meFM;, M;e#, and such that for every Xe ¥ the
abelian group FX isfreely generated by {(F o) m,}, where jeJ, ae X (M, X).
We say, F is free if it has a base.

If M Ob(X)is a class of objects containing all M;, then one also says
F has a base in #, or F is frec with models in .#. We shall often think of
# as a subcategory of .#, having the same morphisms (between M, M'e. #)
as A, 1.e. as a full subcategory. ‘

For instance, if # =4 then FX =S5, X is freely generated by {c¢(i,)},
where 1,=id€S,(4,) and ¢: 4, — X, hence the ¢clement 1, is a base for §,,.
If 4" =JopxJop then F(X,Y)=8,(X xY) is free with base (i, 1,)e
Sp(d,x 4,), and F(X, Y)=(SX®SY),=@,,,-,5,X®S, Y has a base in

M=, AN,y namely {y, @1} .

11.2 Proposition. Let F: A — /% be afree functor with base {m;c FM;};_;,
and let W: A — o494 be any functor. If {we WM},_, is any family then
there is a unique natural transformation ¢: F —~ W such that @ (m)=w;,,
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for all jeJ. In other words, natural transformations F — W are completely
determined by their values on a base, and these values can be prescribed.
This universal property justifies the adjective free (compare with I, 2.20).

Proof. If @ F— W is a natural transformation then @((Fo)m,)=
(Wa) (@m,), for every o: M;— X. Since {(Fa)m;} is a base of FX this
shows that @ is indeed determined by its values on {m;}. This also indicates
how to construct @ when {w;} is given, namely @: FX — WX takes a free
generator (Fo)m; of FX (where o: M;— X) into (Wa)w;. One has to
check naturality: If g: X — X’ is a morphism then

(@ F(2)) ((F o) m;)=®(F (ga) m)=W(g o) w;=W(g) W(o)w;
=(W(g)e ®)((F o) my),
hence @< F(g)=W(g)-®. |

11.3 Corollary. Let 4 < A" be a full subcategory, and assume F: A" — oA 4
has a base {m;e FM};.; such that M;e 4/ for all j (F has a base in ).
Then every natural transformation F|.# — W\ has a unique extension
F — W (where W: 4" — /% is any functor).—Indeed, both F|.# — W|.#
and F — W are characterized by their values on {m;}. 1

This corollary admits a useful generalization to quotients of free functors,
as follows.

11.4. Proposition. Let F;, —> F,—*>G —0 be an exact sequence of
natural transformations between functors A — o9 (exact means: exact
on every X €.X"). Assume F, has a base in #,c A, and F, a base in 4, = A
Let W: A — o9 be a functor such that for every non-zero we WM,
M’ e:#,, there is a morphism g: M'— M with Me.#y and (Wg)w %0
(this isialwajfs fTulfilled if .#, c.#y). Then every natural transformation
Wi Gl WM, admits a unique extension ¥: G— W to the whole
category H.

Proof. If ¥, ¥,: G — W agree on .#,, then ¥, n, ¥, 7 agree on .#,, hence
Y, n=W¥,n by 11.3, hence ¥, =¥, because 7 is surjective. Assume now
W G|y, — W\, is given; then o= (n|.#,): F|.H, — W|.#, admits
an extension @: F, — W, by 11.3. If we show that @ p=0 then we can
define ¥ by ¥ n=¢ (because G=cokernel (p)). Let me F; M', M'e.#,,
and g: M’ — M a morphism, Me.#,. Then

(We) (@ p) m' =(® p) (F, g) m' =((®|.4y) (p|.Mo)) (Fr g) m'
=y (| Ao) (p|Ay)) (F, g) ' =0,
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the latter because © p=0. Thus w'=(® p) m’ isannihilated by all g: M’ — M,
hence it is zero by assumption, hence (@ p)|.#, =0, hence & p =0 because
F, has a base in .#, (cf. 11.3). 1

11.5 Lemma (compare with 11, 4.7). Let

F oW, W,

¢ -1

(11.6) r po
o 4 +
W — W —> W,

be a commutative diagram (without ¢ as yet) of natural transformations
between functors A — /%. Suppose F has a base in # <A, 1y 1, =0, and
the second row is exact on # (1.e. WM —> WM — W' | M is exact for
every Me #). Then 11.6 can be completed by a natural transformation ¢.

Proof. For every meFM we have t,(py1(m)=¢_, 1o7,(m=0. If
Me # then ¢, t,(m)=1}(w) for some we W/ M, because the second row
is exact. In particular, there are elements {w;e W/ M}, ; such that
Ty (w;) =@, T4(m;), for every basic generator mje FM; of F. By 11.2, there
is a natural transformation ¢: F— W] such that ¢(m;)=w;. Then
71 ¢ and @, 7, agree on {m;}, hence they agreg.by 11.2. 1

11.7 Proposition (Acyclic Model Theorem). Let F,V: A — 049 be
covariant functors from A to complexes such that F;=0=V, for i<(.
Assume there are My A for k=0, 1, ..., such that F, has a base in M,
and H, VM =0 for Me Mt , or Me M, . Then every natural trans-
formation @: Hy F — H, V is induced by a unique (up to natural homotopy)
natural chain map . F — V. In symbols,

Hy: n[F,V]=[H,F,H, V],

where n[ ]| denotes the group of (natural) homotopy classes of natural
chain maps, and [ ] the group of natural transformations.

Proof. Given ¢, we have to find f, i.e. we have to fill the diagram
f

°sF, °>F °>F, H,F 0

(11.8) S »

6,V2 a)I/1 arVO 'HoV_)O.
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According to 11.5 this can be done step by step (using H, , , VM =0 for
ME/Z,H, 2)-

Suppose now f: F — V is a natural chain map with H, f=0. We have to
construct s={s,: F, » V¥, ,{} such that Os,+s,_; 0=f,. Proceed by

induction on k starting with s_, =0. The inductive step from k—1 to
k >0 consists in filling the diagram

- id - LN
F, > Iy >

(11.9) [fksk_la J

I/k+1 ) -}V;c a >I/k—la

where for k=0 one replaces V_; by H, ¥. By 11.5 again, this can be done
(using H, ., VM =0for Me.#, ). 1

In 11.7 we make no assumption about H, VM; if we do then we can
improve the theorem as follows.

n . -3V S .
11.10 Corollary. In the situation 11.7, assume that for every non-zero

veH,VM', M'e.#,, there is a morphzsm g: M'— M such that Me.#,
and (HyVg) v=+0. Then every natural transformation Hy F| My — Hy V| .M,
is induced by a unique (up to natural homotopy) natural chain map F — V;
in symbols, n[F,V]=[H, F|.#,, H, V|.#,]. Thus, natural chain maps
F — V are characterized (up to ~) by what they do to H, FM, Me .#,—
This follows because 11.4 (with G=H,F, W=H, V) asserts [H, F'|.#,,
H,V|#4,=[H, F,H, V], and the latter equals =n[F, V] by 11.7. 1§

11.11 Exercises. 1. Call a functor P: 4 — /9 pro-free if it is a direct
summand of a free functor F: 4" — /%, i.e. if natural transformations
P> F P exist such that p: is equivalent to ID. Generalize the
preceding results from free to pro-free functors. f 0 > V' >V — V"' -0
is an exact sequence of natural transformations between functors
A — 4% and P is pro-free then 0 -[P, V'] [P, V] >[P, V"] >0 1s
also exact, i.e. pro-free functors are projective in the sense of 6.21.

2. If A is a small category (objects form a set) and V: 4" — /% is any
functor then there exists a free functor F: 24 — /% and a natural
epimorphism ¢: F—V, (Hint: For every KeX, veVK, Xei, let
Fy ,(X) denote the frec abelian group generated by (K, X), and
&g 0 F¢ ,(X)— VX the natural homomorphism given by at (Vo) v,
aeA (K, X). Put F=®x o, Fxo» P={Px ,}.) Use this and Exercise 1
to show that every projective functor 4 —.o/% is pro-free. Compare
with Dold-MacLane-Oberst.
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3. Using 11.10, show that the group of (natural) homotopy classes of
natural chain maps SX — SX, X €04, is freely generated by the identity
map; in symbols, 7[SX, SX|=Z. More generally, if I is a (non-empty)
acyclic space, HI =0, then n[SX, S(X x I)]is a free cyclic group, generated
by S(i,) where Pel, and i,: X — X x I, i,(x)=(x, P). Compare this with
II1, 5.7 and 6.6.

4. As in Exercise 3, show n[SX,SXeSX]x~Z, where XeJdop If
¥: SX - SX®S8X is a natural chain map, then there is an integer n such
that v (6)=n(o®g) for all zero-simplexes ¢: 4,— X (this follows from
naturality, applied to ¢); the assignment iy +— n induces the above iso-
morphism. In particular, there is a unique (up to natural ~) natural
chain map D: SX — SX®SX such that D(c)=c®0c for o: 4,— X. This
D is called the natural diagonal of SX.

5% Let F,V: 4 — 04/% be functors from #° to complexes such that
E=0=V, for i<0. Assume .# < . exists such that every F, has a base
in .#, and HLVM=0 for Me.# and k>0. Let Hom(F, V) denote the
following complex: Hom(F, V),=0 for n<0, Hom(F, V),=group of
natural chain maps F —V, Hom(F, V),=[ [ [Fx, Vi ] for n>0 ([ ] as
in 11.7), and boundary operator a{ﬁ} {0V o 1 —{(—1)"f.02F}, as in
10.3. Use 11.7 to prove H, Hom(F, V)=0 for n+0, H, Hom(F, V)=
[H, F,H, V1.

If Cedsd ¥ is a free complex with C,=0 for n<0, and ¢@: Hy C >
[H, F, H, V] is a homomorphism then there is a unique (up to ~) chain
map ¢: C— Hom(F, V) which induces ¢ (cf. 3.5). Passing to adjoint
homomorphisms (8.20, Exerc. 3) shows: If y,,: HyCe H, FM > H,V M,
M e, is a family of homomorphisms which is natural on # — A" then there
is a unique (up to ~) natural chain map ¥y: CeFX - VX, Xe A, such
that Hy ¥, =, for Me.#. This is the acyclic model theorem with para-
meters C. It is contained in 11.7 if C=(Z,0). It extends to complexes C
such that H Ext(C, Hom(F, V))=0, Ext(H_, C,[Hy F, Hy, V])=0 (use
10.13).

12. The Eilenberg-Zilber Theorem.
Kiinneth Formulas for Spaces
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12, The Eilenberg-7
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12.1 Eilenberg-Zilber Theorem. The functors (SX)®(SY)} and S(X x Y)
from Fop x Foe (couples of spaces) to 049 (complexes) are homotopy
equivalent. More precisely, there are unique (up to homotopy) natural chain
maps

such that
Dyloe1)=(0,17), ¥(o,T)=0c®1, for O-simpliceso: Ay— X, 1:4,—Y.

Any such chain map is a homotopy equivalence; in fact, there are natural
homotopies @YV ~id, Y@ ~id. Any such chain map will be called an
Eilenberg-Zilber map, and will be denoted by EZ.

Analogous results hold for three or more spaces (or for a single space!)
and functors like SX®SY®SZ, S(X x Y)®SZ, S(X x Yx Z).

Proof. Write F(X, Y)=SXeSY, F'(X, Y)=S(X x Y). Both F and F’ are
free (cf. 11.1); in fact, F, has a base in {(4,, 4,)},, ;x> and F; in (4, 4,),
namely {{(1,®7,)},, -« resp. (i, &), where 1,=id(4,). Because 4, and
4, x 4, are convex we have (111, 4.6)

S(A,x 4)~(Z,0), (54,)8(54,)~(Z, 0)&(Z. 0)=(Z, 0),

hence Hy F, Hy F' vanish on all models (4, 4,) for k>0, and (4,,,4,) —
(44, 4) induces isomorphisms of H, F, Hy F'. We can therefore apply 11.10
(with V=F or F'); since .#,=(4,, 4,) is a single object, and H, F(4,, 4,)
resp. Hy F'(4,,4,) 1s freely generated by 13@1, resp. (15,15) we see
that unique (up to natural ~) natural chain maps @: F— F’ Y. F > F
exist such that @(1®10)=(1¢, 10}, (i, 10)—10®10. Then '{’@(1()@:0):
10®1y, PP(10,10)=(19,10), hence (by 11.10 again) Y®~id, ¢¥ ~id.

Fmaﬂv D11 V=1(1,.1-) lmnhes D, (n@ﬂ—-(n T) hv naturahfv of @
A0 07 A0 Y0/ LV

applied to ¢: 4y, — X, 7: 4, — Y; and ¥(1,, 10)—10®10 implies ¥, (o, 1)=
o®71. The obvious generalization to three or more spaces is left to the

12.2 Corollary. For arbitrary Eilenberg-Zilber maps the following

A3 1. +rreres rafi
uiagf'af’ns are rlGiﬂGLGp_y commuiaiive,

SXoSY EZ,5(XxY) SXeSYEZ _S§(XxY)

(12.3) rl Jsm rJ JS(r)

EZ sxr - R 7 ol 74

SY®SX —22-55(Y xX), SYeSX £ S5(Y xX),



19N £V2 B =T P 1
10V ¥ 1. FuncitOrs oi L()mplexes

where t(x, y)=(y, x), twev)=(—1)*" ey (“commutativity of EZ-
maps”).

SXeSYeSZ L2894, §(X x Y)oSZ SXeSYeSZ L84 (X x Y)eSZ

(12.4) id®EZJ jaz id®EZ1 152

SX®S(YXZ)—5>S(X xYxZ), SXoS(YXZ)+——S(X xYxZ)
(*associativity of EZ-maps”).

SXeSP—EZ ,§(X x P) SXeSP—E£ _S(X xP)

(12.5) id®nJ me; id®{ Jproj

SXe(Z,0)—4-SX, SXe(Z, 0) 94— SX,

where P is a point, n=augmentation (* EZ preserves units”).

Indeed, in each case the two ways of going from one corner to the
opposite one induce the identity in dimension 0 (or on H,), hence are
(naturally) homotopic. i

12.6 Corollary. For arbitrary EZ-maps @, ¥ and arbitrary pairs of spaces
(X, A), (Y, B) we have commutative diagrams with exact rows

0—>S4eSY+SXeSB—— SXoSY—— SX/S4eSY/SB -0

(127) (D'j]f” (DH‘I’ @”H‘I’”

S(XxY)
S{Ax Y, X x B}

0> S{AxY, XxB} ——SXxY)—— —0.
The vertical maps are induced by &, ¥, and
A x

@S

O

xY)e

—

X x B)-9-5%, §¢

as in I11, 7.1. Moreover, there are natural homotopies & V' ~id, V' &' ~id,
P"P'~1d, P P ~id.

Proof. Naturality of @ applied to j': A—<- X and id, shows

B(SAeSY)=S(AxY);

similarly @(SX ® SB)cS(X x B), and analoguously for ¥. This gives
the maps @', V', @”, V. Since the homotopy @¥ ~id is natural it maps
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S{Ax Y, X x B} into itself, hence induces @ ¥’ ~id, &” ¥ ~id. Simi-
larly for ¥ @' ~id, W @' ~id. 1

12.8 Corollary. For pairs of spaces (X, A), (Y, B) we have natural maps
SX §Y S(X xY)
(12.9) ® EZ , —S(XxY,AxYUXxB).

SA SB % S{AxY,XxB}

The second map is a homotopy equivalence if and only if (X x Y, Ax Y, X x B)
is an excisive triad (e.g. if A and B are open, or one of them is empty;
cf. IIL 8.1). &

Combining 12.8 with the Kiinneth theorem 9.13 we get

12.10 Corollary. For pairs of spaces (X, A),(Y, B) such that (X xY;
Ax Y, X x B) is an excisive triad there exist natural exact sequences

0@, n[H(X, Ao H,(Y, B)] T2 H (X x Y, Ax YUX x B)

LS @ w1 LH(X, A)« Hy(Y, B] -0,
and these sequences split (but not naturally). 1

We can, of course, apply any additive functor &/% —.o/% to 129 and
still get a homotopy equivalence (if (X x Y; Ax Y, X x B) is excisive).
For instance, if L, M are R-modules we get

(SX/SA®L)eg(SY/SBe M)=(SX/SAeSY/SB)e(Leg M)

A - o - f AF

~S{(X XY, AxYUX xBje{LegM

(12.11)

S—
-

hence (by 9.13)

1917 N ll iz AN YN :.. [ WP IR S |
14wl &4 LULUVLIA l‘y FUI pmra kA AL, D}u' v, na moatil

17 1

114,14
MeR-/iod over a hereditary ring R such that Lz M =0 there exist
natural exact sequences

0->H(X,A;L)eg H(Y,B; M) > H(Xx Y, Ax YUX xB; Log M)
—H(X,A; Lyxg H(Y, B; M)* -0,
and these split (not naturally). In particular, if R is a field then

(1213) HX x Y, AxYUXxB; R)=H(X, A;R)eg H(Y,B;R). 1

We now compare the cohomology of X, Y and X x Y. Remark first that

r h %4

Y e £t R AN - ‘I [ V4
) nomg(SX, M):

- s - o) 1LY AY
domg(dX ez R, M)

17 1 4

(i2.14
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for every ring R and R-module M both sides, indeed, can be identified
(in dimension n) with the set of all functions f, defined on the set of all

singular n-simplices ¢: 4,— X, and with values f(¢) in M, Under this
identification the chain map y of 10.23 (with C'=(L,0), D'=(M,0);
L, M modules) becomes

v: Homg(SX, L)eg Homy(SY, M) -» Homz(SX ® SY, L &y M),
(7(fer@)(oozT)=(—DE"(fo)er(g 1),

and Proposition 10.24, case 11, asserts that 12.15 is a homotopy equi-
valence if the graded R-modules H(X; R), H(Y; R) are of finite type, or
g

(12.15)

if H(X: R) i1s of finite type and L is finitely
A% b J J I o

ideal domain).

In this argument one can replace X, Y by pairs (X, A4), (¥, B). Moreover,

one may replace SX/SA®SY/SB by the homotopy equivalent complex
SXxY,AxYUXxB) if (XxY;AxY,XxB) is excisive (cf. 12.8).
Proposition 10.24, case I1, then implies

12.16 Proposition. Let L, M be modules over a principal ideal domain R,
and let (X, A), (Y, B) be pairs of spaces such that (X x Y; Ax Y, X x B) is
excisive. If the graded modules H(X, A; R), H(Y, B; R) are of finite type,
or if H(X, A; R) is of finite type and L is finitely generated then
Homg(S(X, A), L)@ Homg(S(Y, B), M)

(12.17)
> Homg(S(X x ¥, Ax YUX x B), Legx M)

is a homotopy equivalence. If, moreover, Lxy M =0 then the Kiinneth
theorem 9.13 applies and yields natural split-exact sequences

0*) @1+]=nHl(Xa A; L)®R HJ(Y; B; M)

(12.18) - H" (XxY,AxYUXxB;LeyM)
@i, jwet H(X, A; Lyxg H/ (Y, B; M) 0.

In particular, if R is a field, and (X, A), (Y, B) are pairs of spaces such that
(X x Y; Ax Y, X x B) is excisive and H(X, A; R) of finite type then
(12.19) H¥(X x Y, AxYUuX xB; M)=H*(X, A; R)eg H*(Y, B; M)
for all vector spaces M over R. |}
We conclude this chapter by some remarks on diagonal chain maps

SX —SX®SX. Forevery space X we have thediagonal map 4: X > X x X,
Ax=(x, x); it induces a natural chain map 4: SX ->S(X xX). If

enerated (R a principal -
AN r r
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EZ: S(X xY)—SX®SY is an Eilenberg-Zilber map then we can take
Y=X and compose EZ with A; the composite natural chain map

(12.20) D: SX 4 5S(XxX) 2 ,SXeSX

is called a natural diagonal of SX. It depends on the choice of EZ but
its homotopy class doesn’t,

If A,, A, are subspaces of X then D maps S{A,, A,}—the subcomplex
of SX which is generated by SA,, SA,—into SA;® SX +SX ®SA,; this
follows from 12.6 or directly from naturality of D. Passing to quotients
it induces therefore a (relative) diagonal

(12.21) D: SX/S{A,, A,} >SX/SA,©SX/SA,

which is still unique up to (natural) homotopy. Even more generally, we
have D: SX/S{st,, o4} —SX/Sf, @ SX /S, where o, o/, are arbi-
trary families of subsets of X, and {.#, o} is their union.

The properties of Eilenberg-Zilber maps carry over to diagonals. In
particular, 12.3, 12.4, 12.5 become

(12.22) tD~D (commutativity),

where 7: SX ® SX > SX ®SX permutes factors, t(ue@v)=(—D""""vou. 1

(12.23) (ide D)o D~(Deid)o D  (associativity),
both sides being maps SX >SXeSXeSX. |

(12.24) (iden)oe D~id=~(neid)e D  (units),
where #: SX — (Z,0) is the augmentation, and

SXe(Z,0)=SX=(Z,0)oSX. 1

These relations still make sense, and are true, in the relative case dis-
cussed above.

The map EZ: S(X x Y}-»SX ®SY which enters into the definition of
the diagonal D can be recaptured from D; more precisely

(12.25) EZ=(peq)oD,

where D=Dy, y: S(XxY)>S(X xY)eS(XxY), and p: X xY X,
g: X x Y'Y are projections. Indeed, if we apply naturality of EZ to
(p,q) we get EZo(pxq)=(p®q)o EZ, and if we compose this (on the
right) with A=Ay y: S(XxY)>S{(X x Y)x(X xY)) we get 12.25
because (p x q)o A=id, EZc A=D.
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Natural diagonals can be defined, and their properties derived, without
referring to Eilenberg-Zilber maps (but using acyclic models; cf. 11.11
Exerc. 4). In fact, natural diagonals SX —SX @ SX and Eilenberg-Zilber
maps S(X x Y) > SX e SY are formally equivalent notions (cf. Exerc. 5).

12.26 Exercises. 1*. For every 0< j<n define linear maps &}, &}: A, — 4,,
gile)=e;, &i(e)=e; ,_;, i=0,1,..., j, where {e;} are the vertices of A.

Show that the following sequence AW of homomorphisms
(1227) AW:S, (X xY)—>(SX®SY),, (AW)(6,7)=) o< jcn(0E)O(E_))

(where {(0,7): 4,-»X x Y) is an Eilenberg-Zilber map; in particular,
0(AW)=(AW) . Show that AW is strictly associative (not only up to
homotopy) in the sense of 124 but not strictly commutative (12.3).—The
notation AW stands for Alexander-Whitney who, implicitly, used this
map in their definition of cup-products.

2*. If p, g are non-negative integers then a (p, q)-shuffle (i, v) is a pair of
disjoint sets of integers

l<p <py<-<pp,<p+q, 1<vy<vy<--<v,<p+q

between 1 and p+gq. Let sign(u,v) be the sign of the permutation
(1, By ooy iy, vy, ..., v,) (of the integers 1, ..., p+¢g). Define a linear map

n*: A,,,—4, by n')=e if p<i<p;,,

where ¢' are the vertices of 4, and po=0, p,,, =p+4g+1. Define homo-
morphisms

Vou! S, X0S,Y>S, (XxY),

(12.28) ,
Vo (cet)=Y signy, v)(con*, ton'),

where ¢: 4,— X, 1: 4, > Y, and the sum ranges over all (p, g) shuffles
(1, v). Show that the following sequence V¥ of maps
1229y V,={V,4lpsyn: (5X©8Y), =D (S,XeS,Y)>S(Xx7Y),

p+q=n

is an Eilenberg-Zilber map; in particular, 6V =V &. Show that the “shuftle
map” ¥ is strictly associative and commutative in the sense of 12.3, 12.4.

3. By 1.12 Exerc. 4, if C is a free R-complex such that C;=0 for i<0
and HC is also free then C~HC. Use this and the Eilenberg-Zilber
theorem to show that H(X x Y; M)=H(X; R)ex H(Y; M) if X is a
space such that H(X;R) is free (as a right R-module; MeR-.4od).
If H(X; R) is a free right R-module of finite type then one also finds
H*(X x Y; M)~ H*(X; R)og H*(Y; M). Similarly for pairs (X, 4), (¥, B)
of spaces. Compare with 12.13 and 12.19.
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4 H X=Y=8%"v8"vS"v ..., is an infinite wedge of spheres then the
map Homg(SX, R)®r Homg(SY, R) > Homg(S(X x Y), R) of 12.17 is
not a homotopy equivalence (does not induce homology isomorphisms).
A more general result (and a hint) can be found in VII, 7 Exerc. 1.

5. Let o be a category with products m: " x o —%" (cf I, 1.15), and
let @: A > x# denote the diagonal functor, O@X =(X, X) Show

that A~ Tait £ + [T NN ¢ s AFY/oENGErY /o L+l
indat 10T aroiirary unclors o5 A — L, 10 J X J > 2 nlic is a 1-1

correspondence between natural transformatlons D: S—»To@ and
natural transformations E: Som1— T, given by Dy=Egxo S4, or Exy=
T(p,q)° Dy, y, where A=(id, id}: X - X X is the diagonal morphism,
and p,q: XmiY— X, Y are the projections.

If A" =T is the category of topological spaces, ¥ =0.9/% the category
of complexes, S the singular complex, T(X, Y)=SX@SY, then 12.20
(or 12.25) shows that natural diagonals D: SX > SX ®SX correspond
to Eilenberg-Zilber maps E: S(X x Y)—SX @ SY. Verify that a natural
chain map D: SX >SX & SX corresponds to an Eilenberg-Zilber map
(is a natural diagonal) if and only if De=06®¢ for every O-simplex o.



Chapter VII

Products

There are many products in (co-)homology theory of spaces; we shall
treat about eight here. All of them are combinations of the following
ingredients: (i) Relations between ® and Hom which are familiar from
(multi-)linear algebra; (i) the mappings a: HCe® HD —H(C® D) and
oa: HHom(C,D) - Hom(HC, HD) of V1,9.11, 10.8; (ii1) the Eilenberg-
Zilber mappings VI, 12.1—plus, of course, the standard functorial
properties of (co-)homology. The significance of products lies in the
extra structure which they introduce in (co-}homology. The —-product,
for instance, turns H*(X; R) into a graded ring {cohomology ring) and
makes H*(—, R) a functor from oz to the category %4 of graded
rings (R a ring with unit). This functor provides a much more accurate
picture of Jz4 than the mere cohomology group which is obtained by
composing H*(—, R) with the forget-functor F: ¥Ry — %44 (F assigns
to every ring its additive group).

In the whole Chapter VII the following rule applies: If a 1s a (co-)chain
resp. (co-)homology class with coefficients in Le.#+/-R and b is with
coefficients in M € R-.#s< then any one of the products a L b which we
consider has coefficients in Lo, M. Sometimes this will be explicitly
stated but in other cases we shall not write the coefficients (in order to
simplify the notations), and then it is implicitly understood. If C is an
R-complex and M an R-module we use the following abbreviations:
HHom (C,M)=H*(C,M), ZHom{C,M}=Z*(C,M), BHom(C,M)=
B*(C, M); with indices, H_, Hom(C, M)= H?(C, M) etc. The elements of
these groups are called cohomology classes (cocycles, coboundaries) of C
with coefficients in M. If f: C — D is a chain map then we write f*=
HHom(f, M): H*(D, M)— H*{C, M) for the induced homomorphism.
The analogous notations VI, 7.1 for singular cohomology will also be used.

With minor exceptions there are only the following logical dependencies
between the various §§ of this chapter:

32556, T80, 1112,
l
4
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Thus, the reader can study cap-products (§12) without reading §§1-10
first—although he will find the going easier if he knows §§ 7-8.

For simplicity, we assume from §2 on that the > ground mng R is com-

mutative—although at the cost of some nofational inconvenience this
- T

restriction could easily be avoided.

1. The Scalar Product

1.1 Definition. For every (right) R-complex C and R-module M we
define a map

Homg(C,M)x C->M, (¢, c}+— @(c).

This is clearly biadditive, and R-linear in the second variable ceC;
if R is commutative then it is R-bilinear. It induces therefore (cf. VI, 8.11
and 8.19) an R-homomorphism

. ¢: Homy(C,M)e,C—>M, e(pac)=qp(c);
1.2
o resp. e: Homgk(C,M)e,C-»>M if Riscommutative.

This is a chain map:

ed(pec)=e(d(p)oc+(—1)? pedc)=(3(p)c+(=1)*p(dc)
=(0op—(=1)¥pod)c+(=1)g(dc)=delpoc).
We can therefore pass to homology and compose with « (cf. VI, 9.11),
(1.3) H*(C,M)o HC —*»H(Hom(C, M) C) “ M.

The composite map 1.3, or the corresponding biadditive {resp. bilinear)
map H*(C,M)x HC— M, is called the scalar product, and the image
of x ® £ is called the scalar product of x and &. We write

(1.4) {x,y=e,alxel), xeH*(C,M), C{eHC
With representative (co-)chains 1.4 becomes
(1.5) {ellz]>=¢(2), for peZ*(C.M), zeZC.

This shows that {, ) can also be expressed in terms of the map
a: H Homg(C,M)— Homgy(HC, M) of VI, 10.8, namely

(1.6) {x, & =(a(x))(&).

Therefore the universal coefficient sequence VI, 4.4 gives
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1.7 Proposition. If R is hereditary and H Ext,(C,M)=0 (e.g. if C is
free) then
H(C,My—Homg(H,C,M}, x—<{x,—>

is epimorphic, and its kernel is isomorphic with Extg(H,_, C,M). §

For instance, if R is a field (hence Extgp =0) and H, C has finite vector-
space dimension then {, >: H*{C,R)x H,C —R 1s a dual pairing in the
sense of linear algebra.

If f C—»D is a chain map and yeHom(D, M} then (y f)c=y(fc},
hence from 1.5,

(1.8) o= f, &, yeH*(D,M), (eHC;

iLe. f* and f, are transposed maps (in the sense of linear algebra) with
respect to the scalar product {, >.

Similarly, 8* and 0, are transposed maps. More precisely, if 0 > C'— C
—P,(C”—0 is an exact sequence of chain maps (over R) such that
0«-Hom(C', M) —Hom(C, M)« Hom(C", M)«0 is also exact then

(1.9) ) o

. &
x'=T¢ei] for some ), a

op=—(— 1)l pod. Hence (6% x', &> =" (p
= —(=1)Npoiyz' = —(—DI?Ix, ..

S
m
o
)
3
o

Note that 1.9 would take the simpler form {6* x', &> ={(x', 0, &") il we
defined ¢ = @ o¢ (compare VI, 10.28); in later §§ of this chapter, however,
b = —(—1)1¥' ¢ 08 is far more convenient.

More generally than above, we can tensor the map 1.2 with a left module
M’ and get

e®gid: Homgp(C,M)e(Cox M) —>Mey M’
(eogid), a: H¥*{C,M)o H(CoxM)>MeyM’;
(x,{>=(eopid) a(xel)eMa, M’
for xeH*(C, M), (eH(CexM’).

(1.10)

[f, moreover, a homomorphism n: M ® , M’ — N is given one can compose
with 7. Sometimes n{x,¢) is still denoted by (x,&> and called the
scalar product of x, & with respect to the pairing n.
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1.11 Example. For topological spaces X one easily proves (cf. VI, 12.14)
Homg(SX o, R, M)=Hom,(SX, M).

Therefore, with C=S5X @, R, the scalar product 1.4 becomes

(1.12) {,> H'(X;M)xH,(X;R)»M,

and this is a dual pairing provided M =R is a field and H, (X ; R) has
finite vector-space dimension. Similarly, if X 1s replaced by a pair (X, A)
of spaces, or/and a second module M’ 1s used as in 1.10, one gets

(1.13) > H'G A MY H (X, A; M) > Meg M.

1.14 Exercises. 1. If R is any ring (not necessarily hereditary), and X
is a space such that H(X; R) is R-free then

H*(X; M)— Homg(H(X; R, M), x+><{x,—)

is isomorphic (hint: use VI, 2,12 Exerc. 5).

2. Use 1.8 to show: If f: S”—>§a", n>0, has degree k then f*(x)=kx
for every xe H*(S"; M).

3. If X is a space such that H, (X ;@) has finite vector-space dimension,
and f: X »X is a continuous map then the endomorphisms f,_ of
H (X;®@Q) and f* of H"(X; Q) have the same trace (in fact, the same

characteristic polynomial). This (rather trivial} remark can be useful
in computing fixed-point indices (cf. 9.12 Exerc. 3).

2. The Exterior Homology Product

From now on the ground ring R is assumed to be commutative.

2.1 Definition. The exterior homology product HX xHY > H{(X x Y)
is obtained from the Eilenberg-Zilber map SX®SY»>S(X xY) by
passing to homology and composing with «. More generally, let (X, 4),
(Y, B) be arbitrary pairs of spaces, L and M R-modules, and consider
the composite chain map

SX SY ez S{XxY)
—oL ——eM)| ="
( ® )@R( ® ) S{AxY,XxB}®(L®RM)

S(XxY)
S(AxYuX xB)

J

o (LogM),
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1, is generated by sim-

L7
A o, snmnaliicine Dacoaae 4
AUy HICIUSIUIL D ddsdage W

FEava e

A
Huu

where S{Ax Y, X xB}<S(XxY), as in II
c

1 3 A A\ % YR A 73 3 o~
puces i AX Y O A Xp, aiid j 18 1 ©

homology and composition with

SX SY SX SY
o: H (E—E@L) ®RH(§®M) —’H(g@L@R‘STBT@ M)
gives

J(EZ) 0. H(X, A; L)eg H(Y, B; M)
(2.3) SH(XXY,Ax YUX x B; LogM),
or with indices,

(2.3) H,(X,A;L)eyH(Y,B; M) H,

i+k

(X XY, AxYUX xB; LegM).

This map or the corresponding bilinear map is called the exterior homo-
logy product. We write

24) Exn=j (EZ) alen)eH(X x Y, AxYUX xB;LeyM),
where Ee H(X, A; L), neH(Y, B; M).

In terms of representative relative cycles this reads

(2.5) [a]x [b]=[EZ(a®yb)],

where ae(SX)@L, dac(SA)o L, be(SY)e M, 0bc(SB)o M.

The Eilenberg-Zilber map EZ is a homotopy equivalence (VI, 12.1), and
the map j is a homotopy equivalence if (X xY;Ax Y, X xB) is an
excisive triad (III, 8.1). Therefore, the Kilinneth theorem VI, 9.13 implies
(cf. VI, 12.12)

2.6 Proposition. If (X, A), (Y, B) are pairs of spaces such that (X x Y,

A x Y, X x B)is an excisive triad (e.g., A, B open, or B=0), and if Lxz; M =0
(R being hereditary) then

@ e H(X, A; Lo H (Y, B:M) > H, (X xY;Ax YUX xB; LeM),
foni—>Exy
is a split-monomorphism whose cokernel is naturally isomorphic with

Dijkon H(X, A L)+ H(Y, B; M). 1

We now list some properties of x. If f: (X, 4) - (X', 4'), g: (Y, B)— (Y, B))
are maps then naturality of EZ says (fxg)EZ(a®b)=FZ(fa®gbh),
hence by 2.5 (with é=[a], n=[b])

(2.7) (S %, Exm=(f ) x(g,n) (naturality).
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Commutativity (VI, 12.3) and associativity (VI, 12.4) of EZ 1mply

(2.8) t,Exm=(—1¢Mpnx¢&  (commutativity),
and
2.9 (Exmx{=Expxl) (associativity),

where Ee H(X, A), ne H(Y, B), (e H(Z, C) (with appropriate coefficients)
and t: X x Y- Y x X is given by #(x, y)=(y, x).

If Y=Pis a point, B=0, and 1"=1eR=H,(Y;R) then (X x Y, Ax YU
X xB)={X,A) and
(2.10) 1Pxé=Ex1P=¢  (unit element).

This follows from VI, 12.5.

Compatibility of x and ¢, is expressed by the following commutative
diagram (coefficients omitted)

|

(2.11)  @®id (-1)¥imid@a,) H{Ax YUX xB, Ax B)

T(ilw i24)

[HAeH(Y,B)]e[H(X; A)e HB)] *®*» H(Ax Y,Ax B)o H(X x B,A x B),

H(X, A)e H(Y, B)—* > H(X X Y, Ax YU X x B)

where i, i, are inclusions; i.e. w¢ claim

(2.12) O, (& xm)=i [0, &) xn]l+iy, [(— nlel e x e, 1] (stability).

In the important special case B=9 wc have i, =id, i, , =0, and stability
reduces to

(2.13) 0, Exn=(@,xn, <eH(X,A4), neHY.
Proof of 2.12. Let acSX, beSY be representatives of £, 5; in particular,
daeSA, cbeSB. Then
EZ(Ca®b)eS(Ax Y)=S(Ax YU X xB) represents i, [(2,&)xn],
EZ(a®b)eS(X x BycS(Ax YU X x B) represents i, [x 7, 7],

and
NEZ)(aeby=(EZ)é(aeb)=EZ(Baeb)+(— 1) EZ(a® 0b)

represents ¢, (€ xn). |
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2.14 Example. If we identify R™ xIR"=IR™*" then
(R™— {0}) x R")U(R™ x (R"— {0})) =R**™— {0},
and we get
H,R™ R"—{0})o H,(R", R"—{0}) > H,  ,@R"*", R"*"—{0}).

If all coefficients are taken in Z then each of these groups is isomorphic
with Z and the map is an isomorphism, by 2.6. In other words, if o' is a
generator of H, (R, R’ —{0}) then o™ x o"=+0""".

More generally, we consider pairs (¥, K) where V is open in R"<S$" =
R™U{oo} and K<V is compact. By 1V, 6.4b, there is a unique element
oxeH_(V, V—K)such that for every Pe K the image of o, under

H, (V,v-K)->H,(V,V-P)=H, (S",$"-P)~H, S"

is a fixed generator of H, S™=Z. Each of the two classes oy which cor-
respond to the two generators of H, S$™ is called a fundamental class
around K. If V=V’ then the inclusion clearly takes fundamental classes
of H,(V, V—K) into fundamental classes of H,,(V', V'—K); this justifies
the expression “around K” and the notation o; in which V' does not
appear. Generalizing the formula 0™ x 0"= +0™*" we have

2.15 Proposition. If oxeH, (V, V—K) and og. e H,(V',V'—K') are funda-
mental classes (K' < V' <IR") then

og x0g.€H, (VxV' VxV' —KxK') isalso fundamental.

The proof follows by moving o0 ®o0. around the diagram

H(V.V—K)eH(V' V'—K)>H (V,V-P)eH(V,V—~P)~H, 8" H,S"

.

H, (VxV, VX V'-KxK)—H_ _ (VxV VxV—-PxP)=H

m4n

+
Sm n’

m-h

where PeK, P'eK’. The diagram commutes by 2.7, and the second
vertical arrow is isomorphic by 2.6. 1

2.16 Exercises. 1. Show that for every topological space Y and every
ye Y one has a commutative diagram of isomorphisms

H (Y, H, (Ix Y IxYulx{y})

H, (CY{}x{yh—2—H, (ZY,Ix{y}),

nyl
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where z denotes suspensmn (IH 8. 16 example 3) I= [O 1] I {0} v {1}

[l]EHl(I I)is the homoIogy class of the lmear map 1 A1 — I z(e’) =]j.

2. Use 2.15 to prove deg(f xg)=deg(f)deg(g) for proper maps
fiV—=1IR" g: V' —R" of open subsets ¥ resp. V' of R™ resp. R™.

3* If ¢, 2"+¢, 12" "+ +c¢, z+¢, is a non-zero complex polynomial
of degree <n, (c;eT), then [cy, ¢y, -..,¢,] is @ point in B, €. Every point
in projective space P, C is of this form and two polynomials define the
same point in P, € if and only if they are proportional. Thus P, C can be
identified with the set of all non-zero complex polynomials of degree <n
provided one identifies polynomials if they differ only by a scalar LeC,
/#+0 (equivalently: if the polynomials have the same roots). -

EC—

B, €. Check for c

(i) Multiplicatio olynomials defines a mapping u; ,: R € x

n I - T Ly K
ontinuity and prove

(i+k)!
(i) (0, X 1) = iTk! ik

;U

where v; is a generator of H,;(P.C;Z)=Z (hint: Pick a polynomial
+k)!
itk
w,. Use H, (FC)=H, (BT, BC—w), we FC, and compute x and p, in
terms of these local groups).

weR_ , € with i +k distinct roots. Then u;;" (w) consists of ( poin

(ii) Let SP"(P, €) denote the a-th symmetric power of P, Cx$?, i.e. the
space which is obtained from the ordinary n-th power x" P, C, by identi-
fying points which differ only by a permutation of coordinates. Show that

x"BC +PC, (ayz+b,a,z+b,,...,a,z+b)y—~[]i_.(a,z+b,)

induces a homeomorphism SP"(E C)~ E C.

(iti) Define and investigate the analogous notions for real projective
spaces (coeflicients Z or Z,).

3

2 by >
J. 1HC

If X x X —*> X is a multiplication (see below) then the composite map
HXxHX 5> H(XxX)—*>HX 1is called the interior homology
product with respect to . In more detail:

3.1 Definition. A continuous map u: X x X — X is called a multiplication
(on X); we write u(x;, x,)=x, x, if there is no danger of confusion. An
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element ec X is called a homotopy unit of p if the maps
X—-X, x—ex, x—xe,

are homotopic to the identity map. Further, u 18 homotopy-associative
resp. homotopy-commutative if the two maps

XxXxX X, (x,X5,X3)F>Xx,(x; X3), (X1 Xx3) X3,
resp. the two maps
XxX-oX,  (x,X)k>X Xy, Xy Xy,

are homotopic.

If (X,pn)(X',w) are spaces with multiplications then h: X - X' is a
homotopy-homomorphism if the two maps

XxX =X, (xq,x)h(xyx;), h(x;) h(x,),

are homotopic. A space X with a multiplication with homotopy-unit e
is called an h-space; we use the notation H-space if the multiplication is
also homotopy associative. A homotopy homomorphism h: X — X’
between h-spaces (H-spaces) is called an h-map (H-map), provided h{e)
lies in the path component of ¢'. Not every X admits an h-space structure;
for instance, $** does not as we shall see in 10.1.

3.2 Definition. If (X, ) is a space with multiplication then the composite
(3.3) H(X;L)ogH(X;M)—>*>H(X x X: Loy M)~ H(X: Lo M)

or the corresponding bilinear map is called the Pontrjagin product with
respect to u. We write

(3.4) M8y x8)=¢, -8, &eH(X L),  &eH(X M)
The properties 2.7-2.10 of the exterior product imply
(3.5) If h: X - X" is a homotopy homomorphism then
he(&y - &2)=h, (3) - h, (o),
i.e. h, is a homomorphism with respect to -.

(3.6) If ec X is a homotopy unit, and [e]e Hy(X; R) is the homology
class of ee Z,SX then

[e] - E=&-[e]=¢ forall Ee H(X; M).
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(3.7) If u is homotopy associative then
£2-&3)=(&- &) &5
(3.8) If u is homotopy commutative then
E - E=(— 1)lalis] &, &,

The proofs are immediate. As an 111ustrat10n we give it for 3.8. By as-
sumption the diagram

h 9l !

¥ L V. h ¥
XA — A X A

A

N
X b t(xlaxz):(XZ;'xl):

is homotopy commutative, i.e., p~put, hence y, =p, t, . Apply this to
&, x&,,use 2.8, and get

51 52 (— )Iéllézlc 5 i

The formal propertics of the Pontrjagin product suggest the following

3.9 Definition. Let A={A4,},.,bea grade%g;oup. A multiplication
in A is a homomorphism v: 4® A — A of graded greups; with indices this
reads, v;,: 4,0 A, > A; . i,ke€Z. We write v(a®@b)=a-b. A unit for v is
an element leA such that 1 -a=a- 1=a for all a€e A. The multiplication
is called associative resp. commutative if a-(b-c)=(a-b)-c,resp. a-b=
(— el b . q, for all a, b, ce A. The pair (A, v)—or simply 4A—is calied a
graded ring if v is associative and has a unit; if it is also commutative
then (A4, v) 1s a commutative graded ring.

Note that A=@,_z A, is an ordinary ring with respect to the induced
multiplication (defined by [{a;} - {bj}]n:Z,H n G- b;, where [ ], denotes
the component in 4,). However, A will, in general, not be commutative
(in the ordinary sense) if A is commutative (in the graded sense)—If
A;=0fori<0then A=[];.z 4 isalsoaring via[{a;} - {b;}1, =2, ;_nD;.

If A isa graded ring and G a graded abelian group then a left A-structure
on G is a homomorphism $: 4@G > G of graded groups such that
$(leg)=g and Hae J{beg))=9((a-b)eg), for all geG; a,be A. If we

nrr!fp Q(nf.?\ rr\-——n. nﬂ’nc‘rabpcfhpf‘amﬂiarfnrm1 co=o a-(h-o\={a.h).o
& f- Rl G Y -7 LS A

LAAAD LOUN WD LIV AR ERIRL AN L aaa

The pair ( G 9)—or simply G—is called a left A-module.
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3.10 Definition. If (X, u) is an H-space then 3.6 and 3.7 assert that
H(X ; R) under Pontrjagin multiplication is a graded ring. It is called the
Pontrjagin ring of (X, p). If h: X — X" is an H-map then h_: H(X;R)—
H(X'; R) is a homomorphism of graded rings (cf. 3.5); thus, the Pontrja-
gin ring is a functor from H—maps to homomorphisms of graded rings.

1 £+ £4 ~F Y v
If X is an H- and Y is any space then a lejt-(/‘pe?au(}'u of XonVYis

a map n: X x Y—Y (we write n(x, y)=x - y) such that ys ey is homo-
topic to idy, and the two maps (x;, x,, y)r> X, - (x5 ¥), (x; - x,) -y are
homotopic. In this situation the composite map

H(X; R)e H(Y; M)%H(Xx Y; M) H(Y; M)

is a left H(X; R)-structure on H(Y; M), i.e. H(Y; M) is a left H(X; R)-
module (M an R-module).—The necessary verifications are easy (use 2.9,
2.10), and are left to the reader.

3.11 Examples. If y: X x X — X is a multiplication such that X is a
group with respect to u and if moreover x+»x~! is continuous then
(X, ) 1s called a topological group. For instance, the space of all invertible
nxn matrices (over R, TC,IH) is a topological group under ordinary
multiplication of matrices; it is‘called the general linear group Gl(n; F)
where F=IR, C,IH. Matrices of determinant + 1, orthogonal matrices,
unitary matrices a.o. form subgroups and are also topological groups.
The Pontrjagin rings of these and other groups have been computed by
A.Borel 1954

Other examples of H-spaces are provided by the loop spaces QY; they
play an important role in homotopy theory. If Y is a space and y,eY
then QY =0Q(Y, y,), as a set, consists of all paths w: [0,1] — Y such that
w{0)=w(l)=y, (so-called loops).

Any two loops v, w can be composed:

v(21t) for 0<2t<1

@ W)(t)_{w(%— 1) for 1<2¢<2.

This defines a mapping u: QY x QY— QY, u(v, w)=v - w. If QY is equipped
with the compact-open topology then u is continuous, in fact, (Y, u) is
an H-space (cf. tomDieck-Kamps-Puppe, § 11). In many cases the
Pontrjagin ring of 2Y can be computed in terms of homological properties
of Y (see Adams 1956).

2 1Y Dvnwnicnc 1 (Qhumnvalicga +tlan TDaimtrinsin meadiiat ba dlan cnlndzrn ~non
Jel i LACILIBCD I ICILICL allsc LG T UlLIL Jdélll lJl UduLt (U LUC ICIALIve bdbc,
H(X,A)oH(X,B)— H(X,A- X U X - B), and study its properties.
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Let P C= ?=1B¢‘E denote the 'nfinite dimensional complex
pro; sp '

Y
wn
,_.

closed). We can thmk of P, C as the set of all non-zero complex poly-
nomials where two of them are identified if they are proportional (cf.
2.16, Exerc. 3). Show that ordinary multiplication of polynomials turns
P_C into a strictly (not just up to homotopy) associative H-space. Use
2.16, Exerc. 3(i) to determine the Pontrjagin ring H(P, €C;Z). Show that
H(P, C; Q)= DQ[[v]]=ring of formal power series over Q in one in-
determinate v.

3. If G 1s a graded abelian group then Hom (G, G), as defined in VI, 10.2,
is also graded abelian. Under composition of endomorphisms it is even
a graded ring, and Hom(G, G)e G — G, {p;} ® g+ @, (g), turns G into
a left Hom (G, G)-module. There is a natural 1-1-correspondence between

teae 0 a0 amomaornhisms
left A-structures 3 on G and huuxuxuutphmum Q: A—rHGm{G G) of

graded rings {compare 3.9 and VI, 1.1).

4. Intersection Numbers in IR"

Intuitively and vaguely one might expect that compact subsets X, Y of
R” whose dimensions add up to n intersect in a finite number of points,

t least if they are in “general position”. Moreover, if no intersection
points lie on the boundary of X or Y then the total number of intersection
points shgdd/lw/ilrf:riant under small deformations of X and Y. The
following can be viewed as an approximation of this program, with

compact sets being replaced by singular chains.

For simplicity, all homology groups will have coefficients in a fixed
commutative ring R (which will usually not appear in the notation). In
practice, R=Z or Z,.

4.1 Definition. Let A=X<RY BCYCIR" be such that AnY= Q)

Qi VUiadaave i dis

d(x, y) x—y. The comp0s1t10n
42) _(X,A)x H(Y,B)—> H,(X xY,Ax YU X x B)
| U H (R, R"—0)

is called the intersection pairing. We write

@.3) Een=(—1yd (& xn), for {eH, (X, A4), neH,(Y,B),

and call this element of H (R”,R"—0)=R the intersection uwumber
of ¢ and y. We shall see that 4.2 does indeed provide an algebraic measure
of the geometric situation near X n Y (cf. 4.6, 4.8, 4.11).
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4.4 Remark. Classically (see Seifert-Threlfall, §73) one defines
intersection numbers of singular chains ceS, ;IR” ¢’eS;R" whenever
Carr(c)n Carr(0c’)=0 = Carr (0c) n Carr(c’), where the carrier, Carr(c),
is the smallest subset X of IR” such that ceSX. But this condition just
means that (X, 4), (Y,B) exist such that XnB=0=AnNY and ceSX,
dceSA, c'eSY, Oc'eSB; therefore we can take homology classes
lcleH, (X, A), [c"JeH,(Y,B)and form the intersection number [¢]o[d].
The following proposition shows that this number does not depend on
the choice of (X, A), (Y, B).

Elln_i(zl,A}, ﬁEH(KB).

Fon=1F Fyof
5 Wy S50 i

=y
This is obvious from naturality 2.7 of x-products. |}

For instance, we can always take X'=X, A/'=X-Y, Y=Y, B =YX,
and thus factor the intersection pairing 4.2 through H(X, X —Y)x
H(Y,Y—X). This in turn is isomorphic (by excision III, 7.4) with
HX NV, (X=Y)nV)xH(YnV,(Y—X)n V) where V is an arbitrary
neighborhood of X n Y. Roughly speaking then, the intersection number
¢ oy depends only on the parts of &, ny in V, where V' is an arbitrary neigh-
borhood of X Y. In particular, if X n Y=§ we can take V=¢ and get

4.6 Proposition. If XY =0 then all intersection pairings H, ,(X, A)x
H,(Y,B)— H (R", R"—0) are zero.

In fact, this is obvious because X Y= implies d{X x Y)<=(R"—0). 1

If X nY decomposes into several parts which do not touch each other,
more precisely, if {V;},_; , . are mutually disjoint open sets such that
XnYaV=|,V, then

47 HX, X -N=HXnV,X-Y)nV)=2®,HX "V, (X-Y)n V),
and
(4.8) fo”l:szto"Ia

where &={¢;} is the decomposition of e H(X, X —Y) corresponding
to (4.7). The number on=~&,0n, is called the intersection of & and n
in V. It may be thought of as a “local” intersection number; formula 4.8
says: the global intersection of & and n is the sum of their local intersections
(the proof is easy, and left to the reader). | To 4.5 we have the
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4.9 Corollary. All ifitersection pairings
H, ,(X,0)x H(Y,()— H,(R", R"—0)
are zero—because if A=0=B we can factor through H,_,(R"§)x

H;(R", Q). &

The following is an important example of a non-zero intersection
number.

4.10 Example. Let X, Y be sub-vectorspaces of R” of complementary
dimensions n—i, i. Assume they are in general position, i.e., X N Y= {0}.
If eH, (X, X—-0,Z)=Z and neH(Y,Y—0,Z)=Z are generators then
EoneH (R",R"—0, Z)is also a generator. In fact, if : R" "= X,y R'=Y
are linear isomorphisms and o,€ H (R*, R¥—0; Z) is a generator then

(411) (p*(onfi)ow*(oi)z((pa w)*(on—ixoi)a

where
(0,h): R* < R'SR",  (p,¥)a,b)=¢(a)+y{b).

A = T 3 b A A S S

Proof. The diagram
H,_(R"™,R"—0)e H,(R, R —0)—*>H, (R" x R, R"~ x R —0)

n

0. R0 (@ x ¥, (¢, W),

H_(X,X-0)8 H(Y,Y—0)—*>H (X x ¥, X x Y—0) %, H (R",R"—0)

n—i

is commutative. Following o, _, x 0; along the lower way | _, _, gives
(—1) ¢, (0, )=, (0;), whereas the upper way —-, leads to

N R v oY AN oy
W =¥ Uy A —L— )
the latter because (—id), (0)=(—1)'¢;

Formula 4.11 is one of the reasons why a sign (—1) was introduced in
defining intersection numbers. Another reason is the following (recall
VI, 9.8).

4.12 Proposition. In the notation of 4.3, we have Eon=(—1)""yol.

Proof. o
Con=(—1Yd, (Exn)=(=1)*""""d_ 1, (nx&)

=(_1)i+i(nfi}+nd*(n % é)z(—l)i("“ﬂﬂof,
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where (. YxX—->XxVY, t(y,x)=(x,y). The second equality stems
from 2.8, the third from di(y,x)=x—y=—d(y,x). §

Our definition of intersection numbers used the group structure of R".
We now give a characterisation in purely topological terms.

413 Lemma. Let D={(x,y)eR"x R*|x=y}, the diagonal. Then for
every PelR" the maps

i (R"R"—0) »(R"xR* R"xR"—D),  if(x)=(x+LP),
d: (R"xR", R"xR"—D) »(R", R"—0), d(x,y)=x—y,

are reciprocal homotopy equivalences.

Proof. Clearly di* =id; a homotopy @: id~i"d is given by @,(x,y)=
[x+t(P—y),y+t(P—y)]. 1

4.14 Corollary. Up to the sign (—1Y the intersection pairing 42 coincides

with the composite

H

(X, A)x H(Y,B)—> H,(X x y;Ax YU X x B)
i, H (R x R, R" x R” — D)5 { (R", R"—0)
(where j=inclusion).

Indeed, (i4)~'=d, by 4.13, hence
(PY 1 Exm) =), Exn)=d (Exn=(—1)En. 1

Essentially then, the intersection number of (¢, #) agrees with j, (& x n)—
and no group structure m IR" is needed to define this element.

4.15 Proposition (topological invariance). Under an injective map
h: R"— R" all intersection numbers are multiplied with the degree of h,

i.e. (hy &)olh, n)=deg(h)(Son).
By definition (IV, 5.1), deg(h)=degy(h) is the composite map

H S"=H(R",R"—h~' Q)" H,(R", R"— Q)= H,S",

where QehIR”. Since h(IR") is open and h: R*~h(R") (cf. [V, 7.4) the
number deg, (k) does not depend on QehR”, and equals +1 (IV,5.4
and 5.12); according to these two cases h is called orientation preserving
or orientation reversing. Thus, intersection numbers remain invariant or
change sign depending on whether h preserves or reverses orientation.
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Proof. Consider the diagram

HiXx Avx H(Y
AL\Lr g la) A da L

L4is

By X h*l (h x h),,‘jv
H(

Hh X, hA)x HhY,hB)—* >HhX x hY,hAx hYUhX x hB)

B)—*  H(XxYV AxYUu X xB)

i AN PN

Jx L rmr/mn L N ML mA M
— i X IV, N X IN — /)

o~
* O

IT{Tn n M _ T &n
LIy, I _U}—Ilnn))

it3

(hx h), (h—Q),

—

— L HR xR, R"x R"— D)% — H(R",R"—0)=H,S",

I |*a

where Q =h(0) and (h—Q)(x)=h(x)— Q. The first square is commutative
by naturality of x -products, the 2nd and 3rd square are commutative
even before applying H. By 4.14 the rows of the diagram coincide (up to
sign) with the intersection pairings; further (h—Q), =deg,(h)=deg(h).
Therefore, starting with (&,n)eH,_,(X,A4)x H,(Y,B) in the upper left
corner, and chasing it to the lower right along the edges of the diagram

gives (—1) deg(h)(Eom)=(=1)"(h, &)o(h,n). W

4.16 Remark. One can generalize 4.15 to injective maps h which are
only defined in a neighborhood of X n'Y (compare remark after 4.5).
If this neighborhood is itself homeomorphic with IR” (as is often the
case) statement and proof remain virtually unchanged. The general
case 1s more complicated; it will be dealt with in VIII, 13 where we treat
intersections in general manifolds.

4.17 Exercises. [.Let AcX<cR", BcYcR" A'c X' cR",BcY cR”,
EeH(X,A), neH(Y,B), ¥eH(X', A), eH(Y', B} be such that £on and
&'on' are defined. Then (& x &)o(y x y)eH,, L (R*+", R*™" —0) is defined
and equals (— 1) (Eoy) x (E7on),

2* Let PeS*, Qe84 and let Wc<SPx$? be a subset which contains
$PxQuUPx81=87v$? and also contains a neighborhood 1V of
(P,Q)eS* x84 Prove: No injective map J: W—RP*4 exists. (Hint:
J($?x Q) and J(P x$9) intersect in just one point J(P,Q). The inter-
section number of the generators of H,, H, can be determined within
J(V),and by 4.10 and 4.15 it turns out to be + 1. This is impossible by 4.9).
For g=1 this result is closely related to the Jordan theorem (IV, 7.2);
how? Draw pictures for p=g=1.
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3* If A, BcR" are disjoint sets we define the linking product to be the
composite
idxog!

H . AxH_,B = H,_,AxH(R" B)- *>H,(R",R"—0)=R.

For éeH,_,A, (eH, B we write L(£,{)=E&0,"({) and call this the

4

linking number of £ and (.

(a) Study the properties of L which correspond to those of the inter-
section product o. In particular, compare L(¢, {) and L((, £).

(b) Let f:S" ! >R" be a map, and se H,_, $"~! a generator. For every
Pe(R"— f(S" 1)) define w(B, f}=L([P].f,s). This is called the winding
number of f around P. Prove: If f is injective then w(P, f) assumes exactly
two values, namely 0 and +1 (Hint: compare with the proof of IV, 7.2).

5. The Fixed Point Index

If ¥ is an open set of R” and g: ¥— IR" is a mapping then the degree of g
over QelR" was interpreted (IV, 5) as being the “number” of points in
g~ 1(Q), assuming this set is finite or at least compact. The fixed point
set F, of g agrees with (1— 2)~1(0) where 1=inclusion; therefore the
“number” of fixed points should be measured by the degree of (1—g)
over 0, provided F, is compact. This degree is called. the fixed point
index I, of g. We establish some elementary properties of I, in particular
(using x -products) an invariance property (5.9) which allows to extend
the definition of I, to maps g of ENRs (=euclidean neighbourhood
retracts; cf. 5.10).—All homology groups will be taken with integral
coefficients Z.

5.1 Recall first (2.14) that for every generator o of H §"=7Z (where
S"=R"u{w}, n>0) and every pair K<V (where VcIR" is open,
K compact) there is a fundamental class oxe H,(V, V— K) around K. This
class oy is the image of ¢ under H,$"— H,($",$"—K)~H,(V, V- K),
and it is characterized by the property (IV, 6.4) that its image under
H (V,V—-K)—>H,(V,V—P)=Z agrees with o, for every Pe K. Clearly
(—0)x = —(0g).

5.2 Definition. Let V' < IR” be an open set, and g: V— IR" a map. Assume
F=F={xeV|g(x)=x}, the fixed point set of g, is compact (n.b. F is
always closed in V). Consider the map

(l_g)*: Hn(V; V——F)—)H"(IRn, IR"—O);Z
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(where (1—g) x=x — g(x)), and define the fixed point index I,eZ of g by

(5.3) (i—g),(0p)=1;- 0

(recall that o, generates H,(R", R"—0)). This definition does not depend

on the choice of the generator ceH,S" because (—o0)= —(0F) and

(_0)0 = _(00)-

5.4 Proposition. Given g: V—1R" as in 5.2, let W be an open set, K a
compact set such that F,c KcWc V. Then (1—g) maps (W, W—K) into
(IRna IR"—O), and (l_g)* (OK)=IgOO'

Thus, 1, depends only on g|W where W is any neighborhood of the
fixed point set F, and in order to compute I, we may replace F by any
larger compact set K < W—The proof is obvious because the inclusion
(W, W—K)—(V, V—F)takes oy into op. I

Proof. If g V¢ V then F = hence 0,=0. If g V=PeV then
—g: (V.V=-P) > (R", R"-0)
takes op into 0,. 1

5.6 Additivity. Given g: V—>1R" as in 5.2, assume V is represented as a
finite union of open sets V,,i=1, ..., r, such that every Fi={xeV|g(x)=x}
is compact and F' nF!={ for i=t=]. Then F=\),F,and 1 = Zu(lgm)

This expresses the local nature of I; it asserts that the “global” index I,
is the sum of the “local” indices I,

Proof. We can surround each F' by an open neighborhood W, such that
W.cV, and W,nW,={ for i%j; put W=, W,. Then I,=I,,,and

g

Ly, =Ly, by 54, But HW, W~ F)~®, H(W, W F’ (because the W,

are disjoint), and or= {0}, hence

Toiw 00 =(1—8), (0F) Zi(l"g)*(oﬁ)z(zz'lgwi)00- |

5.7 Multiplicativity. Let g: V—IR" g’: V' - TR" be maps as in 5.2. Then
the fixed point set of gxg  VxV > R'xR"=R"" is F,_ . =FxF.,
and I, =1 1,..
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Proof. Put F=F,, F'=F,. By 2.15, op x 0} resp. 0, x 04, is fundamental
around Fx F'=F __ resp. 0 x0'eR"*"; hence

gXg

I, (0 x05)=(x1—gxg),(0px0p)=[(1—g)x('—~g"],(0p X 0F)
={(1—gl,opdx =g 0pl={1,

the third equality by 2.7. 1

5.8 Homotopy Invariance. If g,: V—>R" 0<t<1, is a deformation such
that K={xeV|g(x)=x for some ty=|,F, is compact then I, =1,
(n.b. U,I*;c is always closed in V).

This means: If during a deformation the fixed points stay away from
the boundary of V (including o0) then their “total number” remains
unchanged. An example where a fixed point disappears at oo i1s the

followmg g R R, g,(x)—1+tx clearlyI =1,1,=0.

Proof of 5.8. By 5.4, we have I, 0y=(1—g,), (o) But 1 —g): (V. V—K)—
(R", IR"—0) is a deformation, hence (1 —g,), =(—g,), by 1L, 5.2. 1§

5.9 Commutativity. If UcR" U <R" are open sets and f: U—>R",
g: U — IR" are maps then the two composites
gf: V=f'U-R", fg: V=g 'U>R"

have homeomorphic fixed point sets, F,;~F,,. If these sets are compact
then I, ,=1I,.

Proof. The first assertion is clear: the restrictions of f, g define reciprocal
homeomorphisms F, ~x F,,. Assume then these sets are compact and

define ,
v Vx V' >R xR",  y(x,y)=(gy, fx).

Using homotopy invariance we shall show I,=1I ., I,=1I;,, and thus
prove the proposition. We first use the deformation

v, =[tgf)+(1-0gy fx], xeV, yel’, 0<i<1

A fixed pu' nt f’)/r satisfies y=j fx and X—_—EgJ{I(/‘C)+{1—E) ng(X}—_—gJ{‘(X},
i.e, the fixed point set of y, is F, ={{x, y)|xeF,;, y=fx}. This is clearly

compact and independent of ¢, hence (5.8) I,=1,=1,. The map y, 1s
a restriction of §: VxIR"'%lR"x]R"', d(x, y) (gfx fx) hence L, =1,
by 5.4. Now we deform & by §,(x, y)=[gfx,(1—1) fx]. A fixed point
(x,y) of §, satisfies x=gfx, y=(1—1) fx, hence | ), F; coincides with
the image of

E, x[0,1]-VxR", (x, t)i— (x, (1—1) fx).
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This image being compact, we can apply 5.8 once more and get
I;=1, =1, where J,(x, y)=(gfx,0). But 6, is a product map, therefore
I =1 L nsiant =L, by 57 and 5.5. Altogether IL.=1,,. By symmetry

llllllllll

of y we also find I _If explicitly this uses the deformations
lgy.ifeM+(1-nfx] and [(1-1)gy,fegy]. |

Property 5.9 suggests the following generalization of the fixed point
index. Suppose Y is any topological space, Uc Y 1s an open set, and
h: U—Y a map which factors through some open set ¥ of R”, i.e. h=f«
where U—*»V—25Y Then the index of h (if it ¢an be defined at all)
should coincide with the index of a f: B~! U— ¥ <IR". The question is,
of course, whether this index is independent of the decomposition
h=pa. I don’t know the answer in general, however, it is affirmative
if U is an ENR (=euclidean neighborhood retract; cf. IV, 8).

5.10 Proposition and Definition. If Y is any topological space, and Uc 'Y
is an open set which is also an ENR then every mapping h: U —Y admits
a decomposition h=pa where U—">V—L5Y and V is open in some
euclidian space R". If F,={yeUlhy=y} is compact then the fixed point
index I, of aff: 7' U—V<cR" is defined and is independent of the
decomposition h=fla (i.e. depends only on h). This number is then, by
definition, the fixed point index of h; in symbols I, =1,

If Y=R" we can take V=U, a=id, f=h, and we see that the definition
agrees with 5.2 in this case. Also note that every open set Uc Y is an
ENR if Y is an ENR; in IV,8 we showed that the class of ENRs is
fairly large.

Proof. By assumption there is a euclidean neighborhood retraction
U—L V' U, ri=id, where V' is open in some R". Then U —5 V' -5 Y
is a euclidian decomposition, as required. If U—— V—5Y is any
euclidian decomposition then F,;~ Fp, —Fh; assuming this to be compact

w¢E have to show that I aB depen
ar: VV—VcR", if: p7'U—-V cR".

The two composites {ar)(if)=af and (if){ar)=ihr have the same
index by 5.9, in symbols I,,=1,,; clearly the right side I, is inde-

pendent of the decomposition o, f. |

The properties 5.4-5.9 of I carry over to the more general situation 5.10.
We formulate the generalizations but omit some of the proofs; they
consist of rather obvious reductions to 5.4-5.9. The notation is as in
5.10, with compact fixed point set F,.
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(5.11) If Wis an open set such that F,c W c U then =1, . 1
(5.12) If h is constant then I,=1 if h(U)eU, and I,=0 if h(U)¢U. 1

(5.13) If U is represented as a finite union of open sets U, i=1,...,r,
such that UnUnF,=@ for i%j then I,=3%7_,(I,) This is reduced
to 5.6 by putting V,.="1U.. 1

(5.14) If h: U—=Y, h': U —Y' are as in 5.10 with compact fixed point
sets then I, . =1, 1, where hxh: UxU =Y xY. 1

(5.15) If h;: U—Y is a deformation, 0<t<1, and \ ), F, is compact then
=1
ho hy "

Proof. Choose a euclidean neighborhood retraction U—*»> V"> U.
Then I, =1I;,, by Definition 5.10, and the right side does not depend
ontby5S8 1

(5.16) If UcY, U' =Y’ are open subsets (and ENRs), and k: U—-Y’,
k': U'—Y are maps then k'k: k™' U' =Y, kk': kK ~1U —Y' have homeo-
morphic fixed point sets, F,., X F,,.. If these sets are compact, then I, = I, .

Proof. Choose cuclidean neighborhood retractions U—t»V—2>1U,
U—5 15U Then k'k|(k'k)"*U=r(ik’k) and kk'=(kk' r)i are
euclidean factorizations, hence I.,=1;..,, L=1I, by (5.11 and)

Definition 5.10. But ik kr=(ik’' r”i(i’kr) and i'kk'r=("kr)(ik'r’) have
the same index by 5.9. |

5.17 Exercises. 1. If g: R— R has a compact fixed point set then
I[,=0o0r +£1.

2. Construct maps g: IR? — R? with prescribed fixed point index whose
only fixed point is the origin 0. Draw pictures.

3. If : R"—IR" is a linear map then F, is compact if and only if +1
is not an cigenvalue of ¢. In that case, (id — @) 1s an isomorphism, 0 is
the only fixed point of ¢, and I,=(~1)" where 5 is the number of real
eigenvalues A such that 4> 1.

4. f V<=R"is open, OV, and g: V—R" is a continuous map such that
gx+2x for all non-zero xeV and all real numbers 4> 1 then g(0)=0.
If, moreover, F, 1s compact then I,= 1. (Hint: consider the deformation

g(x)=t(gx).)
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5% Let ¢ denote the class of all continuous maps g: U —Y such that Y
isan ENR, U is an open subset of Y, and F,={xeU|g x=x} is compact.
Theorem. If 1: % —Z is a function with the properties 5.11-5.16 (actually,
5.14 follows from the others) then I is the fixed point index, 1(g)=1,.
Program for a proof (compare R.F. Brown Pac. J. 35 (1970) 549-558,
or A.Dold, Archiv d. Math. XXV (1974) 297-302): Use the proof
of 5.10 to reduce to the case Y=IR". Use differentiable (or simplicial)
approximation and make the graph of g transverse to the diagonal; this
reduces to the case where F, is finite, or (with 5.13) even F,={0}, and

Dg(0) has no eigenvalue +1. Approximate g by Dg(0), reducing the
problem to linear maps. Use eigenvalues to reduce to the case n=1.

6% Let Y, Y’ be spaces, UcY, U'=Y’ open subsets and ¢: U—Y’,
@': U'—Y maps such that the fixed point sets F,, X F,, arc compact.
If ¢, @ admit euclidean decompositions

o: U-LaV-L25Y, ¢ U520y,

where V< R", V' R" are open, then the two composites of the map-
pings 7’0 and 7 &' have equal indices (5.9), and these indices 1, 5 =1,
do not depend on the decompositions of ¢, ¢’. Call this number the
fixed point index of the pair ¢, ¢’, in symbols I =1 . If U U are
ENRs then [, , =1, =1I,,. If Y=Y, U=U" and ¢’ =inclusion then
y,d" is a euclidian neighborhood retraction and I, ,=1,, by Pro-
position 5.10.

6. The Lefschetz-Hopf Fixed Point Theorem

This famous theorem expresses the fixed point index of g: Y—Y, Y a
compact ENR, in terms of the induced endomorphism g_: H(Y; Q) —
H(Y; Q). We start with some algebraic preliminarics on endomorphisms
of graded modules. R denotes a fixed commutative ring with unit; all
modules, ®-products, and Hom are over R. The application will be
to R=Q.

6.1 Definition. Let M={M_},.; be a graded R-module, and let M*
denote the dual (graded} module, M* ,=Hom(M,, R). For every graded
R-module N define

(62) O@=0,,x: M*e N>Hom(M,N), [@(een)](m)=(—1)"I"p(m)n,

(cf. VI, 10.1 for H‘om). Clearly @ is a homomorphism of graded modules,
and is natural in M and N. (It is a special case of the map y in V1, 10.23;
take C=M,C'=R=D,D'=N))
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6.3 Proposition. The image of © consists of those homomorphisms
B: M — N which factor through a finitely generated free (graded) module,
i.e. of composites f: M —F— N, where F=Re Re---@ R for all i, and
F.=0 for almost all i. These homomorphisms are called of finite rank.

If N is free then @ is monomorphic. Hence in this case ® maps M*® N
isomorphically onto im(@)={p: M — N\f of finite rank}.

Proof. If peM* ne N=Hom(R, N) then, up to sign, &(pen) agrees
with the composite homomorphism M —%-R—"- N. This proves the
first part because elements of M*® N are finite sums of terms @@n,
and homomorphisms M — N of finite rank are finite sums of composi-
tions M >R — N,

If N is free let {i,: R—> N}, bc a direct sum representation. (N.;b. the
i, may have various degrees.) Every ae M*eN is then of the form

a=3) - ¢,®i(1). If p,: N—R is the p-th projection (p,i,=id, p,i,=0
for y+p) then (idep,)a=)  ¢,ep,i,(1)=¢,e1, hence

Oyr(idep,)a=to,.

But Oy (1d®p,) a=p, Oyyla) by naturality of & (applied to p,). There-
fore, Oyy(a)=0 implies ¢ ,= +p, Oyn(a)=0 for all el hence a=0. 1|

6.4 Definition. Let N be a graded R-module and let e: N¥*@ N —R
denote the evaluation map, e(p@n)=¢(n). If N is free and f: N—N is
an endomorphism of finite rank then @ '(f)eN*e®N by 6.3, and
A(f)=e® ' (B)eR is called the trace or Lefschetz number of §.

Since e annihilates all elements of dimension +0 the Lefschetz number
of § 1s zero unless |§]=0, 1.e. unless f is a sequence of endomorphisms
B, N,—>N,, ieZ. In order to compute A(f) in this case we pick a base I;
for each N;; then B(y)=) ,.r, B)- u, for yel;, with matrix coefficients
pieR. For every jeZ and pel; define ¢*eN*;,=Hom(N,R)_; by
@"(y)=p},vel;. If B is of finite rank then almost all ¢* are zero, hence

a:ZuEFj,jel(— Yo*eucN*eN

is defined, and [O@1()=Y, ;(= 1" ()- =Y, B, - u=P0) e,
O (a)= . Therefore

(6.5) AB)=e@)=3, (=Y o* W= ;ez(=1V X cr, B

In particular, we see that the last expression (which is often used to
define A(p)) is independent of the choice of the bases .

The Lefschetz-Hopf fixed point theorem now reads as follows.
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6.6 Proposition. Let Ybean ENR, K a compact subset of Y,and f: Y>KcY
amapping. Then f has compact fixed point set,(f|K), : H(K;Q)—H(K; Q)
has finite rank, and I, = A(f|K),.

Proof. The fixed point set of f is closed in K and therefore compact. Let
Y—5 V—"5Y be a cuclidean neighborhood retraction (rj=id; V open
in R"}; then jK & K, the index of f equals the index of g=jfr: V> Kx
jK<RR" by 510, and f|K=xg|K. We have to show therefore, that
I,=A(g|K),. We use rational homology throughout (and omit the
coefficients @) so that H(X x X')=(HX)®(HX'). The image of the
fundamental class oy under H(V,V—K;Z)->H(V,V—-K;Q) is still
denoted by oy.

Consider first the diagram
H(V.V—K)e HV-%%, J(V. V- K)o (HK) -2 (HK)* ® (HK)

d,
i i
K)-“=25 HR",R"-0) «2—Q ,

e

(6.7) L*
I

H(Y, V-
where 4: (V,V—K)—>(V,V—-K)x V, A(x)=(x, x), is the diagonal map,
d: (V, V=K)x K—(R", R"-0), d(x, y)=x~y, Is the difference as in 4.1,
e is the evaluation of 6.4, and d: H(V, V- K)—(HK)*=Hom (HK,Q)is so
defined as to make the right square commutative, ([d(v)] k)o,=d (ve k).
The left square is commutative because d(id x g) A(x)=x—gx=(—g) x.

By Definition 5.3, the lower row of 6.7 takes oy into I,. Going along
the upper row must give the same, 1.e.,

(6.8) I,=ela,), where ag=(3®g*)A*(oK).
By Definition 6.4 we can also write
(6.9) L=A(0(a), a,=(deg,)A,(0g).

We shall see that &(a,)=(g|K),, and thus prove the theorem.

Consider the diagram
H(V,V—K@HVeHK 2&5 H(V, V- K)e HKe HV-22% HIR" R"—0)e HV=HV

8«

(6.10) J@g*@)id[ d®id®g,

(HK)*¢ HKeHK 55> (HK)*¢HKeHK —5QeHKxHK ,
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where t(x, y)=(y, x). The right square is obtained from the right square
of 6.7 by tensoring with g, and is therefore commutative; commutativity
of the left square is obvious. If we follow 4, (og)okeH(V, V—K)e HVe HK
along the lower way | _,_, we get [@(a,)]k by Definition 6.2 (recall
that ¢, (¢en)=(— 1"y &). Using the upper way ——| instead must
give the same, i.¢e.

(6.11) Oa,)=g, o,

g

where @={®,}, , is the following composition.

(6.12) 4w

A+n

XD g IR R —0)x V] L Y

A4n

arn(KV=K)x K]
[(VV—K)xVxK]Y“9 H [(VV-K)xKxV]

A+n

The last arrow 1s justified because oy x : HV > H[(R", IR"—0)x V] is
isomorphic, by 2.6. We shall see that

6.13 Lemma. ®=i_, where i: K— V is the inclusion map.

Together with 6.11 this gives @(a,)=g, i, ={g|K), which proves the
theorem. The proof of 6.13 uses the following lemma.

6.14 Lemma. If K< V< IR" are as above then the following two maps
1,02 (MV=K)x K-> (R", R"—0)x V,

(6.15)
P, k)=(v—kv), @i, k)=(v—k k), veV, kek,

induce the same homomorphism in homology, ¢, ., =@, .

Proof. Consider the following diagrams (for v=1, 2)

H A V4

/IR A Y
(R", R"—U)x F

(6.16) / %v \
(V.V-K)xKc(VxK,VxK—D)5(N,N-D),

where D ={(v,k)e V x K|v=k} is the diagonal, N={(v,k)e Vx K|v, k= V},
v, k=segment from v to k, ¥ (v,k)=(v—k, v), ¥, (v, k)=(v—k, k), and
@,,n, are the restrictions of . Clearly, #,, 5, are homotopic, #,~#n,,
by linear deformation; hence #,,=#,,. The set N is an open neighbor-
hood of D in Vx K, hence j, is isomorphic by excision. Therefore
Yr=V2,,hence ¢, =¢,,. 1

Proof of 6.13. By definition (6.12), ¢ is the composition of
HK 2% H[(V, V—K)x K] %> H[(R", R"—0) x V] 175 HV,
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where ¢ (v, k)=(v—k, v). By the preceding lemma 6.14, we can equally
well take @ (v, k)=(v —k, k).

Let B=IR" denote a closed ball containing 0 and K, and consider the
following diagram

H[(R"R"-B)x K}

/ | \

(6.17) HK °** H[(R" R"—K) x K]-%> H[(R" R"—0) x V] o)L Y
AN

Nk

H{(V.V-K)x K]

whose vertical maps are induced by inclusion, and ¢, @', ¢” are given
by (x, k)—(x—k, k). The diagram is clearly commutative. The lower
path defines @, as we just observed; therefore the upper does, too. But
@’ (R", IR"— B) x K- [(IR",IR"—0) x ] is homotopic to the inclusion
map, /% i, as the deformation (x, k)r—(x—tk, k), 0<t <1, shows. There-
fore the upper path of {6.17) gives

(6.18) o0y x P(z)=g@ lopx z)={], X i*)(OB X z)=j, 0g) % i*(Z):Oo X 1,.(2),
hence @ (z)=i(z), for ze HK. 1

6.19 Remark. The map & as defined in (6.12) makes sense with arbitrary
coefficients I" for homology, i.¢.

¢: HK;IN\—H(V;T).

For this, one can either take o, with integral coefficients so that o, xn
has the same coeﬁ"lclents as #, or, in the case of ring-coefficients F, one
can replace og by its image under H(V, V—-K;Z)~H(V,V-K; TI).

In either case 6.13 holds, and the proof is the same as before.

6.20 Remark. Formula 6.13 which was used to prove the Lefschetz-
Hopftheorem is of more general interest. Asits proof shows, it is obtained
from a geometric homotopy-excision relation by applying homology.
This relation has its proper place in stable homotopy theory (cf. Dold-

Puppe: Duality, Trace and Transfer. Proceedings Conf. Geometric To-
mnloaocy Wargagy 107 There b 1¢ induced hy a ofﬂ]‘\]p man ¥: V+ N T/+

PU‘UEJ YWQLoayy 1.7/70). 11ivi v 3 do HIUULVU Uy A DUl iy +

which is shown (proof of theorem 3.1, .c.) to be stably homotopic to the
inclusion map i: K* — V* and which therefore induces the same homo-
morphism ¥, =i, in (any kind of) homology. (The +-sign in K*, '+
indicates that, for technical rcasons, an extra point has been added to
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these spaces.) In fact the stable homotopy between ¥ and i establishes
an S-duality in the sense of Spanier (chap. 8, Exerc. F), or Switzer
(Chap. 14). It leads to Alexander duality, an instance of which 1s formu-
lated in 6.24, and which will be treated in VIII, 8.15 in more generality.

6.21 Example. If N is a free graded R-module then the identity map
id: N— N is of finite rank (6.3) if and only if all N; have finite bases and
almost all N; vanish. In this case, A(id)=>",(—1Y g, (cf. 6.5) where §; is
the number of base clements in N;. Thus the Lefschetz number A gener-
alizes the Euler-Poincaré characteristic (¥ 5.1): x(N)=A(id,) for free
graded abelian groups N {if N is not free, y(N)=x(Ne®), and NeQ
is always free over R=@Q). This implies (cf. 6.6):

6.22 Proposition. If Y is a compact ENR, and f: Y—Y is a mapping
such that f =id: H(Y;Q)—H(Y;Q) (for instance, if f=~id} then
I, =y(Y)=Euler-Poincaré characteristic of Y. 1

In particular, if Y is such that H(Y;@)=0, i.e. if Y has the rational
homology of a point, then f, =id for all £, and I,=1 for all £ This applies
to contractible spaces, or real projective spaces of even dimension,
and others.

6.23 Corollary. If Yis a compact ENR then I ;= y(Y) for every mapping
[ Y—Ywhich is sufficiently close (w.r.1. somermetric) to the identity map.
—For manifolds (cf. VIIL.1) this is a classical theorem of H. Hopf.

" Proof. It suffices to show that f~id for all f: Y- Ywhich are sufficiently
close toid. This is similar to [V, 8.6: Wechoose a euclidean neighborhood
retraction for Y, i.e. maps Y —— 0 ——> Y, where O is open in R” and
ri=id. We consider the set W< Y x Y which consists of all points
(x, y)e Y x Ysuch that the whole segment from i(x) to i(y) lies in O; this
is an open neighborhood of the diagonal of Y x Y. If the graphof f: Y Y
lies in W (this is what it means for f to be sufficiently close to id), then
(1—1t)i(x)+tif(x)is in O for-all xe Y and ¢e[0. 17, and a deformation
1d:f obtained by (x, tl—»r[l—t) (x)+tlf(x)] |

A ¢ the

no uuu L]JU

instance of Alexander-duality.

g

6.24 Proposi l()n Let T denote a field, K<R" a compact set, and
neH(K;T') a homology class such that l*( )*+0 for some open nelgh-
d V

borhoo of K (i=inclusion: K-»V). Then there exists a class
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e H(R", R"—K; I') such that the intersection number ¢own is not zero
(n.b. if K is a retract of a neighborhood ¥V then %0 =i, 5 0).

Proof. We take oy with coefficients in I"; then

A (0 )eH((V,V=K)x V;=H(V,V—K; Ne HV;I)

1s of the form

A*(OK)=Zk Cu® Ly

LeH(V:T), &eH(V,V—K;Nx~HR" R"—K:T).

with

Therefore, by 6.13,

0%0,0i, (N=0,8(P(K,V)n)=(d, ®id)(ide1,)(d,(ox)®n)
=(d*®id)(Ziik@M@Ck)"—"Zid*(ék®71)®Ck=Zi(ik°'1)®Ck,

hence &, o n=+0 for at least one k. |

6.25 Exercises. 1. If M, N are complexes of R-modules then the map &
of 6.1 is a chain map.

2. If
0 >N ->N->N"—0

J oo
0->N ->N—->N"-0

is a commutative diagram of finitely generated free graded R-modules
with exact rows then A(B)=A(B)+ A(B”). In analogy with V,5.7 this
implies

AD=AH+ AL,

for maps f: (X, A) — (X, A) of compact ENRs (X resp. // is the induced
endomorphism of HX resp. HA; coefficients Q). If /2 X/A— X/A is
the induced map then 1+1,=1I741, (hint: usc IV, 8 Exercises 5 and 6).

3. If Yis an ENR and f: Y—Y is a map such that /¥ is compact and
such that every {eH(Y; Q) is annihilated by some power of f (ie.
Uk ker (fH=H(Y; @), where f* is the k-fold iterate of f) then I,=1,
Hint: The trace of a nilpotent endomorphism is zero.
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4. If Y is a compact ENR and f: Y—>Y is a map whose index [.=0,
can we then deform f into a fixed point free map? The answer is yes
if Y is a simply connected manifold (Fadell), but no in general. For
instance, if 4 is a compact ENR whose Euler-characteristic y(A4) is —1
(e.g. the non-orientable surface of genus 3; V, 3.11, Exerc. 2) then the
wedge Y=87v A has y(Y)=y%($*)+(4)—1=0but every map [: Y- Y
which induces the identity on H(Y; Q) has a fixed point (hint: consider
the compositions 4, $°3A4v§* 2> 4AvS?34,$7).

5. If fis a map as in 6.6 then A(f|K), =A(f]K)*, i.e. Lefschetz numbers
(or fixed point indices) can just as well be computed from cohomology
(compare 1.14, Exerc. 3).

7. The Exterior Cohomology Product

This product, H* X x H*Y—-> H*(X x Y), is quite analogous to the

exterior homology product of § 2.

7.1 Definition. Let (X, A), (¥, B) be pairs of spaces such that (X x Y;
Ax Y, Xx B) is an excisive triad, let L, M be R-modules and consider
the composite chain map

SX SY
Hom (H’L) ®, Hom (S—B’ M)
SX S§Y

r Hom (g@ TS_B" L®R M)

("oFz " S(X xY)
S Om(S{AxY,XxB}’
S(X xY)
2T Le M),
S(AxYUX xB)’ R )

L@RM)

<—J'——H0m(

where the chain map y, as in VI, 10.23, is defined by

[rpep)lced=(-D)Mp(c)oy (),
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EZ is an Eilenberg-Zilber map, and j is induced by the inclusion
S{Ax Y, X xB}cS(Ax YuX x B)asin 2.2; the second and third arrow
are homotopy equivalences. Passage to homology and composition with

a: H*(X, A; LYo, H*(Y, B; M) — H[S*(X, A; L)®x S*(Y, B; M)]
gives

(1.3) )" HEZY y, o0 H*(X, A; L)o g H*(Y, B, M)

—H*(XxY,AxYUuXxB;Le,M),
or with indices

(73 HY (X A:
il 1

LI XY

Lye . H*(Y, B;
7 LA,

MY S HA* (Y v Y Aw VX B T o M)
K‘ ,_‘r‘; 7 A A lAA e .‘.’ LE N i Nf LR /\U’ .l}-

i p iy

This map or the corresponding bilinear map is called the exterior co-
homology product. We write

(74) xxy=(*)""EZ)*y, a{xey)e H** (X x V,Ax YUX x B; L&, M),
for xe H'(X, A; L), ye H*(Y, B; M).

In terms of representative cocycles ¢,y this reads

(7.5) Lol x[y]=[y(pey)e EZ],

where e S*(X; L), ¢|SA=0, po0=0, yeS*(Y; M), y|SB=0, o0 =0.

N.B. One has to be careful in applying 7.5: y(p® ) EZ vanishes on
S{A x Y, X x B} but not, in general, on S(4 x YU X x B). However,

S(XxY)
S{Ax Y, X x B}

HHom( ,L@RM);H*(XXY,AX YUX xB;LegM)

so that [y(pe®y)o EZ] can be viewed as lying in the latter group. Of
course, this little difficulty does not appear if one of A4, B is empty.

In analogy to 2.6 we get from VI, 12,16

7.6 Proposition. Let L, M be modules over a principal ideal domain R
such that LxgM=0. Let (X, A),(Y,B) be pairs of spaces such that
(X x Y; Ax Y, X x B) is excisive and H(X, A;R) of finite type. If, more-
over, L is finitely generated or H(Y, B; R) of finite type then

@, HX, A, Lo H (Y, B;M) »H" (X x Y, Ax YUX x B; Lo, M),
X@YyHrXxxy,
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is a split-monomorphism whose cokernel is naturally isomorphic with

@ jnes H (X, A L)« HI(Y, B M), 8

Wit j=n+1-7
The analogues (duals) of 2.7-2.13 are as follows.
7.7 Naturality. If f: (X, A)— (X', A), g: (Y, B)—>(Y', B") are maps of

pairs as in 7.1 then
(f X gF* (' x ¥)=(f*x) x (g* V).

7.8 Commutativity. t*(yx x)=(—D)¥xxy, where t: XxY—>YxX
commutes factors.

7.9 Associativity. (x X y) x z=Xx x {y X z).

7.10 Units. If Y=P is a point, B=0, and 1,e H°(P; R) is the cohomology
class of the augmentation n: Sy P—R, P—1, then lpxx=x=xx1,
(where P x (X, A)=(X, A)=(X, A)x P). If Y is an arbitrary space again,
and n: Y— P then 1, =n*(1,)e H*(Y; R) is the class of the augmentation
So Y— R, and naturality 7.7 gives

x X 1y =(1d x w)* (x X 1 p)=p*(x),
where p: (X, A)x Y— (X, A)=(X, A) x P is the projection.

7.11 Stability (cf. also Exerc.3). The following diagram (coefficients
omitted) 1s commutative

H*Ae® H*(Y, B)—>— H*(A x Y,AxB)’EH*(Ax YUX xB, X xB)
#*@id 5

H*(X, Aye H*(Y, B) x S H*(X x Y. Ax YUX x B),

where i =inclusion. In formulas,

(7.12)  6*(*) “axy)=(*a)xy, for acH*A, ye H*(Y, B).

In the important special case B=§ we have i =id, and stability reduces to
(7.13) o*¥(ax y)=(6*a)xy, for ueH*A, yeH*Y.

7.14 Duality. This relates homology and cohomology cross-products:
If ¢eH(X,A;R), neH(Y,B;R), xeH*(X,A;L), ye H*(Y,B; M) then
Coxy, Expy=(= )P, & o (v,
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Proofs of 7.7-7.14. Using representatives ¢, @', 1, ... for x, x',y, ... we
find, by 7.5, the following representatives for the terms of 7.7-7.10.

7.7 left: y@f®wquzogfxgx
7.7 right: y(¢'fey’ g)o EZ=y(¢'s¥) (fog)o EZ,

and these agree by naturality of EZ.

78 left:  y(poy)oEZot;

7.8 right: (= )M y(he@)o EZ=y(p®y)oTt-EZ,;

these agree by commutativity (VI, 12.3) of EZ.

79 left: y(peyep)e(EZoid)c EZ
7.9 right: y(peye@p)o(id®EZ) EZ
these agree by associativity (VI, 12.4) of EZ.

A0 left: y(ne @)oo EZ; 7.10 middle: ¢;

;.._n

\./

>

these agree by VI, 12.5.

For 7.11 we choose a representative cocycle of ae H* A first, and extend
it to a cochain ¢ on X; in particular, 6 ¢|SA=0. As before, i denotes a
representative cocycle of ye H*(Y, B). The left side of 7.12 is repre-
sented by

S (@@ y)e EZ)=(—1)!?+ W+l y(go)e EZo0
=(— 1)|¢|+|w|+1 Y(p® l//)o 0o EZ
=(= D" p(pedep)e EZ+(— 1)tV y(poyod)o EZ
=y(dpey)oEZ,
and the last expression also represents the right side of 7.12 (n.b. these
cochains may not vanish on S(Ax YU X x B), but only on S{A x ¥, X x B};

by excision, that is enough).

For 7.14 we use representatives, too, and get

Lol =[], [al x[6]>=7(pey)o ¥oP(a®b),

where ¥, ¢ are EZ-maps going in opposite directions. Since Vo @ ~id
the last term equals

vipey)aab)=(— )" p@eyb)=(— )", ey . 8
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7.15 Exercises. I*. If R is a field then x: H¥{X;R)e H*(Y;R)—
H*(X x Y: R) is always injective. It is surjective if and only if H(X;R)
or H(Y;R) is of finite type. Because H'(X; R)= H;(X; R)*, this reduces
to the following algebraic assertion: If V, W are vector-spaces over R
then y: V¥e W* — (Ve W)* [y(pey)](ve w)=¢@(v)y(w) is always injec-
tive; it is surjective if and only if at least one of ¥, W is finite-dimensional.
We indicate a proof. Let B, C be bases for V, W; then V*, W* (Vo W)*
may be identified with the function-sets F(B, R), F(C,R), F(Bx C, R).
If pe F(Bx C,R) and ceC let p,eF(B, R) denote the partial function
p(b)=p(b,c). It p=7(pey) then p(b)=g(b)P(c) hence all p, are
multiples of ¢. Every peim(y) is a finite linear combination of clements
v(¢ ® ), hence the set {p |ce C} contains no more than finitely many
linearly independent elements (if peim(y)!). Let F,(B x C, R) consist of
all p such that {p_|ce C} has finite rank. It is easy to see that F,(B x C, R)=
F(B x C, R) if and only if at least one of B, C is finite. It remains to show
that v: F(B,R)@ F(C, R)— F,(Bx C, R) is isomorphic. If peF,(Bx C, R),
choose a maximal linearly independent set among the p,, say ¢, ..., @,.
Then, for every ce C we have p,=)7_, W;{c) p,; the coefficients y,(c) are
uniquely determined functions of ¢, and the assignment pi— > _, ¢;®x ¥,
defines a map which is inverse to y.—Generalize to free modules over

et s mtran] 3 dnnle Annaing

pl 11ivipal 1acais Gomaiiis.

2. If R is a principal ideal domain and X is a space such that H(X; R)
is of finite type then there are two ways of expressing H*(X x Y; R) in
terms of H(X; R), H(Y; R). 1st way: Express H(X x Y; R) by the Kiinneth
formula then apply the universal coéfficient formula. 2nd way: Express
H*(X;R), H*(Y; R) by the universal coefficient formula then apply 7.6.
Compare the two results. Formulate and prove the underlying algebraic
relations.

3. After 2.11, the reader might have expected the following diagram
under the heading “stability ™.

H*AeH*B X H*(A x B)
I
(7.16) 3 @id,(— 1H1™ id @&+ H*¥(X xBuAxY,AxDB)

I

[H*(X,A)eH*Ble[H* Ao H*(Y,B)] &> H*(X x B,A x B)o H*(A x Y,A x B).

Because the group on the lower right is a direct product, 7.16 decomposes
into two diagrams both of which can be seen to be special cases 7.12 of
stability (up to naturality 7.7 and commutativity 7.8). In particular,
7.16 is commutative.
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8. The Interior Cohomology Product (—-Product )

In VI 12, Exerc.5, it was indicated that FEilenberg-Zilber maps
EZ: S(XxY)—»SX®SY and natural diagonals D: SX — SX®SX are
formally equivalent notions. When applied to the map EZ which occurs
in the definition of exterior cohomology products x: H*XeH*Y—
H*{X x Y) this equivalence gives the interior cohomology product
—: H*XeH*X —» H*X. Although then x and - are equivalent, it Is
convenient to have both of them. x -products, for instance, may be casier
to compute (compare proof of 9.4), —-products on the other hand provide
a more familiar algebraic structure: they turn H*(X ; R) into a (functorial)
graded ring.

8.1 Definition. Let (X; 4,, A,) be an excisive triad, and let M,, M, be
R-modules. Consider the composite chain map

Hom(SX/SA,, M,)ex Hom(SX/SA,, M,)
7, Hom(SX/SA,®SX/SA,, M &g M)

(8.2) oD Hom( SX M ® M)
._—.h_) ————
. S{ADAZ}’ LR 2
: SX
~H (ﬁ-———, M M ),
M\ S, ua,) R

where, as before, (y(¢,0 @) (a,8a2)=(— 1)1l (¢, a)e (¢, a,), and j is
induced by inclusion. By assumption, j is a homotopy equivalence.
Passage to homology and composition with o, as in VII, 7, gives

(G*)"1D*y, a: H¥(X,A;; M)eog H*(X,4,; M,)

(8.3) L HR(X, A, U A, M@ M,),
or with dimension indices
(8.3) H(X, A ; M) eg H (X, Ay; M) — H¥H(X, A0 Ay M@ M)

This map or the corresponding bilinear map is called the interior co-
homology product or cup-product (—-product). We write

84)  x;—x,=(% "D*y,a(x;®x,), for x,eH*(X,4,;M,).
In terms of representative cocycles ¢, ¢, this reads

(8.5) [o11—Le.1=[7(p,®¢,)> D],
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where ¢, eS*(X; M), ¢,|SA,=0, @, °0=0. As in7.5, one has to remem-
ber that y(@,®@,)o D vanishes on S{4,, A,} but not necessarily on
S(4, U A,).

The following properties 8.6-8.10 of —-products follow from properties
of the natural diagonal just as 7.7-7.11 followed from properties of EZ.

8.6 Naturality. If /: (X; A, A,)—(Y; B, B,) is a map of excisive triads
then

f*r=y)=(*y)~(f*yy), for y,eH*(Y.B;M). 1
8.7 Commutativity. x,—x,=(—DF/Flx, —x . B

8.8 Associativity. x,—(x, —x;)=(x;—x,)—x;. This triple product lics
in H¥(X, A, uAd,uA;)if x, e H*(X,4,). 1

89 Units. 1,~x=x=x~—1,, where 1,e H*(X;R) is the class of the
augmentation S, X > R. 1

8.10 Stability. The following diagram is commutative,

H*A @ H*(X, A,) %% H*A, @ H¥(A;,A,nA,) = H¥A4,,A,n 4,)

I

(8.11) #®id H*¥(A,0A,,A4,)
| |-
H*(X,A))e H*(X,A4,) = > H¥(X, A0 A4,),

where i, j are inclusions. In formulas,

(8.12)  5*(*) 'a—i*x)=(0*a)—x, acH*A,, xeH*(X,4,).
In the important special case 4, =10, this becomes

(8.13) 0*(a~1* x)= (0% a)—x,

where i: A — X is an inclusion map, ac H* A, xe H* X. 1

The following two properties reflect the relation between Eilenberg-
Zilber maps and natural diagonals.

(8.14) XX, =A%(x; X x,),  x,€H*(X,4,),
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where 4: (X, 4,0 A,) > (X x X, 4, x X UX xA,) is the diagonal map,
AP=(P, P), we have to assume that both (X ; 4,, A;)and (X x X; 4, x X,
X x A,) are excisive.

Proof. With representative cocycles ¢, ¢, the left side is [y(p,® ¢,)o D],
the right is [y(@,@ @,)e EZoA),and D=EZ-A by VI, 1220. §

8.15)  xxy=(p*x)—(g*y), if xeH*(X,4), ye H*(Y, B),

and p: (X x ¥, AxY)—(X,A), q: (X x Y, X x B) (Y, B} are the projec-
tions; we have to assume that (X xY; Ax Y, X x B) is excisive.

Proof. With representative cocycles ¢, the left side 1s [{(p®y)o EZ],

the right is [(¢ o p)®(y c q) e DI1=[(p® ) (peq}° D], and EZ=(peg)o D
by VI, 12.25. 1

As a consequence of 8.15 we note

8.16 Multiplicativity. (x, x y,)—(x, X y,}=(— D)2l (x < x,) x (y;~y,),
if x,e H*(X,A,), y,eH*(Y,B,), and (X; A, 4,), (Y; By, B,) arc triads
such that the products above are defined.

Proof.
(x1 X Yi)—~{x, x y,)=p* Xy~q* Yy —=DP*x,~q* y,

:(_ 1)Iy1| |x2] p* lep* xzvq* Jf1vq*y2
z(‘—l)lmIxz'P*(x1vx2)"q*(J/1vJ/2)
=(- l)lm 2| Xy~ X)X (yi~y,). |

8.17 Remarks. If the coefficients are M, = R= M, then also M, ez M, =R.
Properties 8.3, 8.6-8.9 then assert that H*(X ; R) is a commutative graded
ring (in fact, an R-algebra), which depends functorially on X. It is called
the cohomology ring (algebra) of X (with coefficients in R). Further,
H*(X, A; M) is an H*(X; R)-module with respect to H* X® H*(X A}
—=» H*(X, A). By restriction, H*(A4; M) is also an H*{X; R)-module,
H*XeoH*A— H*Ao9 H*A—= H* A, and 8.13 asserts that 6*: H*(A4; M}
> H*(X, A; M) is a homomorphism of H*(X ; R)-modules.

If K, L are graded R-algebras then Koy L is also a graded algebra with
respect to the multiplication

(ky®l)-(ky®l)=(— 1yl al (ky ky)o (1) 1)
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This algebra is called the tensor product of the algebras K, L. Multi-
plicativity 8.16 then asserts that

H*(X; Ryo,H*(Y; R)-*» H*(X x Y; R)
1s an algebra homomorphism. Moreover, by 7.6,

8.18 Proposition. If R is a principal ideal domain, and X, Y are spaces
such that H(X; R) is of finite type and all torsion products H(X; R)«
H?(Y; R) vanish then x: H*(X;R)®e H*(Y;R)— H*(X x Y;R) is an
isomorphism of algebras. 1

8.19 Exercises. I. We can define cup-products of cochains by composing
(8.20) S*XeS*X 5 (SXeSX)*—2>5% X,

where D is a natural diagonal. This is a chain map. It depends on the
choice of D but its homotopy class does not. Show that for D=AWo 4,
where AW is the Alexander-Whitney map VI, 12.27, this cup-product of
cochains ¢, €587 X, ¢,€5? X has the form

(8.21) (pr—@r)o=(=1 0 (c ) @@, (c €],

whereg: 4, ,— X, and g4, —>4,, 18D éé’“‘: 4,—4,,, cover the
first (p+1) resp. last (g+1) vertices of 4, , (cf. VI, 12.26 Exerc. 1). The
formula 8.21 (up to sign) is often used to define cup-products directly,
without referring to EZ-maps or natural diagonals. In particular, this
was the procedure of Alexander and Whitney.— Show that the cup-
product 8.21 is associative but not commutative.

2. Formulate the stability property of —-products which corresponds
to 7.16.

9. —-Products in Projective Spaces.
Hopf Maps and Hopf Invariant

9.1 We begin with some —-products in euclidian space. Coefficients are
taken in a fixed commutative ring R ; they will not appear in the notation.
For k<n we consider R¥ as subspace of R”, namely

R¥={x=(x,,..., x)eR"|x,=0 for i>k},
and we put
R"*={xeR"|x;=0 for i<k}~ R"*;
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clearly
(R"— RY U (R"— R =(R"—0).
We claim

92) —: HY{R" R"—R" %o, H" ¥{R" R"—R* =~ H"(R", R" —{).
Proof. Consider the diagram

H(RE)eg H' (R} M)z HX(RE x R" %) o H"~H(R¥ x Ry
0 0 R 0

=4

Hn(]Rk % ]Rnrk, IRk % IRnAk__O)’

where we use the abbreviation IR} =(IR’, R/—0) to facilitate the print-
ing. The diagram commutes by 8.15. The left arrow x is isomorphic by
7.6 (or by duality 7.14, using 2.14), hence the right arrow is isomorphic.
But the right arrow agrees with (9.2) by naturality of —-products, applied
to R“xR"*=R". |

9.3 —-Products in Projective Spaces. We treat simultancously the projec-
tive spaces P, over the reals R, the complex numbers €, and the quatern-
ions H (cf. V, 3.5). We recall that H(P; R)~R if i=0,d, 2d, ..., nd, and
H'(P; R)=0 otherwise, where d=1,2,4, and R=Z,,Z, Z according to
the cases R, €, IH. We shall prove

9.4 Proposition. —: H*(P,; R)e H'*(P,; R)—— H"*/4(B; R),
for i, j=20,i+j<n.

In other words, if xe H(P; R)=R is a generator then {1, x,x*, ..., x"} is
a base of H*(P; R), and x"*'=0. Or again, H*(P; R)=R [x]/(x"+!)=
polynomial ring in x divided by the ideal (x"*1).

Proof. Fix k <n, and consider E, as subspace of P, namely

B={leR|{,1=0={ ==},
where { arc homogencous cooArdinate& As we know (V, 4.10 and 6.13),
H' P=H'P for i<dk. Define B, ={(eB|{,=0={=--={_,}. Then
(9.5) (B—F_)~E_,,

via the deformation retraction { > [{,, ... {1, t &4y .. 20,1, 0<1< 1
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Further, we identify R with {{eB|{,+0}, R*=R*" R, RI"9—
R~ P _,. Consider the following diagram

Hi* P« Hdk(E“ P— E_k) Hdk(IRdn, Rdn_]Rd(n—k))

(9.6) pJ q{ p

Hdchf-—p—* Hdk(B‘ P) ‘———‘>Hdk(]de ]de O)

b

in which all maps are induced by inclusions (B,= B~ P _,). We know that
all maps marked p are isomorphisms. Further, ¢ 1s isomorphic because
H'P=H'E for i<dk, and PL.—P_,~F_,~B— B, Therefore, all maps
in 9.6 are isomorphisms.—We can also interchange the role of B, B_,

and get a similar diagram 9.6 of isomorphisms for H*"—®,

Consider then the diagram

H*PoH!"Yp . — H*P,P—B )oH"" ¥({E,P—F)

~ ~— l

l |
Hd"ae—p~—Hdn(Bl P_

> 'n

k)
(9.7)
Hdk(]Rdn, Rdn___Rd(n—k))® Hd(n~k)(Rdn’ Rdn_de)

1

_ 2, HE(RY R4 (),

The top row is obtained by tensoring the top rows of 9.6 and 33 hence

consists of i1somorphisms. The lower row consists of isomornhisms as in

S LTS yad b ASVILIVL PRIASLLIDY A kv WA LYY WULLTED ADVALIN L LA LS Qg

9.6. The right vertical is isomorphic by 9.2. Hence all maps are isomorphic,
in particular the left vertical. This proves the theorem if i+j=n. The
gencral case i+ j <n follows because [1* B H* P,__;is an isomorphism
of rings up to dimension d(i+j). 1

9.8 Corollary. If0<k<n then R is not a retract of .

Proof. If r: K — R is a retraction, and x,c HYE,R), x,csH(E, R) are

generators as in 94 then r* x, =x . hence ():r*(xz“"l):r*(xk)k‘*'l:

SVAAVIG /LS QS vailal "ne

xk+140, a contradiction. |
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9.9 Corollary. The Hopfmap h:$"~' P, _,, h(zo,...,2z,_)=[20, ..., 2,_,],
n>1,is not nullhomotopic (we use coordinates z,€IR resp. € resp. IH with
Yuzo Iz, 17 =1 to describe the sphere $"~1). In particular, for n=2, we
get essential maps $° - P €Cx$% 8" -PHaS$*

Proof. If 1~0 then there is a map @: B - P_, with @|$* '=h
(where IB"={(z,...2,_,)IY,lz,/*<1}). But then we could define a
retraction r: P — P _, as follows o

[Cos s oot if Y520 16121802

”[Co,---,cn]: io Cn_1 . n—1 2 2
@("?:",T"“’ é,,) it Y 1112 < )%

This contradicts 9.8. |

The Hopf-Invariant. Analyzing the relation between P, and the Hopf
map h: $"~! — P_, leads to the following

9.10 Definition. Let f: X — Y be a continuous map. Define the mapping
cone Cf to be the space which is obtained from the topological sum
(X x [0, IJ)@ Y by shrinking X x {0} to a point, and identifying each
(x, 1)e X x [0, 1] with f(x)e Y. Alternatively, C f is obtained from CXeoY
by identifying each point x in the base X of
the cone CX with f(x)eY (see Fig. 10); one
often writes Cf=Yu,CX. We can view Y
as a subspace of Cf (no identifications were
made in Y), and we have

T Y

911 Lemma. The map f: X—-Y is null- S
homotopic if and only if Y is a retract of Cf. Fig. 10

Proof. Let ((x,t))e Cf denote the equivalence class of (x,f)e X x [0, 1].
The equation r({x, t))= &{x, t) establishes a 1-1 correspondence between
retractions r: Cf— Y and nullhomotopies @: [~0. §

Every (co-}homological condition for the existence of a retraction
r: Cf— Y therefore is also a condition for the existence of a nullhomotopy
@: f~0. For instance, if f: $" ' —»8" n>1, then Cf=8"u B>"
This is a CW-space having one cell in dimensions (O, #, 2 n, and no other
cells. Hence H'(C f; Z)=Z=H*"(Cf;Z). If ye H'(Cf; ), y eH*"(C f; Z)
are generators then y~ y=y(f)y, where y(f) is an integer. This number
is easily seen to be an invariant of the homotopy class of f (in fact,
f=f"=Cf~Cf"); it is called the Hopf-invariant of f. If f~0 and r
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is the corresponding retraction (ri=idg.) then O=r*(*y—i*y)=
y~y=y(f)y, hence y(f)=0. The Hopf-invariant allows to exhibit
essential maps $**~' — $* for all k>0 (see Steenrod-Epstein I, 5
for a simple proof, and for further properties of 7).

9.12 Exercises. [ *. We indicate another way of computing —-products in
P.C (coefficients Z). Clearly H*(E €) has a base consisting of le H®,
se H?. Therefore x"(BC)=FCxPFCx --- has as cohomology base

{Silvsizv"'vsikEsz(anl C)}, 1<ij<i,<---<iy<n,

where s;=1x1x -+ xsx .. x1, the s in i-th position (cf.§.18). Let
x;€ H¥(P, €)= Z be a generator, 0<j<n. Consider the map pu:x"FC—
PC of 2.16 Exerc. 3(ii), and prove +u*(x))=>"_,s;, +u*(x,)=
n'(s,—s,---~—s,) (hint: look at homology first, and use scalar products).
This implies +u*(x;—~Xx,~-—x)=(Zs5)' =nl 5, ~5,~ - ~—s5,=u*(x,)
hence (x,)"= +x,, and hence the multiplicative structure of H*(F,C).

2.If f: EC—>BC,n>0, is a map then the induced endomorphism f_
of H, (B C;Z)>~Z is given by multiplication with an integer deg(f)eZ,
the degree of f. Show that deg(f)=4" for some AeZ. In particular,
n even = deg(/f)>0. Hint: Study the ring endomorphism f* of
H*(E, C: Z). '

3. Using —-products show that the Lefschetz number of any map
fi B€C-EC is of the form A(f)=1+A+A*+ - +1" with ieZ
(compare 1.14 Exerc. 3). If n is even, this is never zero, hence every f

has a fixed point. If n=2k —1 is odd then the following map is fixed point
free (A=-—1)

[Co:Cu---»Czk]H[_Enga —Es,gza e _EZkagzk—lj-

4. Show that B, | F, F=IR, C, or I, is homeomorphic with the mapping

cone of the Hopf map

SUHD=1 LPF. (zg,....2,)> (20, 21 -5 Z,] -
Deduce that the Hopf maps $* B C~S?, $7— P H~S$* have Hopf
invariant +1.

5. Using the commutative law for cup-products show that every map
§+k+1_, §2*+1 has Hopf invariant zero.

Remark. If n, y are even then thereis an $2"~! —»$" with Hopfinvariant y;
cf Steenrod-Epstein 1,5.2. Maps $*"'—»$§” with odd Hopf in-
variants only occur for n=2, 4, 8; cf. Adams, 1960, and for a simpler
proof Adams-Atiyah.



10. Hopf Algebras 227
10. Hopf Algebras

In 3.1 we remarked without proof that even-dimensional spheres do
not admit multiplications p: $?"x$2"— $?" with two-sided unit.
Such a map would have bidegree (1, 1) (because of the unit), but

10.1 Proposition. If p: $*"x $?"—S$*" has bidegree (x, f) then o f=0.

Proof. Let se H?"($*"; Z) be a generator. Then p*(s)=o(s x 1)+ (1 x s)
by definition of (a, ), hence

0=p*(s—s)=p*(s)* =[a(s x 1)+ f(1x 5)]?
=o? (s x 1)+ 21 x s+ 20 f{sxs)=2a fi(sxs). 1

Note that even-dimensionality of s was used in order to get (1 x s)—(s x 1)

= § X5
S5 XS,

The proof of 10.1 is purely algebraic: The ring H* $?" admits no multi-
plicative homomorphism

H*$*" > H*$*"e H*$?"x H*($%" x §*")
such that si—s®1+4+1®s, The question arises therefore which algebraic
conditions on H*X are imposed by the existence of a multiplication u:
X x X —X with unit. Assume X is pathwise connected and H*(X x X)=~
H*X e H* X (cf. 8.18). Then p*: H* X > H* X ® H* X is a homomor-
phism of algebras such that p*(x)=x®1+1@x+r, where

e ive i v '~ |y |
CEWy, jroil AT A, UL | A~

Which graded algebras 4 admit such maps A —A4® A? For connected
commutative graded algebras over a field R (perfect, if char(R)>0) this
question has been completely solved by Hopf-Leray-Borel (¢f. Milnor-
Moore, and 10. 17 Exerc. 5). We now discuss the problem but give full

details only if

10.2 Definition. We consider connected graded R-algebras A4 (R a
commutative ring with unit 1). A graded algebra A is called connected if
A;=0 for i<0, A,~R. For instance, the cohomology algebra H*(X; R)
of a pathwise connected space X is connected.

Let u: A® A—A denote the multiplication, u(aea’)=aa. Define
graded submodules D" 4= A4,n=0,1,...,asfollows: D° A=A; (D' A);= 4,
if j>0, (D' 4);=0if j<0; D"*' A=im(D"A® D' A —*> A), n>0. Clearly
D" A= D" A, and (D" 4),=0 if k<n. The elements of D?* A4 are often
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called decomposable. The elements of D" 4 might then be called (n—1)-
times decomposable; they are linear combinations of elements a, a,. ... a,
with |a;|>0.

We shall also consider the modules ®" A=D"A/D"*' A. Most of the
time we shall assume that D"+ 4 is a direct summand of D" 4 for all n;
in that case we say A is a split-algebra. (If R is a field then all connected
R-algebras are split-algebras.) For split-algebras

(10.3) D"Az=O" Ao D" A=®,_ O A

v=n

D" and @" may be viewed as functors of connected algebras, i.¢.

10.4 Proposition. If h: A— A’ is a homomorphism of connected algebras
then h(D" Ay D" A'. Therefore we have induced homomorphisms

D"h: D"A—>D"A" and O"h: ©"A—-0"4". 1

The module @' A=D!'A/D? A will play a special role in the following.
We first show that it can be thought of as “generating the algebra A™.

105 Lemma. If McD'A is a submodule which maps epimorphically
onto @' A=D' A/D?* A then M generates the algebra A.

Proof. Fix an integer k. By decreasing induction on n we show that
(D" A), is contained in the subalgebra {M} which M generates. Since
(D" A), =0 for n>k we have a start. Consider a generator a, a, ... a, of
(D" A),, where a,e D' A. By assumption, a;=m;+b; with me M, b,cD* A,
hence a,a, ... a,=m, m,...m,+b, where beD"*' 4. But m; m,...m,
liés in the subalgebra which M generates, and so does b, by inductive
hypothesis. |}

10.6 Corollary. If h: A'— A is a homomorphism of connected algebras
such that ©' h: @' A'— O A is epimorphic then h is epimorphic.

Just apply 10.5 to M=hD'A". 1

10.7 Proposition. If A, B are connected split-algebras then Ae B=
A®gB is also a connected split-algebra. Further

(10.8) D"(A®B)=ZosiS"DiA®D"“'B,
and

(10.9) O"(A8B) =@y, O A2 O" ' B.
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Proof. Connectedness is clear. If |[a®b|>0 then |a|>0 or |b| >0, hence
D'(4® B)=D' A® B+ A® D' B. Now proceed by induction on n. Suppose
n>=1. Then

D"+*{4e By=im[D"(4e® B)e D'(A® B) > A® B]
—im[(},D'4e D" 'B)e(D'Ae B+ Ae D' B) A B]
=Y.D*' 49 D" "B+ ,D'4e D" **!B,

which proves 10.8.
If A, B are split-algebras then (by 10.8 and 10.3)

D'(deB)=},[(®,,: 0" 4)e(®,,, 0" B)]
=@, ,>,(0" 400" B)
=®,, ,-.(0"Ae &’ B)O D™ (A® B),

which proves the rest of the proposition. N

10.10 Definition. Let 4 be a connected algebra. A diagonal is an algebra
homomorphism /: 4 —A® A such that

Y(@=ael+lea+r with reD'4eD'A, forall aeD'A4.

Our problem is (see text after 10.1): Which algebras admit a diagonal?
For instance, if a topological space X admits a multiplication with unit
(an h-space structure) then H* X admits a diagonal (provided H*(X x X)
~H* X o H* X).

A connected algebra A together with a diagonaly is called a hopf-algebra;
it is a Hopf-algebra if the diagonal is associative, i.e. if the two com-
positions

A5 404190009, 4o 404

agree. As remarked above, the cohomology algebra of a pathwise
connected - resp. H-space X is a hopf- resp. Hopf-algebra (provided
H*(X x X)=H* X ® H* X). Also, the Pontrjagin-algebra H, X of an
H-space is a Hopf-algebra: the geometric diagonal X — X x X induces
analgebraicdiagonal H, X — H, X o H, X (if thelatterequals H_(X x X ).
These two Hopf-algebras are related by duality (cf. Exerc. 3).

10.11 Lemma. Let h: A~ A be a homomorphism of connected split-
algebras. Assume A’ is commutative and let y: A— A® A be a diagonal
(note the symmetry of this assumption: A'@ 4’ —*> 4" and A —¥>Ae A
have to be algebra homomorphisms). If @ h: @' A'=O' A, O h: O* 4’ =
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O* A for some i, k, then the composition (n=i+k)

10.12) (A AL > LIy Ll 2N @"(A@A) Pl L 940 OF A
' (OB L, 0 A0 OF A — 2 0N (A 4)-T1 0" A

: L . e (AN
multiplies every element of ©" A" with the binomial coefficient \ ) ,i.e.10.12
i

n\ .
agrees with (1) id.

The special case h=id yields the following

10.13 Corollary. If A is a connected commutative split-algebra and
y: A— A® A is a diagonal then the composition

O"A -2V, 048 A) I @ 480" A O"(Ade A) LS 0" A
equals ( ) id.

Proof of 10.11. It suffices to consider generators aja,...a,c@" A4,
where q,e@' A’'=D' 4. Let a,=ha,. We have Yya,=a,el+1oa,+r,
with r,e D?(A® A), hence

Yhiaia, ...a)=yla a,...a,)=[],(a,e1+1ea)+r

withreD"*!(4® A). The component of [ ],(a,®1+1®a,)in @ A O 4is
a=) ta,..a,ea,.. a,; the sum extends over all i-tuples {v} such
that lsv1<v2<---<v <n, and {py,...,p,} i the complement of
{v,...v} in {1,...,n}; the signs + are caused by the commutation
law (1®a,)(a,®1)=(—1)*!"lq ea,.

Consider then the corresponding expression

a=y +d, .. d,ed, ..d, in @40 4.

1 Pr
Clearly (@' he @ h)a' =a=projoyyoh{d,...a). But if we apply the
multiplication g to &, each summand goes into dj...a, (the signs
disappear when we reverse the permutation), and the number of sum-

mands 1s (7:) |

10.14 Proposition. Let h; A'—» A be a homomorphism of connected split-
algebras, such that @' h: @' A'=@* A. If A’ is torsionfree (as abelian
group) and commutative (as graded algebra), and if A admits a diagonal
then h is an isomorphism.
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Proof. By 10.6, h is epimorphic. It follows that @"h: @"A'— O" 4 is
also epimorphic, for all n (just look at generators a, ... a,€ " A with
a;c @1 A). We show that it is also monomorphic. By induction we can
assume @" 'h: @" 1A >~O" 1A Then 10.11, with i=n—1, k=1,
asserts that the composition 10.12 is monomorphic (" A" is torsion-
free!). In particular, the first factor of this composition, @"h, is mono-
morphic.

By decreasing induction on n we now show that (D"h);: (D" 4'),—
(D" A); is isomorphic (j fixed}; for n=0 this is then the theorem. We have
a start because (D" A");=0=(D" A), for n>j. The inductive step follows
from the exact sequence 0—»D"*'A'—»D"A'>B"A' -0 and the five
lemma. |

10.15 Example (compare Chevalley Chap. V). For every graded set
M=(M,,M,,...) there is a free commutative graded R-algebra FM
generated by M. It contains M, and it is characterized by the following
universal property: If A4 is any graded commutative R-algebra, and
f/: M— A is a map of graded sets then there exists a unique homo-
morphism #1; FM — A of graded algebras such that h| M = f. In particular,
FM always admits a diagonal y: FM—FM ® FM, defined by (m)=

mel+lem, for meM.

If M{=M,=..-=0 then FM is the polynomial algebra generated by M;
if M,=M,=---=0 (and ;e R) then FM is the exterior algebra generated
by M. A general construction is as follows (we shall use FM only if R
is a field of characteristic zero).

Let @M denote the graded R-module which in dimension n is freely
generated by the set of all finite sequences (x,, x,, ..., x,) of elements
in M such that Y |x;|=n; in particular, (9§ M), is free on one generator,
namely the empty sequence, which we denote by 1. If (x,...,x,),
(y{,...,y,) are two sequences which differ only by a permutation ¢
then their odd-dimensional terms also differ by a permutation a only,
and we put (x, ..., x,)=sign(@)(y, ..., y,); in particular, 2(x,, ..., x,)=0
if some odd-dimensional element x; occurs twice in the sequence. The
quotient-module of @M by these relations is denoted by FM; if 2 is
invertible in R then FM is also a free R-module (we just annihilated
some base elements of @ M, and identified some others, up to sign).

We define the product of two sequences by writing one after the other:
(%15 cees X)) - (V1 ooy V) =(X15 ooy Xpu ¥yy ooy ¥g)- This turns @M into a
connected graded R-algebra with unit 1 (“free graded R-algebra generated
by M™). One easily verifies that the products pass to the quotient FM,
and turn FM into a commutative connected graded R-algebra. It con-
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tains M, the set of one-term sequences, and the coset [x,,...,x,]e FM

of the sequence (x,,...,x,)e®M agrees with the product x, x,...x,.
In particular, @' FM =D"'FM/D>FM is freely generated by M. If [
maps M into a graded commutative R-algebra 4 then hfx,,...,x,]=

f(x;) f(x,)...f(x,) is the unique homomorphic extension of f, hence
FM does indeed have the required universal property.

10.16 Proposition (Hopf-Leray). Let A be a connected graded commutative
algebra over a field R of characteristic zero. If A admits a diagonal then A
is free; in fact,if M is a base of ©@'A then A=FM.

In other words, over a field of characteristic zero the only commutative
connected algebras which admait diagonals are the free ones. In particular,
this determines the multiplicative structure of H*(X;Q) if X is a
connected h-space (and all H'(X; Q@) are finitely generated so that
H*(X x X)=H*X®H* X). It shows again that even-dimensional sphe-
res are not h-spaces but it also excludes many other spaces, like F, C. In
the (important) finite dimensional case, i.e. if H'(X; Q®)=0 for large i,
H*(X;@Q) can have no generators of even dimension (their powers
would have to be non-zero), hence H*(X; Q) is an exterior algebra on
odd-dimensional generators. This 1is the classical result of Hopf.

Proof of 10.16. Lift Mc®'A=D'A/D? 4 back to D! AcA and let
h: FM — A be the algebra homomorphism which extends the inclusion
M — A, Clearly, @' h: @' FM = ©! 4, hence h: FM=A by 10.14. |

10.17 Exercises. /. The multiplication map u: 4@ A— A of any graded
algebra induces homomorphisms p'*: @' Ae@*4->@+*4 which turn
(0" A),)), jez into a bigraded algebra, the bigraded algebra associated
with A. Ignoring the n-gradation one defines a (simply) graded algebra © 4
by 6, A=®,(0"A),. Show that @A is a split-algebra, and O(OA)= 0O A.
Further: If A is commutative and © A4 is free-commutative then 4=~ @ A.

2. If A is a split-algebra and ¥: A —>A®A is a diagonal then
OY: OA->O(AeA)=0AsBA
is also a diagonal, which does not depend on .

3. If A is a graded R-module such that every A, is free and finitely
generated, then A* =Homg(A; R) has the same property, and (4® g A)* =
A*®p A%, A** x A; this is well-known linear algebra. Suppose now A is
also a Hopf-algebra, with multiplication u: A® A—A and diagonal
. A—>A®A. Then p*: A* >A*eA* and y*: A*eA4* >A4* are the
diagonal and the multiplication of a Hopf-algebra structure on A*,
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and A**~ A as Hopf-algebras. One says, A, A* are dual Hopf-algebras.
Show that the Pontrjagin algebra and the cohomology algebra of a
connected H-space are dual Hopf-algebras (provided they are free and
finitely generated in each dimension).

4. If n>01s a natural number then

{ /m) 1 f?" 1S no OV
cd .
& i 1) } i ifn=p", ppr1me,r>0.
freeness is Weakened to: @7 A has no p-torsion.

5. Qver a field R of characteristic p >0 there are connected commutative
algebras A4 which admit diagonals but are not free. For instance, if 4 is
generated by one element x then A= R[x]/x") for some N with
0<N <o (x*=0), and there is one candidate for a diagonal i, namely
Y(x)=x®1+ 1®x. Show that this does define a diagonal if (and only if)
one of the following conditions hold: (i) |x] is odd, N<2; (i) p=2,
N=2"0<r<oo; (i) |x| is even, N=p", 0<r<oc.

A theorem by A. Borel (cf. Milnor-Moore, 7.11) then asserts that
over a perfect field R of characteristic p>0 the only connected commu-
tative algebras A which admit diagonals (and satisfy dimg(A4;)< o) are
multiple tensor-products of algebras on one generator as above.

6. Let R be a field of characteristic p>0 which is not perfect; pick peR
which is not of the form A with AeR. Let x,y be two-dimensional
indeterminates and put A= R[x, y]/(x”+ p ¥*). Show that 4 admits a
diagonal but is not a tensor-product of algebras on one generator.

11. The Cohomology Slant Product

This product contains somewhat more information than the exterior
cohomology product (VIL, 7) but is often less convenient to deal with.
Algebraically it is based (in the simplest case where all coefficients are
in R) on the natural map ide: D*=Hom(D, R) > Hom(Ce&D, C), or
rather on its adjoint D* ® (Ce D) — C, whereas the exterior cohomology
product was based on C*®D*—'-(CeD)* which is the adjoint of the
composite D* —4€ ., Hom(CeD, C)—*>Hom(C*, (Ce D)*).

11.1 Definition. Let C,D be R-complexes, and L, M modules over R.
Consider the composite chain map

E: Hom(D, M)&(CeDeL)=(CeL)e(Hom(D, M)® D)€< Co Lo M,
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where o permutes factors and e is the evaluation map 1.2. Explicitly,
(11.2) Eyeocodol)=(— 1) celoy(d).

Passage to homology and composition with « (cf. VI, 9.11) gives

(11.3) H*(D,M)e H(CeDeL)— " H(Ce Lo M);

with dimension indices,

-

(11.3) H(D,M)®eH (CeDeL)—H, (Ce®LeM).

This map or the corresponding bilinear map is called the cohomology
slant product (for complexes). We write

(11.4) y~{=E a(yel)eH,_(CeLeM), for yeH (D, M), {cH (CeD&L).

The cohomology slant product for spaces (X, A), (Y, B) is obtained by
taking
S(X; R)

C=5§(X, 4; R)=m,

D=S(Y, B; R),

and replacing S(X,A; R)®S(Y,B; R) by the homotopy equivalent

complex
S(XxY;R)

S{AxY,X xB; R}
Ez
~S(X,A; R)eS(Y,B; R).

SIXxY,AxYuXxB;R)~

We have, of course, to assume that (X X Y; 4Ax Y, X x B) 1s an excisive
triad. Under this assumption the cohomology slant product is then a
homomorphism

(11.5) HY(Y,B;M)eH (X xY,AxYUXxB;L)>H, ,(X,A;LeM).

As in the case of complexes, we write (y~{)eH, _,(X, 4) for the slant
product of yeH!(Y,B) with {eH, (X xY,Ax YUXxB). In terms of
representative relative (co-)cycles yeS'(Y; M), zeS(X x Y; L) we have

(11.6) W1 [z] = (= YWY a0y ()],
where (EZ)(z)=) ,a,®b,, a,eS(X; L), b,eS(Y; R). When applying this

formula one has to be careful to choose the representative z in such
a fashion that

0zeS{AxY,XxB;L} — andnotonly 0dzeS(AxYuUXxB;L).
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Ifin 11.3, C=(R,0), or ifin 11.5, X is a point and A= then the cohomology
slant product reduces to the scalar product of VII, 1.

The main formal properties of ~ are as follows (coefficients omitted).

11.7 Naturality. If f: (X, A)— (X', A"), g: (Y, B)— (Y, B') are maps of
pairs as in 11.5 then

J@* Y~ O=y~(fxg), ¢,
for

VvVEH*(Y',B), (eHX XY AXYUXXB).

11.8 Associativity. (x x y)~y=x~(y~7), for xe H*(X, A), ye H*(Y, B),
ye H[(W, U)x (X, A) x (Y, B)]. In particular, if W is a point, and U=,
this becomes

11.9 Duality. <{xxy, {>=<{x,y~{>, for xeH*(X, A), yveH*(Y,B),
{eH(X xY AxYuUX xB).

11.10 Units. 1,~(=p,{, where 1,eH°(Y; R), (e H(X xY,Ax Y), and
p: (X xY,AxY) (X, A) is the projection.

11.11 Stability. The following diagrams are commutative,

H*(Y,B)e H(X x Y, Ax YU X x B) ~ > H(X, A)

(11.12) l{-ﬂdimid@a* Ja*

id

H*(Y,Bye H(Ax YU X x B, X x B) Sy, B)e H(AXY,Ax B)—HA,
H*BeH(XxY,Ax YU X xB) @4, H¥(Y,B)e HX x Y, Ax YUX x B)
(11.13) l_(_ndim e, J\

H*BeH(AX YUX x B, Ax Y) '~ "H*Bo H(X x B, A x B)—— H(X, A).
where j denotes inclusion maps. In formulas,
0,0~ 0=(=DPy~jte, L,
if yeH*(Y,B), (eH X xY,AxYuXxB);
(0*b)~ (=1 b~ jit o, {=0,
if beH*B, {eHXxY,Ax YU X xB).
Note that j =id if B=0 in 11.14, or A=0 in 11.15.

(11.14)

(11.15)
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11.16 Multiplicativity. y~ o x{=(—D""omx(y~{), if yeH*(Y, B),
weHW,U), (eHXXY, AxYuXxB), and (W, U), (X, A), (Y,B) are
pairs of spaces such that the products above are defined. In particular,
if X is a point, and A=, this becomes

(11.17) y~oxn=(=)"we (),
for we H(W, U), ve H*(Y, B), ne H(Y, B).
Proof of 11.7. It is enough to consider complexes (instead of spaces)

because EZ-maps are natural. Let then f: C— C’, g: D — D' be chain
maps. In the notation of 11.2 (L omitted) we have

JEW goced)=(— DV f(c)oy g(d)=E@W's fce gd),

foEo (g*@id)on[id@(f@ ¢)]: Hom(D', M)e(CeD)— C oM,

-

where ¢g*=Hom(g, id. & ,). Passage to homology and composition with
oz.H*( Je H({C® D)— H[Hom(D', M) ® C® D] gives

f ,(F oot)o(g* ®id) =(E, oa)olide® (f®g)
57

a)o(ide () ) (by naturality of «);

%
and applying this to y'®{ gives 11.7.
Proof of 11.8. As in the proof of 11.7 it is enough to consider complexes

B, C, D (instead of spaces) because EZ-maps are (homotopy-) associative.
Consider the diagram

Hom(C, M)e Hom(D, N)® (Be C® D)-42f> Hom(C, M)e B& Co N
y & id E

Hom(Ce D, Me®N)a(Be(CeD)—L—>BaMsN,

where 7 is as in 7.2. A generator pe@y®beced in the upper left maps
into (—1)WIEl+Wlid+lelitl o o (c)@y (d) on either way; the diagram is
therefore commutative. Now pass to homology and apply the resulting
equality to a(x® y® ().

Proof of 11.10. Let f=id: (X, 4)—(X, 4), and g: Y— P where P is a
point. Then

I~C=Lf(g* )N 0)= 1~ (f x8), {=1p~(p X 1P)=p, (s

the 2nd equality by 11.7, the third by 2.10, the last by the very definition
of slant-products {cf. 11.6).
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Proof of 11.11. Consider 11.14 first. Choose representatives s of y and z
of { as in 11.6. Then Y|SB=0, dyy =0, and dz=o+ f where aeS(AxY),
feS(X x B). We have

PE(Y @ EZ(2))=(— W EW e EZ(2))=(— ) E(y ® EZ(x)),

the first equation because oy =0, the second because |SB=0. But the
outer terms of this represent the two sides of 11.14, or the two ways of
moving y®z from the upper left corner of 11.12 to the lower right.

For 11.15 we choose a representative of b first and extend it to a cochain
Y in Y; then |SB represents b and iy represents 6*h. We have

OE(W® EZ(z))=E(0Y @ EZ(z))+(— W E(y® EZ(02)),
or
E(0Y e EZ(2))+(— DY E(y  EZ(f))

=JE(y® EZ(2))—(— W E(J® EZ()).

The left side represents the sum in 11.15, the right side represents zero in
H(X, A} because E(y® EZ(x))eSA.

Proof of 11.16. As before it is enough to consider complexes B(=SW/SU),
C(=SX/SA), D(=SY/SB). Let yr,u,z=> a,®b, be representatives of
v, w,{. Then o x{, y~(wx{), wx{y~{) have the following represent-
atives:

Swea)eb,, (—DH¥HY(—n¥lwea)eyd,),
ue Y (— ¥l a0y (b,).

11.18 Exercises. /. Show that ~.: H*(R", R"—-0)e H(R™*", IR"*"—0) —
H{(IR™,IR™—0) is isomorphic—if one identifies

(R™+" R™+"—0)=(R",R"—0) x (R",R"—0).

2. Define ¢: H(X x Y)—>Hom(H* Y, HX) by (¢{)y=y~{ (or better:
(— DPTE Yy {). Show that under suitable finiteness conditions on HX
and HY (compare 7.6; assume R is a principal ideal domain) there is a
split exact sequence

0 Ext(H*Y, HX)" — H(X x Y)—%> Hom(H* ¥, HX) —0.

As in 7.16 Exerc. 2, this provides two possibilities of expressing H(X x Y}
in terms of H‘X, HY, and yiP]r‘]c Q]gphrqir‘ relations between ®

i i QuaviULl i 1w AL L=

and Ext.

+ Hom
2

A xsaix,
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3. What is the analogue of 7.16 for ~-products?
4*. Let K< VcIR" where V is open, K compact; let i: K — IV denot

the 1ﬂr‘|nc1n1—|_ and A- [T/ I KY_ (1 I/ Ky T/ fh Aia o

- . O
tiiw WIS, QI A1, EA N ‘r\y v An gAY u1 5\}11 1 u.ch}).

Show that
(I~ dg0g)ol=Ey i, O og

if ogeH,(V, V—=K), 0,e H,(IR", IR"—0) are fundamental classes (cf. 2.14),
yeH* V,{e HK, and » is the intersection number of VII, 4. Hint: Use 6.13
as in the proof of 6.24.

12. The Cap-Product ( —~-Product )

This product, ~, is related to the ~-product as — is to x (or to -,
as ~ 1sto x ). Roughly speaking then, § 12 is obtained from the preceding
§11 by putting Y =X, and replacing EZ by D (hence X x Y by X), ~. by ~
We shall perform this transcription for the definitions and propositions
but we shall omit most of the proofs. An important property of —~-
products is that they make HX into a graded H* X-module; this extra
structure in HX will be crucial in the study of manifolds (Chap.VIII).—
As before, the ground ring is assumed to be commutative.

12.1 Definition. Let (X ; A;, A,) be an excisive triad, and let M, M, be
R-modules. Consider the composite chain map

SX SX id®@ D
Hom M) o (g o) e
(12.2) g n
SX SX  SX : SX
Hom (, ) ®g (——@——@Ml)ﬁ» eM ey M,,
SA, SA;,  S4, A, -
where D isa natural diagonal (VI, 12.21), and E is essentially an evaluation
SX
(cf. 11.1). We pass to homolog (using H———>H(X,4, VA )
) p y S{A4,, 4,) 2)

compose with «, and obtain

E (ideD), a: HY(X, Ay; My)®, H,(X, A, UA,; M,)

(12.3)
S H,_ (X, A;M,&, M,).
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This map or the corresponding bilinear map is called the cap-product

(—-product). We write
(12.4) x~¢=E (iddeD), a(xe),
' if xeH*(X, A,; M,), EeH(X, A, UAy; My).

In terms of representatives this reads

(12.5) [p]~[c]=(=1le=ll[} clog(c))].,

where D=3, cl@¢?; the formula assumes @eS* X, @|S4,=0, d¢=0,
ceSX, dceS{A,, A,}.

The following properties 12.6-12.14 correspond to 11.7-11.15.

12.6 Naturality. [, ((f* x')~&)=x'~(f, &), if [ (X; A, A;) —(X"; A}, AY)
is a map of excisive triads, x'e H* (X", 4%), (e H(X, A,V A,). |

12.7 Associativity. (x,+x,)~{=x;~(x,~¢}, if x;e H*(X, A4, ),
CeH(X,4,vA,0A4;). 1
12.8 Duality. (x;—x,,>={x,x,~&),if x,e H¥X A,), e H(X, A, UA,). |
In particular,

(L, x~Ey={x,¢&, for xeHI(X, A), e Hi(X, A).

If X is path-connected, x ~¢ must be a multiple of [P]e H,(X ; R) where
PeX; the formula then implies x~&={x, {)[P]. More generally, this
holds if only X — A4 is contained in a path-component X of X, and Pe X;
it reduces to the connected case by excision H(X, A)~H(X, X n A4).

12.9 Units. 1 ~¢=¢,if e H(X, 4), and 1e H°(X; R) is the augmentation
class. |

12.10 Stability. The following diagrams are commutative,
H*(X, A;)e H(X, A, U Ay) = »H{X, 4y)

(12.11) J(—ndimi*@)a* la*

id®j,

H*(4,,A;nAy)e H{A, 0 A,,4,) = H¥*(A;,4,nAy)e H(A;, 4, Ay)—> HA,,
H*A,8H(X,A,UA,)-T2% H¥(X A e H(X,A, U A,)—=> H(X,A,)
(12.12) |-t-vemidea, i

d®

H*A,0 H(A,UA,,4,) =~ H*A,0H(A,, A,nA,) —=— H(A,,A,NA,),
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where i, j denote inclusion maps. In formulas,

(12.13) 8, (x~&)=(— (¥ x)~(j; 9, ©),
if xeH*(X, A,), éeH(X,A,UA,).

(12.14) O ap~E+ (= i, (a~jz 1 0, 6)=0,
if aeH*A,, (eH(X,A,uA,). |

Note that j, =id if 4,=0in 12.13, or 4,=#in 12.14.

The following two properties reflect the relation between Eilenberg-
Zilber maps and natural diagonals.

(1215)  x~&=x~4, &, if xeH*(X, 4,), EeH(X, A, U A4,),

and 4: (X, 4, 0A4))> (X x X, A, x X UX xA4,) is the diagonal map,
AP=(P, P); we have to assume that both (X; 4,,4,) and (X x X;
A, x X, X x A,) are excisive. The proof is immediate from 12.5 and 11.6;
if @, ¢ are representatives of x, ¢, and Dc=) cl®c2, then both sides of
12.15 are represented by (— Dleltd=1eDy clg p(c?), the right side be-
cause D=EZo-4. |

(12.16) y~{=p,(g*y—~(), if yeH*(Y,B), (e HX xY,Ax YUX xB),

and p: (X xY,AxY)—> (X, A4), g (X xY,X xB)—(Y,B) are the projec-
tions; we have to assume that (X x Y; A x Y, X x B) 1s excisive. Proof: If
Y, z are representatives of y, {, and Dz=>), z;® z;, then the right side of
12.16 is £p> zieyqz;. By VI, 12.25, we have EZ(z)=> (pz))@(qzi);
therefore the left side of 12.16 is iZ(pzi)@l//(qu). Clearly, the two
expressions agree. |

As a consequence of 12.15 we find

12.17 Multiplicativity. (x x y)~(E xn)=(—D)R(x ~&Ex(y~n), if
xe H¥*(X,A,), yeH*Y,B,), (eH(X,A,UA,), neH(Y,B,vB,), and
(X; A,,A,), (Y;B,,B,) are triads such that the products above are
defined. Actually, our proof also assumes that products like
xxy~d4,(&xn) are defined which (perhaps) requires further excision
assumptions. We don’t formulate these; they are satisfied if 4,, 4,, B, B,
are open subsets, or if at most one of them is non-empty, or if (X ; A;, 4,),
(Y; B,, B,)are CW-triads. Also, we indicate a general (and quite different)
proof in Exerc. 4.
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Proof of 12.17. Consider the diagram

HXxXxY¥xY) T HXxXXY) 5 HYx X x X)— H(Y x X)

(12.18) t(id x 1 x id), (i% /xid)*

'

HXxYxXxY) = » H(X x Yx X) . >H(X x Y),

i

where ¢, ¢, 7 are maps which permute factors

(t(P, Q)=(P, Q), (Q, P)=(P, Q), 1(P, P', Q)=(Q, P, P'));

for simplicity’s sake we omitted all subspaces modulo which the homology
groups have to be taken. The middle triangle of 12.18 is obviously
commutative, the outside squares are commutative by naturality 11.7
of slant-products. Consider then the element (4% x4), (&xn)=
(A5 &) x (4L n) in the upper left group H(X x X x Y x Y). Going down
takes it into A% ¥ (£ x p), going right then gives

12,15

XNYN AL (Exn) = (xx y)N A Exn) 2 (xx y)~(E x ).
If we go first right and then down we get successively:

YN (X x (AT = AX O x (y~ AL E £ (AX G x (v~n)
s (y~ ) x (AX O o (y~ ) x (45 €)
P4 (pm) x (4% 9
IS (pmp) x (x ~E) s £ (X~ E) X (y 1)),

The sign.which comes in is (— 1) to the exponent

IVHE+IEW =D+ [x[(nl = TyD+ (nl = [ yDUEN = |x]),

and this exponent is =|y||¢|mod 2. 1

12.19 Remark. If the coefficients for cohomology are M,=R then
MegM,=M, and 12.3, 12,7, 12.9 assert that homology H(X, A; M)
isagraded H*(X; R)-module. If /- X — X’isamap then /*: H*(X"; R) —
H*(X;R) 1s a ring-homomorphism so that every H*(X; R)-module
becomes a H*(X'; R)}module; then 12.6 shows that f_ is a homo-
morphism of H*(X’; R)-modules. Similarly, 12.13 shows that
O, H(X,A; M)—>H(A; M) is an H*(X; R)-homomorphism (of degree
—1), and 12.17 asserts that the homology x -product is a homomorphism
of H*(X; R)®z H*(Y; R)}-modules.
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We conclude this section by a further (more difficult) stability formula.
For simplicity’s sake we make stronger assumptions than needed: we
assume open subspaces whereas suitable excision conditions would
suffice.

12.20 Proposition. Let X, X,, Y, Y, be open subsets of a space X such
that X,u Y, =X,uY,=X,uX,=X. Let

xeH*(X,nX,), <¢eH(X,Y nY,),
and let &' denote the image of & under the composite
ix!
H(X, Y, nY,) > H(X, Y, U Y,) = H(X,n X,,(X,nX,) (Y, U Y,))
—coefficients omitted. Then
dojo(x~E)=(d*x)~¢,

d,: HX,Y,uY,) - H(X, Y nY,)

where

and
d*: H*(X, 0 X,)— H*X,uX,)=H*X

are Mayer-Vietoris boundaries (cf. 111, 8).

Proof. Consider the diagram

H* (X, X,) = H(X,n X5, (X,n X,)n([uYy) —2— H(X, Y,uY,)

a% la*
H*(X,,X{nX,) H(Y,uY,,Y)
- TS
H*(Xy U X;, X,) » H¥(Y,, X, " Y,) " H(Y,, YN Y)
H*(X,UX,) = > H(X, Y,nY,),

where alt unmarked arrows are induced by inclusions. The composite
columns are d* resp. d, (cf III, 8.11); we have therefore to show that
the outer diagram (without middle horizontal) is commutative. The
element £, in the middle is the image of £ under the composite

H(X, Y, Yy) — H(X, (Y, A YU X,) = H(Y,, (Y,A Y) U(X, N Yy).
Recall that ~-products are induced by the chain map

S*XeSX ¥eL, g ¥ eSXeSX -EsSX,
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Let us denote this chain map by ~, too, so that [¢~z]=[p]~[z]
whenever ¢, z are suitable relative (co-)cycles, and [ ] is passage to
homology. Note further that ze SB, where B< X, implies ¢ ~z€SB for
every @eS* X; if, moreover, ¢ |SB=0 then ¢ ~z=0. This will be used
Nnow.

We choose a representative cocycle ¢ of x and extend it to a cochain ¢’
on X; then d¢’|SX, represents 6* x. By excision, there exists a cocycle
WweZ*(X, X,)such that |SX, =0¢'|SX,+ oy, where y'eS*(X,, X;nX,);
extend ¥/’ (by zero outside SX,) to a cochain Y S*(X, X,), and replace ¥
by ¥ —oy"; the new cocycle ¥ then satisfies ¥ |SX,=d¢'|SX,. Note
that ¥ represents the image of x in H*(X, U X,, X,) and H*(X,u X,).

Because X;nY,, X,nY,, X,nX, are open sets which cover X we can

(cf. 1II,7.3) find a representative u of ¢ such that p=p, +pu, + ' with

1 =CiY V. TI=-N D SR A HWeSQIY A~ Y Y and nF conree A e
chu\[‘l‘ |l2}, MZLU\J‘ I ]‘1}, f‘l‘_ukllll |1L2} ullu VUulO\.«, UMC

S(Y,nY,). Then p represents &', and p, represents &,. It follows that
the image of x in H(Y, U Y,, Y;) along the two ways of the upper part
of 12.21 has the representatives y—~u, tesp. d(p—~u)=(—1)°l p—~ayu.
We show that these are in the same homology class, i.¢. that the upper
part of 12.21 commutes. Indeed, we have

O ~pu) =09~ +(—1)*lp'~op,
=0¢' ~p (=)' ~u—(~1)"¢'~dpu, ~(~1)? o'~ oy,
and

(i) ¢’ ~p, =¥ —~p, because u,eSX, and Y|SX,=6d¢'|SX,,

(i) ¢'~0ou =@ ~0y because du'eS(X;nX,)and ¢'|S(X;nX,)=0,
(i) @' ~0ou— @' ~ou,eSY, because du and u, are in SY,.
Hence, (@' ~py) =Y ~p, —(—1)®l o ~3 modSY,, as required.

it remains to prove commutativity in the lower part of 12.21. Let
wveZ*(X,vX,,X,) Then Y—~(u,+u)=0 because p,+p'eSX, and
¥|SX,=0; hence, Y ~pu=y~pu,. Passing to homology this gives
[V]~¢=[y]1~¢;, as required. 1

12.22 Corollary. Let V', W, W’ be open subsets of a space X such that
V'eW and Wo W' =X. Then the following diagram

H* W —2 s H¥(X, W) ——— HXW', W~ W’)
(12.23) ~ ~4

HW,WAW)—— HX, W) — 2% HW, V)
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commutes for every (e H(X, V'), where & resp. &, are the images of & in
H(X, W)=HW, W W)resp. HX, V' OW)xH(W', V' U(WnW)).

Indeed, this is just the upper part of 12.21 for X, =X, X, =W, Y,=1",
,=W. 1

But actually, an analysis of the proof shows that we can take e H
where A is any subset of V'U{W n W’). For a better appreciation
result, or of 12.22, the reader might consider the special case V=0
{cf. also Exerc. 5).

(X, 4)
Oftus

12.24 Exercises. 1. Show that {x, &) =n, (x~¢&) for all xe H*(X, A; M,),
EeH(X,A; M,), where 5 is the augmentation map (tensored with
id(M,® M,).

2. Show that H(E.C; R) 1s a free H*(P.C; R)-module with one generator.

3*. If KcVcR" and ogeH, (V,V—K) are as in 11.17 Exerc.4 then
(y—~og)o {= £y, i, ()04, for yeH*V, (e HK.

4* Let (Y; B.} be any triad, let beSY be a chain such that

-_’1, 43 M Qily viiqal Ll o (SR 8 Liii

abeS{Bl,B} and YyeZ*Y a cocycle such that l,blSBz—O Wit
these data fixed, consider the following natural transformations
F,G: SX -S(X xY),

F(O=E(Wqge D(EZ)(ceb), G()=EZ(ceE(}eDb)),

where q: S(X x X)— SY is the projection, and D, E, EZ are as above;
cf. 12.1; VI, 12.20; VI, 12.25. (These two expressions are representatives
for g*[Y]~(c]x[k]) resp. [c]x([Y¥]—[h]); we want to show that
they are homologous, up to sign) Show that F and (-G
coincide if X is a point. Conclude by naturality that ¢ F=(— 1)l ¥l 4G,
hence (F—{—1IMIG): SX —ker(q: S(X x Y)—SY). Show that F, G
induce chain maps F,G: SX — S(X x Y)/S(X x B;). Combining, get a
natural chain map

(F—(=DFtWIG): SX —ker(g: S(X x Y, X x B))— S(Y, B)).

The acyclic model theorem (cf. VI, 11) shows that it is nulhomotopic (S is
a free functor, ker g is acyclic on models X =4 ), hence F~(—1)F¥G.
By naturahty of Fand G (applled to inclusion maps A — X)), find induced
\./ll(llll llldpb F G S(X AJ—’D[A X 1 }/O 1/‘1 X I A X le, dlld an ulduucu

homotopy F~(— 1)'¥IG. Passage to homology then shows

(q* y)~(Exn)=(=DFIIEx (y~n),



13. The Homology Slant Product, and the Pontrjagin Slant Product 245

where y=[y]eH*(Y,B,), n=[bleH(Y,B,uB,), (e H(X, A), provided
(Y;B{,B;) and (X xY; AxYuUX x B, X xB,) are excisive. Similarly
(or by applying t: XxYax¥xX to the above result) one finds
(p*x)~(Exn)=(x~E&) xn,, where p: (XxY,A,xY) (X, A,) is the
projection. Combining we find

(x % Y)~(Exm)=p* x—q*y~(Exn)=(— P p*x~(E x (y~n))
=(— )M x~ &) x (y~n),

proving 12.17.

5% Let VoW, V'cW’' be open pairs in a space X and assume
Wo W' =X. Generalizing 12.22, show that the following diagram

H*(W,V)—2" S H*(X, W)—— > H*(W W~ W)
(12.25) ~& ~&

HW,WAW)—— H(X, W) —25 HW'", V')

I g rrf v (177 R 7 775 W I,

mMmutes Oor CVCIy e lA Vv u VV}(\\V U W ”, WllClﬁ: Ql rcsp QZ
are the 1mages of ¢ in HX,VUW)xH(W,V'U(WnW')) resp.
H(X,VUW)xH(W,Vu(Wn W)).—Instead of open pairs one can
consider pairs of CW-subspaces of a CW-space X, or make the appro-
priate excision assumptions.

13. The Homology Slant Product,
and the Pontrjagin Slant Product

The homology slant product has been used in connection with cohomology operations
(Steenrod 1953), and S-duality (Spanier 1959). It will not be applied in this book
and will therefore be treated very briefly. It is dual to the homology x -product in the
same sense as the cohomology- x is dual to the cohomology slant. The Pontrjagin-slant
is obtained from the homology-slant by composition with a multiplication u: X x X — X ;
it turns the cohomology H* X of an H-space into a module over the Pontrjagin ring HX.

13.1 Definition. Let C, D be complexes and L, M modules over R. Define

9: Hom(CeD,L)e(Ce M) »Hom(D,Le M) by [Hpeceom)]{d)=p(cod)em.
Verify that this is a chain map.
Let now (X, A), (¥, B) be pairs of spaces. Consider the composite chain map

Hom(S(X x Y, Ax YU X x B), L)&(S(X, A)& M)
S(X x Y)
S{Ax Y, X x B}
-CEA®I, Hom(S(X, A)e S(Y, B), L) ®(S(X, A)e M)—2> Hom(S(Y, B), Le M),

aHom( ,L)@(S(X,A)@M)
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Passage to homology and composition with « (VI,9.11) gives a homomorphism
(13.2) H¥(Xx Y AxYUXxB;L)e H(X, 4; M)—> H¥Y, B; Lo M).

This homomorphism or the corresponding bilinear map is called the homology slant
product and denoted by /; more explicitly, we write (z/£)e H*~ (Y, B; L e M) for the image
of z@ ¢, where ze HMX x Y, A x YU X x B; L), £e H (X, 4; M). We leave it to the reader
to establish the formal properties of this product. Duality with the homology cross-
product is expres » 1 by the formula

(13.3) {zfS, > =Lz,EXn)>
where ze H*(X x Y, Ax YUX X B, L), (e H(X, 4; M), neH(Y, B; N); both sides of 13.3
are elements of Lo M e N.
13.4 Definition. Suppose now (X, p) is a space with a multiplication g: X X X — X. Then
the composite
H'X;L)e H,(X; M) ¥, H"(X x X; L)e H(X; M)~'>H""/(X; Le M)
or the corresponding bilinear map is called the Ponirjagin slant product. We write
(13.5) (¥ x)fE=xTE, for xeH"(X;L), (e H(X; M).

Again, we leave it to the reader to study the properties of T, in particular, to establish
the formulas for T which are implied by homotopy-associativity, -commutativity, -units
of w. For instance, if (X, ) is an H-space then T makes H¥(X; L) into a graded module
over the Pontrjagin ring H(X; R).



Chapter VIII

Manifolds

A manifold is a space which is locally like euclidean space. Some of the
most important topological spaces are manifolds: Lie groups and their
homogeneous spaces are manifolds. If a (compact) Lie group operates
on a manifold then the orbit of every point is a manifold; if the operation
is sufficiently regular then the orbit space is also a manifold. The set of
solutions x =(x,, ..., x,)€ R" of a sufficiently regular system of equations
o, (xy,....x,)=0, u=1, ..., m, is a manifold. These and other examples
justify studying the special homology properties of manifolds.

1. Elementary Properties of Manifolds

1.1 Definition. A Hausdorff-space M =M" is said to b¢ an n-dimensional
manifold, or n-manifold, il every point of M has a neighborhood which is
homeomorphic with an open set of R". I.e., an n-manifold is a Hausdorff-
space which is locally homeomorphic with IR”. Because of invariance of
dimension (IV, 3.8), if a manifold M is m-dimensional and n-dimensional
then m=n or M=0.

For'instance, every open subset of R” is an n-manifold. More generally,
every open subset of an n-manifold is again an n-manifold. Spheres $"
and projective spaces P, IR resp. P, C are manifolds of dimension » resp.
2n. The solutions of systems of equations often form manifolds (cf. 1.7).
The surfaces which we discussed in V, 3.11, Exerc. 1 and 2 are 2-manifolds.

1.2 Lemma. Every point P of an n-manifold has an open neighborhood V
which is homeomorphic with R". Any such V is called a coordinate neigh-
borhood of P, and any homeomorphism V—=s1R" is called a chart
(around P).

Proof. Let h: U — W be a homeomorphism of a neighborhood U of P
onto an open subset W of IR™. The image of the interior, h U, is open in W,
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hence Open in IR™. Let W’ be an open ball such that hPe W' <h U. Then
V=h"'W'is open in U, hence open in M, and Pe VW' ~R" |

Obviously every coordinate neighborhood of a manifold is an ENR
{=euclidean neighborhood retract). Therefore IV, 8.10 implies

1.3 Proposition. If a manifold M is the union of finitely many coordinate

neighborhoods then M is an ENR. |

This applies to compact manifolds, and to connected manifolds with
countable bases. (A recent study of the question how many coordinate
neighborhoods cover M is by W. Singhof, in manuscr. math. 29 (1979)
385-415) For manifolds with countable bases the ENR-property can
also be shown as indicated in IV, 8.11.

By V, 4.11 this implies

1.4 Corollary. If M is a compact manifold then H (M ; Z) is finitely gener-
ated for all i, and H,(M; Z)=0 for sufficiently large i (in fact, it vanishes
for i>dim(M), as we shall see in 3.3). 11

We now show that the solutions of a system of independent equations
form a manifold.

1.5 Definition. Let W™ be an m-manifold, and let g;,g,,..., g, k<m,
be real valued continuous functions which are defined in a neighborhood
of a point Pe W. We say, g, ..., g, are topologically independent at P if
there are continuous functions g . 1, ..., g,,,also defined inaneighborhood
of P, such that x— (g, x, ..., g, X) maps some neighborhood of P homeo-
morphically onto an open subset of R™ (injectively would be enough by
invariance of domain; cf. IV, 7.4).

Clearly, if g,, ..., g, are topologically independent at P then also at all
points of a neighborhood of P. An important example is the following.

1.6 Proposition. If U<IR™ is an open set, and g,,...,g,: U—>R are
continuously differentiable functions whose differentials dg,(P), ..., dg,(P):
R™— IR are linearly independent at Pe U then g,, ..., g, are topologically
independent at P.

Proof. Let g;.;,..., g, R™—> R be linear maps such that dg,(P),...,
dg (P), &> &nm are linearly independent Then the differential of

g U-R" gx=(g, x, v 8 X x) at P is isomorphic, dg(P): R™"=R"™;
Luﬁi‘ﬁf@fﬁ g is 110m60m0fp111C near P b oy the inverse f nction tuecrem

(Dieudonne 10.2.5). 1

In fact, g is even diffeomorphic near P, i.¢c. it has a differentiable inverse
near P.
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1.7 Proposition. Let N be a subset of the manifold W"+* which, locally, is
the set of solutions of k independent equations. This means, for every Pe N
there exists a neighborhood V' in W and functions gF,...,g0: VPSR
which are topologically independent at P and such that

NnVP={xeV’|gtx=0=g0x=.. =gl x}.
Then N is an n-manifold.

Proof. By assumption (of independence) there exists a homeomorphism
g”: V= U such that U is open in R"**=R*xR" and NnV'=
(g")"'[U n ({0} x R"™] (in fact, it may be necessary to replace V¥ by a
smaller neighborhood first). Thus N n V¥ is a neighborhood of P in N
which 1s homeomorphic to an open set in {0} x R"~R". |

1.8 Remark. A subset N of a manifold W as in 1.7 is called a locally flat
submanifold. Not every subset N of W which is a manifold is locally flat:
there are counterexamples even with W=IR? and N~S$! or $2 (cf.
Artin-Fox). On the other hand it is not hard to see that every compact
manifold (more generally: union of finitely many coordinate neighbor-
hoods) is homeomorphic with a locally flat submanifold of some
euclidean space (cf. Exerc. 5).
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inequalities h>0. This leads to the following

1.9 Definition. Let R" = {xeR"|x, >0}, the “upper half” of R". A Haus-
dorff-space L=L"is called an n-dimensional d-manifold (or n-manifold
with boundary) if every point Pe I has a neighborhood U which is homeo-

QA2 G AALipar U IOV B AR A AR IARS

morphic with an open set W of R",. Let h: U— W be such a homeo-
morphism. We say P is a boundary point of L if h(P)eR" '=

{xeR"|x,=0}: otherwise P is an interior point of L. The property of

being a boundary (interior) point does not depend on the choice of
h: UxW (invariance of the boundary; cf. IV, 3.9). The set ¢L of all

1
oundary points is an (n—1)-manifold (possibly empty), calied the

on

boundary of L; the set i L of all interior points is an a-manifold, called the
interior of L. The interior is an open subset of L, the boundary is closed,
and i1 ual =1 il ~al =0

CLIENL LLA\JL/LJ—L, Lisi VUL — Y.

As in 1.2 one shows that every point of i L resp. L has an open neighbor-
hood (called coordinate neighborhood) which is homeomorphic with IR”
resp. IR” ; these homeomorphisms are still called charts.

1.10 Examples. Every manifold i1s a ¢-manifold (with empty boundary).
IR, 1s a ¢-manifold, and every open subset of a d-manifold is also a
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J-manifold. The n-ball IB” is a ¢-manifold, with boundary JIB"=$"""!
The product of a manifold M with a ¢-manifold L is a d-manifold, and
¢(M x L)y=M x ¢L (proof clear). More generally, the product of two
¢-manifolds L, I’ is a ¢-manifold, and ¢(L x C)=0L x L' L x 0L (proof
left to the reader). Solutions of combined equalities and inequalities often
form ¢-manifolds (Exerc. 4).

If two ¢-manifolds have homeomorphic boundaries then one can paste
them together along the (common) boundary and get an ordinary mani-
fold—just as R” can be obtained by pasting two copies of R" . More
precisely,

1.11 Proposition. Let L, L be n-dimensional é-manifolds and n: ¢L— 0L
a homeomorphism. Then M =(Le L)/(yv~n(y) for yedL), the space which
is obtained from the topological sum Le L. by identifying corresponding
boundary points, is an n-manifold. It contains L,L as subspaces via
LLcLoL P, M and LUL=M, LnL~éL~0L. We shall some-
times write M =L, L.

sz nF d e s Tin mrerdne t

Tl - A oy .
JllCl)lUUJ. > LlullCUUVlUle 111 CGHUcCt 1

to show that Pe L.~ I hasaco
neighborhood in M one uses coordinate neighborhoods of P in L and
inL., |

For example, if L' =L and y=1d (L) we say that M =L ;4 L is obtained
by doubling L. If L=0Lx[0,1) then JL=0Lx{0} «57—0JL with
j(»)=(»,0); in this case we say M =L u;(dL x [0, 1)) is obtained from L
by attaching a collar.

1.12 Exercises. /. A space which is locally homeomorphic with IR" is
always a T,-space (points are closed) but not necessarily hausdorff. For
instance, if X” is obtained from two copies of IR" by identifying corre-
sponding points outside the origin then X" is the union of two coordinate
neighborhoods ~IR” but X" is not hausdorff.

2% Let W be a well-ordered set which represents the first non-countable
ordinal. Order W x [0, 1) lexicographically,
[(w, )< (W, )] e [w<w', or(w=w"and t<t)],

introduce the order topology in Wx [0, 1), and call the resulting space
LH (“long half-line”), Show that LH is a connected 1-dimensional
¢-manifold whose boundary d(LH) consists of a single point and whose
interior i(LH) cannot be covered with countably many coordinate
neighborhoods. By doubling LH one obtains the “long line” LL=
LH u,;LH. Show that LL#&i(LH) (LLis “long at both ends”, i(LH)
only at one). Compare Kneser-Kneser.
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3Mh:VoR" K:V'— R"are charts of a manifold M" then
Wh='s h(VAaV) (VA V)R

is called change of charts. A set of charts .o7 = {h: V"~ R"} is called atlas
if { Jyew V=M. An atlas all of whose changes of charts are C” (-times
continuously differentiable) is called C"-atlas. Two C-atlasses .o, .o/’
are C'-equivalent if o/ w .o/’ is also a C'-atlas. An equivalence class of
C'-atlasses is called a C"-structure on M, and M together with a C"-struc-
ture is a C"-manifold (or smooth manifold if r=o0). Not every manifold
admits a C'-structure (cf. Kervaire) but for r>0 every C’-atlas is
C'-equivalent with a C*-atlas (cf. Koch-Puppe).

(a) Define C*-maps between C’-manifolds, s<r, using the charts of the
given C"-structures.

(b) Show as in 1.7 that a subspace N of a C"-manifold W"+* which,
locally, is the set of solutions of k C*-functions with independent differen-
tials (1<s<r), inherits a C*-structure. It is then called a C*-submanifold
of W.

{c) Adapt the proof of IV, 8.8 to show that every compact C"-manifold
1s C"-homeomorphic with a C"-submanifold of some euclidean space.

4. Let N be a subset of a manifold W"** such that for every PeN there
exists a neighborhood V¥ in W and functionsg?, ..., ¢l hY, .. WY VPSR
(k fixed, I may depend on P) which are topologically independent at P
and for which

NaVP={xel? g (x)=0,hl(x)=0 for all u, v}.

Then N is a ¢-manifold of dimension n.

5. Show that every compact n-manifold M is homeomorphic with a
locally flat submanifold of some R*. (Hint: The proof of IV, 8.8 yields
the required embedding M — R*; remark that the graph of every map
M — R' is locally flat in M x R'). Extend the result to manifolds with
countable base, using arguments as in Bos.

2. The Orientation Bundle of a Manifold

If M" is a manifold we topologize the union | ), ., H,(M,M —P) of its
local homology groups; the resulting space M is called the orientation
bundle of M. It makes sense then to speak of continuous functions ¢
with @ (P)e H (M, M — P), Pc M (sections of M; cf. 2.4), and this in turn
allows to define the notion of an orientation of M (cf. 2.9). In VIII, 3 we
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shall use the group of all sections to provide a convenient description of
the n-th homology of open sets in M.

2.1 Proposition and Definition. The local homology groups H,(M",M"—P;, G)
of an n-manifold M" are zero for j+n, and H(M,M—P;G)=G=
H(M,M—P.;Z)eG. A generator op, of H,(M,M—P;Z) is called
orientation (of M) at P. There are exactly two orientations at every point P,
say 0, and —o,.

For G=7Z the proposition follows from IV, 2.2(c) and IV, 3.7 because
M" 1s locally homeomorphic with R". For the general case one can apply
the universal coefficient theorem or (simpler) use S(M, M — P)~(Z,n). 1

We now relate local homology classes in different {close-by) points.

22 Lemma. Let z,z’€S(M ; G) be cyclesmod M — P,i.e.dz,0z'eS(M —P; G).
Then there is a neighborhood V of P such that z, z' are cycles mod M —Q
for every QeV, ie. dz,c2'eS(M —V; G). If the homology classes of z,z'
agree at P, [z]p=[z']1pe H(M, M — P G), then they agree at all points Q
of a neighborhood V'V, i.e., [z],=[z'], for every Qe V' (Remark. Using
5.18 this means H(M, M—P)zii‘)m HM . M—-V))

Proof. The chains dz, ¢2" are finite linear combinations (coefficients in G)
of simplices ¢ with im(¢)c M — P. Since im(o) is compact there is a
neighborhood V, of P such that im(e)c M —V,, and V=)V, is a
neighborhood of P such that 0z, dz’eS(M—V; G). I [z]p,=[z"], then
a chain ceS(M; G) exists such that z—z' —dceS(M —P; G), hence (as
above) z—z' —dceS(M —V'; G) for some neighborhood V' of P (which
we may take within V). |

2.3 Definition and Proposition. We shall associate with every n-manifold
M and every abelian group G a new manifold M®G and a covering map
v6: M®G — M such that yg'(Py=H_ (M, M —P; G), for PeM in parti-
cular, Mo G=|Jp. H,(M, M —P;G), as a sct. As lo the topology in
MeG, we consider pairs (V,z) where V is an open subset of M and
ze Z, (M, M —V;G)is a cycle mod M —V; we define

Vz= {[Z]PEHn(Ma M_Ps G)|PE V}7

and we assert that the set of all such V, is the base of u topology in MeG.
With respect to this topology the map 7. is locally homeomorphic, and it is
even a covering map (cf. Massey, chap. V). Furthermore, the maps
(u,v)r>utv of D={(u,vV)e(MOG)x (Mo G)|y;u=7y,v} into MeG are
continuous, i.e. addition and subtraction in M®G are continuous where

defined.
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For G =7 we abbreviate =7, M®Z =M. The map v: M — M is called
the orientation-bundle (or -sheaf) of M. The map

p: M %,  f{uw)=]u| =absolute value of ue H,(M, M —P)>Z,

is continuous, i.e. locally constant. In particular, M decomposes into a
topological sum,

M=M@OeM1)e M(2)®---, where M(r)=p"1(r).

The restricted maps v|M(r): M(r)— M are also covering maps.

Proof. Every ue M®G lies in some V,; indeed, if ze Z, (M, M —P; G)
represents u then, by 2.2, there is an open neighborhood V of P such that
ze€ Z,(M,M —V; G), hence ueV,. If ue(V, n V") then, again by 2.2, we
can choose z and V<= (V' n V") such that [z],=[2z],=[z"], for all
QcV, hence ue V, = (V). ~ V). This proves that the set of all V, is the base
of a topology.

Next we show that 7, is locally homeomorphic. Clearly y; maps V,
bijectively onto ¥, hence y. is open and locally bijective, and we have
only to show continuity. Let then W be an open neighborhood of P =y ;(u).
As we know already, u lies in some V,, hence (VV» W), is a neighborhood
of u which maps into W,

The map (u,u)—>utu takes Dn(V,xV,) homeomorphically onto
V,. . {we just saw that both sets are homeomorphic with ¥ under y),
and is therefore continuous.

[t remains to show that § is locally constant, and 7y is a covering. Given
PeM, choose a closed ball around P (in some coordinate neighborhood)
and let V denote its interior. Then M —V is a deformation retract of
M—Q, for every QeV, hence 12: HM,M—V)=HM,M-Q). If
ze Z,(M,M —V; Z) then [z],=12[z], hence B([z]y)= {21yl =[]l is
independent of Q, hence fi is constant in V,, as asserted. Moreover, if we
choose a generator [z] of H, (M, M —V; Z)=Z then 75' (V)= J,c¢ Veos
is a decomposition into disjoint open sets V,g,, €ach of which maps
homeomorphically onto V. Therefore y,; (and each y|M(i)) is a covering

map. |1

2.4 Definition. Let M” be a manifold, y: MeG-—>Masin23,and Ac M.
A map s: A MeG is called a section (of y; over A)if y, s(P)=P for all
PeA. By 2.3, the sum or difference of two sections is again a section.
The sections therefore form an abelian group which we denote by I'(4; G).
Because v is locally homeomorphic we have the following two properties.

(2.5) Given ue M ® G, there exists a neighborhood V of y¢(u) and a section
sel'(V; G) such that s7pq(u)=u.
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(2.6) If s,teI'(A; G) agree at Pe A, then they agree in a whole neighbor-

hood of P; in other words, {QeA|sQ=tQ} is an open set in A. |}

If [z]eH,(M,M—A;G) then Q—[z],, Q€ 4, is a section over A which
we denote by J , [z](continuity of J , [z] becomes obvious when restricting
to sets V). In this way we get a homomorphism.

2.7) Jyo H{UM M —A4;G)-1(4;G), (J,[z2D)(Q)=[z],
which will play a fundamental role in VIII, 3. It is clearly natural with
respect to inclusions, i.e.,

28 If Ac A'cM then

HM M—-A;G) (A G)

[i* Jp
H (M, M—A;G)—4 I'(4; G)

is a commutative diagram, where i=inclusion and p=restriction, p(s)
=s5|4. 1

2.9 Definition. A section O: 4 — M = M&Z is called an orientation of M
along Aif O(P)=1for all PeA, i.e,if O(P)eH,(M,M — P)is a generator
(= orientation at P) for every Pe 4. Or we can say, an orientation along
A consists in selecting continuously an orientation at each Pe A. We say,
M is orientable along A if such an O exists. In case A=M we speak of
orientation respectively orientability without further specification. If O
is an orientation of M, and ¥ < M is an open set then O|V is an orientation
of V.

If se'A=1(A;Z) is a section which is nowhere zero, sP+0, then
P+ sP/||sP| is an orientation. In particular, M is orientable along A if
a nowhere-zero section seI' A exists.

If Ol A is an orientation along A then we get a homeomorphism
(2.10) AxG-—"59z"A, by (Bg)—0(P)eg.

In particular, M® G M x G if M is orientable. A scction seI'(A4;G)
then takes the form of a locally constant function s: A — G; the group
I'(A; G) becomes isomorphic with the group of locally constant functions
A— G, If A4 is connected then locally constant functions are constant,
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hence I'(A; G)= G. In particular, '(M)=Z if M is orientable and con-
nected; M has exactly two (opposite) orientations in this case. For instance,
if M=8"and {e H ($"; Z) is a generator then J({)e I'$" is an orientation.
This shows that our definition 2.4 of FTA=TI'(A; Z) for A <S"is equivalent
with the one we gave in IV, 6.2.

2.11 The Orientation-Covering. The manifold M(1) is often called
orientation manifold of M; its points are just the orientations at the
various points of M. The orientation manifold M(1) is always orientable:
Its canonical orientation O selects that orientation at ue M(1) which is
mapped into u under y_: H"(M(l), M(l)—u{u});Hn(M,M—P) (this is
well defined because y=vy, is locally homeomorphic; cf. 1V, 3.7). Of
course, M(1) is not distinguished from any other M (i) with i >0. Indeed,
ui— i - uisa homeomorphism M (1)~ M (i) which commutes with .

The map y,=7y|M(1): M(1)—>M is a two-sheeted covering, and an
orientation is a section of y,, hence M is orientable if and only if the
covering 7, is trivial. Since two-sheeted coverings are in one-one cor-
respondence with subgroups of the fundamental group n, M of index
<2 (cf. Schubert IIL, 6.8) we get

2.12 Proposition. I M is a connected manifold whose fundamental
group w, M has no subgroup of index 2 then M is orientable. Because
H,=m, abelianized (cf. Schubert 1V, 3.8) we can also replace n; M by
H; M in this statement. |

If w: [0,1] - M 1is a path, and u an orientation at w(0) then by Satz1 in
Schubert III,6.3 a unique path w: [0,1]—M(1) exists such that
yw=w and w(0)=u. We say w(t) is the continuation of u=w(0) along w,
and w(l) is obtained from u by continuation along w. This orientation
w(1) at w(1l) depends only on the homotopy class of w. The manifold M
is orientable if and only if W(1) is independent of w. In that case an
orientation of M is obtained by choosing an orientation u at one point
PeM and continuing u along all possible paths (assuming M connected).
All of these assertions are proved in the theory of covering spaces
(Godbillon VII-X, MasseyV, SchubertIIl, 6). The proofs are
simple, and even the reader who is not familiar with covering spaces,
is invited to try for himself.

2.13 Orienting Products. Given manifolds M™, N", we consider the
following map between orientation bundles

e ——

e MxNoMxN,  u(u,v)=uxuv;
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note that

uxreH

m-n

(M, M~P)x(N,N—-Q)}=H,, (MxN,MxN—(PQ)).
Clearly yM*N =M x N If V=M, WcN are open sets and
yeZ, M. M-V}, zeZ (N,.N—W)

then EZ(yez)eZ, MXN,MxN—-VxW), and p maps V,xW,
homeomorphically onto (V x W), e, (recallthat [EZ(y ® 2)]=[y] x [2],
where EZ is an Eilenberg-Zilber map). In particular, u is continuous.

[f A= M, B N, and sel'A, teI'B then the composite A x B—* M x N

————

—£5>M x N is also a section.” There results a (bilinear) mapping
(2.14) (FA)x(I'By—>T'(AxB), (s, t)> pe{sxt).

If ueH (M,M—P), ve H (N,N—Q) are generators then u xv is also
a generator (cf. VII, 2.14). Therefore, if sel'4, teI'B are orientations
along A respectively B then po(sxt)is an orientation along A x B; it
is called the product orientation. In particular, the product of oriented
manifolds is oriented (by the product orientation). |

The square M x M of an orientable connected manifold M has a canonical
orientation, namely O x O where O is any one of the two orientations

of M. In particular, C=IR xR is canonically oriented, and therefore

an P ; 17 i Ay ) .
C" is canonically oriented (by O¢ X Og X -+ X Og).

We now consider ¢-manifolds 17, We want to relate the orientation

bundles iL and OL. Every open set V<L is itself a d-manifold, and
iV=Vn(iL),0V=Vn(ZL). In analogy with 2.7 we define homomorphisms

215) Jyr H(L, L=iV;G) > T(V;G),  (JpyDP)=[y]p.

where yeZ (L, L—iV; G), and [y], is its class in
H(L,L—P;G)~H,(LiL—P;G), PeiV.

a. ; . . 0
(2.16) J2: H,_(L—iV,L—V;G)>T@V;G), (J

where zeZ,_ (L—iV,L—V;G), and [z], is its class in

€XC

H(L—iV,L—iV—0:G)=H@L,dL-Q:G), QedV.
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In diagram form, J;;, J;, are so defined that

H(L,L—iV:G)— 2 T(iv; G)

|

H (L ,L—P;G)—=- H (iL,iL—P;G),
(2.17) 2
H, (L—iV,L—V;G)—%T@V;G)

| [

Hn—l(L_lV-:L_lV'—Q: G)(;—Hn—l(alﬁaL_Q: G)

are commutative for all Pe iV resp. Qe 0V, where e assigns to each section s
its value at P resp. Q.

We omit the easy continuity proofs (cf. parenthesis before 2.7), and also

tha 17:314'“{\0{1’

Aan nf tha fall o na M RS o
il VollllvAlivill vl oLl

+ 1 ~AC
1€ IoHOowIng naturaiity properues.

2.18 Lemma. If V< V' L are open sets then the following diagrams are

ffT
commultative,

H(LL—iV:G)—>rv;G) H,_(L—iV' L-V;G)2*>IEV':G)

P A

H(L,L—iV;G)—2 (iV;G) H,_ (L—iV,L-V;G)—"T(0V;G),
where p(s)=s'|iV resp. p(s)=5|0V. 1

2.19 Proposition. If I is a 0-manifold then there exists a unique family of
homomorphisms {0y: I'(iV; G) = I'(CV; G)}y open in 1> Which is natural with
respect to inclusions V<V’ (i.e., p 6y =0y p) and makes

H,(L L—iV;G)—% > [(iV: G)

(2.20) Jat Jav

H _(L—iV,L—V,G)—%rV; G)

commutative. Moreover, if O I'(iV) is an orientation of iV then 8,, OeI'(0V)
is an orientation of 0V, called induced orientation. In particular, if il. is
orientable then so is 0L. An orientation of iL is often called orientation
of L, and L is called orientable if i L 1s so.
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Proof. If QedL then there is an injection {xeR" ||x||<1}— L which
takes {xeR" |x|| <1} homeomorphically onto an open neighborhood
W of Q; in fact, these “half-balls” W form a neighborhood base at Q
(just look at a coordinate neighborhood). If Wis a half-ball then deforma-
tionretractions L —iW~L —P(forPeiW),L-W~L—iW—-Q,L -W=x>~L
exist (deform radially from P resp. Q resp. (0,0,..., —1)eR"—~RR",),
hence H(L,L—iW; G)~H(L,L—P;G),

HL—iW,L—W; G)~H(L—iW,L—iW—0Q;G),

and 0,: H,(L,L—iW;G)=H, (L—iW,L—W;G), from the exact
homology sequences of the appropriate triples. Also

e: IiW; G)~H, (iL,iL—P;G)=G
e: FowW:G)=H, ,(0L,dL—Q;G)xG

o~ A~

iI/r\F ~{iT /T/“\vf: nT/T/ﬁFN(QT/T/\VF (ﬁ:r\q" 11‘:1 !/T/NID" HT/‘VN

L W \L rr I Fr } P WwisClil LildL

IR” ! are orientable and use 2.10). It follows then from 2.17 that J;,, J§;, are
isomorphic (all the other arrows are), and therefore 2.20 shows that
ow=Jy 0,(Jy)" is unique and, being a composition of natural iso-
morphisms, is natural (with respect to inclusions of half-balls). Moreover,
it is isomorphic and hence (for G=Z) takes orientations (= generators)
into orientations.

Let #'={W} denote the set of all half-balls. If 1= L is an arbitrary
open set, and sel'(iV; G) then, by naturality, d,(s) must satisfy

(2.21) Oy(s)| W =20y (s|W), for every half-ball WcV.

Since 0V =)y, OW, We¥, this determines J,(s). We now want to
show that, (i) the partial sections ¢y (s|W) match on the intersections
(W) (0W") (so that 2.21 deflnes dy); further, (1) 0y (s+5)=(Cys) £
(0y 8", (iii) naturality p &y.(s) =0y, p(s') for V< V', and (1v) commutativity
of 2.20, i.e., J{Z@*(C)=6V Ji(£). Each of these formulas expresses an
equality of sections in some JU where U c L is open. In order to prove
this equality at QedU one chooses a half-ball W such that Qe Wc U
and restricts to W where one already knows the assertion to be true.
Similarly for the second part of 2.19: If OeI'(iV’} is an orientation then
also O|W for every half-ball W<V, hence @,(0)|0W=2,(0|W) 1s an
orientation, and hence also ,,(0) because ¢V ={_J,, ., dW. 1

2.22 Exercises. 1. If X is any Hausdorff space then the union
X:UPGXHn(XsX_P)

of its local homology groups can be topologized and a projection
11 X — X can be defined as in 2.3. This map will still be locally homeo-
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morphic but not necessarily a covering map. If, for all Pe X,
H/(X,X-P)=0 for j+n, H,/(X,X-P)=Z,

and if y is a covering map (equivalently: f is locally constant) then X

is called a generalized n-manifold. How would you define a generalized
d-manifold?

2. Let M" N" be manifolds of the same dimension and f: M — N a map
which is locally homeomorphic (e.g. a covering, or the inclusion of an
open set). Show that f induces natural homomorphisms f*: I'(B)—
F(f~'B) for alt BcN (defined by fl[(f*t)P1=t(fP); cf. IV, 34).
If teI'B is an orientation of N along B then f*t is an orientation of M
along f~! B. In particular, if N is orientable then so is M. If M, N are
oriented by orientations O, O then [ is called orientation preserving
(resp. reversing) if f* O"=0 (resp. f* O’ = —0). In particular, this applies
if M=N, 0=0".

3. Let p: M — N be a covering map. If N is orientable then so is M. If p
is a regular covering (cf. Schubert III, 6.6) and M is orientable then
N 1is orientable if and only if every covering transformation M — M is
orientation-preserving,

4. Consider the map : M x N — ]\7[—3?—]\/7 of 2.13 and verify y* *¥(u(B0)) =
(M (P), y™(Q)), BM*M(u(P,Q))= B (P) p¥(Q), for PeM, QeN. Show that
the restriction of u defines a two-sheeted covering

e

M) x N(1)— (M x N)(1),
which is trivial if and only if one of M, N is orientable. Generalizing pu,

define (Mo G)x(Ne G’)—»(M}@(G@ G') where G, G’ are arbitrary
abelian groups.

5. Show by an example (Mdbius-strip) that the boundary JL of a

Aormmanmifald T can 1'\;: nrn:nfq]'\ln unﬂnnnf I heino {\I‘1Pﬁf‘;|]‘\]n FQI’I |1‘

v Jllullll\llu p ) Uvw wVilwviilduiw ¥y ivl L)\.I.llls Wl Awiitl UL,

happen that &, (s)e ['(¢L) is an orientation but se 'L is not? Show that
the answer is no if every component of L has a non-empty boundary.

3. Homology of Dimension >n in n-Manifolds

This § generalizes to arbitrary n-manifolds M" what was proved for
spheres 8" in IV, 6. Roughly speaking, we show that the homology of
(pairs of) open sets in M" vanishes above n and coincides with a suitable
group of sections (VIIL, 2) in dimension n. More generally, this holds
for retracts of open sets.
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3.1 Definition. Let Bc A<M where M is an n-manifold, n>0. Let
I'(A, B; G) denote the group of sections of y. {2.4) over 4 which vanish
on B, I'(4,B;G)={sel'(4;G)|s|B=0}. There exists then a unique
homomorphism J,z which fills the following diagram,

H,(M—B,M—A;G)— H,(M,M —A4; G)——— H,(M,M — B; G)

(3.2) EJAB lJA JVJB

0—1I(4,B;G) = »['(4; G)—" > T(B; G),

where p(s)=s|B, and J,, Jy are defined in 2.7. This assertion is clear
because the rows of 3.2 are exact and the right square is commutative. |

3.3 Proposition. If X <Y are subsets of M" which are neighborhood
retracts (e.g., if X, Y are open) then

(a) H/(Y.X;G)=0 for i>n,
(b) J=Jy_x.u_y: H(Y, X; O)=>T'(M—-X,M-Y; G)

is a monomorphism whose image consists of all sections with bounded
support, i.e. of all sections se'(M—X,M—Y;G) for which the set
{Pe(M —X)|s{(P)%0} is contained in a compact part of M. If I, denotes
the group of these sections then we can also write

J=by_xmu_y H(L,X; G)=zL,(M—X, M~-Y; G)
Note that I, =1"if Y — X is compact.

3.4, Corollary. If M is an n-manifold and C<M a closed connected
subset then

G if Ciscompact and M orientable along C,

o ) G*¥Z,={ge(|2g=0}

H,(M. M= C; 6)= if C is compact and M not orientable along C,
0 if Cisnot compact.

In particular, this applies to C=M if M is connected.

Proof. We have H (M,M —C; G)=T,(C; G). If C is not compact then
I{(C; G)=0.1f C is compact then the sections of y5: M &G —M over C
can be identified with those components of y;' C which are homeo-
morphic (via y;) with C; this follows because yq is a covering map.
If M is orientable along C then y;'Cx~CxG, hence I(C;G)=
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I'(C; G)=G. If M is not orientable along C then the orientation covering
y,: M(1) —»M is non-trivial over C, i.e, y7' C is connected. The com-
ponents of y7! C are then of the form g(y;' C), where

3. M(1) >MeG, §u=ueg, and geG

(use neighborhoods ¥, as in 2.3 to prove continuity of ). The only points
of g(y;! C) which under y, map into QeC are ueg and (—u)®g=
ue(—g), where ue H,(M,M — Q;Z) is a generator. Thus y¢|2(y; ! C) is
homeomorphic if and only if g= —g, i.e, if and only if 2g=0. 1

3.5 Corollary. If M is an n-manifold and C =M a closed connected subset
then the torsion subgroup of H, (M, M —C;Z) is of order two if C is
compact and M non-orientable along C, and is zero otherwise.

Proof, Let g be a non-zero integer. If C is compact and M orientable

along C then

Z,xHMM-C;Z)=H,MM~-C,Z)®Z,eH, (MM—C,Z)+Z,
~Z,oH, (M,M~C,Z)+Z,

(using 3.4 and the universal coefficient theorem), hence
H,_ (MM-C,Z)*Z,=0.

Similarly, 0=H,M,M -C,Z)=H,_(M,M—C;Z)+Z, if C is not
compact, or if M is not orientable along C and ¢ is odd. Since

H,_,(M,M—C;Z)*Z,={aeH, ,(M,M—C;Z)|qa=0}

this shows that H, _,(M,M — C;Z) has no g-torsion in these cases.
Finally, if C is compact and M non-orientable along C then (again
by 3.4)
Z,=H(MM—-C;Z)=H, (MM-—-C,Z)+Z,
={acH,_ ,(M,M—C;Z)|4a=0};

this easily implies that H, ,(M,M — C; Z) contains just one non-zero
element of finite order. |

3.6 Corollary. For any AcM let c,(A) denote the number of bounded
components of A (i.e. components whose closure in M is compact).
If M is a connected n-manifold and X <M is a neighborhood retract,
X+ M, then

(3.7) ¢,(M —X)=c,(M)+dim(ker[H,_(X;Z,)—~H,_(M;Z,)]).
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In particular, if H,_,(M;Z,)=0 then
oM —X)=c,(M)+dimH,_(X:Z,).
If M is orientable then we also have

(3.8) ¢,(M—X)=c,(M)+rank(ker[H,_(X;Z)—H, ,(M;Z)]).

These results generalize the Jordan theorem IV, 7.2. Intuitively, they assert
that every non-trivial cycle of X which bounds in M separates M. Note
that ¢,(M)=1 or 0 depending on whether M is compact or not.

Proof. As in IV, 7.1, one easily sees that ¢,(4)=dimI,(A4;Z,); hence
¢,(M—=X)=dimH,(M, X;Z,), and ¢,(M)=dim H,(M;Z,), by 3.3. For-
mula 3.7 now follows from the exact sequence

H(X:;Z,)—>HM;Z,)-H (M, X;Z,)-H, (X;Z,)—-H, (M;Z,)

because the first term vanishes: H, (X Z,)=I,(M,M — X ; Z,)=0, the
latter because M is connected and M — X +0.

If M is orientable then we also have c,(4)=rank I;(A4), and we can
replace Z, by Z in the preceding argument. |

3.9 Corollary. Let X"~ be a compact connected (n—1)-manifold, M" an
orientable connected n-manifold, and i: X ¢ M an embedding such that X
is nulhomologous mod 2 in M (thismeans i : H, (X;Z,)— H,_,(M;Z,)
is zero). Then X is orientable and is nulhomologous in M with integral
coefficients.

For instance, there is no embedding P, R — R**+! and every embedding
P R— P, R is isomorphic on H,, (—; Z,).

Proof. Comparing 3.7 and 3.8 shows
rank ker[H, (X;Z)—*>H,_,(M;Z)]
=dimker[H, (X:Z,)—"*>H, ,(M;Z,))]=1,

the latter by assumption i, =0. It follows that H, (X ;Z)=Z (cf.3.4)
and im(i}) is finite; since H, ,(M;Z) is torsionfree (3.5) this implies
im(i,)=0. 1

Proof of 3.3. Note first that the image of J is indeed contained in I,
because every homology class y has a representative chain in a compact
part K of M (hence (Jy)P+0=> PeK)—We now proceed in several
steps.
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Case 1. X is open, Y =M is an open subset of S".

For integral coefficients, G=Z, this is contained in IV, 6.4; one has to
remark that I,(M — X)=T(8$"—X,$"—Y). For arbitrary coefficients G
the proof carries over word by word; in fact, the hardest step 5 of that
proof can be omitted here because X, Y are assumed to be open.

Case 2. X is open, Y:MzULl V; is a finite union of euclidean open
subsets V; (i.e. V; is homeomorphic with an open subset of R”).

This case is reduced to casel by the Mayer-Vietoris principle 1V, 6.7
which asserts

(3.10) If (Y; X,, X,) is an excisive triad in M and if (3.3a,b) hold for
(Y, X)), (Y, X,) and (Y, X, v X,) then also for (Y, X, N X,).

In IV,6.7 we assumed G=Z and M=$" but the proof is exactly the
same in the general case 3.10.

Getting back to our assumption, if r=1 we apply case 1. In general, we
proceed by induction on r; if r>1 we have M=V U V;, where V] is a
union of less than r euclidean open sets. We can then find open sets W,
such that W, <V, and M =W, uW,. For instance, with some metric
on M we can take

W,={xe M|2-distance (x, M — V{)>distance (x, M — V,)},
and similarly for W,. Let X, =X U(M —W,). Then
HM,X)~H(V,, V[ nX,)
by excision. Therefore the inductive hypothesis (applied to the manifold ¥;)
gives H,(M, X )=H,(V/, ¥, nX,)=0 for j>n, and

a X e

rr I X
H, (M, X

k),_ 7
the latter because V,~X,=M —X,. Thus 33a,b hold for (M,X)),
(M, X,), and by the same argument also for (M, X, U X,). Therefore
they hold for (M, X, X,) by 3.10. But X; nX,=X because

fY7P YA N { v \N__ Tsianxr B YERY
TV, Vi MY AR j = 4p ¥ — A= Il 7 Ay ),

(M — W) (M — W)= M — (W, UW,)=0.

Case 3. Y=M as in case 2 (a finite union of euclidean open sets), X an
arbitrary neighborhood retract.

As in 1V, 6.4, this is the most difficult case. The proof is very similar to
step 5 of IV, 6.4 but still the situation seems different enough to justify a
repetition of the argument. Note that M and every neighborhood
retract of M is an ENR (IV, 8.10).
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We can assume M 1s connected (otherwise we argue for each component),
and X +M. Then I'M,M —X)=0, hence H, X — H, M is the zero map

because it factors: H, X —2>L(M,M — X) 1 M H_ M. The homology
sequence of (M, X) then shows H,(M,X)~H;_, X for i>n. Now, if
U=+M is an open set which retracts onto X then H;,_ (X< H, , U=
H,(M, U)=0, the latter by case 2. This proves part {(a) of 3.3.

For (b) we consider the diagram

0O->H M-—"=>H(MX) — I:IH_IX —0

a1 : { I

0 LM —* >L(M—-X)——T(M-X)—0,

where FI,,_ X =ker(H,_ X— H,_, M)=coker(x), 1 (M — X)=coker{x'},
J is induced by J. It follows that J=J; is isomorphic if and only if

. is isomorphic. In particular, J,, is 1somorph1c for all open subsets U
f M, by case 2.

Let r: U—>X be a retraction of an open subset. If we choose U small
enough then z r~iVs U—M, where i*, iV are inclusions (cf. IV, 8.6),
hence i¥ r, =i", hence ry maps HU= ker( V) into AX =ker(i¥), and is
a left inverse of I, - HX —>H U. In particular, i, is monomorphlc The
diagram

Q.

an
J

(3.12) f |
FM—-X)— >I(M-U)
then shows that .J is monomorphic.

To prove surjectivity we choose, for every Q (M — X), an open set V;, such
that X< VocU—~Q and ig(r|Vp)=~ky: Vo— U—Q where iy, ky are
inclusions (this is possible by 1V, 8.6); then iy.(r|V}), =ky.. We record
the whole situation in the diagram

A_ X2 A,_ v, 2 A_(U-Q) —¢1

R l | I

ﬂMéXPTaﬁM—%%EﬂmeUﬂ@}??ﬂMuw,

Q

igr=kogeJors  Tg=kolg, 1=lglp.
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Let po=(r|V,), J1j,: (M —X)—H,  X.Then
AY I I* Q T ) n 1

(3.14) ind po=1y

because

i’prQ——-ibf(rWQ)*f‘l" =T igu(r|Vg), I i
==fk ~ljo=ky JJ- Yo=kpio=1y.

Composing (3.14) with IQ gives (I J) po=1. The right side of this does
not depend on Q, and i’ J=TJ i i, is monomorphic, hence p = p,, is independ-
ent of Q. We claim Jp=id; 1n particular, J is epimorphic.

Let sel,(M—X), and §el(M—X) its coset. Let sel,(M—X) be a
representative of J p(5). We have to show that s and ¢ differ only by a
global section tef, M. Now i Jps—z § by (3.14), hence s|(M—-U)uQ
and ¢|(M —-U)u Q dlffer only by a global section toel, M. All of these ¢,
agree on M — U (they equal s —o¢ there) and therefore they all coincide
(M isconnected!), say 1, =t. It follows thatsQ —c Q@ =tQ forall Qe M — X,
as required.

Cased4. M as in case 2 and 3, X and Y arbitrary neighborhood retracts.

We can apply case 3 to both (M, X) and (M, Y). The exact homology
sequence of the triple X < Y =M then yields the result for (Y, X), as in
step 6 of 1V, 6.4.

Case 5. The general case.

Let ye H (Y, X), and let ze SY be a representative. Since z has a compact
carrier there exists a finite union W of coordinate neighborhoods such
that ze SW. If k>n then [z]e H (Y W, X n W) 1s zero by case 4 (applied
to the manifold W), hence y=i_[z]=0 (i =inclusion). If k=n we consider
the diagram

H(YNnW,X nW)—* H (Y, X)
(3.15) '{J JJ
0> (W—X,W-Y)—=>(M-X M-Y),
where e is the map which extends every section (which vanishes outside
of some compact set of W) by zero; clearly e is monomorphic. The left J

is isomorphic by case 4 (applied to the manifold W) hence

Jy=0=eJ[z]=0=[z]=0=y=0.
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It remains to prove surjectivity of J: H (Y, X)->I,(M—-X M-Y)
If sel[(M—X,M—Y) then s vanishes outside of some compact set K
of M, and K is contained in a finite union W of coordinate neighborhoods.
Therefore s is in the image of e, hence also in the image of J, by 3.15. 1

3.16 Exercises. . If X <Y are open subsets of a manifold M then
ri L(M—X,M~-Y)=I(Y—-X), where I (Y—X) denotes the group of
sections with compact support, i.e. of sections sel'(Y— X} such that
Y— X —s 1(0) is compact. The isomorphism r is obtained by restricting,
its inverse r~! by trivially-extending sections.

The group (Y- X) is of interest because it depends only on Y—X
and the part of the orientation covering over Y — X, not on the ambient
manifold M. For orientable Y, or with Z,-coefficients, it depends only
on the space Y— X ; it follows that, H,(Y, X) depends only on Y—X,
in this case. We shall see in 7.14 that a similar result holds for all homology
groups H(Y, X).

2. If M 1s an n-manifold and G an abelian group then there is a unique
family of homomorphisms o': I'(4;Z)® G —1(A; G), A<M, which is
natural with respect to inclusions, and for one-point sets A= P agrees
with the isomorphism H, (M,M —P; Z)e G=H,(M,M —P; G) of 2.1.

3. If X < Y are neighborhood retracts in an orientable n-manifold M then

o LIM—-X M-Y;Z)yeG=[(M—X,M—-Y;G),
a: H(Y,X)eG=H, (Y,X;G), forall G.
The latter implies (by the argument of 3.5) that H, (Y, X;Z) is torsion-
free.

4* If L is an n-dimensional d-manifold and V < L, define
Ji: H(L,L—iV;G)—~L(iV; G)

as in 2.15 (where iV =VniL), and show that J;, is isomorphic if L—iV
is a neighborhood retract (hint: reduce to the absolute case 3.3 by
attaching a collar to L). Find analogous conditions for ¥ which imply
isomorphisms H, (L—iV,L—V; G)=I,(¢V; G), where V=V L.

4. Fundamental Class and Degree
For open subsets of $” these notions have already played a rdle (1V, 5;

VII, 2.14). We now briefly treat some generalizations to arbitrary
manifolds.
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4.1 Definition. Let M" be an oriented n-manifold, OeI'(M; Z) its orienta-
tion, and K=M a compact set. There exists then a unique element
oxe H, (M, M — K; Z) which under the isomorphism J of 3.3 corresponds
to (O|K)eI'(K; Z); thus oy is characterized by the property that the
inclusion homomorphism i£: H,(M,M — K)—H,(M,M — P) takes oy
into O(P), for every PeK. The element oy is called the fundamental
class around K. In particular, if M is itself compact there is a fundamental
classo,,eH, (M; Z). If K is connected, non-empty, then H,(M, M —K; Z)
~['Kz=Z, and o, 1s a generator of this group.

If M is not oriented (or not even orientable) we can take Z,-coefficients
and still use the same definition. This remark applies to the whole §4:
We speak of oriented manifolds, but the theory applies equally well to
the non-oriented case after replacing Z by Z,.

4.2 Definition. Let f: M'"— M" be a continuous map between oriented
n-manifolds, and let K< M be a compact connected set (@) such that
/'K is compact. Then f,: H,(M',M'— ' K)— H,(M,M — K) takes
the fundamental class o,-. into an integral multiple of og; this integer
1s called the degree of f over K, and is denoted by deg, f. In symbols,
folo o) =(degg flog. If K=0 then deg, f is not defined; we could
agree that deg, f =Z =set of all integers.

For instance, if K is a point and M, M’ are open subsets of $” then the
definition of degy f reduces to IV, 5.1f f = K=0(e.g. if K isa point¢im(f))
then deg, f'=0. If f is the inclusion map of an open subset M of M (with
0'=0|M’) then deg, f =1 for every K< M’'. More generally, if f is a
homeomorphism of M’ onto an open set of M then deg, f= +1 for
every Kcim(f).—All of this is quite obvious (compare IV, 5.4).

It is sometimes convenient to replace f~' K by a larger compact set,
as follows.

4.3 Proposition. If - M' >M and Kc=M are as in 42,and if K'cM'
isany compact set containing f ~' Kthen f . H(M',M'—K') > H(M,M — K)
takes the fundamental class oy. into (degg f}og.

Proof. The inclusion homomorphism H(M', M’ — K')—»H(M',M'—f ' K)
takes og. into o, (by definition of o). Therefore the composition
HM M —K)>HM M —f~'K)-L>H(M,M—K) takes oy into
j;(ofan)=(degKf)0K- ]

4.4 Proposition. If f: M'—>M and K<M are as in 4.2, and I <K is also
compact then [, HM M —f~'I)>H(M,M—1) takes o, ., into
(degy f)o,. In particular, deg; f =degy, f for every connected compact
part I (+9) of K.
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For instance, this implies deg, f=deg, f for every point PeK. In
particular, if Kd¢im(f) then P¢im(f) for some P, hence deg, f=

deg, f =0.

Proof, Consider the commutative diagram
HM M —f"'K)—*>HMM-K)

T

HM M—f'H—LSHMM-I),

where i,i' are inclusions. Chasing o,-.x through the diagram gives
01> (degy ) og > (degg f) o;, Tespectively

0p-1gr 0, filog-p). N

If f~1K is compact for every compact set K= M then f: M'—>M is
called a proper map. E.g., every homeomorphism M'~M is proper.
If M’ is itself compact then every continuous f: M'— M is proper.

4.5 Proposition and Definition. I/ f: M’ — M is a proper map of oriented
manifolds and if M is connected then the number degy [ is the same for
all connected compact parts K(£0) of M. It is called the degree of f,
in symbols deg f. The equality f, (o, -1x)=(deg [} ox holds for all compact
sets K< M, whether they are connected or not.

T+ 1gtna A AL and AL tha ~lh ~t
r'or instance, i & anda iviw arc CGmpaCL uicn u‘-’EaJ 1S ¢naract

formula f_ (OM y=(deg f)o,,. If M’ is compact but M is not then degf 0
because im( )+ M. If M, M’ are arbitrary again and f: M'~ M is homeo-
morphic then deg /= + 1 (M being connected); according to these two
cases f is called orientation-preserving or -reversing.

Proof. If K', K*< M are arbitrary compact sets then we can find a
connected compact set K in M which contains both K' and K? (cover
K' U K? by a finite number of closed balls and connect these by paths).
By 4.4, f, (01 k) =(degg f) og..forv=1,2; this implies the assertion. |

4.6 Corollary. If M"—5>M —{>M are maps of oriented n-manifolds,
if g is proper, M’ connected, and K = M is a compact connected set ( &) such
that f~' K is compact then deg, ( f g)={(deg g)(deg, f). In particular, if f
is proper, too, and M connected then deg(fg)=(deg g)(deg f).

Proof.deg(fg) o, =(/8), 0(r)-1x =S, [(deg g) 0, -1x1=(deg g)(degy f) ok,
the second equality by the last part of 4.5. 1
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Generalizing IV, 5.8 we have the following

4.7 Proposition (Additivity). If /M’ > M and K< M are asin4.2,and M’
is a finite union of open sets M',, A=1,2, ..., r, such that the sets K/, =
(f~*K)n M, are mutually disjoint then deg, f=>"_, degy f* where
f*=fIM; (n.b., every K, is compact because f~' K is the topological

sum of the K9).

Proof. Consider the maps
 HMG, M~ K3~ HM, M= [~ K) 55 B, M- 0),

where the i* are inclusions and Qef ! K. If we apply the composite to
{og,} then all components oy, go into zero except the component oy,
for which QeK; this one goes into o,. Therefore i[{if}{ox,}1=0,,
for every Qef‘1 K, hence {i}}{ox.}= OJMK (cf. 4.1). Now,

(degKf)OK:f*(OfﬂK)ﬁf* {11} {Oz(;l}‘—“{f,:} {OK’;_}
=Y fHog)= (2o degy fHox. B

Proposition 4.7 can serve to interpret deg, f as “number of points in
f~1 P, counted with multiplicities”. For this we refer the reader to the
remarks after 1V, 5.8; they carry over literally.

4.8 Example. If X cR" is a compact connected (n—1)-manifold then
R"— X has two compongnts, one bounded ¥, and one unbounded W
(cf. 3.7). Let B=VuX =V % This is a neighborhood retract; indeed, if

o rr Y ig a neichborhoogd retraction for X then r: IV JV—»R rIR_ld

L 1P U ) o 1lv1 ELIUUAAIU

rlU —V=p|U—YV, is a neighborhood retraction for B—If X is locally

flat (1.8) in R” then B is easily seen to be a d-manifold with boundary
D X.

A theorem of H. Hopf asserts that if v(x) is a non-zero vector which
depends continuously on xe X and points out of B then the degree of the

map X —»8" 1, x equals the Euler-characteristic of B. In

v(x)
I—> 2
v ()]
order to make this precise, remark first that H,(B, X)=[,(R"— X, W)=
T'V>Z. Let oeH (B, X) denote the generator which maps into

opeH, (B,B—P)=H,(R",R"—P), for PeV.
® Proof. Clearly Vc(VuX) Assume X ¢ V; then X contains a small open (n—1)-ball D
such that D~ V=0, It follows that Wu D is open in R”, and R"—(X —D)=Vu(WuD);
in particular, V is a bounded component of R"—(X—D). But H, (X—-D;Z;)=
I'(X,D; Z,)=0, by 3.3; hence R"—(X — D) has no bounded component, by 3.7.
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Then d, 0 isa generator of H, , X (because H, B=[,(R", W)=0,H, | B=
H (R" B)=I,{R"—B)=0, hence d,: H,B,X)x~H, X). It is this
generator of H, | X and the analogous generator of $"~' which we use
to define the degree of X — 8" '. The thecorem of Hopf can now be
formulated as follows.

4.9 Proposition. If ¢: X — B is a map which is homotopic to the inclusion
map 1: X — B and which has no fixed point (¢ ~1, ¢ (x) = x) then the degree

X—@QXx
of g: X »>8$" 1, g(x)szL, equals the Euler-characteristic of B,
deg(g};x(B\_ [x— x|

Proof. We can extend ¢ to a map ¢: B— B such that @ ~id. This is so
because X — B has the homotopy extension property (IV, 8.13, Exerc. 3);
an ad hoc proof is as follows. Extend ¢ first to a neighborhood U of X
in B, say y: U— B, and take a deformation d: U x[0, 1] > B with
d(u,0)=yru, d(u,1)=u; this is possible by 6.2. Choose a continuous
function 7: B [0,2] such that 1| X =0, t|B— U =2, and define

D: Bx[0,1]-B
by
D(bsl)=Jd(b’Mm(1’t+Tb))a for th<1
lb’ for tb>1.

Then @(b)= D(b,0) is the required map, and D is a homotopy @ ~id.

Let F denote the fixed point set of ¢. The fixed point index I, of ¢ agrees
with the fixed point index of @|V: V> BcR" because F < V{cf. VIL, 5.11);
the latter equals (cf. VIL, 5.2) the local degree over 0 of G: V— IR", where
Gv=v—®v. The fundamental class o,eH, (V,V—F)=H (B,B—F) is
the 1mage of o€ H, (B, X), as remarked above, therefore

G: (B,X)—(R", R"—{0}), Gb=b—®b,

"— {0}

5 AN

It follows that G|X: X —IR"—{0} takes ¢, o into I,-times the generator
of H_,(R"—{0})=H,_,$" ' But G|X isessentially g (up to homotopy),
hence deg(g)=I,. On the other hand, I,=A(P)=A(Idy)=y(B), by
VIiL,6.6. 1

4.10 Exercises. 1. Let M be an orientable n-manifold and X a compact
(but not necessarily connected) submanifold of dimension n—1 which
bounds mod 2, i.e. whose mod 2 fundamental class o lies in the kernel of
i,: H, (X;Z,)—>H, (M;Z,), i=inclusion. Then X 1s orientable,

*
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and it can be so oriented that its integral fundamental class
oeker(i,: H, (X;Z)—H,_ [ (M;Z)).
This generalizes 3.9. It can be proved by considering the diagram

LM—X;Z)~ H(M,X;Z)—— H,_(X;Z)— >H, ,(M;Z)

o

ILM-X,Z)~H(M,X;Z) —H,_(X; Z)——H, (M;Z),
first for p=2 and then also for other primes.

2.1f M™ N"are oriented manifolds and I c M, K= N are compact subsets
then o;,x=0;x 0, (compare VII,2.15). If f: M™—> M"™, g. N"— N"
are maps of oriented manifolds then deg, ,(f xg)=(deg; f)(deg,g),
whenever these terms are defined.

3.1t @: [0,1]x M'"— M" is a deformation (M, M’ oriented), and K< M
is a compact connected set (F@) such that @' K is compact then
deg(@,)=deg,(0,) (compare IV,5.13, Exerc.3)—Show that every
complex-linear 1somorphism ¢: C*~C" has degree +1 (hint: ¢ ~id).

4. Every proper map IR — IR has degree 0 or +1. Determine the degree
of xi—»x* k=0,1,2, ... (for xeR, and also for xe(C).

7 k- 3

5% Show: If 7: $"— %" 1s an involution, 1 t=1d, t%id, then TP=—P
for some Pe$" Hints: For every xe$" let f(x) be the center of the
geodesic arc from x to 7 x; if 7 x % — x this defines a map f: 8" > $" such
that f(x)= f(zr x)and / ~id (just deform along great arcs), hence deg( /)= 1.
Let M={xe8$"|tx=*x}, and M'=f ' M; then deg(f|M": M'>M)=
deg(f)=1. But f|M’ factors, M'—=>M"—L"5 M, where M" is obtained
from M’ by identifying x with 7 x; the covering map = has degree O mod 2,
hence deg(f|M')=deg(f")deg(m)=0 mod 2.

More generally: If 7: $”"— $" is such that t*=id, t=id, then P+1P+
2P+ 471 P=0 for some PeS"

6*. For every manifold M let y,: M, — M denote its orientation covering
(2.11), and ©: M, > M,, t(uy=—u, the canonical involution. A map
f: M'" - M"is called orientable if f,: M, — M| exists such thaty, f; =f7v;
and t f; =f, v; any such f, is called an orientation of f. (For instance, if
fisa homeomorphism of M’ onto an open subset of M then f'is orientable.
If M, M’ are oriented—by O, O'—then every f has a unique orientation
f; such that f, o O’ =00 f) Show that the preceding theory of the degree
(with integral coefficients) generalizes to orientable maps, replacing f
by f, (n.b. M, is canonically oriented).
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7. 1f f M’— M is a map of oriented manifolds, and K= M is compact
connected, then it is sometimes possible to define deg, f even though
f ' K is not compact: Suppose f ~! K is a disjoint union of sets K, le 4,
which are both compact and open in f ~*' K. Choose an open set M; <M’
such that K =(f"'K)nM’, and put degKf Y eadegy f"t (where

£A__ £IALN mL nnnnnnn thig ala ha
J —J IIVlj,)ﬁ ¥Ylivllv vl LI.ILD lllal\bb DULLD\.’ \UU&KJ lua_y (8w a.u 111L\.¢5\./1 U1

+ oo). For instance, if f is a covering map of oriented (connected) mani-
folds then degp, f =number of sheets (possibly oc), for every Pe M.

5. Limits

Arguments about limits of spaces or groups have already been used in
several instances (e.g., 3.3; 2.2; 1V, 6.4) without explicitly saying so. This
omission seemed justified because simple ad hoc proofs could be supplied,
thus keeping the exposition short. Some of the deeper results on mani-

folds (\‘f]” 7. however. mmvolve himits more esgsentiallyv. and we now

Aidy Jofy AAUVYL VL, i ¥V UL ALALLIVS  AAIVAL WOOSWIALAGRIL Y, Gaals VYV LV YY

provide the necessary background.—More general limits (Kan-limits)
are discussed in the appendix (cf. A.1).

5.1 Definition. A relation A<pu in a set A is called a quasi-ordering if

(i) A<4 fo

=

every Ae A (reflexivity), and

(i) A<u<v= A<v (transitivity),

A quasi-ordered set is directed if for every pair 4, A'e A there exists ueA
such that A<p and ' <pu.

5.2 Definition. If 4 is a quasi-ordered set and # a category then a
direct A-system (In ) 18 a functlon D which assigns to every AeA an
object D e #, and to every pair A< p in A a morphism D%: D; — D, such
that A<u<v=- D} D{=D}, and D%=id. In other words, 1f we v1ew A
as a category, with objects {4} and with one morphism A — u for each
A< puthen a direct system is the same as a functor D: A — A"

A cofunctor I: A — .4 is called an inverse A-system (in ). It maps
Asd- e, A<y (14 1*—1%), and satisfies 14 I, = I} for A<u<v,
It =id.

A natural transformation D — D, respectively I — I, of functors is also

callad £ £ i t+ {f1nprcep Y cvoto Ty t finvarge) gyuatam
canca ir uuQJu!ruublu” UJ airect v eErsd) o_yousnl.o LIlL\.;Ul, \111\!\.{10\4 0!0[,\41110

and their transformations form a category {A, #}, resp. {4, # °P}.
Replacing # by the dual category #°F (or A by A°F) takes one into the
other; in general, we can therefore restrict attention to direct systems.
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5.3 Examples. If A 1s trivially ordered (4 < u <> A= pu) then A-systems are
just A-families {D,}, ., of objects. If 4 =N =set of natural numbers with
the usual order then A-systems are sequences Dy — D, —D; — ---, Tesp.
"I« P« ... in A If A is the set of open subsets of a topological
space ¥, and < denotes inclusion then inverse A-systems are usually
called presheaves (over Y, with values in 7). The last two examples 4
are directed, the first is not (if 4 has more than one element). Another
example of a directed A is the set of (quasi-) compact subsets of ¥ (ordered
by inclusion). '

5.4 Definition. Let A be a quasi-ordered set, and 4" a category. Given an
object Ke#, consider the constant functor A — #  which takes every
e into K, and every relation A <pu into id.; we use the same letter K
to denote this functor. A transformation ¢: D — K of direct systems then
assigns to every A€/ a morphism ¢,: D, — K such that ¢, 6 Di=¢,
whenever 4 < p.

Let us fix a direct system D now. A transformation u: D — L, where
Le 4, 1s called universal if

A (L, K)—Transf(D,K), yr—you, (fou),=¢ou,,

is bijective for all Ke#; i.e., if for every transformation ¢: D — K there
exists a unique morphism y: L— K such that ¢, =y u, for all AeA. For
instance, if D itself is a constant functor, D, =L, D*=id, then u,=id,
1s universal.

If a universal transformation exists it is essentially unique; more precisely,

5.5 Proposition and Definition. If u: D > L, u': D — I’ are two universal
transformations then there is a unique morphism k. L— L such that

kKu=u', and this K is an equivalence, L= L.

If a universal transformation u: D — L exists then L is called the (direct)
limit of D; in symbols, L=li‘n)1 D. We also write L:@{D;LMGA}, or
L =li_n)1 {D,} if the morphisms D (and the index set A) are clear from the
context. If ¢: D — K isa transformation we also write {¢,}: 12)‘1 {D;}—-K
for the corresponding morphism .

Dually, for inverse systems I we have u: L—1, L:@I: l@ {1}, and
{9*}: K > lim {I*}.

Proof of 5.5. By universality of u there is a unique x: L— L with ku=1u';
similarly for x": L — L, k"w'=u. It follows that &'k u=u, hence k' k=1d,,
because u is universal; similarly, kk'=id,.. N
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5.6 (compare I, 1.15). If the ordering of A is trivial (A <u<>2=p) then
li_n}D (if it exists) coincides with the coproduct of the family {D,}, 4, In
symbols Ll,. 4 D, and the morphisms 1,: D, — |l;. 4 D, are the injections
of the cofactors. In some concrete categories (9, or Jog, ...) LD, is
also denoted by @ D,, and is called the (direct, or topological) sum, with
1, the “inclusion of the summand D,”.—Dually, hmI coincides with the
product [7,., I*.

For every quasi-ordered set, lim D can be thought of as a “quotient of
LID,” and hmI asa subobject of [11*”. We do not discuss these general
notions (cf. ‘Mitchell I1, 2) but mention the following

5.7 Proposition. Let D: A — /9 be a direct system of abelian groups
(or modules, or complexes). Then EgD is the quotient of @ ., D, by the
subgroup (-module, -complex) which is generated by all elements of the form
(1,—1, D) (x;) where x;eD,, A<y, and 1, =inclusion. A universal trans-
formation v={v,} is given by composing

D, ®,. D, _proi, @ yea D/, x,—1, Db x, -

veu Il =14x, for all A<p}.

In particular, these limits always exist.

Proof. Put L=®,_, D /{1,x,—1, D4 x;}. If {¢;: D;— K} is a trans-
formation, K e /%4, we have to construct : L— K such that yv,=¢
for Ae A; since the images, im (v,), clearly generate L there is at most one
such . By the universal property 1,2.14 of direct sums we can find
W' @®,.4D,—K such that ¥ 1,=¢,. Further y'(1,x;,—1, D} x;)=
@.x,—@,Dix,;=¢;x,—¢, x;=0, hence y' vanishes on ker(prOJ
@D, L), hence /N LHK exists with  proj=1/, and v, =y proj ¢, =
Y’ 1,=¢, —Dually for imI. 1

5.8 Corollary. If t is a covariant functor between abelian groups {or
modules, or complexes) which is strongly additive and right exact (cf.
V1, 2.10) then t(li_r)n D)=£}n(t D), for every direct system D.

with lim by 5.7. 1

We now discuss some functorial properties of lim.
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5.9 Definition. Let D: A — A, D': A" — ¢ be direct systemas. If y: A — A’
is a map (not necessarily order-preserving) and d,: D, » D, ied, a
family of morphisms then we say d ={d,},_, passes to the limit if the com-
position of d with any transformation ¢’: D’ — K, Ke X/ is a transforma-
tion ¢'d={¢,,d,: D,—K}. Explicitly, for every transformation
¢': D'— K we must have ¢/ d Di=¢’ ,d;, whenever A< y; A, ue.

If D’ admits a universal transformation u': D’ — lim D’ then d passes to
the limit provided u'd is a transformation (this is an easy exercise which
will not be used later). If also D has a limit, u: D —»h‘n)l D, and d passes to
the limit then there is a unigue morphism

(5.10) limd: limD—lim D" such that (limd)u,=u,,; d,,
“— =5 = —
for all LeA.

As a criterion we note

5.11 Lemma. Let d={d,: D, — D/ ;},_, be a family as in 5.9, and assume

st v walatinm ]~ /l thao
i lJUI every reiation r\y in A there is an c;’t’:’mu’:’nf ﬁEA such that

vA<p, yu<pand DY d D{=D},d,. Then d passes to the limit.
Indeed, if ¢": D' — K is a transformation then
¢,,d,Di=¢, D d Di=¢, DFfd =¢,;d,. 1

THTH YA A

5.12 Proposition. Let D: A > A, D" A" A, D": A" — K, and
d={d;: D, - D, };c.. d'={d,;:D,—>D,} ,

as above. If both d and d' pass to the limit then so does d'd={d) ;d;: D; —
DY, .} ie - 1f,moreover, D, D', D" have limits then ll_n)l (d d)y= (li_m) d'}(lim d).
Proof. If ¢": D" — K is a transformation then so are ¢” d' and (¢" d')d=
¢"(d’ d), because d' and d pass to the limit, hence d' d passes to the limit.
If the limits exist then

(hrnd Du=u"(dd)=W"d)d :(ligl d') u’dz(li_n)l d') (ﬁg} d)u
hence lirp) (d'd)=(lim d') (l_lgl d) by universality of u. |

Proposition 5.12 allows to view lim as a functor on the category of all d
which pass to the limit. We leave the precise formulation to the reader,
and consider two frequent special cases (5.13, 5.15).

5.13 Example 1 (y=id). If d: D — D' is a transformation of direct systems
over the same A=A" (cf. 5.2) then d always passes to the limit because
compositions of transformations are transformations.
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Suppose, for instance, D: A — 0/% is a direct system of complexes.
Then for every integer n the n-chains form a direct system of abelian
groups D": A — /%, and the n-th boundary {0}: D} —D}*'}, , is a
transformation of direct systems (we use upper dimension indices n in
order to distinguish them from the 4). We claim

7

(5.14) If u={u,: D, —~ L}, , is a universal transformation then u"=
{u: D}~ L'}, is also universal, hence (lim D)= lim(D"). Under this
identification the boundary homomorphism ¢" of lim D agrees with
El})l {¢3}. The first assertion 1s quite obvious from 5.770r a direct proof
see Exerc.4. Further, (0") =~ ' &% =(lim {¢"})u; because u;: D, — lim D
is a chain map and because of 5.10; equality of the outside terms then
shows ¢"=lim {¢"}} because " is universal.

5.15 Example 2 (d, =id). Let A, A’ be quasiordered sets and y": A" — A
an order-preserving map (A'<u’ =y A'<y’ u'). For every direct system
D: A% the composite D'=Dy": A" 4 is also a direct system
(.D'x'_zDv’r’ D% =Di. %) Further, d'={d},=id: D}, =D, .} passes to the
limit because D o )
(Py' I’ du’ D ‘}t’ quy’u’ Dz’ﬁ' :(py’ A =(py’ A d&’ 4

for every transformation ¢: D — K. In this situation we write 7/, nstead
of limd’; thus y,_: lim D’ —limD.

—_ —> -_—
It is often important to know whether such‘a “change of parameters”
y': A" — A leaves the limits unchanged, i.e. whether v/  is isomorphic.
The following (5.16, 5.17) provides a useful criterion.

5.16 Definition. An order-preserving map y': A" — A between directed
sets is called cofinal if for every AeA there is a A'eA’ such that 1<y' A"

(For a generalization of this notion to non-directed sets or cate

cf. A, 1.7 and A, 1.12, Exerc. 2).

If an inclusion map A’ <A is cofinal then we say A’ is cofinal in A. For
instance, every infinite subset of N is cofinal in N. If A has an upper
bound m (A <m for all 4) then A’ = {m} is cofinal; in that case h_ng D=D,,
forevery D: A — A

5.17 Proposition. If y': A’ — A is cofinal, and D: A — A" is any direct
system then composition with v defines a 1-1-correspondence 7' between
transformations @: D — K and transformations ¢': D' — K. In formulas,

% Transf(D, K)—=- Transf(D’, K),  (§' (@) =0y 2 =¢%-
Moreover, u: D — L is universal if and only if w' =%'(u): D' — L is universal,

hence v : g}nD’;l_ig D, provided one (and therefore both) of these limits
exIists.
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Proof. We construct an inverse to ', say ¢: Transf(D’, K) - Transf(D, K).
If ¢’ Transf(D’, K) we define (¢ ¢),: D, — K, for Ae A, by (¢ ¢), = ¢}, D% %,
where A’ A’ is so chosen that A <y’ A". This (¢ ¢’), does not depend on the
choice of 4/, for if y’'e A’ is a second choice we can assume that ' >4’
(because A’ is directed), and then

Tt TR T At TVE YAt Ty A
(pﬂ,D,i _(p‘u’Dy’/l’Dl —(p#,D;t, D =@’ D} *.

We now claim that ¢ ¢'={(¢ ¢'),},., is a transformation D — K. Indeed,
if igg choose yeA’ such that u<y ' then (e¢'),=¢, D} ", (¢¢'),=
@, D} *, hence (¢ ¢"), D4 =(e ¢');, as required. Furthermore,

(8 7 ((P)),a =({" ¢ DE’ M= (Y D?l’ Y= @;,

and (§'e(¢), =), =¢, D7 =9}, hence §, ¢ are reciprocal bi-
jections.

In order to show that u, ¥’ are simultancously universal we consider the
commutative diagram

Transf(D, K)
e
A (L, K) ¥
\\"
Transf(D’, K).

Universality of u resp. «’ means that the upper resp. lower arrow is bi-
jective for all K. 1

So far, the category 4 in which the limits were taken was essentially
arbitrary (although some parts, like 5.7, were formulated for abelian
groups). The following results, on the contrary, use special properties
{of groups ---); they do not generalize to arbitrary /. For instance, they
do not dualize: the dual assertions for inverse limits of abelian groups
are false {(cf. Exerc. 5).

5.18 Proposition. If A is a directed set,and D: A— % is a direct family
of abelian groups (or modules, or complexes) then a transformation
v={v,: D;— L},_,, is universal (hence L=li_n)1 D) if and only if the follow-
ing two conditions hold.

(i) L= UAEA im(”a)Q
(i) ker(v)=|J, ., ker(D%), for every leA.

In words, every ve L comes from some D ,, and if x€ D, is such that v,;(x)=0
then already D%(x)=0 for some u=A.
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Proof. Assume (i), (i1) hold. Given a transformation ¢: D— K, Ke ¥,
we have to construct y: L— K such that y v, = ¢,, A€ A; since the images,
im(v,), cover all of L therc is at most one such . Note that ¢, D4=¢,
implies @; |ker (D#)=0; by condition (ii) there is therefore a unique homo-
morphism y*: im(v,) — K such that * v,=¢,. We claim that the family
{y*}, ., matches to give y: L— K. Suppose A< p; then

im(v,)>1im(v, D5)=1m(v,),
and .
wpv/l:wpvp Dg:quDﬂ:qD/t:w’t Uss

hence y?|im(v,)=y* If A, 1’ are any two elements of A then we can find
peA with p> 1, p>4', hence y* is a common extension of %, y*', There-
fore we can indeed define : L— K by |im(v,)=y* and get yv,=
Ww* v, =@,, as required.

Assume now v: D — L is universal; we have to prove (i), (ii). Remark
first that | J,.,im(v;) is a subgroup (or -module, or -complex) of L
because for any 4,4'eA we have [im(v,)wim(v,)]<im(v,), where p> 4,
p>JA". Consider then the projection =: LaL/UieA im(v;); clearly
nv,=0 for every AeA, hence m=0 by universality of v, hence

ieqim(v)=L.

In order to prove (ii) we can assume that v is as in Proposition 5.7 (be-
cause any two universal transformations are equivalent). Now, if
v;(x;)=0 then 1, x;e®,., D, is of the form 1,x,=) (1,x,—1, D/ x,).
This sum being finite we can choose meA such that m>4, u, p (m=>all
indices which occur), so that the equality takes place in ®,_,, D,. Apply
the homomorphism {D7}: @,_,, D, — D,, to the equality and get

DY x,=% (D} x,—DyDfx )=> (DVx,—DVx,)=0. 1
5.19 Corollary. If A is an abelian group (module, complex) and {D,},_,
is a direct system of subgroups of A (A directed, D%=inclusion) then
{12 D; = vca DiYiea is universal, hence im{D;}=|);c,D;. |
Another consequence of 5.18 is the following
5.20 Proposition. Let A be a directed set, C. A — 0.4% a direct system of
complexes, andu={u;: C;— L},_, auniversal transformation (L = lim C).

Then Hu={Hu_: H(C,)— HL},_, is also universal, hence

lim (HC,}=H(lim {C,}).
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5.21 Corollary. If A is a directed set, D, D', D": A— o/% are direct

=S T M ~5-7

systems o f abelian groups and D' —% D —£5 D" are transformations such
that D', —** D;t *» D" is exact for every LeA then

. H . 1 ’
lim D’ ™%, lim D -1™4, llmD’
is also exact.

Indeed, just view D, »D,— D/ as a complex C,, with C9=D;; then
lim D’ — lim D—>11m D" agrees w1th llm{C } by 5 14. By assumpt10n

H C,=0; ): hence by 5.20, H (lim C)= O as asserted.

Proof of 5.20. Let [z]e HL, and zeZL a representing cycle. By 5.18(i)
we can find LeA and xe C, such thatu, x=z Now0=0z=0u; x=u,(dx),
hence by 5.18(ii) we can find v>/1 such D}(éx)=0. Then J(D}x)=
D} ¢x=0, and u (D} x)=u,x=z, hence z,=D} x is a cycle whose homo-
logy class [z,] maps into [z] under H(u,). Thus {H(u,)},., satisfies
condition 5.18(1).

Assume now [z,]JeHC, is such that (H(u;))[z;]1=0. Then u;z,=0dy
for some yeL. By 5.18(i) we can find veA and xe C, such that u,x=y.
ChoosepeAsuchthatp> A, p>v. Thenu (Dfz;, — D% x)=u,z, —du, x=9.
By 5.18(1)) we can find o=p such that D3 (D% z,—éD} x)=0, hence
DSz, =06(D?x), hence H(DS)[z,]1=0. Thus {H(u Miea satisﬁes con-
dition 5.18(i). &

5.22 Examples. Let Y be a topological space and let A be the set of all
quasi-compact subspaces of Y. Inclusion defines an order relation, which
turns A into a directed set {in fact, if A, A’eA then (Aui’)e4, and
2, A" < 4w ). The function S which to every A assigns its singular complex
S(4) and to every pair A<y the inclusion map S$%: S(1)— S(u) 1s a direct
system, and the inclusions j;: S(1)>SY form a transformation. Clearly
conditions 5.18(i), (i1) are satisfied (the image of every singular simplex
1s quasi-compact), hence SY= llm {S(A)}, hence HY = hm {H( /1)} by 5.20.
Similarly, H(Y, B) —llm {H(/ )} if A ranges over all pairs s of quasi-compact
sets in (Y, B).

For the same space Y let A’ be a set of open subsets of Y which is directed
under the inclusion ordering and whose union is the whole space,
|J A =Y. Every singular simplex lies in some A’, hence SY={ ) S(4)=
lim {S(A)}, hence HY=Ilim {H(2)}, as above for A. In fact, every com-
Ez;(':t set Ae lies in some open set A’eA’. Choose a function y: A — A’
such that Acy 4 for every Aed, and let d,: S(A)—S(y4) denote the
inclusion map. One easily shows that d={d,} passes to the limit, and
m d=idgy; similarly for homology.
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5.23 Exercises. [. Let Y be a topological space, and £ ={X} a family
of subspaces which is directed under inclusion and whose union is the
whole space, | J X =Y Then the inclusions {jy: X — Y}y, form a
universal transformation (Y Y=lim {X}) if and only if Y has the finest
topology for which all j, are continuous. (Important example: & =set
of all compact subspaces; if Y= lim & it is said to be a k-space. CL
Kelley.) Show that Y=Ilim {X} 1mphes Y xL=lm{X x L} for every
locally compact L.

2*. Let Y bea T,-space (points are closed) and ¥"={V'} a decomposition
of Y into disjoint subsets ({ | V=Y, VAV +f= V= V’) Let & be the
set of all subspaces of Y which are finite unions of sets in ¥~ Then Z is
directed under inclusion. Show: if Y= lim &' then every quasi-compact
subset K of Y is contained in some X €. For instance, ¥~ could be the
set of all cells of a CW-decomposition; then this is V,2.6. Or ¥~ could
be the sequence of sets Y,—Y, , where {Y,},_,, 1s an ascending
sequence in Y whose union is Y; one finds that K must lie in some Y, —
On the other hand, IR—hm Z, where & is the set of all countable subsets

of R, but K=[0, 1] does not lie in any XeZ'.

3. Consider the following sequence of homomorphisms

124,14@1875...4%12"_2_,\...
This can be viewed as a direct system (A1=WN) in the category #o¥
of finite abelian groups, or in the category «/% of all abelian groups.
Show that in /% the direct limit is zero whereas in /% it is not.
Construct another sequence in #2/% which does not possess a m (in
FdG).

4. If A is an abelian group let A be the following complex: 4"=0 for
n+0, -1, A°=A4 '=4, 0=id: A~ —>A°. Show that for any complex
C={—-C'-C°=(C">-..} the chain maps C »A are in natural
1-1 correspondence with the homomorphisms C”— A. Use this remark
to give a direct proof of 5.14, i.e. of (lim { C;})° =1lim { C7}.

5 (cf. Eilenberg-Steenrod, VIIL 5.5). Show that the inverse limit of
the following inverse system [ (over A =IN) 1s zero:

B3 T2 F3 FS oo

Let I” denote the constant inverse system, I”‘—Zz, I'*=id. Then we
have an exact sequence of transformations 0 — I —2—1 %I”%O but the
corresponding sequence of inverse limits 0 -0—0—>7Z, >0 is not

avyacrt
WAL,
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6. Cech Cohomology of Locally Compact Subsets of R”

The Cech cohomology HX of a space X is usually defined (cf. Eilenberg-
Steenrod IX) as being the direct limit of the system {H*(N,)}, where 1
ranges over the set of all open coverings of X (directed by reflnement)
and N, is the nerve of A. If X is a locally compact subset of an ENR
(=euclidean neighborhood retract) E then one can show by cofinality
arguments (5.17) that HX~11m {H*V} where V ranges over the set of
all (open) nelghborhoods of X in E (directed by inverse inclusion). It is
in this form that Cech groups naturally arise in the (co-)homology
theory of manifolds. We shall therefore define HX as lim {H*V}, and
we shall study the formal properties of this A now.

6.1 Definition. Let Y < X c E, where E is an ENR (cf. IV,85) and X, Y
are locally compact. Let A=A(X,Y) be the set of all pairs (V, W) of
neighborhoods of X, Y such that W < V. Under reversed inclusion A is
directed ((V, W)<(V, W)= V <V and W< W), and {H*(V, W)} together
with the restriction homomorphisms {H*(V, W)—H*(V, W)} is a
direct system of (graded) abelian groups; the coefficients for H* are
taken in some fixed abelian group G which, most of the time, we do not
indicate. We define H(X, Y)y=lim {H*(V, W)|(V, W)e A} = Cech coho-
mology of X mod Y, and we denote by u=uy,: H*(V, W) H(X,Y)
the universal transformation. With coefficients and dimension indices
HY(X,Y;G) =lim {HYV,W;G)} =q-th Cech-cohomology group of X mod Y
with coefficients in G. As usual, we write H(X,0)=HX. We shall soon
see (6.8) that H(X, Y) only depends on (X, Y), not on E. Note that the
sct A" of open pairs (V, W)eA is cofinal in A so that we can replace A
by A’ whenever it is convenient (cf. 5.17).

The following lemma will serve us to turn H into a functor.

6.2 Lemma. Let E FE' be ENR’s, and X'<E' a locally compact subset.

(a) Every continuous map f: X'— E has an extension F: U — E to some
open neighborhood of X'; thus F|X'=.

| YA

{(b) If F, G: E'— E are two continuous maps,and 8, X' —E,0<i<1,is a
homotopy between F|X' and G|X' then there is a homotopy ©,: U"'—E,

defined on some open neighborhood U” of X', such that @O—F|U”,
O, =G|U" and O,| X' =

Remark. It is not hard to see that this means (X', E)= l_ig{n(U’, E)}
where n(—, —) denotes homotopy classes of maps {compare 5.18).
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Proof. We have maps E—'»0—>E, where O is an open subset of
some R" and ri=1d, We can also assume that E’ is contained in some
euclidean space, and then we know from IV, 8.3 that X’ has an open
neighborhood E” in E’ such that X’ is closed in E".

(a) If f: X' — E 1s given then, by Tietze’s extension lemma, if: X' — R"
has an extension @: E"— R". Put U' =@ 1(0), and define F: U’ ~E
by F=rQ.

(b) If F,G: E' »E and 8. F|X'~G|X' are given we can use them to
define a map d on the closed subspace A=X'x [0, 1]JUE" x {0} UE" x {1}
of E"x[0,1]; in formulas, d: A—1R", d(x',1)=1i39,(x), d{e’,0)=iF(e"),
d(e",1)=iG(e"). By Tietze’s lemma again, d admits an extension
D: E"x[0,1]—=R" Let U'={yeE”"|D(yx [0, 1])=0}. This is an open
neighborhood of X', and @,: U"—E, O,(y)=rD(y,1t) is a deformation
as required. §

6.3 Definition (of Induced Maps f). Let Yc X cE and Y'c X'cE be
as in 6.1 (locally compact subsets of ENR’s), and let f: (X', Y') > (X, Y)
be a map. By 6.2(a) there is an open neighborhood U’ of X' and a map
F: U’ —E such that F|X'=f If W< Visa pair of (open) neighborhoods
of Y = X consider the composition

(6.4) Fyp: HY(V, W)-ESH*(F 'V, F W)= H(X', Y,

where u' is the universal transformation of the direct system which
defines H(X', Y’). Since F* commutes with inclusions (V, W)c(V, W),
(F'V,F'W)c(F~'V,F~1W), we see that {F,} is a transformation
of the direct system {H*(V, W)} and therefore defines a homomorphism
F:H(X,Y)—H(X', Y') of limits such that Fu={F,,}.

Suppose G: T'—E is also an extension of f; we want to show G=F.
In fact, let us consider the more general case where G: T'— E is 2 map
of an open neighborhood T’ of X' such that G(X)<X, G(Y')c Y and
G X' ~f: (X, Y)~(X,Y) (i.e, G|(X',Y') need not be equal to f, just
homotopic). By 6.2(b) we can find an open neighborhood U” c(U'nT")
of X’ and a deformation @,: U” — E between G|U” and F|U" such that
O,|X": (X', Y)—(X,Y). Now let W <V be a pair of open neighborhoods
of Y < X, as above, and define

V'={yveU"|®,yeVioralt}, W ={yeU"|0,yeWforalli}.

Then W'V’ is a pair of open neighborhoods of Y = X', and &,|V" 1s
a homotopy F|V'~G|V": (VW) (V,W), hence (F|V')*=(G[V")*.
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There results a commutative diagram

H*(V, W) s H*(F~'V,F~'W)

I*

(FlV
(G|V)* v

(6.5) of  ewwd
/ i* \
H*(G V.G~ 'W) w JH(X', YY)

(1*1nclu510n) Equatlng the outer compositions gives F, ;= G,,,, hence
F=G. Thus f=F: H(X, Y)—H(X', Y’} depends only on f (not on the
extension F).

We have now defined a graded group H(X, Y) for every pair (X, Y) as
in 6.1, and a homomorphism Hf=/" ﬁ(X Y)—-H(X", Y for every
map f: (X', Y)—(X,Y), and we shall seec in a moment, that H is in
fact a cofunctor. Moreover, the equation F=G above used only
F|(X', Y)~G|(X', Y'), hence

6.6 Proposmon If fg (X, Y} > (X,Y) are homotopic maps as in 6.3
then f=g: H(X,Y) >HX', Y). 1

6.7 Proposition. If (X", Y")—'5 (X", Y)—L>(X, Y) are maps as in 6.3
then H(ff")=HSf)H); if f=idxy, then Hf is the identity map of
(X, Y). Le., H is a cofunctor on the culegory whose objects are all pairs
(X, Y)asin 6.1 and whose morphisms are (homotopy classes of ) continuous
maps (of pairs).

This is rather obvious: If F is an extension of f, and F’ an extension
of f/* then FF'1s an extension of ff’, and (in the notation of 6.3)

(FF') u=(FF)yy=u"(FF Y =u'F'*F*=F,, F*=F W F*=F Fu,
hence (FF')”=F'F. Further, 1d, extends id y ,,, hence H(id)=Id=id.

6.8 Corollary. If Yc X cE, Y'cX'cF areasin6.3,andf: (X, Y)~(X,Y)

is a homotopy equivalence then f: H(X, ):H(X’ Y'); simply because
a functor takes equivalences into equl‘valences |

6.9 Definition (of the Connecting Homomorphism 3). Let Y X be a
locally compact pair in some ENR E (as above). Put HY=H(Y, ). We
want to define 6: H?Y— H?+'(X, Y). If we assign to each pair WcVof
(open) neighborhoods of ¥ = X the homomorphism

¥ =%yt HIW— H™ (Y, W),



284 VIII. Manifolds

we get a transformation of direct systems over A(X,Y) Clearly,
(V, W) (W,9) is a cofinal map of A(X, Y) into A(Y, @), hence lim {53}
is a homomorphism §: H7Y— H?+(X, ¥) such that 5“W—“VWOVWa
called the connecting homomorphism. If f: (X', Y)— (X, Y) is a map,
then fé=3(f1Y") (cf. 5.12(a)), i.e., 5 is a natural transformation of
functors of pairs (X, Y). Further,

6.10 Proposition. For every pair (X,Y) as in 69 the Cech-cohomology
sequence

L L ey A (x ) - B X S ety s
is exact.

Proof. Let A=A4(X, Y) be the directed set of all pairs W<V of neigh-
borhoods of Y = X. The maps

AY,B) = AX, Y) > AX, 0, (K (VW) (V9

lim {H*W|(V, W)eA}=HX and lim{H*V\(V,W)eA}=HY,

by 5.17. Now,
> HIVS>H!WSHTY WV, W) >HIP VS HIY W

is exact for every (V, W)eA(X,Y), hence the corresponding A-E@;
sequence is also exact, by 5.21. 1

We now compare Cech-cohomology H(X, Y) with ordinary cohomology
H*(X.Y)

P \<iy £

6.11 Definition. Let Y< X be a locally compact pair in some ENR E.

TAar avary #air W — 1/ ~f mnoaichhnarhandg m(‘ Yc VYV tha ineliiginan
1'ul CVUI)’ pau ¥y — v Ul 1161511!.}\}1 LLIUULLD — L1l IELMIEERJRUINT

(X, Y)— (V, W) induces a homomorphism py,: H*(V, W)—>H*(X, Y).
The famlly {pVW} is a transformation of the direct system {H*(V, W)},
hence defines a homomorphism p: H(X, Y)=lim iH‘“(V Wi —H*(X,Y)
such that p uyy, = pyw» Where uyy: H*(V, W)— H(X, Y) is the universal

transformation.

If f:(X,Y)—(X,Y)isamapand F: U’ E an extension as in 6.3 then

[*pupw=f*pyw=pr-1yprw F¥=plp-1y p-r1w F*=pFyy= pFuyy
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aatinm af fimotan mive Y V)

more precisely al u“o_} ormation UJ Junu,uro \UJ patrs (A, Y )L

ALINI L ™ l_}l\/\.« ;)Ul 'J ln) M ILMLM! Ml

(notation of 6.4), hence f*p=pF=pfiec,p commutes with maps f, or
Moreover, p commutes with the connecting homomorphism, pd=0*p.
Indeed, pSuW P Uy OFw=Pyw Opw = 0%y Py =0* puy,, for every pair
W<V of neighborhoods of Y= X.

In general, p: H(X, Y)— H*(X, Y) is neither surjective nor injective
(cf. Exerc. 3), however,

6.12 Proposition, If Y <X is a pair of ENR’s then p: H(X, Y)=H*(X, Y),

i.e., for ENR’s Cech-cohomology coincides with ordinary cohomology.

Proof. Since X is an ENR the Cech-cohomology HX is the direct limit
of {H*V}, where Vranges over all neighborhoods of X in E= X ; there is
only one such V, namely V=X, hence p: HX =H*X. Slmllarly,
p: HY=> H*Y Morcover, because p is natural and commutes with con-
necting homomorphisms, it maps the Cech-cohomology sequence 6.10
into the ordinary cohomology sequence. It is isomorphic on the absolute
groups, hence also on the relative groups, by the five lemma. |

6.13 Mayer-Vietoris Sequence. Let X, X, X be topological spaces. We
say X;n X, separates Xy, X, provided X, — X, and X,— X, are both
open (or both closed) in X;u X, — X, n X,; in other words, if X, U X, —
XN X, decomposes as a topological sum (X, —Xj)e(X;—X,). Still

mrittimo e A -

annthas ~F P Y _ v (Vv v oy__f__
anoucer wa_y O1 })Lll.l.llls LlllD bUllU.{llUll f.b A2 — Al [ [Al - A2J —w -_
(X,—X)nX,~X,.—For instance, if X,, X, are both open or both
closed in X, u X, then X,n X, separates. If X, is a closed hemisphere of
$" and X, the complementary open hemisphere then X, n X, =¢ does
not separate X, X,.

We shall establish a Mayer-Vietoris sequence in Cech-cohomology for
triads (E; X,, X,) such that E is an ENR and X,, X, are locally compact
subspaces which are separated by X, X,. Note first that X, ~ X, and
X, U X, are also locally compact (A4,, A, compact=A4,nA4,, 4, UA,
compact). Let 41X denote the directed system of all open neighborhoods
of X in E. Consider the maps

AX, X AX, 5> AX [, AX,, A(X,UX,),A(X,nX,)
(V, VooV, Va, ViUV, Vi V.

All of them are cofinal and even surjective. For the first three this follows
from (V}, Ey— WV, (E, V)= V,, (V, V)~V for VeA(X,uvX,). For the
last, (V}, V)=V, V,, we choose open sets O;, O, of E such that
(X, —X,)c0,, (X,—X,)c0,, and O, 0,=0; this is possible because
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X,n X, separates X,, X,; for instance, one can take for O, resp. O, the
set of all points whose distance (in some metric) from X, — X, is smaller
resp. larger than the distance [rom X, — X . Then for every We A(X, N X,)
we have (WU O, WU O,) > (WuO)n(Wu0,)=W.

For every pair (], V;,)e AX, x AX, of open neighborhoods we have the
exact M — V" sequence (cf. 1, 8, resp. VI, 7.6}

% o
'R 74 (Jl*—ﬁ). 7g -

d T (ifiﬁ) T T T T

Irg R VAR ’ (' 94 r { 7y
d q

%y, — 2 1"\ vy}

e UV U V) — > H*Y

T

—d*——>H‘”“1(VIu Vy)— e .

If V.=V, V, =V, then the M — ¥ sequence of (V;, V,) maps into the M — V
sequence of (¥, V,), and we get a direct system of sequences, indexed by
AX, x AX,. We can pass to the direct limit, and by cofinality (5.17) get
the sequence

...J;ﬁuxlsz)ﬁﬁﬁqxl@ﬁqxzMﬁq(leXz)
(6.14) _
AT X (U X)) - e

This is the absolute M — V sequence in Cech-cohomology; by 5.21 it is exact.

It holds whenever X, N X, separates X,, X, (and X, X, are locally com-
pact subspaces of some ENR). 1

6.15 Excision. With the same assumptions and notations as in 6.13 we
have H¥*(V, U V,, V)= H*(V,, V,n V,) for every pair of open neighbor-
hoods of X, X,. Passing to direct limits this becomes

(6.16) HX,uX,, X)xH(X,, X,nX,);

in other words, triads (E; X, X,) as in 6.13 are Cech-excisive.

In order to compare this with the familiar excision theorem III, 7.4, let
Bc A< X be subspaces of some ENR, and put X, =4, X,=X —B; then
X, uX,=X,X,nX,=A—B, and 6.16 becomes

6.17 Proposition. If Bc A= X are subspaces of some ENR E, if B< A,
B< A (interior and closure with respect to X, not E), and A, X —B are
locally compact, then X, A— B are also locally compact and i: H(X, A)=
H(X — B, A— B), where i = inclusion.

Indeed, the conditions Bc A, Bc A just mean that X, nX,=A—B
separates X,, X,. 1

6.18 Continuity. One might think of constructing some kind of “super-
Cech groups” by iterating the limit process 6.1. However, this leads to
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Cech groups again, as we shall see now. Let F be a iocally compact sub-
space of an ENR E, and Y = X locally compact subspaces of F. Suppose
A 1s a set of locally compact pairs in F such that

(1) A is directed under inverse inclusion,
(i) (M, N)eA=XcM and YO N,

(i) if {(V, W) is a pair of open neighborhoods of (X, Y) then there is an
(M,N)edwithMcV,Nc W

Then {H{M,N ’ together with the inclusi i i

direct system (over A),and we can form h_m) {H (M, N)}. Furthermore, the
inclusions (ii) induce homomorphisms a,,,: H(M, N)— H(X, Y) which
in the limit give o lim {H (M, N)} - H(X, Y). We claim

(6.19) a: lim {A(M,N)}=H (X, Y).

This is an important special case of what is called continuity of Cech-
cohomology. As an example for A one can take any cofinal system of
pairs of locally compact neighborhoods of (X, Y). If A is a directed system
of compact pairs then one can show (exercise!) that (ii) and (iii) are
equivalent to (),(M, N)=(X, Y).

Proof of 6.19. We show that {o,,,} satisfies 5.18 (i), (ii). Let ye H(X, Y).
There are open neighborhoods WV of Y<X in E and xe H*(V, W)
such that ufy, (x)=y, where u’: H*(V, W)— H(X, Y) is the universal
transformation. Choose (M, N)<(V, W). Then uM}(x)e H(M, N), and
oynl v (x)]=ul (x)=y, hence o satisfies 5.18 (i).

Assume now xeH (M, N) is such that o,,,(x)=0. Choose open neigh-
borhoods (¥, W) of (M, N) in E and ve H*(V, W) such that x =™} (v).
Then “VW(U) O yrn va(U) 0 hence there are smaller neighborhoods
(V', W') of (X, Y} such that j*(v)=0, where j: (V’', W) <(V, W). By (ii)
and (1) we can find (M, N’)eA such that (M’, Ny<(V", W’) and
(M', N')= M N) The second of these inclusions, k, takes x into k(x)=

MN .

ku¥¥(v)=uM Y. i*(v)=0, hence o satisfies 5.18(ii).
As an application of 6.19 we prove

6.20 Proposition. If Y < X are locally compact subsets of some ENR E,
and Y is compact then the space X /Y (which is obtained from X by identi-
fving Y to a single point {Y}) is also locally compact in some ENR, and
the projection map . (X, Y)— (X/Y,{Y}) induces isomorphisms

‘)

# H(X/Y, {YY)=H(X,Y).
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Proof. We first show that X /Y lies in some IR¥, By IV, 8.2 there is a homeo-
morphism ¢ of X — Y onto a closed subset of some R". Then #: X - 8" =
R"U {w}, ?|X —Y=0, ®(Y)=o0, is continuous, and if X is compact,
it is an identification map, hence X/Yxim(®)=$"cR"*! If X is not
compact we choose an open neighborhood O of Y in X such that O is
compact (closure in X), hence 0/Y < R' as above; in particular, 0/Y cR".
Since X/Y—{Y}x~X—7Y is also contained in some R", we know by
IV, 8.8 that X/Y=(X/Y—{Y})w(0/Y) lies in some IR¥,

Consider now the directed set A4 of all compact neighborhoods N of Y
in X. It is cofinal in the set of all neighborhoods hence H{X, Y)
hm{H (X, N)}yea by 6.19. Similarly, H(X/Y, {Y})mhm{H(X/Y N,
where N ranges over the set A of all compact ne1ghborhoods of {Y}
in X/Y. But N> n(N), N n}(N) are reciprocal bijections between A
and A, and

HX,N)=H(X -~ Y,N-Y)2HX/Y-{Y}, N~ {Y)=HX/Y,N),
where N =nN (the outside isomorphisms by excision 6.17), hence

lim {H(X, N)} =lim {H(X/Y, N)}. 1

VAL 3 T » W IR I te o v il ke macgitg fo
6.21 — Products can be introduced in LECn-conomology simply Dy passiiig (o

—-products in ordinary cohomology. Assume, for instance, ¥, ¥’ < X are locally compact
subspaces of some ENR E. If W, W’ = Vare corresponding open neighborhoods in E then

| FUUR.F——A
LIIIEALD WWiLLL

H*(V, W)x H¥(V, W) = H*(V, WU W) —*> (X, YU Y’)
is defined (for suitable coefficients) and passes to the limit as
HX,Y)xH(X,Y) = H(X,YUY’).

We leave all details to the reader, but point out that here, in contrast to VI1I, §, no excisiveness-
conditions have to be imposed on (X; ¥, Y').

~-products can be defined between Cech-cohomology classes x and either singular
homology classes { or Cech-homology classes {’ (which we did not discuss). The result
x~{ respectively x~{’ is a singular resp, Cech-homology class, For details see 7.1, and
also Exerc. 5.

6.22 Cech-Cohomology with Bounded (Compact) Supports. A subset B of
a topological space E is called bounded (in E) if its closure B is compact.
If Y =X are locally compact (or locally closed; cf. IV, 8.3) subspaces of
an ENR E we consider the set 2=Q(X, Y) of all locally compact w such
that Y cw <= X, and X — is bounded. Then Q is directed under reversed
inclusion (w<® < w>®). For every weQ we have a graded group
H(X, w), and for every relation <@ in Q we have H(X,w) > H(X, ).
This constitutes a direct system whose direct limit is calied the Cech-
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cohomology of (X, Y) with bounded supports, in symbols H p( X, Y)=
hm {H(X, w)|we®}. For instance, if X —Y is 1tself bounded, ie. if
YeQ then { Y} is cofinal in Q, hence H,(X, Y)=H (X, Y) in this case.

If X is closed in E then Bc X for every B X, hence @ consists of all
locally compact subspaces w of X such that Ycw, and X —w 1s bounded
in X. Thus H,(X, Y), in this case, is independent of the embedding
XcE;itis Called the Cech-cohomology of (X, Y) with compact supports,
and is denoted by H_(X, Y). As usual, we write H,(X,¥)=H, X, IT.(X,#)=
HX.

If we consider sets we Q2 only which are open in X we obtain a directed
subset Q,=0Q,(X, Y)={weQ(X, Y)|w openin X}. It need not be cofinal
in 2, but still

(6.23) A,(X, Y)=lim {H(X, 0)lweQ,}.

Proof. We show that the transformation {H(X,wo)— Hy(X, Y)}u.co,
satisfies the criterion 5.18. If yeH (X,Y) then y comes from some
xeH (X, w) with wef; and x, by 6.19, comes from some x,€H (X, w,)
with w,eQ,, w,>w. Hence y comes from x,, and we have verified 5.18(1).
Suppose now x,eH (X, w,), w,eQ,, has zero-image in H,(X, Y); then it
has zero-image in H (X, w) for some weQ with m,>w. By 6.19 again, it
has zero-image in H(X,w},) for some w,eQ, with w,>w,>w; this
checks 5.18(i1). i : The reader may analyse this proof and extract a

(Note
oeneral recult about double limits )}
&\ILIVLML A WD AF LUV L S ASLNs Ada Al,u-’

(¥ 3 M X

As a consequence of 6.23 we obtain
(6.24) H(X,Y)=H(X-Y), if YisclosedinX.

Indeed, H (X, Y) is the direct limit of {H (X, w,)}, where @, is an open
neighborhood of Y with compact complement X —w,, and H(X, w,)=
H(X-Y,0,—Y) by excision 6.17. But lim (HX-Y, w,—Y)}=
H(X—Y, %), by623 1

6.25 Example. If Y is closed in X, and X —Y is a connected n-manifold
then H (X, Y; Z)=Z if X—Y is orientable, and H(X,Y;Z)~Z, other-
wise. In both cases, H(X, Y, Z,)=1Z,.

Proof. By 6.24 we can assume Y =@, Every compact set of X is contained
in a connected compact set K (join by arcs), and if X is not-orientable we
can even assume that it 1s not orientable along K (add orientation-
reversing arcs). l.e, the family {K} of these K is cofinal in the system of
all compact sets, hence {X —K} is cofinal in Q,(X,#), hence H X =
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lim {A (X, X —K)}. Now
—
H'(X,X—K:Z)~H"(X,X -K.,Z)
~Hom(H,(X, X —K;Z),Z)eExt(H, ,(X,X —K,Z),Z).

If X is orientable then the 2nd term on the right is zero by 3.5, and the
Ist term 1s Z by 3.4, hence ﬁ"(X,X~K;Z)’_—V_Z; this isomorphism is
compatible with inclusions, hence HjX:lilQ (H'(X, X —K)=Z. If X
is not orientable, hence not orientable along K, then the first term is
zero, by 3.4, and the second term is Z,, by 3.5, hence (X ,X-K; Y)=Z,,
hence H; X =lim {H"(X, X — K)} =Z, . Similarly for (X, Y:Z,). 1

6.26 Induced Homomorphisms f,: H,(X, Y) > H,(X’, Y') can be defined
for continuous mans (X . Y)Y = (X. Y)asin 6.3 provided we2..(X. Y)
e s WJ Ld l_lu -/' \Il s 4 / \Il’ Fs } L L1l .S t/‘.\} ALE VL W\_HHU\II’ Fa j

implies (f ~'w)eQ, (X", Y'). Indeed,
{f:o: }YI(X’ CU) - ﬁ(X” f_l w)}wer(X, Y)

is then a family of maps which passes to the limit (5.9), and gives
(6.27) S=tm {3 Hy (X, Y)— Hy(X', Y').

This makes H, a cofunctor on maps f as above.

The condition weQ,(X, Y)=(f "'w)eQ,(X’, Y’) means that subsets of
X —Y which are closed in X and bounded in E have counterimages
/!B which are bounded in E'. It is always fulfilled, if the composite
X-Lx<=Eis proper over E—Y (counterimages of compact subsets
of £—Y are compact). In particular, it is fulfilled if X is closed in E and
f» X' — X is proper over X —Y.

6.28 Exercises. /. The definition of the functor H(X, Y) and most of its
properties do not really require Y to be locally compact (just X). Verify
this assertion.

2. f Z< Y <X are locally compact subspaces of an ENR, establish an
exact sequence

o HUX, Z) > HU(YL, Z) > HITH (X, Y) > HYH (X, Z) e

in analogy to 6.10 and I11, 3.4,

3.(a) Let X, <IR” be the circle with radius 1/n and center (0, 1/n) and let
X={J7 X, Show that p: HY(X; Z,)— HY (X, Z,) is not surjective (hint:
if xeim(p) then x|X, =0 for almost all n).
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(b) Let I'={(x, y)eR?*|y=sin(1/x), x+=0}=graph of sin{l/x), and let
X =T its closure in $?=R?U {oo). Show that H' X =0 but H' X +0
(hint: X has a cofinal sequence of neighborhoods each of which is
homeomorphic with an annulus, hence H'(X ; Z)=~ Z).
4. Prove. If (X; X, X,) is a triad such that X, X,, X,nX,, X;uX,
are ENR’s and X; X, separates X;, X, (cf. 6.13) then the triad is

excisive (111, 8.1). Hint: 6.16 and 6.12 show that
H*(X, 0X,, X)=H*(X,, X,nX,)
with arbitrary coefficients. This implies
H(X,, X,nX,)=H(X,v X,,X,)

by VI, 6.22, Exerc. 5 (see also VI, 7.22, Exerc. 5).

5* Let (X:;X,,X,) be a triad such that X, X, are locally compact in
some ENR E, and X, — X,n(X,—X,)=@ If WcV are open neigh-
borhoods of X, = X in E, then X{=(X, v X,)nWand X, =(X, v X,)—
X,—X,areopenin X,uX,,and X,UX,=X 00X, We get

H*(V, W)x H(X, X, 0 X,) » H*(X, X)) x HX, X, UX})
‘%H(X’ XS)HH(Xa X?,)a

HX,X)xH(X,X,uX,)—H(X, X,)—>H(X, X,).

Carry out the details.

6. If ¥ < X are locally compact subsets of an orientable manifold show
that I, (X, Y), as defined in 3.3, is isomorphic with H? (X, Y).

7*. Establish a natural exact sequence
> HYX, V) HIX > HIY SHIPYX, Y)— -,

for (X, Y)asin 6.22.

7. Poincaré-Lefschetz Duality

If M" is a manifold, and L. K are compact subsets of M we define (7.4)
a natural bilinear pairing

(7.1) ~: H(K,L)x H,(M,M —K) > H,_(M—-L,M—K),
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simply by passing to limits with ordinary —~-products; more generally,
L =K need only be closed in M provided K has a neighborhood in M
which is an ENR. As coefficients we use an arbitrary (commutative)
ring R with unit for H(M, M —K), and an arbitrary R-module G for
H(K,L), HM—L,M—K). If M is oriented along K, and K is compact
we denote by ogxe H,(M, M — K) the fundamental class (with coefficients
in R), i.e., the element which under J: H,(M,M — K, R)~T'(K; R) cor-
responds to the orientation {in the notation of 4.1 this is og®1). We also
use the notation og for non-oriented manifolds if the coefficient ring R
has characteristic two (i.e., if 1=—1 in R); as before, ox corresponds
to the canonical section P—1 of Mo R=M x R.

If we fix the second variable of the pairing 7.1 at o =0, we get a homo-
morphism ~o: H(K, L) > H(M — L, M — K), and our main result asserts

7.2 Proposition (Duality theorem). If L <K are compact subsets of an
n-manifold M then

~o0: M(K,L)~H, (M—L,M—K).

The coefficients are arbitrary if M is oriented along K; otherwise, they are
assumed to be of characteristic two. (N.B. H(K,L)=H*(K, L) if K, L are
neighborhood retracts; cf. 6.12). The elements

xeH(K,L) and &=x—~o0eH,_(M—L,M—K)
are called (Poincaré) dual to each other.

This theorem has many interesting consequences and applications; some
of them will be treated in § 8. Also, several generalizations exist; some
of them are indicated in 7.12, 7.16.

<<<<<< +1. .\d- — L7 e PR |

We now construct the —~-product 7.1. Recall that L< K are closed
subsets of M, contained in some open ENR Ec M. Consider the set
A=A(K, L) of all pairs W<V of open neighborhoods of L= K. Then A
is directed by reversed inclusion, and A'={(V, W)e A|V c E} is cofinal
in A. The latter implies

~r

lim {H*(V, W)}, =lim {H*(V, W)}, =H(K, L).
For (e H(M, M —K), consider the composite map

a3 Eow: HE(V, W)= H*(V=L W—~L) =2 HV—L,V—K)
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where
H(M,M —K) > H(M,(M — Kyu W)= H(V — L(V—K)u(W—L).

As (V, W) ranges over A the maps &py, with fixed ¢, constitute a trans-
formation of the direct system {H*(V, W)}y wyeq into HM —L, M —K),

(74)  ~& HKL)—»HM—-LM—-K), (~&ouyy="Crw,

where uy,: H*¥(V, W) H(K,L) is the universal transformation. The
image of xe H(K,L) under —~& is denoted by x—~¢&, and is called the
(Cech) cap-product of x and & If xe H'(K, L) and e H,(M, M — K) then
(x~&eH, _;(M—L,M—K).

One has (x+x)~{=x~{+x'~ by construction, and x~(&+¢)=
x~&+x~E&because (& + Eyw=Epw+Eywile, the Cech cap-product ~is
bilinear.

If i: (K,L)c(K, L) is an inclusion of closed pairs as above, then the

diagram
H*(V-L W—-L)—/—*"— e HEIN ‘SSH(V-L,V—K)=H(M—L, M —K)
” ]
H*(V. W) 2 : :
(7.5) pY

H*(V-L, W—I:)WH(V—L V—K)~HM~-L M-K)

(i’ =inclusion) is commutative, the middie square by naturality VII, 12.6
of ~-products. The top row of 7.5 is &y =(—~&) o iy, the bottom row
( f)VW (Azié)ouyw (—~1, Foiouyy, the latter by definition of
i H(K L)—H(K,L). It follows that i, (—~&) upp=(—~1i, £)iuyy, hence
i (~&)=(~i, £)i by universality of u, or

(7.6) i (x~H=>{x)~(i, &), for éeH(M,M—K), xeH(K, L)
(naturality of ~ with respect to inclusions i).

Proposition 7.2 asserts that ~¢ is isomorphic if é=o0g =fundamental
class along K. We establish the absolute case L= first; its proof, just
as with 3.3, is based on a MV-principle, namely

7.7 Lemma. If K,, K, =M are compact sets, and if 7.2 holds for (K, @),
(K,, ), (Ky K, , %) then also for (K, U K,, ).
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Proof. Let 1], V, be open neighborhoods of K, K, and consider the
diagram
H*Vie H¥V, —— H*(V,n V) —F > H*(V, U 1))

J("“’K1)@("“’Kz) J"‘OKl ~Ka l"oxl UKz

HM,M—K,\)oe HM,M —K,)— HM,M —K,nK,)-* HM,M —K,UK,)
(7.8)

s H*VieH*V, —— s H¥ V, V)

J(AOKI)G—)(AOKZ} JVAOKI ﬁKl

—“)H(M’M_Kl)@H(M,M_Kz) m’)H(M,M_Klsz).

The rows are partial M¥-sequences and therefore exact. The 1st, 3rd,
and 4th square are commutative by naturality, VII, 12.6, of ~-products
(note that HM, M — K, nK,)H(V,,,— K, nK))=H(V, " Vo, NV, —
K,nK3;)). The second square is commutative by VIIL, 12.20 (one can
assume M =}, w V,,and one applies VIIL, 12.20with X, =V,, ¥,=M - K,
& =0k, Lk, the 2nd square of 7.8 is then just the outer part of the diagram
VII, 12.21).

The set of all couples (¥}, I,) is directed (by inverse inclusion), and the
maps (¥, ¥2)— WV, Vs, LV, KLU T, of this set into A(Ky, §), A(K,, @),
AK,nK,,8), A(K,UK,,@) are cofinal. If we pass to the limit over
{(V;, V3)} then (by 5.17) the terms in the first row of 7.8 become Cech-
groups, and the whole diagram becomes

HK,e HK,— > H(K,nK,)—% - H(K, uK,)

l("oKl)@(’-‘oKz) JV"‘OKlﬂKz j’\ofﬁ vk,
H(M. M — K)o H(M,M — K,) —s HM,M — K, ~K,)—> HM,M — K, UK,)

{(’\OKI)@(AOKZ) J"“Kanz

S HM,M — K)o HM,M — K,)— H(M,M — K, " K,).

The rows are still exact, by 5.21, (in fact, the first row is just 6.14), and the
outer vertical arrows are isomorphic by assumption. Therefore the middle
ar.ow —0g, , 1s also isomorphic, by the five lemma. |
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Proof of 7.2. We proceed in several steps, in analogy with 1V, 6.4 and
VIII, 3.3.

Case 1. K=§, or K=P=a point,

T -

If K= then all groups are zero. If K= P then —~op takes the generator
1,e H° K =H°K into the generator ope H,(M, M —P) by VII, 12.9, and
all other groups are zero.

Case 2. M=IR", K= [1=acube, L=4¢.

Let Pe[d Then O~P, R"—[~R"—P, hence HK>~H*K=~H*P,
HR" R"—[=H(R",R"—P), and the result follows from Casel
(using naturality 7.6 of —~).

Case 3. M=IR", K =union of finitely many (say r) cubes of a lattice
(V,34), L=4¢.

If r=1 then Case 2 applies. If r>1 then K is of the form K=K, UK,,
where K, K,, K; " K, a¢ unions of less than r cubes. We can apply an
inductive hypothesisto K, K,, K; " K, and get theresultfor K=K, UK,
by the MV-principle 7.7.

Case 4. M =R", K arbitrary compact, L=
ct

Let {I'} be the directed set of all compac ichborhoods of K which
are flnlte unions of cubes of a lattice. This set is cofinal in the set of all
neighborhoods of K, hence HK =lim {HV?}, by 6.19. Also H(R", R" —K)
=lim {H(R", R" —V)} because R"— K= Uy (R"=V); cf. 2nd example
522 By Case 3 we have ~oy,; HV =»H(R",R"—V), for every V;
since ~is natural we can pass to the limit and get ~ o, : HK =~ H(R" R"—K).

on
o
S

Case 5. M arbitrary, K arbitrary compact, L =4¢.

K is contained in a union of finitely many (say r) coordinate neighbor-
hoods ~IR" If r=1 then Case4 applies because HM,M —K)=
H(R" R"—K). If r>1 then K is of the form K=K, U K,, where K, K,
are compact sets which are covered by less than r coordinate neighbor-
hoods. We can therefore apply an inductive hypothesis to K, K,
K, K,, and get the result for K=K, U K, by the M V-principle 7.7.

Case 6. The general case.

Consider the diagram

HK— HL —% > HKL —— HK —HL

- | | |

HM,M —K)— HM,M—L)-2 HM—LM—K)—HM,M~K)—>HM,M—L)
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whose rows are the usual exact sequences (6.10 resp. 111, 3.4). The 1st,
3rd and 4th square are commutative by naturality 7.6 of ~products.
The 2nd square commutes because it is the direct limit of corresponding
squares for open neighborhoods W<V of Lc K, and each of these
commutes by VII, 12.22 (one can assume V' =M, and one applies VII, 12.22
with X=V, W=M—L, V'=M—K, £=o0g). The outer vertical arrows
are isomorphic (by Case 5) hence also the middile arrow (by the five
lemma). §

By a simple excision argument we can generalize 7.2 to closed subsets
L< K of M" provided K — L is compact. Indeed, if C is any compact set
such that K — L < C< M then

0K n

o - C
(7.10) HK,L=HKNCLNC) = HM-LNnC,M-KnO)
' ~HM—-L,M—K),

the outside isomorphism by excision, the middle one by 7.2. (This seems
to require that K lies in some ENR; however, if that is not the casc we
just define H(K, L) by the first isomorphism 7.10.) We still denote the
composite map 7.10 by ~o (although there is no oxe H(M, M —K) if K
is not compact). Then, as before, ~o is natural with respect to inclusions
i: (K,L)—=-(K, L) of pairs as above, i.e.,

(7.11) i\, (x~0)=(ix)~o,
for xeH(K,L), and i: (M—L,M—K)—=+>M—-L, M—-K). 1

7.12 If K is any closed set in M™ let Q denote the set of all closed subsets
A of K such that K — A is compact. Then {K — A4} . 1s a cofinal system
of bounded subsets of K, i.e., Q is a cofinal subsystem of Q(K, #) in the
notation of 6.22, hence l_irg{H(K, A)|AeQ)=H, K= Cech cohomology
of K with compact supports. Also, lim{H(M—A,M—K)|AcQ}=
H(M, M —K) by 5.22, because | J,(M —A)=M. If M is oriented along
K then ~o: H(K, Ay~ H(M — A, M — K) by 7.10, hence in the limit

(7.13) ~o0: H. K~H(M,M —K).

In terms of representatives this isomorphism can be described as follows:
Given xe H, K; it comes from some x'e H(K, A) where A4 is closed in K
and K — A compact; the class x' in turn comes from some ye H*(V, W),
where W <V are suitable open neighborhoods of Ac K in M. Then

(x~0)=(y~ox_w)eH(V, V-K)=H(M, M — K),
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where o _peH(V, (V-K)u W) is the fundamental class along K —W.
Slightly more general than 7.13, and more symmetrical, we have

7.14 Proposition. I/ L = K = X are topological spaces such that L is closed
in K, K—Lis closed in X — L, and X — L is an n-manifold which is oriented
along K — L then

FIﬁ(K,L);Hﬁ(KuL) (X—L,X—K),

n—i

the first isomorphism by 6.24, the second by 7.13 (with M=X—-L). 1|

As an application, let ¥"~? be a closed submanifold of M", let L= K be
closed subsets of V, and assume both M and V are oriented along K — L.
(Take coefficients mod 2 in the non-oriented case). Applying 7.14 first
in V then in M gives

(7.15) H{(V—L,V—K)~HA""~?(K,L)~H, ,(M—L,M—K).

i+p
The composite isomorphism is known as the Thom isomorphism (in
homology) An important special case is K=V, L=@; then H,V=

H;, (M, M —V). The reader can find more about the Thom isomorphism
in§11.

7.16 Exercises. . The isomorphism H(K, L)~H(M —L, M —K) of 7.10
does not really require K, L to be closed and K — L compact. Show that
it holds if only L is closed in K, and K n K — L is compact (for H(K, L) to
make sense, K — L should be locally compact in some ENR}. Also it
suffices that M is oriented along K — L.

2. If K is locally compact in some manifold M” (but not necessarily
closed) and M is oriented along K then H'K_H" (M — K,M K),

where K=K — K. Hint: write K= AnNO, where A 1s closed and O 1is
open in M. Then

H K~H(KU(M—-0),M—-0)=H,_ (0,0 -K)~H,_(M~-KM-K).

3* If X is an ENR in some manifold M" then one can find an open neigh-
borhood U of X in M and a map p: (M, U)— (M, X) such that p|X =
inclusion, and the composition (M, X)— (M, U) —£-(M, X) is homo-
topic to the identity map (use the technique of 1V, 8.6, 8.7, and VIII, 6.2).
Assume M — X is locally compact and bounded (1.e. M — X compact),
M oriented, and consider the composition

R: H(M—X)— (M —U)>~H(M, U)—2> H(M, X).
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I expect R to be isomorphic but I did not work out a complete proof (it
seems to be rather delicate, probably along the lines of case 3 in the proof
of 3.3). If M — X is not bounded a similar result should be proved for
cohomology with bounded supports H,(M — X); moreover, the result
should extend to pairs (Y, X) of ENR’s in M.

8. Examples, Applications

8.1 Poincaré Duality. If M" is a compact manifold we can apply 7.2 with
K=M, L=(. Then HM = H* M because M is the only neighborhood of
K in M, and oe H, M, hence

(8.2) ~o0: H(M;G)=H,_,(M; G):

the coefficients G are arbitrary if M is oriented, otherwise of characteristic
two.

This special case of 7.2 is often referred to as Poincaré duality. By the
universal coefficient theorem VI, 7.10, cohomology can be expressed in

terms of homology; then 8.2 becomes
H,_;(M; G)=Homg(H;(M; R), G)® Extg(II,_ (M; R), G),

n—i

where R is a hereditary ring and G an R-module. For instance, if R is a
field then we obtain

(8.3) H,_(M; R)~Homg(H;(M; R), R)=H;(M; R)*=dual of H,(M; R);
this holds if either M is orientable or the coefficient field R has charac-

teristic two.

8.4 Euler Characteristic of Manifolds. Let M” be an arbitrary n-manifold

again (not necessarily compact or oriented), and let K =M be a compact
ENR. Then the mod 2(co)-homology of K is finite (cf. V,4.11), and
H* 'K~H""'K>~H,(M, M —K); in particular

(8.5) dim H, ,(K;Z,)=dim H,(M, M —K; Z,).

This will imply

8.6 Proposition. If K= M" is a compact ENR then H(M ; Z,) is finite if
and only if HIM —K; Z,) is finite, and in that case

XZM:XZ(M_K)+(_1)"X2 K,

where ¥, is the Z,-characteristic (V1,7.19).
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Recall (VI,7.21) that on spaces with finitely generated homology y,
agrees with the Euler characteristic y. In particular (cf. V,4.11), y, K=7 K.

Proof. The first assertion is clear from the mod 2 homology sequence
of (M, M —K) and 8.5. The second follows from y, M=y,(M —K)+
X2 (M, M — K)—cf. VI, 7.20—because

1M, M—K)=) (1) dim H;,(M,M - K; Z>)

=(—1y Y (-1y~'dimH,_(K;Z))=(-1Y 7, K. 1

8.7. Corollary. If M is a compact manifold of odd dimension then y M =0.
If K<M is a compact ENR then y K= y(M—Kj.
Indeed, apply 8.6 with K=M first, then with general K, and note that
¥,=y here (V1,7.21). 1
8.8 Corollary. If I+ is a compact d-manifold then y (OL)=(1+(—1)") x L.
In particular, y(6L) is always even.
For instance, no even-dimensional projective space B, can be the

boundary of a compact d-manifold (because y P, is odd).

Proof. Attach a collar to L (cf.1.11) and get a manifold M"*'=
Lu(éL x[0,1)). Then L is a compact deformation retract of M, and
M—L=0Lx(0,1)~0L, hence

yL=yM=y(M—L)+(—1y""' yL=y(@L)—(—1)"yL. N

8.9 Poincaré Duality in Cohomology. Dually to 7.1 one can define a
bilinear pairing

(8.10) —: H(K,L}x H/(M —L,M —K)— H"*/(M, M —K)

by passing to limits with ordinary —-products (assumptions as in 7.1).
Indeed, fix ye H/(M — L, M — K) and consider, for every pair WV of
neighborhoods of L <K, the composition

Vow: H*(V,W)—> H*(V =L, W—L)— H*(V = L,(W—L)u(V — K))
~ I*(M, WU (M — K))— H*(M, M — K).

As (V, W) varies, this is a transformation of the direct system {H*(V, W)}
into H*(M, M — K), hence a limit homomorphism

(8.11) —y: H(K,L)HH-*(M,M—K).
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As in §7 we denote by x—ye H+/(M, M —K) the image of xe H(K,L)
under —y. The reader can easily prove (we shall not use it) that — is
bilinear and is natural with respect to inclusions (K, I:)C(K, L). Further,

(8.12) oy, ==y, x~ &)

for xe H(K,L), ye H*(M — L, M —K), (e H(M,M —K), { —, — > =scalar
product.

Proof. There are neighborhoods Wc Vv of Le K, and we H*(V, W) such
that x =uw where u: H*(V, W)— H(K, L) is the universal map (cf. 5.18(i)).
Then x—y=y,p(W)=w~—y, the last term omitting some inclusion
maps. Similarly, x~&=w~¢&, hence

<xvya £>=<W‘-’y, é>=(_1)lwlly[ <y’w>,.\é>:(_1)[xll}’| <y’x/-\§> I

8.13 Proposition. If M is an n-manifold, L < K are compact ENR’s in M,
and homology is taken with coefficients in a field R then the composition

- - 4 b

HYK,L)yxH" (M —L,M — K)—= H"(M, M — K) =——2**»R

is a dual pairing provided M is oriented along K, or R is of characteristic
IWo; the second arrow is the scalar product with og (n.b. H'(K,L)=
HY(K,L) because K, L are ENR’s).

In particular, if M 1s compact, 8.13 applies with K=M, L=0; we get
a dual pairing —: H'M x H* "M — H"M —R. This is, of course, just
another formulation of 8.2 (with field coefficients G=R); however,
because it involves cohomology only it is sometimes more convenient
to apply. As usual with dual pairings one has the notion of dual bases:
If B={b} is a base of H*(M — L, M —K) then the dual base B={b} of
H*(K, L) is defined by ¢(h~a, 0>=8,,, a,be B; and vice versa. Clearly,

B={+h.
Proof of 8.13. Our pairing is as follows

(xay)H<xvya OK>: i(yaxA0K>’

the latter by 8.12. But we know that the scalar product {—, —> is a
dual pairing (VII, 1.7), and x1— x ~o0y is isomorphic by 7.2. |

8.14 Corollary. If M is a compact orientable manifold of dimension
n=2mod 4 then the Euler characteristic y M is even.
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Proof. Consider the pairing H"? M x H"* M — @ with rational coef-
ficients, R=@Q. This is a non-degenerate skew-symmetric (n/2 is odd!)
bilinear form on the vector space H™2M. Such a form can only exist
if dim(H™? M) is even. But

AM =" o(—1) dim H; M =Y"_, (1) dim H' M
= —dim H"? M+2Y,, (-1 dim H' M,

the latter because dim(H'M)=dim(H" 'M). 1

8.15 Alexander Duality. If K is a compact subset of the sphere $”, and
PcK, 0e$"— K then

v . Oy
(8.16) H" YK, P)=H,(S"-ES"-K)=H;_,(§"-K. (),

the latter because H($"— L Q)=0. If K is a neighborhood retract this
becomes

(8.17) H{K)=~H,_,($"-K),

where H, as usual, denotes reduced homology. Formulas 8.16, 8.17 are
known as Alexander-duality. They show, in particular, that H($"—K)
depends only on K (in fact, on HK), and not on the way K is embedded
in $". For instance, if K is a compact connected (n—1)-manifold then
Z,=H"YK;Z,)=H,(S"~K; Z,), hence $"—K has two components
(compare 3.6).

If X is a closed (proper) subset of R", then K=X u {0} is compact in
"=]R"uU {0}, hence (reading 8.16 backwards)

(8.18) A, (R'—X)=H,_,($"-K)=H"(K,{x})=H"" X,

the latter by 6.24. Again it follows that H(IR"—X) depends only on X
(in fact, on A, X), and not on the way X is embedded as a closed subset
of R". For instance, if X is a connected (n —1)-manifold then A" ~*(X; Z,)
=7, by 6.25, hence H,(R"— X; Z,)~Z,, hence R"— X has two com-
ponents. Now use integral coefficients and find Z=H,(R"— X; Z)=
H"-' X, hence X is orientable by 6.25. |

8.19 Kiinneth Relations for Cech Cohomology. If X, X" are locally compact
subsets of ENR’s then we can find oriented manifolds M, M’ such that
X, X' are closed subsets of M, M’; in fact, by 1V, 8.2, we can find closed
embeddings of X, X' in R", R*. Then A X>~HM, M—-X), H X'
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HM',M —X’), and

H(X xX)Y=HMxM MxM —XxX')
=H[(M,M-X)x(M' M —X"].

To the last term we can apply the Kiinneth sequence VI, 12.12, and get
a split-exact sequence

0—(H X)e(H X)—>H.(X x X) " (H,X)*(H, X)* 0.
With indices it reads

0— (_Bj+k=r(ﬁg X)e (I:If X/)—U{IL‘(X x X')

(8.20) . .
=@ krs1 (H] X)#(H{ X'y — 0.

This is the exact Kiinneth sequence for Cech cohomology with compact
supports. It is natural (up to sign) with respect to proper maps; a proof of
naturality is indicated in Exercise 5. Just as the ordinary Kiinneth sequence,
V1,12.12, it splits (un-naturally). The coefficients G, G’ for H X, H X'
can be arbitrary (modules over a hereditary ring) provided G*G'=0;
the coefficients for H(XxX') are GoG'. In particular, H,(X x X')=
(H. Xye(H, X') if field coefficients are used throughout. |

One can also prove Kiinneth relations for relative groups H.(X,Y),
where X is as above and Y is closed in X. However, this reduces to the
absolute case because H.(X,Y)~H.(X —Y) by 6.24.

8.21 Exercises. 1. Construct a compact connected orientable 4-manifold
with prescribed Euler-characteristic.

Hint: If M, N are 4-manifolds remove a small open ball in each and
paste the remaining J-manifolds along their boundaries; the result is

a 4-manifold M+ N with y(M+N)=yM+yN—2. Now start with
BC, $'x8? and form iterated sums.

Orientable manifolds of dimension 4k (respectively 4 k +2), k>1, with
prescribed (even) characteristic can be constructed as multiple products
of 4-manifolds (with $2).

2. If M 1s a compact oriented n-manifold, d: M — M x M the diagonal
map then d_(0)e H,(M x M; R) is called the diagonal class, and its dual
ue H*(M x M; R) the dual diagonal class, p~(0x0)=d,(0). Assume R
is a field, B={b} a base of H*(M: R), and {b} the dual base defined by
(h—a,05=6,,, a,beB. Show that u=Z, 4(—1)*'hxb. Hint: Put
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p=> A,(d x b) and compute the coefficients A,;€ R from
{axb)y—p,o0x0>={axb, u~(0x0)>=<axbh, d,o)
={d*(axb),0y={a—b,0>=£<{b—a,0>= £0,.

3.1f f: M — M’ is a map between compact oriented manifolds of dimen-
sions n, i, let yr (=class of the graph) denote the image of o€ H, M under
HM —% H(M x M), g(M’ x M), and denote by y/e H" (M’ x M)
the dual class, y/~(o'x 0)=y,; coefficients in a field R. Let B={b},
B'={b"} be bases of H* M, H* M’ and {b}, {§'} the dual bases. Show:
If f*(b)=Y 50 b, A €R, then

=3 pen pen(— 1)L (B x b).

In other words, the components of 7/ with respect to the base {5’ x b}
agree (up to sign) with the matrix coefficients of /*; in particular, f* is
determined by /. Compare 3/ e(H* M')o (H* M) with @~ '{f*)e(H* M)
® (H* M) as defined in VII, 6.1 (where (H'M")*=H""'M' by 8.13).

4*. Construct a chain map ¥ (of degree n—1) which induces Alexander
duality 8.17, and show y: S* K~S($"—K), K being a compact neigh-
borhood retract.

5. Naturality of the Kiinneth Sequence 8.20. Show first that 8.20 does not
depend on the ambient manifold M, M’; this reduces to considering
X =M,=M,. Next prove naturality for inclusions X —— Y. The general
proper map X — Y can be factored X —>$*x Y2V, where i is a
proper inclusion, p=projection, and k is so large that p is isomorphic
in the dimensions which matter; then p=(j}" %, where j: Y8 x Yis an
inclusion.

9. Duality in 0-Manifolds

For simplicity we treat compact d-manifolds I only (a generalization
is indicated in Exerc. 3). We denote by M” the manifold which is obtained
from L by attaching a collar along 6L (cf. 1.11), i.e. M =L v;(dL x [0,1)).
We remark that (M, M —iL)~(L, 0L), simply by shrinking each segment
[0,1) to 0. We also remark that M —iL is a neighborhood retract in M
(proof: 6L is covered by finitely many coordinate neighborhoods Ui.
Therefore M —iL is covered by {U, x[0,1)}. Each of these being a
euclidean half-space, it follows from IV, 8.10 that M —iL 1s an ENR).

Let R be a ring (of characteristic 2 if L is not orientable), and pick an
orientation 33
Oel'(iL;R)=H,M,M—iL;R)=H,(L,0L; R).
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Then &,: H,(L,éL; R)—H,_;(¢L;R) maps O to a fundamental
cycle 0=0,0 of L (cf. 2.19).

9.1 Proposition. The following diagram is commutative, and all vertical
arrows are isomorphic.
e H'IV L — HYOL) 2 HUHL,0L)—— H'T'L —— H"THBL) > -

y | |
Jv(_l)n—i—l,\o lvAa jv("l)“ﬂ.ﬁo jv{—l)ni,,o J'f-\o

e H; (L, L) =2 — H()L) ———— H; L——— H{L,éL)— H;_{(3L) — -

The rows are, of course, exact. All coefficients are taken in an arbitrary
R-module G.

Proof. The 1st, 2nd, and 4th square commute by J-compatibility
VII, 12.13-14, the 3rd square by naturality VII, 12.6 of —~-products.
The maps —~o are isomorphic by 8.2. It suffices therefore, by the five
lemma, to prove ~0: H* L=H(L,2L). This follows from the diagram

H* L= H*M ~H*L

H(L,0L)~H(M,M —iL)~H(M, M —L).

1%

The horizontal maps are induced by inclusions, all of them homotopy
cquivalences. The class O'e H,(M,M — L) is, by definition, the image
of O under the lower right isomorphism. The corresponding section
J(0)e L takes the value 1 at every point of i L (it agrees with JO there),
and therefore, by continuity, takes the value 1 at every point of iL=L.
Therefore, JO' is an orientation along L, and O’ the fundamental class
along L, hence ~O' is isomorphic by 7.2. 1

9.2 As an application of 9.1 we prove Thom’s index theorem. We have
to recall first some elementary facts about real quadratic forms. If V is
an r-dimensional vector-space over IR, and Q: V- IR is a quadratic form
then there is a base in ¥ such that Q(x)=x{+xi+ - +xZ—x2  —
X2 ,—-—x2,,, where {x;} are the coordinates of x. The number
o(Q)=p—q is called the signature of Q; it does not depend on the choice
of the base. If a is the maximal dimension of a linear subspace on which Q
vanishes then

(9.3) lo(@=2r—2a—(p+q).
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(If p=gq then one such subspace is given by the equations x;=x;_ , for

1<i<q, x;=0 for g<i<p; it is not hard to see that it is of maximal
dimension.) In particular, if Q is non-degenerate, i.e. if p+g=r, then

(9.4) lo(Q)|=r—2a.

9.5 Definition. Let M" be a compact oriented manifold, oe H,(M; Z)
its fundamental class. If n=4k then the quadratic form

Qi H(M; R) === HH (M R) =25 R, Qy(X)=(x~—X,0),

is non-degenerate (8.13 with K =M, L= i=2k). Its signature is called
signature of M, in symbols e M =a(Q). If nE£0 mod 4 then e M =0, by
convention.

1 ey

The signature is an important tool in the theory of manifolds. One of its
basic properties is the following,.

9.6 Proposition. If 1***! is a compact oriented d-manifold then o(6L)=0.

Proof. Let A=im(i*: H*(L; R) > H*(6L;R)), and consider the following
portion of the diagram 9.1.

H*L " 5 H*@L)—* - H*(L, L)

H(@L)—* > HL,
We have
xeA <= *x=0<xi,(x—~0)=0
TS CHA L iy (x o) = {0} = (A, x~0) = {0}
VII, 12.8

gt <AVX, 0>:{0},

i.e., with respect to the dual pairing (x, y)> {x—y, 0> the vector space
A is its own annihilator; in particular, dimA**~'=dim H' —dim A4,
hence 2-dimA**=dim H**, The quadratic form Q(x)=<x—x,0)
vanishes on A4%* hence |c M|=|0Q|<dim H**-2.dim A%*=0, the in-
equality by 94. |}

Suppose, for instance, M** is a compact oriented manifold such that
r=dim H**(M; R) is odd (¢.g. M=RB, C, B,;JH). Then ¢ M is odd by 9.4,
hence M cannot be the boundary of any oriented J-manifold L**+?
Of course, this follows more simply from 8.8 because yM is odd, but
we can refine the result here: If 1- M denotes the I-fold topological
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sum MoMea---oM, cach summand with the same orientation, then
o(l-M)=I(egM) is also not zero (I>0), hence |- M does not bound
either. In general, o(M**® N**)=acM +0¢ N, because H>**(Me N)=
H**M e H**N is a direct sum decomposition which splits the quadratic
form, Quen=0un®Qy. If we reverse the orientation of M (notation:
—M) then Q_,=-—0pu, hence o(—M)=—g(M). The formula

a(l- M)=1(6c M) makes sense then and is true for every integer I.

In cobordism theory (cf. Milnor 1962) one introduces an equivalence
relation (“cobordism™) between (compact oriented) n-manifolds by

M~N<eMeae(—N)xJdL for some compact oriented L.

The set of equivalence classes is denoted by @". Taking topological
sums turns " into an abelian group, and 9.6 together with the preceding
remarks shows that ¢ defines a non-trivial homomorphism Q** - Z.

9.7 Propesition. If M, N are compact oriented manifolds, and M x N is
taken with the product orientation then a(M x N)=(6 M}(c N). (For a
generalization to fibered manifolds cf. Chern-Hirzebruch-Serre.)

Proof. Let m=dimM, n=dimN. If m+n£0mod4 then o(M x N)=
0=(0 M) (o N). Assume then m+n=4p. We can decompose the quadratic
form Q=0Q,, .y according to

H*P(M x N)=(H"?M)e(H"*N)
@ricm (M) (H** "' N)o (H" 'M)e (H"~27 " N)],

where the first summand is zero if m or n is odd; coefficients are taken
in IR. The decomposition follows from VII, 8.18; products of factors
in different summands never contribute to the top dimension 4 p=m+n.
Therefore,

08 (M x N)=ac(Q|H"* M & H"? N)
' +Y2iem0 (QI[HMe H>» 'No H" i Mo H"~27+iNY).

Fix i <m/2, choose bases A of H'M, B of H*? "N, and let A4, B the dual
bases of H"~'M, H" ??*'N. Consider then the base {a®b+deb}u
{aeb—d®b}of HM e H*»"'No H" M & H"~2?*I N where ac A, beB,
and {a}, {b} are the dual bases.

From VII, 8.16 it follows that the product of any two different base-
elements is zero, and (@@ b+de@b)* =2(ae@b)—(Geb)= —(aeb—deb).
Thus, the number of positive squares equals the number of negative
squares, hence a(Q|[HM e H**"'Ne H" ‘M e H"~2?+*!N1)=0, hence
oM x N)=a(Q|H"*Me H"*N), by 9.8. If m or n is odd this is zero.

If m/2 (hence n/2) is odd then —-products in H™? M are skew-symmetric
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(VIL, 8.7), hence H™? M has a symplectic basis. In particular, H™* M
has a linear subspace 4 in which all —-products vanish and such that
2dimA=dim H"? M. It easily follows that Q|A®@H"?>N=0 and
2 dim{4de H"? NY=dim(H™?>Me&H"? N), hence ¢(Q|H"*MeH"*N)=0.
Thus we are left with the case m=4r, n=4s, and the familiar assertion
that the signature is multiplicative with respect to the tensor product
of quadratic forms. Its proof is simple: If 4 is a base for H*" M such
that Q,, has normal form (sum of positive minus sum of necgative

squares), and B is an analogous base for H?* N then A xB={a®b},. s pes
does the same for H>" M ® H?** N. But then

ch=ZaeA<ava, O s
aN=)45<{b—b,0x,
c(M x N)=ac(Q|H*Me® H**N)=Y, ,{a®b—a®b, 0y x 0y
=Y .o lla—a)® (b—b), 0y x 0y)

=Zﬂ,b<ava> oy {b—b. oy
=(cM)(aN}. 1

Proposition 9.7 shows, for instance, that every product
B,CxB,Cx---xh, C

has signature ¢=1. One can easily show that the product operation x
is compatible with cobordism and turns Q=@ ,€2; into a ring; then
9.7 asserts that ¢: Q> Z is a ring homomorphism. If one considers
differentiable manifolds only then Thom showed that the products of
complex projective spaces as above generate a free abelian subgroup
of finite index in Q' where n=(n, +n,+---+n,), and that Q" ig
finite if i£0 (4). The complete structure of Q%" is also known (cf.
Milnor 1962).

9.9 Exercises. [. If I'' is an oriented compact ¢-manifold with funda-
mental class OeH,(L,JL; R), R a field, then

H(L,dL; R)x H""'(L; R)— H"(L,0L; R) —=’=R
is a dual pairing (compare 9.1 and 8.13).

2. Let L=I" be a compact oriented ¢-manifold whose boundary JL
is the disjoint union of two (n—1)-manifold, dL=20, L& J, L. Consider
the diagram

Hn—i—lL H"‘i‘l(é’lL) >h’"*f(L’alL)——> Hn_iL —ﬂH"‘i(élL)

(9.10) ](U“flno jﬁm l(nni,\o l(—n"“ino Jﬁol

H.,L,¢Ly—— H(,L) —— HI(L,é,L) ——>H{(L,6L)—— H; (J,L)

13
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whose first row is the cohomology sequence of (L, é, L), whose second
row is the homology sequence of (L, dL, 0, L), and where OeH, (L, L),
o,€H,_ (0, L) are fundamental classes. Show that 9.10 commutes. (It
agrees with 9.1 if 0, L=0) The outside vertical arrows are isomorphic
(9.1), hence H* (L, 8, Ly~ H,(L,d,L).

3*. Generalize 9.1 as follows: If K is a compact subset of an oriented
c-manifold L then there is a commutative diagram

o—m>  HYIY0K) — H" K, 6K)——> A" 'K H" (@ K)
Ir 12 I I

— 3 e

> H(L—iK,L—K) > H{L,L—K) > H{(L, L—iK)— H,_(L—iK,L—K)—

whose rows are the usual (co-)homology exact sequences, (K=K 0L,
iK=KniL. The vertical (duality-Jisomorphisms are derived from
~-products with the fundamental classes o around K and ¢ K. (Compare
theorem 2.4.3. iIn A.L. Brown: Chebyshev sets.... Proc. London
Math. Soc. 41 (1980).)

4. Show that for every compact oriented manifold M the signature o M
and the Euler-characteristic y M are congruent mod 2.

5. If [}"*1 is an orientable d-manifold then
dim H,(0L; R)=2dimker[i,: H,(0L; R)— H,(L; R)]
for every field R, i.e., every second generator of H,OL is killed by
th

(proof as for 9.6). If M?**! is obtained by doubling L
dimH,(L; R)<2dimH, (M;R).

6*. If M is a compact oriented n-manifold which admits an injective

map i: M —V into some (n+ I)-manifold ¥ such that i (0,)=0 then
aM=0.

1*
en

10. Transfer

If f» M'— M is a map between oriented manifolds then we can transform
the induced (co-Yhomology homomorphlsms f, resp. f by Poincaré-
duality. The resulting maps f'=D~'f, D resp. f,=D'f D~! are called
transfer homomorphlsms (also Umkehr-homomorphisms). If f is a
covering map then (", f; agree with what is called transfer in the homology
theory of groups; this may justify the name.

In this §10 we use transfers to deduce geometric propertics of maps f
which satisfy f*‘l(oK)#: 4] (where K is Compact in M, and oy its funda-
Alacc)  Tuw i P lon i e

mental Cidss). 1il \;11 they will be studied for inclusion 14 ps. Their
multiplicative properties are formulated in Exercise 4.
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We begin with a naturality property of ~-products. Let f: M"— M be
a map of manifolds, let K<M be a closed set such that both K and
/'K lie in some ENR (e.g. if they are compact, or if the manifolds
are ENR). For every closed set L=K we have homomorphisms

fi HK,Ly>H(f 'K, f'L),

Se H(M’—f_lL, M-f"'KyY>HM~-L,M-K),
and we assert
(10.1) f*((f(x)r\n):xf\(f*n), for xe (K, L), ne HM', M’ —f ~1K).

This follows from naturality VII, 12.6 of ordinary —~-products by passing
to limits. Indeed, xe H(K, L) is represented (in the sense of 5.18(i)) by
some ve H¥(V, W)= H*(V— L, W—L), where¢ W<V are neighborhoods
of LcK, and fx is represented by (f*v)e H*(f ~'V, f ! W). Further,
x—~(fm)=0~(jy [y 1) =0~(fo ) and (JX)~q=(f*1)~(j, ), by Defi-
nition 7.3, 7.4. Therefore 10.1 coincides with [, ((f/*v)~(,n)=
v—~(f.Jjsn), which holds by VII,12.6. §

10.2 Proposition. If f: M'— M is a map of oriented manifolds of dimension
m' resp. m, if KM is a compact set (whose counterimage f ~' K lies in
some ENR) such that r-times the fundamental cycle oxe H,, (M, M —K) is
the f,-image of some neH,(M', M’ —f 1K) (ie. f7'(rox)*0) then for
every compact set L K there is a sequence of homomorphisms

(10.3) A{K, L)L Bi(f K, f 'Ly H @ =™ (f 'K, [~ L)L H(K, L)

whose composite equals r-times the identity map (H,= Cech-cohomology

with compact supports; the coefficients of n, og should be taken in a ring R,

the coefficients of 10.3 in any R-module). The result holds for non-oriented
Mif1+1=0inR.

Proof. The composition
H(K L-{>H (K, L)
D Hy oM —f T LM —f'K)-5> H, (M—L,M~K)

takes xeH'(K,L) into f*(fx)f\n) x~(fy n)=x~(r ox)=r(x~og).
Composing further with (—~og)™": H,, ,(M—L,M —K)~ H‘(K L) takes
x into rx. If we now replace H, (M —f 'L, M'—f~'K) by the iso-
morphic group H™ ~"+i(f 1K, f~'L), cf 7. 14 we get the required

sequence 10.3. §

10.4 Remarks. Proposition 10.2 has interesting geometric consequences.

One can define the dimension of K to be the largest i such that

[T/ T Ly far arrme T —E (of Naosami 8835_20 far mara nre_
Iy [1\, L.y UJFVU UL DUILLIV Ly— 1y (UL INAgAlllly yYJJSTJ7, IV iUl piv

cision). Then 10.2 implies that the dimension of f ~' K exceeds that of K
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by at least (m' —m), provided ogeim(f,). Also, it should be noted that
rogeim(f,) implies ro;eim(f,) for every compact subset I<K (e.g.,

I=a point). If M is itself compact and royeim(f,) then these remarks

apply to every compact part K of M. In particular, r H' M £0 implies
H'M'+0 and H'*™ "M +0. For instance, if M'=8" is a sphere

(m'=m)and - M'— M 1s a map of degree r then rHHM =0for Q<ji<m.

[CF 104 15 G UaGRp

One can use 10.2 to study the problem of local sections: A local section
of fr M >M at PeM is a map a: U— M’ of a neighborhood U of P
such that jO'—-Id If o exists then f, o, (0p)=0p, hence opeim( j*) hence
H™ "(f~'P; Z) contains a direct summand ~H°(P; Z)=Z; in par-
ticular, dim(f ="' P)=m' —m. Thus one can sometimes tell, just by looking
at f ' P, that f admits no local section at P (e.g. if m>m and f P is
finite). For the sake of non-topologists we formulate the following
special case (where M’', M are open subsets of euclidean spaces): Let

filxi, x5, .., x,)=b;, j=1,...,m, be m continuous equations in n>m
unknowns. Suppose they can be solved continuously in a neighborhood U
of PeR"™, i.e. there are continuous functions 6,(v,, ..., vl k=1,....1,

defined for ye U, with values ¢y in an open set V of IR" such that
fileyy, o539, ...,0,¥)=y;. Then for every b=(b,, ..., b,)e U the solutions
{xeV} of fi(xy, ..., x,)=0b; form a set of dimension at least n—m;

dim{xeV| f(x;, ..., x,)=b; for all j} >n—m.

10.5 Definition. The homomorphism
fi BRI B MK, L

which appears in 10.3 depends only on f, not on 5. It is called the
(cohomology) transfer. As the proof of 10.2 shows it is obtained by
composing
(10.6) H(f K ' L)=5H, (M —f{"'LM~f"K)

' L H, (M —L,M—K)- 207 (K L),

1., it is the transform of f, under Poincaré duality. It is defined for every
map [ M’ — M of oriented manifolds and every closed pair (K, L) in M
(n.b., in 10.3 we assumed K to be compact; then H(K, L)=H, (K, L)).

Dually, we can define the homology transfer
f; HJ(I/; U) J+(m m)(f Vf U)
by composing
H,(V, U)- 22 fi(M — U, M~ V) L =M — =1 U, M —f 1Y)

(10.7)
m/‘m+j(fﬁ V;f U)
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This is defined for open pairs (V, U) in M such that f is proper over
(M=U)—(M—V)=V-U (cf. 6.26). Heuristically, f, should be thought
of as “taking the counterimage™ (cf. 10.10, 10.12).

Both transfers compose functorially and commute with inclusion maps;
more precisely,

10.8 Proposition. Let M L M —L s M be maps of oriented manifolds.
(a) If (K, L) is a closed pair in M then the composite

A=K L) LS B (K, ST
L - +m(K, L)
agrees with (1), ie. (ff)V=/"f"
(b) If (V, U) is an open pair in M such that f is proper over V—U and f”
is proper over [ 'V —f =1 U then ff’ is proper over V—U and
(=, 1 B, U)=>H TV S0

If f+ M — M is the identity map, then f'=id, f,=id.

This follows immediately from the definitions 10.6, 10.7 because f, and
{. compose functorially. 1

10.9 Proposition. Let f: M'— M be a map of oriented manifolds.

(a) If i: (K, L)—<—(K, L} is an inclusion of closed pairs in M then the
diagram }
H(f 'K, f' L)~ H(K, L)

i

ie

AR DT AR L)
commutes (i’ = inclusion).

(b) If i (V, U) <—-{(V, U) is an inclusion of open pairs in M, and if f is
proper over V—U and V—U then the diagram

O)y—">H(f 'V, 0)

v,
v,

Uy L—H([f V1)

H(

commutes (i’ =inclusion).
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Since f,, f. are tunctorial the proof reduces to showing that —o resp.
—~o' commute with inclusions. This is essentially 7.6 plus a passage to
limits (H, being a limit of groups H). We leave the details to the reader. |I

As an interesting application of f, and 10.9(b) we mention the following.

10.10 Proposition. If f: M'— M is a map between oriented manifolds of
the same dimension, and if (V, U) is an open pair in M such that f is proper
over V—U and of degree r over V—"U (i.e. of the same degree r over every
PeV—-U; cf. 4.2) then the composition

(10.11) H(h, U) L5 Hy (=1, =1 0) L5 Hy(%, U)
is r-times the identity map.

For instance, if f: M' > M is a covering map of (connected) oriented
manifolds and if the number of sheets is r < oo then f is proper (over M)
of degree +r. If p’ resp. p 1s the fundamental group of M’ resp. M then
HM' resp. HM can be interpreted as homology of p’ resp. p (with chain-
complex coefficients). Further, f imbeds p’ in p with index r, and f, can
be identified with the usual transfer H(p) > H(p"); cf. Cartan-Eilen-
berg, XII, 8(2); proposition 10.10 becomes XII, 8(6) L.c.

If, for another example, f: R" > M" is a proper map of degree r then,
by 10.10, r(HM)<f,(HR"), hence r(HM)=0. In particular, only
acyclic manifolds M can receive proper maps of degree +1 from R”
(in fact, M must be contractible; cf. Exerc. 3).

Proof of 10.10. If M — U is compact then the proof is as for 10.2: Any

h = can T AfL
]::H(V U) can be Wlll.l.bll as h—y"\U with ycnuumu M — V}, and

L =(Fy)~0, hence f, fi(h)=f, (TN ~0)=y~(f, o) =r(y—~0)=rh,
the 3rd equation by 4.5. Assume next that ¥V —U is compact. Let B=
M—-V—-U;then [M—(UuB)]=(M—B)is compact, hence 10.10 holds
for (Vv B, Uy B), hence i (f, 20 S f)ig=ri,. Buti,: H(V, U)x
H{(Vu B, U v B) by excision, hence f, f;=rid holds for(V U).

Consider then the general case. Given he H(V, U) there is an open set
W<V with compact closure W such that h is in the image of i,:
HWouU, U) - H(V,U), say h=i,(k). Then

(fe Y= N R) =1 (S, [ R)=ig (rk)=r(i, k)=

the 2nd equation by 10.9(b), the 3rd because (W U)— U is compact. §



10. Transfer 313

{3 orollary. Let M beanorie :
the inclusion of an open subset. If (V, U) is an open pair in M such that
(V—-U)c W then i is proper over V—U and of degree 1, hence

HV, U)-SSHV AW, U W) H(V. U)

excision, hence i,=i_" in this case. 1§

10.13 Corollary. Let f: M'—>M be a map of oriented manifolds and
i: W— M the inclusion of an open subset, Put W' =f "W, {: W - M’
and f¥=fIW': W —W. If (V,U) is an open pair in W such that [ is
proper over V—U then we have two transfers, ™ and f¥. We claim, they
are equal, fM=f¥: H(V, Uy— H(f ' V. £ L U). In particular, in order to
compute f,: HV, U)y—> H(f 'V, f ~' U) we can always replace f: M' > M
by f¥: ftVv- V.

Proof. We have fM™i'=if" hence i) [M=(fMi)=@if"),=f"i by
10.8(b). But i,: H(V, U)— H(VAW, U~ W)=H(V. U) and

iy Hf 'V, f ' U)—H{(f 'V, /1 U)
are identity maps by 10.12. Hence fM=/f" as asserted. 1

10.14 Exercises. 1. Let I'={(x, y)elR*|y=sin(1/x), x+=0} =graph of
sin(1/x), and let X =T its closure in $*=1R?* U {c0}. Construct a map
f:8?% > 8? of degree | such that X = f —1($')= counterimage of a circle.
This shows that the singular cohomology of f~'$' can be zero (whereas
HY(f~'$")+0 whenever degree(/)=+0). In the same spirit, construct
a map g: $? —> S’ such that X=g '(P) for some Pe$!, and g admits
a local section at P.

2. Dualize proposition 10.2.

3. Let f: M’— M be a mapping of connected manifolds, and let p: M — M
be the covering which corresponds to the subgroup f, (7 M’) of the
fundamental group m; M, so that the index 1=[n, M: f,(n, M')] equals
the number of sheets of p. The map f lifts to f: M'>M, pf=/ (cf.
Schubert [11.6 for the theory of coverings). If dim M’=dim M, and f
is proper of degree r then f is proper and r=1-deg(f); in particular,
1 divides r. For instance, if M'=R" then n; M'=1, hence 1=[n;M:1]=
order of n; M, hence {n; M:1] divides r. In particular, if f: R"— M"
has degree +1, then nm, M ={1}. Since also HM =0 by 10.10, it follows
(cf. Hu 1965, VII, 8.5) that M must be contractible.
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4*. The multiplicative properties of transfers are expressed by the follow-
ing formulas

(10.15) S~ =(F0)~(£,9),
(10.16) S Tx—y)=x=1"y,
(10.17) Syt Ey=(— mlhim=m( 12 p)

Formula 10.15 holds for xe H,(K, L), ¢ H(M,M — K), if L= K are closed
in M™ and f: M'"" — M™ is proper over K — L. This requires defining
~-products for Cech- cohomology classes with compact support which
can be done by composing H.—H 5 H. Slightly more general, the
formula applies to xeH,(K,L,), (e H(M —L,, M—K),if L,, L, =K are
closed in M, and (x~&eHM—L,vL,, M —K) is defined as before,
replacing M by M —L,. Similarly for 10.17. Formula 10.16 holds for
xeH(K, L), yeH(f 'K, f ' L,), where L,, L, =K are as above (but f
need not he proper). It requires defining —-products for Cech classes as

PR LI WLU Y AP i) TULLUIL LY L1

indicated in 6.21.

According to our sign rule VI, 9.8 for commuting graded objects we
should expect a sign { — )/ =(— D =m xl = (— /11 in 10,15, 10.16,
and (— )P =™ in 10.17 (since f,, f' are maps of degree +(m—m')).
In fact, in a more systematic treatment we should redefine transfers f
resp. f, by multiplying the composition 10.6 resp. 10.7 with (— 1y =™
resp. (—1)™=P™ =m (for inclusions we shall do just that in §11); this
would produce the expected signs in formulas as above.

A way of remembering 10.15 is to say that f, is a homomorphism of
HK-modules, where HK operates on H(M,M—K) via ~, and on
HM' M —f-'K) via f and ~. Similarly for 10.16, whereas 10.17
expresses a duality.

5. Show that the middle arrow H'(f~'K, f ' L)— Hi+"" ””(f 'K, [~ 1L)
of 10.3 is the —-product (6.21) with a fixed element z of A™ ~"(f ~* K),
namely the Poincaré-dual of n (z—~0'=y).

11. Thom Class, Thom Isomorphism
Let M"+* be an oriented manifold, N" an oriented submanifold with
inclusion map e: N— M, and assume N=N (N is closed in M). Then

for every closed pair (X, 4) in N the transfer ¢, is the composite

(11.1) H{M—AM—X)-‘om L, frvk—a(x 4y =N, g (N—A,N —X).
q c q
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For reasons which will appear later in this § we modify the definition
of e, by a sign (—1)*"**-9 i¢c. from now on e;: H (M —A, M —X)—
H,_(N—A,N—X) will denote (—1)*"**=9_times the composition 11.1.
It is isomorphic, by 7.14 (arbitrary coefficients, mod 2 if M or N are not
oriented; we don’t have to assume N = N provided we take subsets A= X
of N which are closed in M).

For small dimensions 11.1 implies

(112) HM—A,M-X)=0 for g<k=dim M —dim N,

(11.3) H(M-AM-X;Z)y=H,(N—A, N—X; Z)= free abelian group
generated by the components of N — A which lie in X .

In particular, H (M, M —N; Z)=~H,(N; Z) is frecely generated by ele-
ments v, which correspond to the components N; of N. We call v, the
transverse class of N, (in M). In the decomposition

HM M-N;Z)x®,HM,M—N,; Z)
it i1s a generator of H (M, M —N,; Z)=Z. If N is connected, we also

write vy or v for its transverse class.

The isomorphisms e, commute with inclusions. In more detail, if (X, A)<
(X, A) are closed pairs in N then

H(M—A,M—X)~H, ((N—A,N—X)

(11.4) Jz* li*

(j=inclusion) commutes, by 10.9(b).
If V'is an open set in M then

(e|Vn Ny,

H(V-A,V-X) = H, ((VAN)—A,(VAN)-X)
(11.5) L‘* o
HM-AM-X) = H, (N—4, N—X)

commutes for every closed pair (X, A) in N; in fact, this is just 10.9(b),
using (e|VnN),=e, (10.13). § In particular, for g=k, A=0, X =N, we
see that j.: H(V,V—N)— H, (M, M —N) takes transverse classes into
transverse classes,

(116) j*(VI)ZV;u
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where A</ are components of (V' N) respectively N. From 11.6 it
follows that the transverse classes v,e H (M, M —N) have arbitrarily
small representatives. In fact, if PeN,, and V is any open neighborhood
of P in M then v, is the image of v:eH,(V, V-V~ N), where 1 is the
component of P in VA N.

1), and Hk (M, M—N,;
H.(M,M—N)=0 for i+k. If o A, —» R =R"x R* is any non-
degenerate affine simplex which meets N in exactly one interior point
(i.e,ois“transverse " toR"” x {0})thenaisarelativecycle of M mod M — N
whose homology class [o] generates H, (M, M — N; Z), hence [a] = *vy.

If, in the general case again, the embedding ¢: N—M is flat at Pe N
(cf. 1.8) then, by definition, P has an open neighborhood V in M such
that (V, VA N)=~(R" x R*, R" x {0}). The transverse class v, (assuming
N connected) is then the image of v, y which, in turn, is given as above.
This provides an intuitive idea of vy for a fairly general class of embed-
dings.

If we apply the universal coefficient formula (VI, 7.10) to 11.2, 11.3 we
find

(118) HI(M—-A,M-X)=0, for g<k=dim M —dim N;
(119)  H*M -4, M—X;G)=Hom(H,(N—A,N—-X;Z),G)

~direct product of as many factors G as there are components of
N—-—Ainn X.

11.10 Proposition and Definition. Using 11.3 the elements of
H*(M,M —N:;G)=Hom(H,(N;Z),G)

can be described as follows: For every component N, of N choose an
element g, € G, then there is a unique class ye H(M, M — N ; G) such that
{y,v,>=g, for every 4 (v,=transverse class). 1

In particular, there is a unique class t=1y e H*(M, M — N; Z) such that
{t,v,y=1 for every A; it is called the Thom class of N (in M). The image
of  under e*: H*(M, M — N ;Z)— H*(N; Z) is called Euler class of e, or
normal Euler class of N in M; it is denoted by y=yN. We also write 1
respectively y for the image (under ®) of the Thom- resp. Euler class in
H*(M,M —N; R) resp. H*(M; R), where R is any ring. The name origi-
nates from a special case: If e: N — N x N is the diagonal embedding and
N is compact then one can show that (y%*", 04> equals the Euler
characteristic of N (cf. Exerc. 3).
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Both, Thom and Euler class, are natural with respect to inclusions j: V— M
of open subsets, i.¢.

(11.11) =t  GIVAN* D =xbn

The first formula follows from 11.6 and the definition of t, the second
from the first. §

11.12 Proposition. If e: N — M can be deformed into a mapping f: N — M
whose image lies in M — N then y3 =0. In other words, y¥ can be viewed
as an obstruction for deforming N into M —N (cf. also 11.25). Also, if

H*(M;Z)=0 then y¥ =0. For instance, this applies if M =R"*+*.

Proof. In both cases e*: H*(M, M — N;Z)— H*(N;Z) vanishes: in the
first case because e*= f* factors through H*(M — N, M —N)=0, in the
second case because e* factors through H*(M;Z)=0. 1

The following proposition relates intersections to —-products; such
relations will be studied in more detail in § 13.

11.13 Proposition. Let N,, N, be oriented submanifolds (N,=N,) of an
oriented manifold M such that N=N NN, is a connected manifold.
Suppose N,, N, intersect transversally at some point Pe N, meaning that P
has an open neighborhood V in M such that

(V: VAN, VAN, ~(RF x R" x R¥; {0} < IR” x R¥, R* x R" x {0});

in particular, the dimensions of N, N, Ny, M,are n,n+k,n+k,,n+k+k,.
Then N is orientable, and 1) = + (1§, — 1 ). Also i—x%=(e’f I~ (€% 1),
where e,: N — N, denotes inclusion. (As to the signs, the Ist part of the
proof will show how to compute them in terms of given orientations of

M,N,, N,.)

Proof. Assume first '=M, hence
(M; Ny, Ny)=(R*2 x R" xIR"; {0} x R" x R, R*2 x IR" % {0}),

and N=N,nN,={0} xR"x {0}. Let oeH,(R,R'-0;Z)~Z, and
weH' (R, R'~0;Z) be generators, hence {y,,0,)==+1. Let 1 also
denote the generators of the various groups H,(—,Z) and H°(—, Z).
Then o, x1x1, 1xlxo,, o,x1xo0, are generators of
H (M, M =N Z),H, (M, M~Ny; Z),H, ,, (M, M~ N; Z)(cf. VI, 2.14),
so they agree, up to sign, with the transverse classes of N, N,, N. It
follows that +ty=p, x1x1, ¥ =1x1xp, t§=p x1xy,
hence 1§ = £ (1))~ (tx ) by VIL 8.15.
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In the general case let v} the transverse class of VAN, and
i V;V=N,V—N,,V—N)—>(M;M—N,,M=N,, M—N)
the inclusion. Then
<Tff‘\’ll erlzaj* (meV)> = <U* Tl[\tﬁ)v(]* I]I’:]lz)5 er\V>
=Y Y LA Yy
TNYNiAVY T O MNan Vo YNAY /S T N
In particular, j, (vy,.,-) must be of infinite order, hence

A"N=H, . (M,M~N)

is an infinite group, hence N is orientable, by 6.25 or 11.29. But then
h

{ ‘__ M]‘\\f 11K I’\onf\ /‘rM .‘rM 1IM\:...1_1 o
J*\VN(\V} V U-y 11.V, Liviivi \LNl th, VN / 1 l, LI RIS

by deﬁmtlon of the latter.

As to the Euler class,
v =e*(ty)=te*(ty —ty) = t(ef ty)~(e3 )= £ ra =, |

X7~ PR M -

VW [1ow bIlUW l.[ldl LIIC LIdilblCI € can DC applummdwu Dy T, l.[lC (.Clp-
product with the Thom class. More precisely,

11.14 Proposition. Letr e: N"— M"** as above (closed inclusion of
oriented manifolds), let X <N be closed and WM open such that
(N—X)cWc(M—X). Then the composition

HMM-X)">H,_ (N N-X)-"H,_ (M, W)
agrees with 1~, i.e. for every he HM,M — X) we have i, e/(h)y=1~h,
where i =inclusion(note that M — X =(M — N)u W,so that t ~he H(M, W)).

The proof requires some preliminaries. We show first

11.15 Lemma. If X is compact (in the situation of 11.14) then
e,(w—~oMy=(—1)"(i*w)~oY  for we H*(M, W),

where o respectively oY denotes the fundamental class of X in M
respectively N. (Compare this with 10.15.)

Proof. If z is the image of w under the composition

H*(M, W)L H*(N.N—X)=H(N,N- X)— H N

then w—~oM=z~0" and (i* w)~o0f=z—~0", by definition of the right
sides (cf. 7.13 and the explanation thereafter), hence

e,(w—~oM)=e,(z~0M)=(— 1" 2~ 0¥ =(— 11" (i* w)~0Y. &
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11.16 Corollary.If X = Pisa point (in the situation 11.14) and we H" (M, W)
then w—~of =(—1)*"(i* w, 03> vp, where v, denotes the transverse class of
the component of P.

Indeed, (—1)*"e,(w—~o0p)) =(i* w)~o% is {i* w, 0} >-times the homology
class of the point P, by VII, 12.8; hence the assertion by definition
of vp. 1

11.17 Lemma. If X is compact (in 11.14) and r- (M, W)— (N, N—X) isa
retraction then r (ty—~o0Y)=o0Y.

Proof. Assume first X =P is a point. Let uc H"{N,N—P;Z) be the
generator with{u, 0§ > = 1. Then (r* ) ~ 0¥ = (— 1Y {p, o8> vp=(— 1" v,
by 11.16, hence
(T~ 0 )y =r* i, 1~ 0y ={(r* )~ 7, 0
=(=1}"{r, * p)~op > =z, vpp = 1.
Since r, (t~o0p') is a multiple of of this proves r, (t ~0})=o0}.
In the general case consider the commutative diagram

H(M,r~ (N - P)) et H(M, W)
H(NN—-P) «* H(N,N-X),

where PeX, and ", j are inclusions. Comparing the images of t~o¥
gives jL{r, (t~o¥))=r, (t ~o¥)=0}, using naturality of ~ and the first
partofthe proof. This equation holds for all P€ X, thereforer, (t ~o0¥)= o}
by Definition 4.1 of the latter. |

We now prove a special case of 11,14, namely

11.18 Proposition. If X is compact (in 11.14) then i _(0}) =1t~ 0.

In particular, if W=M — X then (by Definition 7.4) the right side agrees
with y¥ —~o¥, where ¥¥ is the image of ¥ under H*(M,M—N)—
H*M — H*X; the proposition then asserts that y¥ (=yM|X) is the
Poincaré-dual of i (oY)e H (M, M — X). If M is itself compact and X =N,
W=@ then ty~o})=1y¥~(j, oi)=(*1¥)~ o}, where j=inclusion,
hence (j* tjf)e H* M is the Poincaré-dual of (i, oy)e H, M.

Proof. Assume first M and N are ENR’s, and let »: M'— N be a neigh-
borhood retraction. Let W’ be a neighborhood of N—X in r {(N—X)n W.
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We have r: (M, W')—(N, N — X), and if we choose (M’, W’) small enough
then the composite (M, W')—">(N, N — X) —+(M, W) is homotopic to
the inclusion mapping j (cf. IV, 8.7), hence j, =i, r,. Apply i, to 11.17
(with M replaced by M’) and get

i (0N =i, 1y (N ~o¥ =i (* N~ o) =t ~j, 0f =75 ~ox.

In the general case we can find an open subset M'< M, such that M" and
N'=NnM' are ENR’s, and X< N’ (because M, N are locally ENR and
X is compact; cf. [V, 8.10); put W'=Wn M'". Then

(N, N' = X)—— (M, W)

(11.19) i j
(N,N=X) —— (M, W)

is a commutative diagram of inclusion maps, hence

. N .o z .. : . . : .. /
i (0N =i 0F) =y i, (0% ) =], (N ~ 0¥ ) =], (* Ty ~0X)

_M__: M __M__ M
=Ty ~JO0x =Ty ™0

the third equation by the first part of the proof. 1

Proof of 11.14. If he HM, M — X) then h is dual in M to some class
xeH X, and (—1)*¥e,h is the dual of x in N. For some closed AcX
such that X — A is compact the class x has a representative x’ in H(X,A),
because FICX =m H(X, A). This class x', in turn, has a representative y
in H*(M', M"), where (M’, M") are suitable open neighborhoods of
(X, A)in M (because H(X, 4)=lim H*(M’', M")). By the remarks following
7.13, the Poincaré-dual h of x has the form h= Jjo(y~0X_ y), where
j:(M', M’ — X) (M, M — X) denotes inclusion. Similarly, with notations
as in 11.19, we have that i”* y represents x in N, and the dual (—1)"e,h
of x in N is given by

Hence eth=(— UHHJ;U’*J”\O%LN”)-

iy e h=(— 1Pl jL (7 *y—~oy_y.)=(— 1P i (i*y—~oy_y.)
=(— 1P (y~i, oy yo) = (= DV (y~t8 ~oX )
:j*(TAN{”"yA0¥I—M”)=T%’“j*(yﬂoj)‘(r_M”)=T%’"‘h

(note that th. =j* tn, by 11.11). 11
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11.20 Corollary of 11.14. Let e: N"—=> M"** be as in 11.14, and assume N
is a neighborhood retract in M, say r: M'— N, r'e=id, M' open in M.
Then for every closed X = N the composition

Hq(M, M_X)e’;ch(M', M'_X)L q~k(M,a M,_r_lX)
11.21
( ) _&’Hq_k(N,N—X)

agrees with e,; in particular, it is isomorphic. Dually, the composition

et HI KN, N—X)"S Hi "M M —r ' X)
(11.22) o
N L HI(M M —X)~H{(M,M—X)

is isomorphic. Both isomorphisms are named after Thom.

N [ AL r
IJ, !HUICUUC.’ Lfl€ (,U"llUU.)lLK lVJI—_"lv ——?iVI Lb HUI’HULU[)!L to L”C Ln(,[MVUH

map j: M' — M then the Thom maps are isomorphisms of H* M-modules, i.e.,
(1123) e(y~m)=(—1!Ple*y)~(eh), ex—ery)=(e'x)~y

for ye H* M, he HM, M — X), xe H*(N, X).

N~ that th
a as 11.20 are aiways oaL'o i 1

o 18] mv\iﬂnnn
L‘Ul\z LIl Uilv dodUllip/uiully v

(=N
o
2y
o~
"~

ENR’s (IV, 8). If the retraction r, or the homotopy er~j, exist in a
neighborhood of X only, then one can still (by excision) prove the con-
clusions of 11.20 for this particular X. Also, the assumption e r=j is not
really essential for the first equation 11.23 (one can us¢ a lim-argument
for homology) but I don’t know about the second.

Proof. If we compose 1y ~=1i, ¢, (cf. 11.14) with r, we get r, (1§ ~)=ei
which proves the first part (by naturality 11.5 of ¢,). Now choose a re-
presentative cocycle ¢ of ©'; then the following are chain maps

S(M', M'— X)~SM//S{M' — N, M’ —r=1 X} 225 S(M', M' —r~ ' X)
7, S(N,N—X)

(strictly speaking, we must shift dimension indices and introduce signs
to make this correct). Their composite induces isomorphisms on ho-
mology—namely r, (t ~)=¢j—and is therefore a homotopy equivalence
(I1, 4.3). Hence the dual composite

S*(N,N—X) "> §*(M', M'—r~1 X)
ey (SMY/S{M' — N, M’ — =1 X })*~ §*(M', M’ — X)

is also a homotopy equivalence. Since it induces (t —) r* on (co-)homology
this must be isomorphic, as asserted in the second part of the proposition.
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Finally,

e,(y~h)y=r (tN ~jig " y—~m)=r (N ~j*y—~iz ' h)
=1, (M ~r*e*y~j-th)=(—1)Plr (* e* y~oi ~j 1 h)
Yhy=(—1)ble*y—~eh,

—(— l)klyl e*yﬁr* (T%AJ;

and dually for ¢'.

11.24 Corollary. Put X =N in 11.20. Then &' (1) =12, and &'(z ) =1M 4.
In particular, 2y =0 if k is odd (since T—7=(—1)1—1).

Indeed, e'(1)=1—7*(1)=1—1 =1, hence
e (My=e'(l—e*1)=¢'(I)—1=1—1. 1

I don’t know, whether the last conclusion (2 =0) of 11.24 holds without
assuming r; or er=>j.

There are many other interesting consequences of 11.14. We discuss a
few of them now, others in § 12.

11.25 Proposition. If, as before, e: N"— M"** is a closed inclusion of
oriented manifolds and X =N is closed then the composite map

H,(N,N—X)-* H (M, M—X)-<>H, ,(N,N—X)

agrees with yy —~, i.e. we have e e {=y~& for (eH (N,N—X). In
particular, e, {=0< 3 ~{=0.

For instance, if X is a compact ENR in N then e, (0})=0< y~of=0<
x1X =0, the latter by Poincaré-duality. In other words, the fundamental
cycle m N around X is homologous in M to something in M—X
(“can be pushed into M — X7 if and only if ¥|X=90. In particular, this
applies to X =N if N is compact.

Proof. As in 11.14, we consider open sets W < M such that
N-XcWcM-X;

let i: (N, N —X)— (M, W) the inclusion map. Then i e e, é=1~¢, (=
i (e*t1~8)=i{y—&), the first equation by 11.14, the second by natu-
rality of —~, This proves the assertion if i, is monomorphic. For any
feH(N, N —X) we can find an open pair (M', W) in (M, M — X) such
that (N, N —-X)=(NnM',NnM'—X) 1s a retract of (M, W’) and
Seim({: HN',N'—X)—>H(N,N—X)), say &=I_¢ (because & is
represented by a chain with compact carrier, and M, N are locally ENR ;
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cf. also proof of 11.18). Then il : H(N',N'—X)— H(M', W’) is mono-
morphic, hence eje, &= y¥ —~¢& by the first part of the proof. Now
apply I, to this equation and get the required result by naturality of e,
and . 1

11.26 Proposition Let N —%> M —4> L be closed inclusion maps of oriented

— TT¥k FA AN

munyum.s Abaume U’l(:' 1m)m (,tubb TN e (i, IVI —IV) }’l(lb urn QXIenSl()n

McH*(L, W) to some open neighborhood (L,W) of (M,M—N) in
(L,L—N)- Then =2y <1y, d*(TR)=13 <y, and yy=1n —e* (1n).
The extension T always exists if M is a neighborhood retract in L: just
take M =r*t™ where r: I-M is a neighborhood retraction, and
W=r"'(M —N). I don’t know whether T always exists, nor whether the
last equation between Euler classes always holds.

Proof. Let N; be any component of N and v, its transverse class; put
k=dim M —dim N, h=dim L—dim N. We have

<TNVIM3 A> <%%[a Tl)\‘/[f\v > TN:- *(d Vi )> <TN9d vj/'%l>
_<d*INav > <T M>:19

the 3rd equation because ¢,(v¥) and e,(d, v%)=(d e), (vi‘) coincide (they

11.1 14

both equal the class of a point in N,). This shows ¥ VTIM=T}IQ1 by
definition of the latter. Apply d* to this equation and get d*(i%)=
d*(E)—d* (th) =M <yt =M _ L Now apply e* and get

i =ak={d &) () =e* d* xp) =e* (M)~ e* (b =N —e* (xhy). B

11.27 So far in this § we have only considered oriented manifolds. As
usual, analogous results hold (with the same proofs} in the non-oriented
case if coefficients mod 2 are used. In order to get a finer theory one has
to use local coefficients {cf. Steenrod 1951, § 31). We shall not go into
this; we shall, however, deduce some of the easier integral results
directly, essentially by reduction to the oriented case. Assume then
N"< M"*+¥* are manifolds (not necessarily orientable), N=N. For every
component N, of N, choose an open set M'cM such that M’ and
N'=Nn M’ are orientable, and N=N, " M'+0; let v.e H (M', M'— N')
be a transverse class of N; in M’, and let v,e H,(M, M — N) denote its
image. We know {11.6) that +v, is in fact the transverse class of N, in M
if these are orientable; so we continue to call it so, even if they are not
orientable.

11.28 Proposition. Let N"< M"** as above, and let X be a closed subset
of N. Then H,(M, M — X ; Z)=0 for j<k, and H (M, M — X ; Z) is gener-
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ated by the transverse classes v, of components N, which lie in X. In
contrast to 11.3, however, these classes are no longer free generators;
some of them may be of order 2 (cf. 11.29).

Proof. The proposition is true if both M and N are orientable. Suppose
M,, M, are open subsets in M such that the proposition holds for
(1‘Vf 1» PVTI), (ilvf 7, PJZ)’ (J:lvf e ithz R 17\le M 1“\{72), where 1Vq =M M N. We then con-
sider the Mayer-Vietoris sequence (111, 8.22)

J ’ J * J ?

—+Hjﬁl(MlmMz,MlmMz—leXz),

where X =M _n X. We can apply the proposition to the outside terms
and thus, by exactness, prove it for the middle term, i.e., we can conclude
that the proposition holds for (M;uM,, N,UN,). By induction, the
proposition then holds for every finite union (M', N)={J,_;(M_, N,) of
orientable pairs. Since H(M, M — X)=lim H(M', M'- X), this proves the
proposition by passage to the limit. |

11.29 Proposition. Let M"+* be an orientable manifold and N"< M"+* a
non-orientable connected submanifold, N=N. We know (11.28) that the
transverse class vy generates Hy (M, M —N; Z). We assert, that vy is of
order two, hence H{(M,M — N, Z)=Z,.

Proof. Pick PeN and an orientation o,e H (N, N—P) at this point.
Consider all oriented connected open subsets of N which contain P, with
the given orientation at P. Their union is N, and since N is not orientable
there must be two of them, say N’ and N”, whose orientations disagree
at some other point QeN'nN”. Orient M and pick open subsets
M, M"<M such that N'=Nn M, N'=NnM". Their transverse
classes veHM',M'—N'), v'e HM", M" —N") are defined then (not
only up to sign) and they are both images of the transverse class

voe HM AM",M'AM"~N'AN"),

hence they map to the same generator vy H, (M, M — N). The transverse
class voe HM' n M", M'n M" —N'n N"), on the other hand, maps with
opposite signs into +v/, Fv” because the orientations of N’', N” disagree
at Q. The images of v/, v in H,(M, M — N) must therefore be of opposite
sign, hence vy= —vy, or 2vy=0.

It remains to show that vy 40, or H,(M, M — N ; Z)+0. But
HMM-N;Z)eZ,=2=H,M,M - N;Z,)=Z,,
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the first isomorphism by 11.28 and the universal coeflicient theorem, the
second because mod 2 the isomorphisms 11.1, 11.3 hold for non-oriented
manifolds. |

11.30 Exercises. [*. Let N;, N, M be oriented manifolds, N,= N, , and
assume N;N N, 1s a connected manifold with dim(N; " N,)=dim N, +
dim N, —dim M. Prove: If 7y —1y,#0 then N NN, is orientable,
Ty, = Ty, =L Ty,  §, fOF sOme integer g, and e (ty)=p 182, y,, €5,(xN) =
1N~ N,» Where ey, e, are inclusions. The integer p is called the inter-
section multiplicity (=0 if 1y ~1y,=0). Show that y can be determined
locally, 1.e. in any open set W of M which meets Ny " N,. If N, N, inter-
sect transversally at some Pe N; n N, then u was shown tobe +11in11.13;
compute the sign in terms of the orientations of N, N,, N;, N,, M.

2. Let NeM, N'< M’ be oriented manifolds (N=N, N'=N") of dimen-
sion n, m, n', m'. Consider N x N'c M x M’ with the product orientations
and prove tif XM =(— 1ynm' =m) oMo oM,

3. Let N be a compact oriented manifold, orient N x N with the product
orientation, and consider the diagonal embedding e: N - N x N. Prove
that (¥ *¥, oy>=7(N)=Euler-characteristic of N. Hint: Use 11.18
and 8.21, Exerc. 2.

4. Let /: N— M be a map of compact oriented manifolds, and define
TeH*M by T~oy=/, (oy). Prove that f, f{(h}=17~h for every he HM.
Compare this with 11.14.

5* Recall (4.10, Exerc. 6) that a map f: N — M of manifolds is called
orientable if it lifts to a map f: N — M of orientation-covers which com-
mutes with the canonical involutions of N, M. Show that a closed in-
clusion map e: N"— M"+* is orientable if and only if every transverse
class v, of N in M has infinite order. This, in turn, holds if and only if a
class te H*(M, M — N ; Z) exists such that {(z,v,>=1 for every 4.

12. The Gysin Sequence. Exampl

The Gysin sequence is a consequence of 11.14. It relates the (co-)homology
of N and M — N provided e_: HN~HM. This assumption may appear
very restrictive, however, even if it is not satisfied one can usually find an
open neighborhood M’ of N in M such that HN = HM', and replace M
by M’; in fact, I know of no instance where M’ doesn’t exist. We discuss
some examples to show how the Gysin sequence can be used to deter-
mine H(M —N) from HN (Stiefel manifolds), or HN from H(M —N)
(Grassmann manifolds).
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12.1 Proposition. Let ¢: N" < M"** be oriented manifolds as in § 11 (N = N),
let M'c M be anopensetand N'=NnM'Ifi : H(N, N)xH(M, M') then
(12.2) N~ H (M, M u(M—N)=H, ,(M,M),
(12.3) N—: H =M, M)~ H" (M, M’ U(M — N))

(arbitrary coefficients; mod 2 if M or N is not oriented). Moreover, there
are {dual) exact sequences

..>H (N,N') %> H,(M —N,M’ — N')-—2=5"0, g (N, N')

(12.4) o
L_)Hr—k(Na Nl)_ai_)Hr—l(M_N’ M’_N,)_)”"
(12.5) —HFUN N) " H'(M—N, M —N') &= Hr (N, N)

R N NS H T (M= N, M~ N')

The maps p are induced by inclusions, as indicated; o will be defined

during the proof Both sequences are named after Gysin. The case

O — £ trrarla am +ha ences
M —g—N I8 Ol parucmm uup\’)rtauce tine \belu sequences t

relate the (co-)homology of N and M —N.

Proof. We know from 11.14 that, up to sign, the map ¢~ agrees with the
composition H(M, M"U{M —N)}—“>H(N,N')—"*>H(M, M’), and by
assumption this is isomorphic. As in the proof of 11.20 we now choose
a representative cocycle ¢ of r and we conclude that

t~: S(M, M' (M —N))— S(M, M')

is a chain homotopy equivalence. The dual chain homotopy equivalence
t— induces 7— on cohomology, which is therefore isomorphic. This
proves 12.2, 12.3.

For the Gysin sequence we consider the diagram

SH(M' UM~ N),M') £ H(M, M')-3 H(M, M’ U(M — N))-% H(M'U(M — N), M')—

(12.6) N% :]i* :|(r~>-1 i N%

— H(M—N,M'—N') 5 H(N,N'}-%5 H(N,N') 2% HM—N,M' —N') -,
where the first row is the homology sequence of the triple

(M, M’ U(M—N), M").

The vertical arrows are isomorphic (j! by excision), and p_ resp. o, are
P g ¥ 23 Mo Py &
so defined as to make the first resp. thlrd square commutative. The
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second row is the required Gysin-sequence 12.4. In order to prove that
it is exact it suffices to verify that the middle square is commutative
(the first row being exact). This follows from

i (r~W=1(* ) ~h)=t~(, =1~ i h)

The cohomology Gysin sequence 12.5 is obtained dually: just replace H
by H* and —~ by — in 12.6, and reverse all arrows. |

The graded (co-}homology groups which appear in the Gysin sequences
12.4, 12.5 can be viewed as modules over H*M (via inclusion, and —~-
or —-products); then we have the following

12.7 Complement to 12.1. All the maps which appear in the Gysin sequence
are (graded) homomorphisms of graded H* M-modules (n.b. for graded
maps ¢ this involves a sign: @ (y - h)=(—1)?P1y- ¢ (h)).

This can be refined: The operation of H* M factors through H* M —H(M —M") (by
excision and passage to the limit), and the maps of the Gysin sequence are in fact homo-
morphisms of H(M —M’)-modules. We leave these details as an exercise to the reader.

Proof of 12.7. The first row of 12.6 consists of H* M-homomorphisms
{cf. VII, 12.19). It suffices therefore to show that the vertical arrows are
H* M-homomorphisms. This is clear for j, and i, we must only prove
it for t—~. But

t~(y~h)=(1—y)~h=(— 1P (p—t)~h=(= 1Pl y~(z~h),
as asserted.

We now formulate some consequences and special cases of the Gysin
sequence which will be used in our examples. For simplicity, we consider
the absolute case M'=@=N" and cohomology only. All coefficients are
taken in a fixed commutative ring R (of characteristic two if M or N
1s not oriented); we write y both for the (integral) Euler class and its
image in H*(N; R).

12.8 Proposition. Let e: N"c M"** be oriented manifolds, N =N, such
that e,: HN = HM. Then

(i) p*: H"N-—>H"(M — N) is monomorphic for r<k, and epimorphic for
r<k—1. The kernel of p*: H*(N;Z)— H"(M —N;Z) is a cyclic group
with generator y; if N is connected, then

coker[p*: H*"Y(N;Z) -» H*" (M - N; Z)]

is zero resp. =Z depending on whether the order of y is infinite or finite.
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(ii) If A is a subset of H* N such that {p*a},., generates H*(M — N) as
a ring then Au{y} generates H* N as a ring.

(iii) If ¥N =0 (hence a* epimorphic) and ue H*=*(M — N) is any element
such that ¢*(u)=1€H°N then H*(M —N)=(H*N)-le(H*N)-u, as
H* N-modules (cf. 12.7). With dimension indices,

H'(M—N)=(H" N)o(H ~**'N).

Note that yM=0 whenever k is odd and H*(N;Z) has no 2-torsion
(cf. 11.24),

(iv) Suppose there are homomorphisms y": H'(M —N)— H"N such that
p*y'=1d for r<s, and y(y~z)=(yy)~(yz) for |y|+|z| <s. This means,
y={y"} is a multiplicative right inverse of p*, up to dimension s; put y"=0
for r>s. Let H*(M — N)[x] denote the (graded) polynomial ring over
H*(M — N) in one indeterminate x such that |x|=k. Then

. H¥(M —N)[x]—-H*N, F(Zajxj)=2y(aj)xj,

is a ring-isomorphism up to dimension s. In dimension s+1 the kernel
of T consists of all constant polynomials, ker(I'*+1)= H*+*1(M — N).

Proof. Part (i) follows immediately from the Gysin sequence 12.5 since
H!N =0 for j<0, and H°(N;Z)=~Z if N is connected. Part (ii) follows
by induction on dimension: If ye H* N, we can find a polynomial p(a)
in elements ae A, such that p*(p)=p*(y), hence (y— p)eker(p*), hence
y—p=yx~—q by 12.5, where |q|=|p|—k<|p|. By induction, g i1s a poly-
nomial in y and elements a, hence y=p(a)+ y~—q(a, y), as asserted.

If y=0 then 12.5 reduces to a short exact sequence of H* N-modules
0> H*N—5H*(M—N)—Z5H*N—0, and the map y(p*y)—u,
yeH* N, 1s a right inverse of ¢* (using 12.7); this proves part (i11). Part (iv)
is similar to (i1); in fact, the argument for (i) shows that I" is epimorphic
(up to dimension s). Suppose now » ;.o a;x’ is an element of ker(I') of
dimension r<s. Then Y ;. v(a;) x’=0; apply p*, use p*(3)=0, and get
ao=p*y(a,)=0. Therefore F(]Zj>0 a; x) )—x=3% 0 7(a)x'=0, and
dim(} ;. ya,x'~")=r—k. The partial Gysin sequence

H-'N-ZH-YM-N)—=>H*N*5H'N

shows that y— is monomorphic (because p* is epimorphic), hence
I'(};.oa;x'})=0, hence ), ,a;x/"'=0 by inductive hypothesis,
hence Y. oa;x'=(};, oa;x~")x=0. The same argument applies if

dim(} a;x')=s+1 provided a,=0; hence ker(I"+')=H**'(M —N), as
asserted.
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12.9 Example. Stiefel Manifolds. If F is one of the (skew) fields R, €, H
let V,,F denote the set of all linearly independent p-tuples of vectors
in Fr+a

Vo F=1{(0y, 04, ..., 0, )EFPH 5 FPHix ... 5 FPHY|
I‘n_l linmaarhy indanandant nver pl
(Vi iivaily auvponuclit vl f f

Clearly, V,, F is an open subset of (FP+49yP FPP+4) hence is a manifold
of dimension dp(p+q), where d=1,2,4 as F=IR, C,IH. It is known as
(real, complex, quaternionic} Stiefel manifold; its elements are also called
p-frames in F”*4. Note that V,, F is the set of all bases of F¥; it can be
identified with the linear group GI(E p).—As an application of 12 .8(iii)
we prove

191N Dmasacmdran Tl.- nnm”in'\ﬂ ey id M gad thh, nund.nt
1 Lo LU IlUpUBlllUll 11 (/Ulflylt L_)thfjﬁl HLuHUU!u qu\l, Ul Lne [JI vuuCl
of spheres $29+1x$§29+3 x ... x §29+2P~1 hgpe isomorphic integral co-

homology rings, i.e. H*(V,, C, Z)=E(a***', ..., a**??~ ') is an exterior
algebra (cf. VI, 10.15) over Z with generators {a’} of dimension j=2q+1,
2g+3,...,2q+2p—1.

For ¥, IH there is a similar result and proof (just replace 2 by 4), whereas
for V. R the situation is more complicated (cf. 12.11).

Proof, by induction on p, starting at ¥,
§2p+2a-1) et

peg=apomt(or V; . Cx

M, =V, CxCr*i={(v,,...,v,,v, )v;eC°*4 (v, ...,v,) independent},

p)
and

N, =1, ...,v,,0,, )EM,|v, , dependent on (v, ...v,)}.

Clearly N, isaclosed subsetof M, ., and M, — N, =V, ., C. Further,

VieCxCP >N, (0,0, 0,, A, e, A ) (0, 0,0, =D P A1),

I »¥pr Tp+l

is a homeomorphism, hence N, is a manifold of dimension

n=2p(p+4q)+2p,

and is homotopy equivalent with V, €. Also, M, is a manifold of dimen-
sion 2p(p+q)+2(p+9)=n+2q, and is homotopy equivalent with , T,
hence H M, =H V, Cx~H N, . We can therefore apply the Gysin
sequence to the inclusion N, < M . The Euler class yx lies in

H* N, ~H(V, €)=0,
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the latter by the inductive hypothesis H*(V,, C)=E(c?9+!, ..). It

gy | Fonmzan 17 Q F322\ 41 o0
IOHOWS HHOLLL 1£.61111) N4l
H*(V,

p+1l,4-1 (E)ZH*(MM—"NM)
~E(a4Y, .., g? 1201 g E(g24+1, .. g29+20-1). g2a-1
as E-modules. To finish the proof we must only show that g24 ! — 524~ =0,

But 2(g?471~¢??"")=0 because 2g—1 is odd, and H*(V, C) is
torsionfree by the formula above. |}

+1,¢-1

12.11 For real Stiefel manifolds V,, R one might expect an analogous
result (replacing 2 by 1). However, this is false in general; the above
proof breaks down because the Euler class yNeH(V,, R) is not
always zero. Taking coefficients Z, avoids this difficulty (i.e. x¥ =0
then; cf. Exerc. 6) but then one can no longer prove a—¢=0 as above.
Still, 12.8(iii) will show that elements g'eH'(V,,R:Z,) exist for
J=q, g+1.....q+p—1 such that the monomials {g''—a/>—...eqir},
q<ji1<j;<-<j,<g+p—1, form a Z,-base of H*(V, R;Z,). As to
the values of a/—a’, we refer the reader to Epstein-Steenrod IV, 4.

Avoiding all questions about y} and ¢—¢ one can apply 12.8(i) to the
embeddings N,, Rc M, IR and get inductively

12.12 Proposition. H"(V, R, Z,)=0 for 0<r <q. More generally, using
the homology Gysin sequence, H.(V, R;Z)=0 for 0<r<q. 1

12.13 Example. Grassmann Manifolds. If F is one of the (skew-)fields
R,C,H let G,,=G, F denote the set of all p-dimensional linear sub-
spaces of FP*4 For instance, G, F consists of just one element, and
G,,F=set of 1-dimensional subspaces of F*'=PF (cf. V,3.5). We
shall see that there is a natural topology which turns G, F into a compact
manifold of dimension dp g, generalizing P, F.

Let a: F?*9— F? be any linear epimorphism, and let

G5, ={8€G,, |la(g)=FP}={geG, |gnker(x)={0}}.

If geG%, then there i1s a unique linear map (: F?— F?*? such that
{(F)=g and a{=1d, L.e. the correspondence (> {(F") is a bijection
@, {LeL(FP FP Yol =1d}~G,,. We use this to topologize GZ_, so
that ¢, becomes a homeomorphism (where F(FP, FPTY), the space of
linear maps FP— F?*4 has the usual topology ~F’?*+%). If we fix one
(ot FP— FPH1 with «{,=id, then adding {, defines a homeomorphism

(ot LIFP ker())={{e L(FP,FP*Y)|al=id}, &ty +E,
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hence G5 ~ Z(F7, ker(« )) ~ FPix~ R4 where d=1,2,4 as F=R, C,TH.
Clearly every geG, lies in some G}, ; in fact, any two g,g'eG,, liein a
common G, (an easy exercise in linear algebra). If «, §: F””H F? are
two linear epimorphisms then

0, G )= {lla{=1d} n {{[ker ()= {0}};

clearly {{|ker(B{)={0}} is an open set, hence G5, NG is open in G%,
(or G% ). We now choose the finest topology in G, for which all inclusions
G, —~G,, are continuous, i.e. w¢ say UcG,, is open if and only if
every Un G}, is open in G),. As every G, N Gf’ is open it follows that
the inclusions G, — G, are open maps, 1. e G’ 1s open in G, , and its
topology (Irom ¢,) agrees with the subspace topology. Anytwo g, g'eG,,
lie in a common G} ~ F??; they have disjoint neighborhoods there and
hence in G, . Therefore, G, F is a manifold of dimension dp g, known
as (real, complex, quaternionic) Grassmann manifold

Another description of G, F is as follows. Let Gl(p+gq, F} denote the
group of all linear lsomnmhlqmq FP+d 5 FPHA- thig is an open subset

of L(FP+I FP+9), and it is a topological group under composition. If
geG,, and yeGl{p+q) then y(g)eG,,, hence a map (an operation)
Gllp+4q)x G,,— G, (¥, g)— Y (g), which is easily seen to be continuous.
The operation is transitive, 1.e. if we fix g,eG,, then every geG,, is of
the form i (g,). Therefore, the mapping =: Gl(p+g) - G, 7(¥) = (g,),
induces a continuous byection #: Gl(p+q)/Gl{p,p+9)—G,,, Where
Gl(p, p+q) is the subgroup of all y such that (g,)=g, (the isotropy
group of g,), and the coset space on the left is taken with the quotient
topology. If F=C or IH then GI(p + g) is connected, hence G, is connected.
If F=IR we get the same result using the group GI*(p+ g) of orientation
preserving linear isomorphisms instead of Gl{p+gq). If U{p+gq, F)c

lin La Y danntae the cinhorann af all icametriae af FP+‘I (urith racnact
UL\P T ‘4, s ] AV SRR R YE LW Duusl Uuy L GLil 1oVl AWY UL \vvlkll IUOPUUL

to the metric ) x,;X,) then already U(p+g) operates transitively, i.c. the
composite n': U(p+q)=Gl(p+q)—"G,, 18 surjective. But U(p+¢q) is
compact, hence G, =im(n’) is compact, and =" is an identification map.
The latter implies that 7 is also an identification map, hence 7 is a homeo-
morphism Gl(p+ q)/Gl(p, p+q)=G,,

If F=C or H then G, F is orientable. Indeed, fix an orientation o of
G,, at g,, and deflne a mapping #: Gl(p+q)—>G (=orientation
covering of G, ; cf. 2.11) by ()= (0), where i is v1ewed as a homeo-
morphism G,,— G,,. The definition of G o (2.3, 2.11) easily shows that
7T 18 continuous The restriction |Gl (p, p+q) to the isotropy group can
only assume the two values 0, —o; since it is continuous and Gl(p, p+ ¢)
is connected (an easy exercise, compare Pontrjagin, § 65, Beispiel 108;
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here F+1R is essential) this restriction must be constant. Similarly, 7 is
constant on every coset of Gl(p, p+ ¢), hence 7 induces a map

Gy Gl(p+9)/Gl(p. p+a) G,

iLe,an orientation of G,,. I

12.14 We now study the cohomology of Grassmann manifolds. For

simplicity, we assume F = C; the case F =IH is similar (but less important),
whereas F=IR presents more difficulties (even with coefficients Z.,: cf.
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Exerc. 5). The following auxiliary spaces w111 be used.

(i) L,,=G,,xC"*% This is an oriented manifold of dimension
2(pg+p+q); we pick the canonical orientation on €" (cf. 2.13), and the
resulting canonical orientation on G,, (using G}, ~C*9).

(i) M,,={(g,v)eG,, x CP*¥=L  |veg}. Clearly, this is a closed subset
of L. If welet M} ={(g,v)eM  |ge G}, } then

{{e (TP, € ) al=id} xC > M, ({ 2)—((CP), L(2),
is a homeomorphism, hence M; ~G;, x C°~ TP x C’, hence M, is a
manifold of dimension 2(p g+ p). It can be oriented just as G,, above,

or one can verify that the local product orientations in M, ~G; x C*
match.

(i) N,,={(g, v)€G,,xC v =0}. Clearly N,,~G,, is a closed sub-

manifold of M, and it is a deformation retract of L, as well as of M,

(by the deformation (g, tv),0<t<1), hence H* L~H* M =~ H* N. Further,

(12.15) (qu_Mpq):(MpH,q—l—Np+1,q—1)‘

Proof. If (g, v)e(L,,—M, ), let [g, v] the (p+1)-dimensional subspace of

C?*4spanned by g and v, and define
ri (L,,—M,)—> M

rq p+1,g-1

—“Np+1,q71)

by r(g, v)=([g, v], v). Define j in the other direction by j(g, v)=(v 1 g, v),
where v L g denotes the p-subspace of g which is orthogonal to v. Then
rj(g,v)=(vLg,v],v)=(g,v), hence rj=id; and jr(g,v)=(vL[g vl v).
Now, v L [¢, v] and g are both transversal (=independent) to v. We can
deform one into the other by moving every point along the segment
parallel to v, hence jr~id. |

12.16 Definition. By induction on p we define elements

¢;=cfeH* (G, C:Z) for 0<i<p,
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called Chern classes, as follows. Put ¢§=1. If p>0, and ¢/ ! is already
defined, consider the Gysin sequence of N, M .; by 12.8(i) we have
p*:H" N, =H" (M, ,—N, ) for r <2(p—1). Now define cf,eHZ"(Npq; Z)=
H?*?(G,,: Z) as being the Euler class of N,,c M, , and cf for 0<i<p
as being the image of ¢! under the composite

pq’

21 ~ 2i 2i
H"G, |, =H Ly g1~ H Ly g1 — M1 g41)
=M EHN —H*G
~ _ ~ —
= H ( pq NM)— rd 1IN

Clearly ¢§=1 for all p. One often puts ¢?=0 for i>p, and one writes
c=cP=3"F qeP=37  cP=37 c; this element of @, H* G is called
the total Chern class.

If one associates with every p-space geG,, the orthogonal g-space
gte G,, one gets the duality homeomorphism D: G, ~G, . The elements
cP=D*c! are called dual Chern classes. One can show that c—c=1,
ie. Y,¢;~¢,_ ;=0 for n>0. One can also show that the classes {c}
generate the ring H* G, ; il one uses both {¢/} and {¢/} to generate
H* G, then ¢~~c=1 1s a system of defining relations. For these facts
we refer the reader to Borel 1953, 31.1 (see also Exerc. 3); here we shall

only prove the following

12.17 Proposition. Let Z[x,x,,...,x,} denote the graded polynomial
ring in generators x; of dimension 2i. The ring homomorphism

C: Z[x,, X5, ..., X, ] > H*(G, C;Z), Clx)=cf, 1<i<p,

is isomorphic up to (including) dimension 2q, i.e. up to 2q the c? are
algebraically independent generators.

Proof by induction on p. The case p=0 is clear, Assume then p>0, and
{cP~1}, for 1<i<p—1, are algebraically independent generators of
H*(G,_, ,,1) The map H'L — H/(L M, 1) is iso-
morphic for j<2 g because

p—1lg+1 p—l g+t

J _ AT gi—-(29+2) _
H (Lp-l,q+1’Lp—1,q+1 p—l,q+1) = H Mp—l,q+1_0

for j<2q+1 (cf. also 12.8(i), applied to M hence the

composite

p—Lag+1 CLP—L«HI)’

>~ H* L

r—1,q+1= p~1,q+1

— H*(L

¢: H*G
Mp~1,q+l)gH*(Mpq_Npq)

p—1lag+1"
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1s isomorphic up to 2¢q. We can therefore define a ring homomorphism
y:H*(M,,—N, )—H* G, indimensions <2gbyyp(c?~")=cf,0<i<p,
and by definition of ¢# we have (p* ) (@ ¢? " )=¢ c?~*, hence p*y=id
in dimensions <2¢g. Now we have only to apply 12.8(iv), and get

H*G,,=H*(M, — N [x]=Z[x,,....,x, 1[x,]=Z[x,, ..., x,]

in dimensions <2gq, as asserted. |

2.18 Exercises. I. Put H** X =@ , H(X; Z). In the situation of 12.8
= M *

1 e
deduce from the Gysin-sequence that

rank (H** N)< oo < rank (H**(M — N))< o

(similarly for dimensions if coefficients are taken in a field). In this case,
kernel and cokernel of y—: H** N — H** N have equal rank, and the
Gysin-sequence shows ker{y—)=coker(p*), coker(y—)=im(p*), hence
rank im(p*)=rank coker (p*)=1rank H**(M — N).—Under the same
assumption, the Euler-characteristic y(M — N) equals (1-+(— 1)) x(N).

2. In the situation 12.8, if ker(y—: H/(N;Z)— H’**(N;Z)) is torsion-
free for j>r then H/(N;Z) is torsionfree for j>r (proof: If z is a torsion
element of maximal dimension then y—z=0, hence |z|<r). If also
coker(y—: H/(N;Z)—H/*¥(N;Z)} is torsionfree, for j>r, then
H'(M — N Z) is torsionfree for i>r+k (this uses the Gysin sequence),

3*. Show: The cohomology ring H*(G,, C; Z) is generated by the Chern
classes {c}, and H*(G ,; Z) is a free (abelian) group. Proof by induction
on p: Consider the Gysin sequence of M, , .., <L, ; ., and in it the
ring homomorphism p*: H** M — H**(L — M); since {cﬁ’_l}.-q, gener-
ate H**G,_, _,,, their images {p* c?™'} generate im(p*); since coker (p*)
~ker(yL,~) 1s free, H**(L—M)=im(p*)ecoker(p*). In the Gysin

sequence of N, =M, , the map

p*: H** N.vq ﬁ’H**(Mpthnq);H**(Lp—lsqarl—M.D—lgqﬂ)

takes ¢? into p*(c?~'), by definition of ¢P, hence im{p*)>im(5*). But
rank 1m(p*)=rank im(p*) by Exerc. 1, hence im{p*)=1m(p*) because
coker(p*) is free, hence {p*(c!~")},_, are ring generators of im(p*) and
ker (yM —)=coker(p*)= coker(p*) is free, hence {cf}, ., are ring gener-
ators of H* N, = H*G,, (12.8(ii)), and H* N,_is free (Exerc. 2).

4. Let g4€G, F, and {: FP>g, a linear isomorphism. Use 11.6 to show
that the map {y: (F7, FP—0)— (M, M,,—N,,), {o(0)=(ge,Cv) (b
12.14 for M, N) takes a generator of H, ,(F*, F¥—0) into + the transversc
class vy (coefficients Z for F=C or H, and Z, for F=RR).
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5* Letp:M,,—N,,—G,_, ., be the map which to every (g, v)e M ~N
assigns v L g, the orthogonal complement of v in g (cf. proof of 12.15).
For F=C the recursive definition of Chern classes can be summarized
by p*(cP)=p*(c?™ "), i<p. For F=IR one can define analogous classes
wleH'(G, R;Z,), the Stiefel-Whitney classes, by p*(wf)=p*(wP~1),
i<p, and wp=Euler class of N,, =M, . However, for i=p—1 there is a
difficulty: p* might not be surjective in dimension p—1 (it is injective!);
one has to prove therefore that 5* wi” | eim(p*). The Gysin sequence of

N, <=M, shows that this is equ1va1ent Wlth the vanishing of 6* p* wl={e

HP(MP, Mp Npq\ This group is generated by the Thom class ~rM hpnnp
5* p* w—l=)t,and = <(3* *wg {,VM> (w" 10, 0, VA ByExerc4
0, v 1s represented by the unit sphere S?~ ! of goerq, on this sphere p
satlsfles p(x)=p(—x), hence p|SP~! factors through the identification

map $*~' - P, _ | R, hence p, 0, v=0, hence A=0.

After this extra argument the theory of Stiefel-Whitney classes is parallel
to that for Chern classes. In particular, the same proof as for 12.17 and
Exerc. 3 shows that the ring H*(G,, R, Z,) is generated by {wf},_, and
that these classes are algebraically independent (over Z,) in dimensions <gq.

6*. Let V,, IR be obtained from the Stiefel manifold ¥, R by identifying
p-frames 1f their vectors differ only by sign, (v, .. ) ~(xvy, ..., +0 )
Let M V g X RP*4 N CM be obtained Q1m1]2r|v from the mani-
folds M pq—V ><IR"+‘1 N cM which occur in the proof of 12.10
(with € replaced by R). Show as in Exerc 4 that the identification map
n takes the transverse class vy into vy (coefficients Z,), and therefore
takes y¥ into y¥. On the other, show that 7*: HYN;Z,)— HYN;Z,)is
zero (similar to 6* p* v=0in Exerc. 5), hence y =0. This allows to prove
the remarks in 12.11.

7. Show that G, R is orientable if and only if p+q is even. Hint: The
special orthogonal group SO(p+g¢) (=isometries of determinant 4 1)
acts transitively on G, R; the isotropy group of any point geG,, has
two components. Study the isotropy group in a neighborhood G; of g
and argue as for G, € (at the end of 12.13).

13. Intersection of Homology Classes

If X, Y are subsets of an (oriented) manifold M" we might hope to express
properties of the geometric situation near X n'Y by an intersection
pairing H, X x H; Y- H,_;_,(X nY) which generalizes the intersection
numbers of VII, 4 Examples (Exerc. 3) show that this does not quite
work. We can, however, assign to cvery {eH; X, neH;Y a coherent

system of intersection classes (¢ »y),€H,  ;_, U, where U ranges over all
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neighborhoods of X nY, i.e. we can define an intersection pairing
H X xH;Y->Im{H, ; U} If XnYis an ENR we can retract the
(Cen)y to H(XNY) and hence get an intersection class ey in
H (X nY), as desired.

k+j—n
We begin with open sets, and we shall later proceed to the general case
by taking suitable limits. All homology groups will have coefficients in a
fixed commutative ring R (of characteristic two if M" is not oriented).

13.1 Definition. Let M = M" denote an oriented manifold, and d: M —
M x M the diagonal embedding. For arbitrary open pairs (V, S), (W, T)
in M we consider the maps

H,(V, S)® Hy(W, T)— H
(132) —H

i+j

i (VX W SXxWouVxT)
(Vx WU(Mx M —dM),S x WuVx Tu(M x M —dM))

S H (VA W(SAW U AT,

i+j—n

where the transfer d, is defined as in 10.5. The composite map 13.2 (or the
corresponding bilinear map), multiplied by (—1)""=7 is called the
intersection pairing, and 1s denoted by a heavy dot s,

With elements
(13.3) Een=(=1yt-td & xy), ¢eHV,S), neH(W,T).

On the right side the unmarked arrow of 13.2 (which is induced by in-
clusion) does not appear; similar abbreviations (omission of inclusion
maps) will also be used in other places of this §.

Naturality of x -products (VII, 2.7) and transfer (VILI, 10.9(b)) imply
13.4 Proposition (naturality of « with respect to inclusions).
(@) If iy: (KS)—>(V.S), iy: W, T)— (W, T),
L (VaWw,Saw)u(VaT)— VAW, SnW)u(VnT),
are inclusion maps of open pairs in M then

(e o ligye ) =i, (S o).
(b) If (V,S), (W, T, £, 5 are as above, and L.=M is an open set containing
VU W then the two intersection-products Sot and Cen agree. |1

For instance, in {b) we can always take L=V u W In 13.4(a) we can take
V8=V, Su(V—¥n w)), (W, T):(W, Tu(W—-WnV)), and we see
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that the intersection pairing factors

H(V,S)x HW, T) > H(V,(V=VA W)U S)x HW,(W-TVAW)uT)
> HV AW (SAaWYu(VAT)).

If U is any neighborhood of '~ W then the middle term is isomorphic,
by excision, with

HUNVUN[(V=VaW)US)x HU AW, UN[W-VA W)U T));

thus, we may say that the intersection-product & ey depends only on the

“parts” of ¢, in U, where U is any neighborhood of VAW (compare
remark after VII, 4.5).

If we substitute the Definition 10.5 of d, in 13.3 we find that Eepy=
(— 1=l (g% z)~0, where o is a suitable fundamental class, and z, the
dual of £ xn, is defined by z—~(0 x0)=& xp. If x, y are the duals of &, 5
then x ~o=¢, y~o0=n, hence (x x y)~(0 x 0)=(—1)**(x ~0) x (y ~0) =
(— 1P éxy, by VIL1217; hence z=(-—1YPxxy, and d*z=
(— 1M x—y by VII,8.14. Altogether, if x,y are Poincaré-duals of
EeH(V,S), ne H(W, T) then

(13.5) Cep=(x—y)~0=x~(y~0)=x—~p.

These formulas justify the choice of signs in 13.3.—Unfortunately, our
argument for 13.5 contains imprecisions We have omitted several
inclusion maps, we¢ never reauy defined cup-products x—y of Cech-
classes, and some of the formulas which we applied to products of
‘Cech-classes were only proved for singular cohomology classes. However,
by definition of Cech-cohomology, every element in H is represented by
singular cohomology classes, and the elements x, y, z above should be
understood as representatives in this sense. The formulas then make
sense {some inclusions are still missing, though), and are correct (cf.

also Exerc. 1 for a complete formulation of the equation & e p=x—~p).

The formulas 13.5 and the properties of —- or —~-products imply the
following

136 N tura!ity. f f. M —Misama p tween oriented muhijutda and
(V, S), (W, T) are open pairs in M over whzc h f is proper then the transfer

maps f,of V III, 10.5 satisfy

J&em)=(/, O+ (fin), for LeH(V.S), ne H(W, T).

13.7 Corollary. If M', M are oriented manifolds of the same dimension and
J: M — M is amap of degreer (cf.4.5) then v f, (&' e f)=(f, &) o (f,. 1), for
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elements

Feim(f;: HV,S)—>H(f LV, f~'5)),
peim(f;: HW,T) > H(f~* W,f~'T)).

.

In particular, if f: M'~M is an orientation preserving (resp. reversing)
homeomorphism then f (& en)=(f, &) o (f 1) resp. = —(f, Ve (fu1),
for arbitrary elements E'e H(V', S'), w e H(W', T') and arbitrary open pairs
(V,S), (W, TYin M'.
Indeed, if &'=f,&, n'=/,n then
& om)y=r LS O (fim)=r i fi&om=r*(Lon)=(r&)e(rn)
=L LS fim =1, e fs 17,

the 3rd and 5th equation by 10.10. If f: M'~M, then r= +1, hence
fi=+f." is isomorphic (10.10), hence the assertion.

13.8 Commutativity, ey =(— 1) 1D 0=l o g
13.9 Associativity. (£ en)e{=Ce(n().

13.10 Units. oeE=¢(=C o0, if E€H(V,S), and oe HM, M —K) is the
fundamental class around some compact set K such that (V-S)c K< M.

13.11 Stability. The following diagram is commutative

H(V,$)o HW, T)—— H(V n W, (S W)u(V A T))

(0.®id, +id® ) H(SAW)u(VnT),SNT)

J I(il*q 12*)

HSeH(W, T)eH(V,S) e HT—® > HS"W,SA"T)e HVNT,SnT),
where i, i, are inclusions. More precisely,
(13.12) 0, (Eem=i [0, e nl+(— D"V i,, [E0(@, ]

13.13 Multiplicativity. If M", M'" are oriented manifolds, and &,n resp.
&, n’ are homology classes of open pairs in M resp. M’ then

(ExE)elxn)=(= 1T EPEID(Ean)x (& o).
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In particular, if M, M’ are compact with fundamental classes o, o', and
p,p: MxM — M, M are the projection maps then p,{=Ex0, piy' =
(=1 =D oy hence

Exn'=(=10""""1"0(p, &) (pi1).

This expresses the homology x -products in terms of transfers (VIII, 10)

and intersections.

As remarked before, 13.6-13.13 follow from 13.5 and the properties of
—- and ~-products (cf. VII, 8 and 12). We leave the details to the reader
but we point out that for the proofs one can assume that the open sets
V., W, ... in question are bounded, all of them contained in one compact

set K say (because every homology class &,#,... 1S represented by a
chain with compact carrier), and then o =0, e H(M, M —K). 1}

We now extend the intersection-pairing from open to arbitrary subsets
X, Y, ... of M. In general, { ey will no longer be a homology class in
X MY but rather a coherent family of homology classes {(¢ «#),,}, where
U ranges over all (open) neighborhoods of X Y, i.e., oy will be an
element of an inverse limit of homology groups. For neighborhood re-
tracts (in particular, for open sets) this limit will turn out to be isomorphic

with ordinary homology.

13.14 Definition. If M is a manifold as above, and (X, 4) is an arbitrary

pair of subsets we define
H(X, A)= irrl{H(U, R)|(U, R) neighborhoods of (X, A) in M},

with coefficients in an arbitrary abelian group. An element ke H, (X, A)
is then, by definition, a family {xyzeH, (U, R}} such that i, kyr=xKyx
whenever (U, R)<(U, R); i=inclusion. In particular, if fe H(X, A), and
1VR: (X, A) ~ (U, R) denotes inclusion then {1{® ¢} is such a family, hence

a homomorphism

(13.15) i H(X, A) > H(X, ), (18)ge=1UR¢.

Clearly, every inclusion map j: (X, A) — (X, A) induces a homomorphism
J=H(j): H(X, A) - H(X, A), and H thereby becomes a functor on the
category of inclusion maps j. Moreover, :: H > H is a natural trans-

formation.

13.16 Remarks. For locally compact sets (X, A) one can, as in 6.3, turn
H into a functor on arbitrary continuous maps (not just inclusions), at
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least if X lies in some ENR. In particular, H(X, A) does not depend then
on the ambient manifold M, but only on (X, 4); it agrees with Cech-
homology {proof as for A, 3.11; or by A, 3.16, Exerc. 3). We shall not go
into this, mainly because of the following result which reduces H to H
in many interesting cases.

13.17 Proposition (compare 6.12). If X and some neighborhood of X in
M are ENR’s,and if A is a (relatively) open subset of X then

H(X, A)=H(X, A4).

More generally, the same conclusion holds if both X and A are ENR’s
but the proof 1s more complicated (cf. Exerc. 4).

Proof. We can assume that M itself is an ENR and that X is a retract
of M, say r: M — X, ri=id (otherwise we replace M by an open subset).
Put N=r"'A; then r: (M, N) — (X, A), i: (X,4)—(M,N), ri=id. For
every (eH(X, A)“Ilm {H(U,R)}, define p({)=r, (CMN) then pi(é)=
leN(Zj)—r i,(©)=¢, * Thence p: H(X,A)—H(X, A) is a left inverse of 1.

In order to qh_nw thati1p= id we recall (IV,8.7) that every open neighbor-

hood U of X contains an open nelghborhood vV such that_ 1U(r|V)~
i7: V— U; the homotopy can be chosen to be constant on X (cf. I'V, 8.6).
If S< ¥V denotes the set of points whose deformation path lies within R
then S is open rSc AcScR, and we have the same homotopy of pairs
R (| V) il€: (V,8)— (U, R), hence 1% (r| V), =15, . Therefore,
(1 P(C))URZ l;jR Py €MN=1 t le* CVS_“I Rr| ), Cys
=ig§*CVS=CUR: or ip=id. §
13.18 Definition. Let M be an oriented manifold and (X, A),(Y,B)

arbitrary pairs of subsets of M. Consider compact pairs (X', 4") = (X, A),
(Y', BY<=(Y,B) and a pair (U, R} of open neighborhoods of

(XNY, (AN Y)u(X nB).
Choose open pairs (V,S), (W, T) such that
(X, A)=(V,S); (Y,B)=(WT);
(VAaW,SnWYyu(VnT)<(U,R);
and consider the composition
H(X', A)x H(Y',B)— H(V,S)x H(W, T)

(13.19) . o
“H(VAW,(SnW)u(VAT))—H(U,R).
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By naturality 13.4, this composite does not depend on the choice of
S, T, V., W; we write (&’ o),z for the image of (', #)e H(X', Ay x H(Y', B').
Also by 13.4, the composite is compatible with inclusion maps of the
outer terms, i.e. if (U,R)<(U,R) then LA o )yr=1( oy )pg. and if
(X, AV (X", A") (Y, B)=(Y",B")then (& ey )y g =(E" o1 )yr, Where &,

are the images of &, 5. The former means that the famlly {(Een)y R} is
an element of lim{H(U, R)} =H(X N Y,(AnY)U(X nB)); the latter

means that (&', )+—> {(&" *n")y&} 1s @ map of the direct system {H(X’, 4') x
H(Y', B')}, which 1s indexed by all compact pairs (X', A"), (Y’, B) in (X, A),
(Y. B). We can therefore pass to the direct limit; since lim {H(X", 4')} =

H{X, A), lim {H(Y', B')} = H(Y, B) by 5.22, we obtain a map

(13.20) H(X,A)x H{Y, B —— H(X " Y,(AnY)U(X N B))

which we still call the intersection pairing, and denote by o, i.e. the image
of (&,meH (X, A)x H(Y,B) is e WGHlH JAX Y (AN Y)U(X AB)).
Note that this is compatible with 13.1 since H=H on open sets {even

neighborhood retracts).

We repeat the definition of ey for arbitrary_pairs: Given (e H(X, A),
neH(Y,B), choose compact pairs (X',A)=(X, A), (Y',B)<{Y,B) and
elements {'e H(X', A'),n'e H(Y', B) such that £+ &, n' > n; then (Eon)y g =
(Een)yr 1S the image of (&', n') under the composition 13.19.

The general (13.20) and the special (13.2} intersection pairing thus differ
only by some homomorphisms which are induced by inclusions. The
properties 13.4-13.13 of special intersections therefore generalize,

alth ~ae ot ~f thn lhinrmiman mrmras caalinatad 4 Fmmmi o A came
alllluuéll OUNLIL Ul Lllblil ULLCUNILIV LIV UUlllyll\.«aLCu L lUllllulal.C Fa 1919 g

ativity (Een)e{=Ce(ne{), for instance, does not even make sense unless
H = H on some of the intersections (but one can modify the formulation;

cf Exerc. 6). For stability one has to define connecting homomorphlsms
0:H(X,A)— HA. We omit this and mention only the following naturality
properties.

13.21 Proposition. (a) If i,: (X, A)— (X, A), i,: (Y, B)— (Y, B), are inclusions
then
(il* é)'(l;Z* ’7) =£(é "7)

(b) If L<M is an open set containing X U'Y then
CopN=C ot

(¢} If M', M are oriented manifolds of the same dimension,and f: M'=~M
is an orientation-preserving resp.-reversing homeomorphism then

L& e )=(f, &) (S M), resp. = —(f, I)el/7).
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These follow from 13.4 and 13.7. B As explained after 13.4, parts (a)
and (b) imply that ey can be computed in any neighborhood of X n'Y.

13.22 Example. Let N, N, be oriented submanifolds of dimensions
n,,n, of an ortented m-manifold M™, and assume N=N, N, is a

compact connected orientable manifold of dimension n=n,+n,—m.
The intersection oy'so¥? of the fundamental classes

oveH, (N,,N,~N;Z), v=1,2,

is an element of H, (N ; Z)—because N is an ENR—hence o}'s0y?>= o}

with pueZ. Using 11.18 the integer u can easily be identified with the
intersection multiplicity of 11.30 Exerc. 1. Independently of §11 but in
the same spirit as 11.13 we prove

13.23 Proposition. If N,, N, intersect transversally at some point PeN =
N, N, then oY'eoN>=+ok. More generally, ojte0o}* =+ 0% for every
compact set K =N. The sign + is the same for all K; the proof will show

how to express it in terms of given orientations.

Proof. Assume first K= P The intersection oj'«05? can be computed in
any neighborhood U of P (by naturality 13.21 of e, using excisions
H(X,X-P)=H{U~nX,UnX—P)). By assumption, there is some
neighborhood U of P in which N;, N, look like coordinate subspaces
of R™; more precisely,

(U; UnN;, UnN,; P)
~(R*2 x R* x R®; {0} x R" x R¥, R*2 x R” x {0}; {(0,0,0)}),
with n,=n+k,. Therefore, if 0,6 H,(R,, R'—{0}) and [0]eH {0} are
generators we have to show that
(13.24) ([0] xo0,x0,)e(0,, x0,x[0])=%[0]x0,x[0].
By naturality 13.21 (a), it suffices to prove this equality for the intersection
pairing
H, . (B x (R", R"— {0}) x (R4, R — IB*)
X H, . ((R*2, R*> — IB*¥2) x (R", R" — {0}) x IB*)
— H,(IB% x (R", R"— {0}) x IB*?).

But here we are dealing with open sets in R™ and we can apply 13.5. The
Poincaré-dual of [0]xo,x o0, tesp. o,,xo0,x[0] is represented by a
generator yu, € H*((R*2, R¥2 — {0}) x R" x R") resp.

1, € HM(IR*2 x R x (IRM, R* —{0})),
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and p,—pu, 1s a generator of
Hb+k2((R*2, R* — {0}) x R" x (R", R¥ — {0}))

by VIL 9.2. By 13.5, this proves 13.24.

For the general case consider the diagram

H, (N,,N—P)xH, (N,, N,—P)——>H(N,N—P)
[

|

(13.25) H, (N, N.—N)x H, (N, N, =N} H,(N)
|

| |

H, (N, N,—K)x H, (N,, N,—K)—> H,(N,N—-K),

where all vertical arrows are induced by inclusion; they take fundamen-
tal classes into fundamental classes. The diagram commutes by naturality
of intersections. The upper right vertical arrow is isomorphic because N
is connected. The upper square now shows oy'soy*>= +oy, the lower

square thereafter o} e0%>= +0%.

13.26 Applications. Since intersection-products are (essentially) Poincaré-
dual to —- or —~-products (13.5) they will not produce more results
than the latter (less, in fact, because they are only defined in manifolds).
However, they are closer to geometric intuition and therefore possess
considerable heuristic value; they often indicate how to turn an intuitive
geometric result on intersections into a rigorous one. For instance, if we
slightly deform two non-parallel planes in R then the deformed figures
will still intersect in a continuum-—why?

Intersection-products can also serve to compute —-products in mani-
folds M. Suppose, for instance, x, ye H* M are dual to & ne HM, hence
x~—y dual to en. If &, n have simple representative cycles, or represen-
tative cycles in simple subsets X, Y then it may be easy to compute £y
(using the properties of », or comparing with other manifolds), or at
least we can say that ey has a representative in (close-by) X nY. In
particular, &, n, might be represented by submanifolds N;, N, which
intersect transversally; then +&ey is represented by Ny~ N, (cf. 13.23).
For instance, in projective space P, one easily shows (by CW-decom-
position V, 3.5) that H(P) is freely generated (mod 2 in the real case)
by the homology classes of projective subspaces F,k<n Any two
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projective subspaces P, P’ of the same dimension represent the same
homology class, [P]=[P’], because one can transform P into P’ by a
projective transformation ¢ with ¢~id. In computing [R]+[F] one
can therefore assume that B, P, are in general position (and therefore
intersect transversally), hence [R]«[P1= +[F ;_,]. This determines « in
HP, and therefore — in H*E,.

For another application consider an oriented manifold M and a compact
orientable submanifold N. We want to know whether N is nullhomo-
logous in M (i, 0y=07), and we have the following criterion: If another
oriented submanifold N'=N" of M exists such that N' and N intersect
rransversally and N AN’ is not nulthomologous in N’ then N is not null-

SUCT S

homologous in M.

Proof. Suppose i, 0y=0. Then we can find a bounded open set MM
such that i: NeM and i, 0y=0. Take a compact set K =N’ which
contains N'n M and consider the diagram

(HN)x H(N',N'— K) X%, (HM) x H(N',N' — K)

H(N AN S H(M AN,

It commutes by 13.21(a), hence j, (0« 0§ )=(T, 05) s 0} =0.Butoyeof =
Oy * 0N n= Tt 0y x> by 13.23; hence Nn N’ bounds in MA N’ and
therefore in N, a contradiction. ||

13.27 Remark. In VII,4 we defined intersection numbers Con for
homology classed ée H(X, A), ne(Y,B), such that |¢| + || =nand An Y=§
=X nB. In the present context we can define intersection numbers
1(¢,n)e A for such classes by

(13.28) I m)=7(Eemhy= <L (Comr;

where y=augmentation. We shall see in a moment {13.29) that this is
compatible with VII, 4. We can also define local intersection numbers
it X nY decomposes; more precisely, if {V},!=1,2,..., are mutually
disjoint open sets in M" such that (X nY)c Usz then (Een),eHV
=~ @, HV, has components (£ +#),,€ HV; whose augmentation values are
called the local intersection numbers, I,(&,n)=y(Een),.. Clearly, the
global intersection number I(£,#) is the sum of the local intersection
numbers I,(&,n).
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13.29 Proposition. Let (X, A), (Y,B) be pairs of sets in R* such that
ANY=@=XnNB, and let éeH, ,(X,A), neH,(Y,B). Recall (VIL,4)
that Zone H,(R", R"—{0}), whereas (£on),eH, U for every neighbor-
hood U of X Y. We claim:

p~(Eon)=(ne*lpn>

where p=p,e H"(R", R"—{0}) is the generator such that {u,0>=1.
In other words, Con=4o0,, where AeR is the value of the augmentation
onnec.

Proof. By definition, (Eenp.=(—1)""d,j, (£xn)° where d: R"—
R" x R" is the diagonal and
J (X xYAxYUuX xB)»(R"x R", R"x IR"— dIR")

is inclusion; therefore

dy (Eompa=(=1)""Md d,j (& xm=(—1)""Mz~j (&x7),
where 7 1s the Thom-class of d (cf. 11.14). On the other hand, on=
(=DMt (€ xn) by VIL4.14, where
i (R, R"—{0}) > (R*"x R", R"x R*"—dR"), ix=(x:0);
hence i*(éon):(—1)|"|j*(£ x n). Now,

dy (7 O ==V d (£ o= (=" 7~ (€ x 1)
=t~i (o) =i (i* 1~ (on).
Since obviously i ,=d, : HyR">~H, (IR" x R"), this proves (ne&)g.=
i*7~(fon). Now let £=o0, denote the generator of H (IR", R"—IB")~
H, (R",R"—{0}), and n=[0] the generator of H,IB"=H,R" Then

(ne&)g-=[0] by 13.10, and Coy=0, by VIL 4.11. It follows that [0]=
i*t—~o0, hence i*t=pu. 1

13.30 Exercises. 1*. Show that the intersection pairing 13.2 for open
pairs in M agrees with the following composition
HWV,S)x HW,T) =29, [ (M—S,M —V)x HW,T)

—— S HW-(WnS)u TW—(WnV)uT)x HW,(Wn S)u T)

~(7.1)
—_—

H(WAV)UT(WAS)UT)= HWAV,(WAS)u(TAV)).

® We use d, from §11 here, not 10.5, because we'li apply 11.14.
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This is a rigorous formulation of the equation ey=x~n of 13.5. We
could have used this composite to define intersection-products but we
found 1t to be more cumbersome than 13.2; in particular, it is not sym-
metric. On the other hand, it is the unsymmetry which indicates a
refinement: we did not really use that W, T are open: W can be arbitrary,
T relatively open in W (verify this assertion). It follows that in the limit
construction 13.18 we can always take W=Y' (and T relatively open
in W), and for (U, R) we can take neighborhoods of

(XNY,(AnY)U(XAB) inY

(instead of M), i.e. we arrive at an intersection pairing H(X, A) x H(Y, B)—
lim {H(U, R)}, where (U, R} ranges over all neighborhoods of

(XnY,(AnY)u(XnB) in Y.

2. If M" is an oriented manifold and A is an open subset such that M — 4
is compact then H(M, A4), suitably indexed, is a commutative graded ring
(with ¢ as multiplication), having o,, , as unit. If Y is any subset of M, if
Bc Y is relatively open, and (Yn 4)= B, then H(Y,B) is an H(M, A)-

module, with respect to » (as refined in Exerc.1). Compare this with
VIT 17

Yilide Ul .

3. Write S'=R U {c0}. Let I'={(x, y)e S' x R|y=sin(1/x), x +£0} =graph
of sin(1/x), and let Z=T its closure in S§'xIR. Construct a function
/i S'xR-—->R such that f~'(t)=S'x{t} for |t|=2 and f~YH0)=2Z
(compare 10.14 Exerc. 1). In the manifold M* =5 xR x IR, consider the
subspaces X =S'xRx {0}, Y=graph(f); then X~ YxZ, hence
H(XnY)=0. On the other hand, if A={(x,y,z)eX|ly|=2}, B=
{(x,y,2)€Y||y|=2} then H,(X, A)=Z=~H,(Y,B), and the intersection
class (£ e17),, of any two generators is a generator of H, M ~Z. It follows
that (£ e#),, is not in the image of H,(X nY)— H, M.—In order to get an
analogous example with 4=@ =B one can replace R by R/{t||z|>2} in
the above, 1.e., identify the subset {t|>2 of IR to a point.

4. Show that the map 1: H(X, A) — H(X, A) of 13.15 1s isomorphic if X
and 4 are ENR’s. Hint: As in 7.16 Exerc. 3 show that there are open
neighborhoods (¥, §) of (X, A) and a map a: (V, S) — (X, A) such that the
composite (X, 4)—>(V,S)—2>(X, A) is homotopic to the identity
map. In other words, up to homotopy (X, A) is a retract of an open pair.
Now use 13.16, 13.17.

5. Let X, Y be subsets of an oriented manifold M which are separated by
X nY{cl 6.13),1.¢. such that X — ¥, Y— X are both open (or both closed)
in (XuY)—(XnY) For every open neighborhood U of X 'Y we can
find open neighborhoods V, W of X, Y such that (W~ W)= U, hence an
intersection pairing (HV)x(HW)-> HU, and by passage to limits
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O (HX)x (HY)— H(X n'Y). Show that the pairing « of 13.20 factors as
follows:

(HX)x (HY) 25 (HX)x (HY) - HX A Y).
Generalize to relative homology.

Ol oo ale a4l o ettt man wm e titam ey SN L T v & o ooommintizra ~
6. Show that the intersection pairing > of Exerc. 5 is associative. For th

rt
pairing  of 13.20 associativity does not make sense; instead we have the
following (more cumbersome) relation

((Sr Ny é’)W = (5 JUE C)V)W ,

which holds for ée HX, ne HY, (e HZ, and open neighborhoods U, V, W
of XnY, YnZ, XnYnZ such that (X nV)c W, (UnZ)cW. Verify
this assertion and its generalization to relative homology.

Show that x~(Een)=(x—~&) en for xeH*(X,A,), (cH(X,A wA,),
ne H(Y., B), and open sets X, 4, Y, B. Generalize to arbitrary sets.

;]



Appendix: Kan- and Cech-Extensions of Functors

A.1 Limits of Functors

In VIIL 5 we treated limits of directed systems D. We found it convenient
then to think of D as a functor. Here we take up that point of view,
and discuss the general theory (due to D. Kan, Chap. II) of limits of
functors. In more comprehensive treatments, our limits are called
colimits (left limits, direct limits) but since we don’t use any others
we simply speak of “limits™.

1.1 Definition. Let A, # be categories, and D: A-— 4" a functor. Any
object Ke.#" defines a constant functor A — 4" which we denote by the
same letter K. A (natural) transformation ¢: D — K is then a family
{¢,: Di—>K},., of morphism in # such that ¢;=¢,(Da), for all
morphisms o: 4 in A. Such a transformation u: D — L, where Le %,
is called universal if for every transformation @: D — K there is a unique
morphism : L — K such that ¢ =y u. In formulas,

(1.2} A (L, KyxTransf(D, K), y—iu.

If u: D— 1L, u: D— I are two universal transformations then there
is a unique equivalence x: LI such that u'=xu, i.c. universal trans-
formations are essentially unique (proof as for VIII, 5.5). They may
not exist; if they do then L is called the limit of D; in symbols,
L=Ilim(D). If ¢: D — K is a transformation we also write ¢: lim(D) —» K
for the corresponding morphism.

We can consider all functors D with range ¢ whose limit exists. Then
“lim™ should be a #-valued functor on a category with objects {D}
and as many morphisms as possible. We define these morphisms now;
there are too many of them, however, to form a category in the usual
sense.

1.3 Definition. Let D: A — 24", D': A'— A be functors. Consider pairs
(7, d), where 7 is a function which assigns to every object A1 an object
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v(A)eA, and d={d;: D(A)— D'(y 1)},., is a family of morphisms. We
say (y,d) passes to the limit if the composition of 4 with any trans-
formation ¢’: D'— K, Ke, is a transformation ¢'d: D — K, i.e. if the
compositions {DA—%5D'(y A)—**5 K}, form a transformation, for
every @ eTransf(D’, K), Kex. If D has a limit, say u: D — lim(D), then
¢’ d defines a unique morphism : lim{D)— K such that yu=¢'d
(by Definition 1.1); in particular, if also D’ has a limit, u": D’ — lim(D’),
then a unique morphism lim(d): lim{D)—lim(D’) exists such that
lim(d)u=u'd.

1.4 Lemma. Let (y, d) be a pair as in 1.3. Assume that for every morphism

) — U in A there exist mnrnhrcmc Y A _+rr)+-b—l» nin A such that

A

D{A) — D (v 4) o
.

D'a
(1.5) D() \
D(p) —— D'y p)

commutes. Then (v, d) passes to the limit.

D'(p)

Indeed, if ¢': D’ K is a transformation then ¢ =¢’d satisfies

@ =(P;A d;= (P; (D'a)d; = (P,;(be) d,;(DO‘): fP;# du(Doc): (Pﬂ(DOC),
i.e. ¢ is a transformation. §

1.6 Proposition. Let D: A>3, D' A'—= A, D" A"—A" be functors,
and (7, ) (v,d) pairs as in 13 (y: A—> A, y: A'—>A",d;: DA—D'(yA),
d,.. D'(X)— D"(y' X)) 1f both (y,d) and (y',d’) pass to the limit then so
does (', d)(y, d)=(y" 7, d' d), where (d' d);=d.,; d;. If, moreover, D, D', D"
have limits then lim(d’ d)=(lim d') (lim d).

The proof is as for VIII, 5.12. B

For instance, every natural transformation d between functors
D, D': A 4 passes to the limit (y=id; compare VIII, 5.13). If @: Q> A
is a functor then @ composes with every D: A—4 to give
E=DO: Q- %, and the identity morphisms d,: Ew— D(G w), well,
pass to the limit (y=0, d,=1d; compare VIII, 5.15). As in VIII, 5.15,
we write @ lim E — lim D instead of lim(d) in this situation. General-
izing VIII, 5.16 we define

1.7 Definition. A functor @: Q-— A is called weakly cofinal if every
/€A admits a morphism 2 — @ (w), for some weQ. It is called strongly
cofinal if, moreover, every pair of morphisms @ w, « A & w, {(where
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w;€€2) can be completed to a commutative diagram

@(Ul
gy
N
(1.8) A Ow,
S e
@(J)Z/

where g;: w,-—»w are morphisms in 2. A subcategory Q of A is called
(weakly, strongly) cofinal if the inclusion functor is so.

For finer forms of cofinality cf. Exerc. 2. We have chosen the crudest
versions here which suffice for our applications.

1.9 Proposition. Let @: Q — A be a functor. For every functor D: A — A4
and every object Ke X let E= D@, and define

(1.10) O: Transf(D, K)— Transf(E,K), by (@@)w:¢@w,

i.e. the map © assigns to every transformation ¢: D— K the trans-
formation Yy =0 (p): E— K such that Y ,=¢g,,.

i) If @ is weakly cofinal then @ is injective.

(i) If @ is strongly cofinal then O is bijective. Moreover, u: D — L is
universal if and only if v=0(u): E — L is universal, hence @ : m(E)x
lim (D), if one of these limits exists.

Proof. Assume @ is weakly cofinal, and let @peTransf(D, K) a trans-
formation. Every leA admits a morphism f: 41— &w, hence
cp,L go@w(Df @(p) (Df ). This expresses ¢ in terms of @ . It shows

T rant aleq~ tnnAdicatag Aot

llldl u Jb lllJCLLlVC dllU ll aidy luuu.,atca oW LU DUJIDLLILIUI, aii JllVblbb
I of O, namely as follows. For every transformation e Transf{(E, K)
we should define Iy e Transf(D, K) by (Iy), =y (D /). In general, this
will depend on the choice of (w, /), but it doesn't if @ 1s strongly cofinal.
Because then, if f;: A— Qwy, f5: 41— O w, are two choices we can find
g0 W — W w,: g, such that (@ g,)e fi=(0g,) f,, hence

W, (DS)=V, 0 (Eg) o (Df)=1, < (DOg) o (Df)=1, o D((Og)f3},

and this does not depend on i. We have to show that Iy ={(I{);};c4
is a transformation, and that [ is inverse to .

Let e: u— 4 a morphism in A, and f: 2— @ w as above. Then

(), =" ,0 D{fo &)=, o(Df)o(De)=(I),~(De),
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showing that Iy is a transformation. Furthermore,
(10 9),=(0¢), (D )=po,° (Df})=0,,

(@1Y), =1 )gu=1, ° D(id)=1y,,,

and

hence 1@ =id, @I =id. The last assertion of 1.9(ii) (universality) follows
as in VIII, 5.17. §

When do limits of functors A — 4 exist? If the category A is small
(i.e. the class of objects is a set) then one has similar criterions as in the
case of qua51 -ordered sets (compare VIII, 57) If it 1s not small one

i ) I 1~ S P am iicra Tigatsmea ~L TT71
might still be able to use the following generalization of VIIL 5.7.

1.11 Proposition. I/ A is an arbitrary category, Q a small category, and
O: Q> A a weakly cofinal functor then every functor D: A-—>AY
(=category of ubelian groups, or modules, or complexes ...) admits a limif,
namely the quotient of @, .o D(G v} by the subgroup (-module, -complex ...}
which is generated by all elements of the form (i, (D f,)— w?_(ufz))(xﬂ,
where 1, = inclusion, x,€ D(1), A€ A, w,, w,€9, and O, «"*—} {2 0w,
are morphisms in A.

Proof. Let L=, D(@v)/{1,,(Df)) x; —1,,(Df;) x,}. Every e A admits
a morphism f: A— @w, for some we. Letu;: DA — Lbe the composition

D125 DO w) s @, 0 DO YY) L,

where p projection This does not depend on (o, f); for if
Ow, <L i @ w, are two choices then Lo, (Dfy)—1,,(Df;) maps DA
into the kernel of p. Furthermore, u={u;} is a transformation, for if
g: u— Alsamorphismin A then u; (Dg)=p 1, (D) Dg)=p1,D{fg)=u,.
We assert that u 1s universal. Indeed, if ¢ ;: D2 — K is a transformation,
then clearly ' ={@g,},co! ®,coDP(@v)— K is a morphism such that
Vi1, Df)=0g,(Df)=0,, and y'|ker(p)=0; hence ¢’ passes to the
quotient L and induces y: L— K such that yu,=y"1,(Df)=¢,. This
¥ 1s unique because the images of u,; generate L (the images of ug,
gencrate already). 1

1.12 Exercises. /. Let m be a group, and think of 7 as a category with
a single object ¢ whose endomorphisms are the elements of n. Show
that a functor D: 7 —.o/% is the same as a left operation of © on an
abelian group G=De, and that lim D= G,=quotient of G by the sub-
group generated by {g—(Dx) g}, geG, xem.
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2. Our notion 1.7 of strong cofinality is rather crude: even the identity
functor @=id: 41— 1 may not be strongly cofinal, although @ is
(trivially) isomorphic. Clearly, &: Q -+ A should be called cofinal if
@ : lim(D@)=lim(D) for every functor D: A— 4, and arbitrary %
Show that @ is cofinal if (i) every A admits A — @, and (ii) every pair
of morphisms @ w «2— £ @' can be connected by a commutative
diagram

@

in A whose row is in im(®).—The converse is also true (cf. MacLane
1972, IX.3).

3. A category A is said to be directed if (1) every pair of objects 4, 4,
admits morphisms A, —>pu<4,, and (i) every pair of morphisms
oy, % A—p 18 equalized by some fi: u—v, l.e. fay=Fo, (compare
Verdier, 2.7).

This generalizes the notion of a directed set in such a way that the
exactness properties VIII, 5.18-5.20 extend to limits of functors A — &/ %.

A.2 Polyhedrons under a Space, and Partitions of Unity

We shall be concerned with extending functors from polyhedrons to
more general spaces. Following D. Kan, we can obtain ¢xtensions by
taking limits of functors from the category of polyhedrons under a
space; we deduce the relevant properties of such categories. Following
E.Cech, we can obtain extensions by taking limits of direct systems
which are indexed by sets of coverings (cf. Eilenberg-Steenrod, IX);
the connection between the two methods is provided by partitions of
unity (numerations).

2.1 Definitions. For every topological space A we define the category
24 of polyhedrons under 4 as follows. An object of 241 (a polyhedron
under A) 1s a homotopy class of maps &: A— R, whose range R; is a
polyhedron ( =triangulable space). A morphism from ¢ to nisa homotopy
class of maps «: R.—R, such that a{=~#n. Composition is given by
composing maps o.

This construction 21 is functorial in A, i.e. every map f: B> A induces
a functor

(2.2) PPt PP [E-[Ef], [,
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where brackets as usual denote homotopy classes. Clearly 2% =(#%)(#/),
and 2% =1d, so A— P1 is a cofunctor from spaces to categories.

Rather than 24 we shall use the dual category which we denote by
A=Ay, so AP =24,

2.3 Proposition. If A is a polyhedron then A, has a strongly cofinal sub-
category £ consisting of a single object, namely id: A— A, and a single
morphism, 1d, .

If A is dominated by a polyhedron, say A ——»>P—"->A, with ri=~id,
then A, has a strongly cofinal subcategory Q consisting of a single object,
namely A—'— P, and two morphisms, id, and ir.

Proof. In the first case, every object &: A — R, of A admits a unique

morphism into id: 4 — A, namely ¢ (remember 10 reverse arrows since

PA=APN. In the second case, &1 A-—> R, admits the morphism &r

~ “L\; £ . A . D M N T A . D
l_)l ]

dinb~ S A LD oA aner Qv
meo . A—>1i1, dliu au_y LWU ifior IS111D C. /‘1_7[\5 mww . A—1i
ir

o
become equal after composition with ir. §

2.4 Proposition. Let A be a locally closed subset of a polyhedron P,
and let Q denote the set of all open neighborhoods of A in P, directed
by reversed inclusion. As a category, Q is dual to the category of inclusion
maps of open neighborhoods of A in P. We have a functor

(2.5) 0 Q-A,, OV=[A—",y], O@:=[i,

where V denotes open neighborhoods of A, and 1 inclusion maps between
such neighborhoods. This functor @ is strongly cofinal.

Proof. Recall first that open subsets of polyhedrons are polyhedrons!®
so that @V is indeed a polyhedron under 4, and @ is a functor from
Q to A. Since A is locally closed there is an open neighborhood Q
such that A4 is closed in Q. Now if [£] is an object in A we can, by
Tietze's extension lemma, extend the map ¢: 4 — R, to an open neigh-
borhood V of 4 in Q, i.e. we can factor £ as A-=>V - R;; this proves
weak cofinality. Suppose then we have two such factorizations, i.e. two
mans n.: V. —,>R 4-—1/. 1, of onen neighbotrhoods V. which on A4 aoree

maps 17;: W 1Y, pen neighborhoods V; which on A4 agree
(up to ~) with ﬁ. Agam from Tletze s extension lemma we get (cf. proof
of VIII, 6.2(b)} an open neighborhood V <(V, n V) on which 7, , are
homotopic; this proves strong cofinality. 1§

2 For polyhedrons in R” see Alexandroff-Hopf III,32. A general proof follows
Spanier, p. 149, Exerc. 3, using Whitehead’s (1939) subdivision theorem 35.
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We are going to compare A, to the usual Cech category of open
coverings of A4 but we need some preliminaries first. Recall that a family
of continuous functions, n={n;: 4 —[0,1]},.,, is called locally finite
if every point aeA has a neighborhood V such that m;|V'=0 for all
but finitely many j. It is point-finite if for every aeA the set {j|m;(a)+0}
1s finite. It is a partition of unity if Zj n;(a)=1, for every aeA; in parti-
cular, the set {j|n;(a)#0} must then be countable, for every ae A.

2.6 Lemma. If n={n,},., is a partition of unity (not necessarily point-
finite) and £>0 then every point ae A has a neighborhood in which only
finitely many m; have values =c.

Proof. Given aeA, we can choose a finite subset F<J such that
Yiermila)>1—e Let V={x€A|} ;,pm(x)>1—¢}. This is a neighbor-
hood of a in which n; can assume values >¢ only if jeF (because

Diam=1). 1
2.7 Corollary. If n={n,},.; is a partition of unity then
p(x)=Sup; ; {m; x} =Max, ; {n; x}

is a continuous function, and 11(x)>0.

Proof. Since ) m(x)=1, we must have u(x)>0. By 2.6, Sup, ;{n;}
agrees, locally, with the maximum of finitely many among the x;, and
is therefore continuous. J

2.8 Proposition (Mather). If n={n};.; is a partition of unity (not
necessarily point-finite) then there exists a locally finite partition of
unity p={p;};c; such thar p;7"(0,1]c=;'(0, 1], for all jeJ. (Any such
p will be called an improvement of x.)

Proof. Let aj(x)=Max(0,2nj(x)—,u(x)), where p(x)=Max; ; {m;(x)}, as
in 2.7. Then o; is continuous, and ¢;'(0,1]<n;"(0,1]. Let acA4 and
e=%u(a). By 2.7 and 2.6 we can find a neighborhood V of a and a
finite set F<J such that pu(x)>2e and mi(x)<e for xeV] j¢F; hence
o,(x}=0for xe V, j¢ F; hence {a},.; is locally finite. On the other hand,
m(a)=p(a) for some keJ, hence o (a)=m(a)=u(a)>0, hence
Zj&, o;(a)>0 for all ae A. Therefore p;(x)=0,(x)/) i, 0;(x) is a partition,
as required. §

2.9 Corollary [Dowker, §16, Thm. 1]. If 4 is a simplicial space and
if A" is obtained from A by taking the strong topology (V, 7.14) then the
identity map 1. A— A’ is a homotopy equivalence. In fact, a homotopy
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inverse k. A'— A and deformations, ki1~id, 1k~id can be so chosen
that no point leaves the closure of its carrier simplex.

Proof. The barycentric coordinates m;: A'— [0, 1], jeJ=set of vertices,
constitute a (point finite) partition of unity = (cf. V, 7.13). By 2.8, 7 admits
a locally finite improvement p. Consider the map x: A"— A which is
defined by #;1x=p;. It is continuous, because 1« is continuous (due to
the strong topology), and every point has a neighborhood whose image
lies in a finite (i.e. compact) simplicial subspace (on these the topologies
of A4, A" agree). The deformation x> x,, defined by

mi{x) =t p;(x)+ (1 —1) ﬂ:j(x)a

is continuous as a map D": A" x[0,1]— A" because the n; D" are con-
tinuous, and it is continuous as a map D: Ax[0,1]—A because
D|X x[0,1] is continuous for every finite simplicial subspace X < A.
Hence D: ki~id, D': 1k~id. 1

2.10 Definitions. Let 4 be a topological space. A covering % of 4 is
called numerable if a partition of unity n={ny}y.4 exists such that
ng 10, 1] U for every Ued. We say, n is a numeration of %, provided
it is also point-finite, By 2.8, if % is numerable then it even admits a locally
finite numeration.

The set 2, of all numerable coverings of A is directed by refinement
(recall that % =¥ if every Ue? is contained in some Ve?”). As usual,
we think of Q, as a category.—For instance, if 4 is paracompact then
every open covering is numerable, if 4 18 normal then every locally
finite open covering is numerable.

The nerve v# of a numerable covering % is a simplicial space (cf. V, 7)
whose n-simplices correspond to (n+ 1)-tuples (U, U, ..., U,) such that
Ue% and [; U;+#; in particular, the vertices of v# are just the non-
empty sets Ue% (actually, this is the description of v# by its vertex
schema; cf. V, 7.15). If we take v# with the strong topology then a
numeration e of % is the same as amap w: A—v U such that n='(StU)c U
for every Ue, where StU denotes the open star of the vertex U (cf.
V, 7, Exerc. 4); namely, 7 maps a€A into the point whose barycentric
coordinates are {m, {(a)}. If we take v# with the weak topology, as
we normally do, then n: A —v% need not be continuous. It is con-
tinuous, however, if {n,} is locally finite because then every a€A
has a neighborhood whose image under n lies in a finite simplicial
subspace of v4. The homotopy class of this map does not depend
on the choice of 7; if n" is a second choice then (1 —¢) n+1t7, 0<r <1,
is a deformation of n into =’ (compare 2.22). Suppose now #>7"
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are numerable coverings. We can choose a map u: % —7¥ such
that Uc(uU) for every Ue%. There is a unique simplicial map
vE: va —vy" which on vertices agrees with u (cf. V, 7.11); its homo-
topy class does not depend on the choice of u, as follows by “linear
deformation™ as above (cf. also 2.22). In barycentric coordinates we
have (v¥x)y=Y,y_y Xy, for xev#. This implies (v¥)n=p, where
n: A— v 18 any numeration of %, and p: A —»v¥  is the numeration
such that p,=Y ,,_, m,. Since the homotopy class of p is unique we
always have (v¥) n~p, for any choice of 4, 7, p. We can therefore define
a functor

2.11) @: Q- A, OU=[n: A->v¥U], O@=+)=[v1],
which we call the numeration-functor (A°° =24, [ ]=homotopy class).

2.12 Proposition. The numeration functor is weakly cofinal.—In fact, it is
also strongly cofinal but that is more difficult to prove (cf. Exerc. 5),
and we don’t really need it.

Proof. Let [¢{: A — R.] an object of A,. We have to construct a numerable
covering % such that, up to homotopy, ¢ factors through n: 4 > v%.
Take a triangulation of R,, let J denote the set of vertices, f;: R, — [0, 1],
jeJ, the corresponding barycentric coordinates, and let % denote the
set of all sets (8; £)~'(G, 1]. By definition, we can assign to every Ue#
an index j(U)eJ such that U =(f;y, &)~ 10, 1]. Then n={ny =, S} ven
is a numeration of %, and U+ j(U) defines a simplicial map f: v# — R,
such that fr~¢. |

2.13 Corollary. For every topological space A the category A ={PA)P
admits a weakly cofinal functor Q,— A, whose domain Q is small. §

2.14 Definition. Let x: B— 4 a continuous map. If % is a numerable
covering of A then o' % ={a"* U}y.s 1s a numerable covering of B;
indeed, if 7 is a numeration of % then m« is a numeration of «* %. If
U =" then clearly a ' % >u~'¥. We can therefore define a functor

(2.15) Q: Q,>Qy, QU=o'U.
Clearly Q,,=Q,Q,, and ,4=id, thus Q is a cofunctor from spaces to

categories (in fact, to directed sets).

If % is as above then to every (non-empty) Wea % =Q,% we can
assign a set u We% such that o~ '(u W)=W, and u defines a simplicial
map of nerves v¥: vQ % —v% which on vertices agrees with pu. Its



A.2 Polyhedrons under a Space, and Partitions of Unity 357
homotopy class does not depend on the choice of y, and the diagram
B—2*— A4

Tt T

(2.16)

VU v U
homotopy-commutes, both assertions by contiguity (cf. 2.22). Similarly,
VIV 2 i =Y, and v~y ' if (LB 4.

2.17 Numerable Coverings of Products (compare Eilenberg-Steenrod
IX, 5). Let A4, B topological spaces and % a numerable covering of A.
A function % which assigns to every Ue% a numerable covering U
of B is called a stacking function (on %). The set of all sets U xV, where
Uedf and Ve U 1s then a covering of A x B, which we denote by # x %
It is numerable, in fact, if z% = {n¥} is a numeration of %, and 7Y = {ny¥}
is a numeration of U then

iy AxB[0,1],  wgiy (e b)=ng(a) ny"(b),

is a numeration n%*¥ of % x &, —Coverings of the form % x % will be
called stacked coverings (of A x B, over %).

Given %, a stacking function %, and for every Ue# a numeration 77"
of U, we define a continuous map

(2.18) n”: (v xB-v(UxF), 7 ({xph,b)={yu.v=xy 7" (b},

where v%, v(% x &%) are the nerves of %, % x %, and points xev#,
yev(# x %) are described by their barycentric coordinates, x={xy},
y="{Vuv} Any such map z” will be called a stack-numeration.

One can easily show that the homotopy class of 77 depends only on &
(not on the #¥Y), and that the composition

Tca”xid P
AXB—"—5{VU) x B——v(U x %)

U xS U n@lxy

1s homotopic to n , where 7%, are numerations of %,% x &
We shall not use this, and we therefore leave the proof to the reader,
as an exercise. One can also show {(cf. Exerc. 6) that, for compact B, every
numerable covering of A x B admits a stacked refinement. Of this we only
need the special case B=][0, 1], and there we have the following more

1+
CAPLICIL 1TSUIL.
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2.19 Proposition. If A is a space, and #  is a numerable covering of
A x [0, 1] then there exists a numerable covering U of A, and a function
v U — Z with values r U > 1, such that every set

i—1 i+1
Ux[——l : ,H— ], where Ued,ieZ, O0<i<rU,
U7 yU

is contained in some We W. In particular, there is a stacked covering which

1 i+l
refines “ﬂ/,namely{U X [I;, i]}, withUed andi=1,2,...,rU—1.
‘ rU " rU

Proof. For every (r—1)-tupel (W, ..., W,_,) in #  we define

UWy. ... W, )

2.20 -1 i+1
(2.20) ={aeA ax[l ,l+ ]cWifori:Ll..',”—l}-

r r

Clearly, U(W,, ..., W,

¥ —

—1 i+1
1) X [l P L ]cWi for all i, hence it suffices
r

to show that #={U(W,, ..., W,_,)} is a numerable covering of A. Take
a locally finite numeration 7= {n,} of #’ and define

[i—l i+1]}

te . ,

r r

for U=U(W,, ..., W,_,). If py(a)>0 then ry, (a, t)>0, hence (a, t)e W, for

o
all te[’—, i+1

Pu: A- [03 1]:
(2.21)

pul@)=Min,_, _,_, Min {“wi(a, )

r r
p;'(0,17=U. Every (a,t)eAx[0,1] has a neighborhood which is
contained in some 7;'(0, 1] and which meets only a finite number of these
sets. Since [0, 1] is compact, we can find, for every a€ A,

] and all i, hence acU(W,....W,_,); this proves

i1
l l‘l; 1] Cﬂp;il(oa 1]’

(i) sets Wi, ..., W, €W such that ax[

. r
i=1,...,r—1;

(ii) a neighborhood V of a such that V' x [0, 1] meets only a finite number
of sets m,, (0, 1].

Property (i) shows that, for every a€ A, we have at least one

U=UWi, ..., W,_,)  with py@)>0.
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Property (ii) implies that, for fixed r, the family {pyy, . w,} 18 locaily
finite. Let p,(@)=Max{pyw, . w,(@|s<r}, and define

-----

TC’U(Wi, e W (a)=Max {0, Puw, ..., Wr)(a) —rp,(a)}.

Clearly, 77 10, 17< p; 10, 1] = U. Given ae 4, let k be minimal such that
py(a)>0 for some U=U(W,, ..., W,); then n;(a)=py(a)>0. Moreover,
if we choose N>k such that NpU(a)>1 then Npy(x)>1forall xin a

neatahhAarhanAd L7 AF - thig naio hharkhoand we have rna <~ 1 farall 2> N
IILJSIIUUL PUSWLWL D iy 4 vl u 111 lllLD ll\/léllUUlllUUU V\’\-r llav\— I ’,l ~ A VL Al o 1Y,

hence all ny,,  w, with r> N vanish in V. This shows that the famlly
of all my; is locally finite. To make it a numeration of %, simply divide
each m;; by the sum of all of these functions. 1§

2.22 Remark. If A4 is a simplical space, and X an arbitrary topological
space then two maps f,, f;: X — A are said to be contiguous if, for all
xe X, the pair f,(x), fi(x) is contained in a single simplex of 4. Conti-
guous maps are homotopic. This is familiar for simphcial maps (Eilen-
berg-Steenrod VL.3), but we also used it in another case (after 2.16).
Define

f. v 4 N -1 [ S S B
Sii A=A, U<iZl, by nf,{(x)=(1—1t

S
=l
~
<
>
o
o~
=
.
—_
—
-
v

where 7: A — [0, 1] is any barycentric coordinate. This “linear deforma-
tion” {f,} may not be continuous in the weak topology of A, however,
it obviously 1s continuous in the strong topology, hence f,~f, by
Dowker’s theorem 2.9.

2.23 Exercises. 1. If {n;: A— [0, 1]}, is a partition of unity (not ne-
cessarily point-finite), and I is any subset of J then

_ _ n: A-[0,1],  ma)=Y . 7, a),
1S continuous.
2. If ¥ is a covering of A which admits a numerable refinement then ¥~
is numerable. If A 1s a polyhedron, and #” 1s any open covering of A then
A can be so triangulated (cf. J.H.C. Whitehead 1939, Thm. 35) that
every open star is contained in some Ve The set of open stars is then
numerable (by barycentric coordinates) and refines ¥, hence ¥ 1is
numerable. This (together with 2.8) shows that A is paracompact.

3 (compare Eilenberg-Steenrod I11.8). If %,¥  ar¢e numerable
coverings of A, B then % x ¥ ={U xV}, Ue%, Ve¥, is a numerable
covering of A x B. The projections % x ¥ %, ¥ define simplicial maps
of nerves v(% x ¥")—~va,v¥, hence a map r: v(# x ¥ ) > (U) x (v¥").
We also have a map i: (V) x{(v¥")— (% x ¥}, namely (i(x, Ny v =
Xy Yy, Where {x;,} denotes the family of barycentric coordinates of



360 Appendix: Kan- and Cech-Extensions of Functors

xev, etc. Show that ri=id, ir~id, and that the diagram
V(U x¥)

(VY=< (v¥)

homotopy-commutes. Corollary: The product of two polyhedrons has the
homotopy type of a polyhedron.

4. Let n={n},, a partition of unity on A. A subset ScJ is called a
simplex of m if a point aeA exists such that ;a0 for all jeS. Every
simplex of m is countable; further, 7 is point-finite iff every simplex is
finite. The partition is said to be barycentric if

(1) for every simplex S<J and every family {a}, ¢ such that 0<a <1,
Y .a,= 1,there is a unique point ae A with a,=n_(a), for all s€S.

(11) A has the topology induced by =, 1.e. the coarsest topology for which
every m; 1S continuous,

If, moreover, every simplex is finite then we say = is finitely-barycentric.
A finitely-barycentric partition = is just about the same as a triangulation
of A; in fact, it is a homeomorphism n: Axv#%, where % ={n;(0,1]},
and v is taken with the strong topology. A general barycentric partition
7 might be thought of as a“ triangulation” in which simplices of countably-
infinite dimension are admitted. Let A4 ,< A be the subspace which con-
sists of all points a such that {jeJ|r;a=0} is finite. Then 7|A, is finitely-
barycentric; use 2.8 to show that the inclusion map 4 , — A isa homotopy-
equivalence.

5%. For every topological space A the numeration functor Q,— A, is
strongly cofinal. We know already (2.12) that it is weakly cofinal. What
remains to be shown is that the following diagram can always be com-
pleted (dotted arrows),

where P 1s a polyhedron. By 2.12, it 1s enough to fill in a polyhedron Q
instead of a nerve v %’ The obvious candidate for Q is as follows,

Q={(x,y,0)e(v ) x (v ) x P 0(0)=f(x), o(1)=g()};
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it is clear how to define the dotted arrows. The only trouble is to show that
Q 1s (homotopy equivalent to) a polyhedron. FFor this one may consult
Milnor 1959.—The same reference is needed to show that A, is a
directed category (1.12, Exerc. 3).

6% If A is an arbitrary space, B a compact space, and W a numerable covering
of Ax B then there exists a stacked covering of A x B which refines W
This easily implies 2.19. The proof is along the same lines as that for 2.19,
although more complicated. We give some indications. Consider the set
J of all functions j: #;—#, where £, is a finite numerable covering of B
by compact sets. For every jeJ, let U;={ae A|la x K < j(K) for all Ke .7}
One can show that #={U},., is a numerable covering of 4; clearly,
U, x K<j(K)e#, hence {U; x K} is a stacked covering (with stacking
function U, %)) which refines #~

In order to prove that % is numerable one can (as for 2.19) use the functions
pi A= [0,11,  py(@)=Mingy, Min{mc(a, DlteK},

where = {ny }y .y 15 a locally finite numeration of #’; one well-orders J,
defines m{a)=Max {0, p;(a)—Sup,_; p,(a)}, and divides each =] by the
sum of all of these functions. Another way to prove numerability of % is
to assume first that A is paracompact. If #” is open then % is easily seen
to be an open covering, hence numerable. For instance, this applies if
A=P¥? where P is a polyhedron in the strong topology, because then P®
1s metric. The general case then follows because #” is refined by the
counterimage of a numerable covering on (v %")® x B under a continuous
map 7 x id: 4 x B— (v #")® x B.

A.3 Extending Functors
from Polyhedrons to More General Spaces

As before, we denote by oz the category of topological spaces and
continuous maps, and we let Zo/' < oz be the full subcategory of poly-
hedrons (=triangulable spaces). We consider homotopy-invariant™
cofunctors F: %/ — A, and we shall be concerned with the problem of
extending F to Jz4. The range-category 4 is assumed to possess limits
of arbitrary direct systems (in the sense of VIII, 5), and is otherwise
arbitrary. For instance, # may stand for the category of abelian groups,
or the category of sets.

3.1 Definition. If F: Pof — A, G: Jofp— A, are cofunctors then G is
called an extension of F if G|%«¢ 1s equivalent with F.

1 This means: a~f = Fa=Fp, for continuous maps «, B.
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32 Lemma. If G: Jopp— A is an extension of F: Pof — A then G is
equivalent to some cofunctor G': Jope— A such that G'|Pef =F. In view
of this we shall usually assume G}#»¢ =F when speaking of extensions.

Proof. Let @: G|#»¢(=F be an equivalence. Define G’ on objects A resp.
morphisms a of Zsz as follows.

FA if AeZof,
G'A=

GA if A¢Po,
[Foc, if range (x)e Zo¢ and domain (x)e Pt ,
G [(Ga) @71, if range (x)e P/ and domain (a)¢ 2ot ,
o= .
l D(Ga), if range (x)¢ Z»¢ and domain (ot)e 2o,
Gu, if range («)¢ Zof and domain (a)¢ Pof .

Obviously, G’ is a cofunctor such that G'=G, and G'|Ze¢ =F. |

3.3 Definition. Let F: Zo/ — A be a homotopy-invariant cofunctor. For
every topological space A we consider the category 24 of polyhedrons
under A, its dual A, and the functor Fo R: A, — %, where R =range.
Thus Fo R assigns to the object [{: 4 — R.] of A, the object F(R,) of A
We shall see below (3.8) that the limit of F o R (in the sense of 1.1) always
exists; we denote it by FXA4 =Iim(F - R).

Every continuous map a: B— 4 induces a functor A,: 1, — A, (cf. 2.2),
hence a limit morphism (cf. remark after 1.6) which we denote by FX o=
(A, F¥A— FXB. Since A,;,=A,1,, and A,4=1id, we see that FX is a
cofunctor, F*: Zo4 — A" In fact, we shall see (3.8, 3.7) that FX is an
extension of F: it is called the Kan-extension.

3.4 Definition (compare 2.10). Let F: o/ — 4" be a homotopy invariant
cofunctor. For every topological space A let ©, the directed set of
numerable coverings of A. If we assign to every numerable covering
€2, the value of F on the nerve v4, and to every refinement # =~
the induced morphism F(v%): F(v¥")— F(v%),we obtain a direct system
whose limit we denote by FA=lim(Fov)=1lim EVWU e, -

If : B—4 is a continuous map then (cf. 2.15, 2.16) Q,: Q, - Q, is
order-preserving, and the family of morphisms F(v¥): F(v#%)— F(vQ %),
U ef2,, passes to the limit (e.g. by VIIL, 5.11). The induced limit-morphism
Fu is given by

(3.5) Fo: FA—FB, (Fuu?=ul=¥Fv¥),

where u, resp. uy is the universal transformation for FA resp. FB. One
easily verifies that F(a f)=(F B)(Fa), and F(id)=id, i.e. that F is a cofunc-
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tor, F: Fofe— A In fact, we shall see (cf. 3.7) that F is an extension of F;
it is called the Cech-extension. Moreover, we shall prove (3.8) that F ~ FX, K

3.6 Proposition. If F: Pt — A is homotopy-invariant then so s
F:Top A

Proof. It is enough to show that Fj,=Fj,, where j: A —A4x[0,1],
) i—1 i+1
(a)=(a, t). Consider stacked coverings % x & ={U X [ , ]} of

r r

Ax[0,1] as in 2.19, Ue%, i=1,2,...,r(U)—1. Then j Y% x S)=%,

for every t. Moreover, we assert that the maps v * % v }f T VY > (U X F)

of 2.16 are homotopic, in fact, that the stack numeratlon a7 (va)x [0,1]
—v(% x &) of 2.18 is a deformation of v* into v!*¥. For this, one
observes that for fixed Ue% the endpomts 0 resp. 1 of [0, 17 lie in only

2 -2
one set of the covering U, namely in [ 0, T] resp. [ r—:—, 1] : hence the
L LA | L I |

only function 77"V which is not zero on 0 resp. 1 is {7, 7Y (0)=1, resp.

7Y, nY(1)=1. The definition2.18 therefore shows that the maps

77| (va) x {0}, 7 |va# x {1}, coincide with the simplicial maps

2 -2
U’_’UX[O’?J’ UHUX[FI I]

of v into v(% x %), and these maps agree with v * ¥ v¥> ¥ by definition
of the latter.

Since F is homotopy-invariant we get F(viz*”)=F(v}**), hence (cf. 3.5)
(Fjo)u %y—uq’F(vd’“/) u Fvi > (FJI) “”"ywhereu denotes uni-

pY/ e , Fy 1M

Verbdl [rdnblUrmd[lOnb EVCI'y I’IUH]Crlee (,overmg 775 Ul A XU, 1]
admits a refinement of the form % x %, by 2.19. It follows that

(Fjgyu” =(Fjo) > (Fvy ") =(Fj)u7 (Fvy* ") =(Fj)u”,
hence Fj,=Fj,. 1

Recall (2.10) that every #€£2, admits a unique (up to ~) numeration
% Ay Let F: %/ % be a homotopy-invariant cofunctor.

3.7 Proposition. If P is a polyhedron then {Fn": Fyv# — FP}y g, is a
universal transformaz‘zon (for Fov), hence FP=FP. This isomorphism is
natural, i.e. F is an extension of F. For every topological space A the trans-

Jormation {Fn™: Fyv — FA}y.q, is universal.

Proof. If 7 isa trlangulatlon of P then for every vertex v of 7 we have
the barycentric coordinate #: P — [0, 1], and the sets (0, 1] constitute
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a numerable covering ¥".7 of P. In fact, the bary
form a numeration n¥7: P —v¥"7 whichisalso a
phism; in particular, F(z””): F(v¥"7 )= FP.

If % 7 are two triangulation of P such that ¥"%>%"7 then we say
S is a refinement of 7, and we write . > 7. For instance, every sub-
division (Spanier 3.3) of 7 is a refinement of 7. If ¥ > then n”

- P

entric coordinates {0}
1mp1101a1 homeomor-

v

vig 7 hence F(r” 7 )=F(rn” 7y F(v}5), hence F(vy)=F(n””)~ 1F(arc"ff)
is an isomorphism. A polyhedron admits arbitrarily fine triangulations
(cf. J.H.C.Whitehead 1939, Thm. 35), i.e. the set of coverings ¥'.7,
as.7 ranges overall trlangulatlons is cofinal in the set 2, of all numerable
coverings; hence (VIII, 5.17), FP=lim {Fv#}=lim {Fv“l/ 7°}. Since all
morphlsms F(W)%) of the latter direct system are isomorphisms we
obtain u¥7: F(v¥ 7 )~FP for all 7, where u denotes universal trans-
formations; combined with F(n”7). F(v¥"7)=FP we get p’ =
w7 (Fa¥7)~': FP~FP. If % is any numerable covering of P,and . is a
triangulation such that ¥"% > then u® =u”* F(v}¥), and n* ~v}” 17,
hence F(v},”)=F(n"") ' F(z¥), and u® —u"’”yF( ””) LE(n®)= p” F(n").
If % is itself of the form % =¥~ this shows p” =p?, hence p=p” does
not depend on Z. For general % again, we conclude that {F(n*%)}=
p~ Yo {u®} is indeed universal.

Now let a: Q — P be a continuous map between polyhedrons. For any
numerable covering % of P we have

(Fo)(Fa)=F(n" 0) 2° F( 7™ %)= F(r* " ¥ Fv*) = (F o) (F n%),
hence Fo=Fo. Thus F|#s =F.

Finally, let A be an arbitrary space, and % a numerable covering of A,
with numeration t=nr%: 4 v, and universal map u®%: F(v#)— I A.
By 3.5, we have (Fr%) u?, =u" 'Y F(v¥), for any numerable covering #~
of v#. In particular, we take ¥" =", where .7 is the given triangulation
of v (having % as the set of vertices). The corresponding numeration
7¥7 vl — v¥" 7 isthena(simplicial) homeomorphism,and u?, = F(r*”)
by the first part of 3.7. Hence

Frn"=uw """ (FV)F("") '=u "V F((r"7)""vY).
But the map (n”7)~'v): vrn~'¥ —v% agrees with v% 7, by the very
definitions. Hence Fn%=u% 'Y F(vj '?)=u¥%, the latter because u, is a
transformation. §

3.8 Proposition. The transformation {Fé&: FR,— FA}, [E]e Ay, is univer-
sal, hence FA=1lim(FoR: A, > #)=F*A. This isomorphism is natural,
ie. F=FX
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Proof. Given any transformation {¢,: FR.— Y} into an object Y of Jif
we have to show that there is a unique @: F A — Y such that @ o (F &)=
Such a ¢ must satisfy @o(Fn)= ¢, for any numeration n: Amw%
since {F T}aeo, 18 universal (by 3.7), this shows that ¢ is unique, and in
fact, we can define ¢: FA — Y by these equations. We must then prove
po(F¢&)= ¢.. But ¢ factors through some numeration,

g A"yl 2R,
by 2.12 (the numeration functor is weakly cofinal); hence
Pe=¢.o(Fa)=go(Fn)e(Fa)=¢o Flan)=¢o(F ).

It remains to prove naturality; let f: B— A a continuous map. Then
(FX Byus,=u$l, by definition of FXp, where u denotes universal trans-
formations. But u®=F¢, hence (FXB)(F &) =F(EB)=(Fp)(F¢&), hence
FXB=Fp by universality of {F¢}. 8

The Kan- resp. Cech-extension of F: 2o/ — # admits the following
abstract characterization,

3.9 Proposition (Universal Property). If G: o — A" is any homotopy-
invariant cofunctor, and \: F — G|Pof is any natural transformation then
there is a unique natural transformation ¥: FX— G (resp. F — G) such
that Y|Pl =1fs.

Proof. Let ¥: F¥ — G be such that ¥|2»¢ =y. We can apply naturality
of ‘P to the map ¢: A - R,, where [E]e Ay, and we find that ¥, o (F¥ &)=
(G&)oyrg,. Since {FF&= Fé} is universal (3.8) this shows that ¥, is
uniquely determmed and in fact, we can define ¥,: F*4 — GA by these
equations. We must then prove naturality; let /5‘: B— A a continuous
map. We get

(IPBOFKﬁ)OFKé:TBOFK(éﬁ)ZG(iﬁ)Ongz(Gﬁ)o(Gé)ol//Rg
=(Gf)o ¥, o (F* ),
hence o (FX B)=(G f)o ¥, by universality of {FX ¢}. 8

3.10 Corollary. The numeration functor @: Q,— A, (cf. 2.11) induces an
isomorphism ©_: FA=F*A.

This is really a restatement of 3.8; it also follows from 3.9 because @
FA~F¥is a natural transformahon such that @_|Zs/=id. |}

In VIII, 6 the name of Cech and the notation H was used for a construc-
tion which differs from the present one. This is justified by the following
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1 Proposition. If A is a locally closed subset of a polyhedron P then

EK A ~1s TET/Y vl
~ lim {FV},where the limit is taken over the directed set of open

3.1
Fa=
(or polyhedral) neighborhoods of A in P.—This follows 1mmed1ately from
24

nd 1.9(i1). &

3.12 Example (compare Lee-Raymond, Thm. 2). Let P denote a fixed
polyhedron, and let Hp: e — Seés the cofunctor which assigns to
every space A the set of homotopy classes of continuous map f: 4 — P,
and which assigns to f: B-—>A the map Hp §: HpA— Hp B, (Hp B)[ [ 1=
[fB] Let hp=Hp|Pof. We assert,

(3.13) h,=H,,

i.e. H, is the Cech-(or Kan-)extension of its restriction to Z»¢. This will
be clear if we verify the

3.14 Universal Property. If G: Jop— Sets is any homotopy-invariant
cofunctor, and \: hp — G| Pl is any natural transformation then there is a
unique natural transformation ¥: Hp — G such that W|Pol =

The proof foliows by applying the Yoneda-Lemma I, 1.12 both to hp
and H,: we write out the necessary details: Given any ¥: H, — G such
that ¥|Zof =1, we apply naturality of ¥ to maps f: A~ P and we get
Y, [f1="Y,o(Hp f)[idp] =(G f)oyyp[idp]. This shows that ¥, is uniquely
determined by ¥ (even by yp[idp]), and in fact, we can define ¥,:
HpA— GA, by ¥, [f1=(Gf)oyp[idp]. We must prove naturality. Let
f: B— A a continuous map; then

(GBYe P, [f1=(GB)o(G foyp[idp]=G(f B)opplidp]
=qJB[fﬁ]=lPBO(HPB)[f]- 1

inatanca  1f (7 n\ ia an lanh a
Lalivh, 1 1 —1\\\1 f} 10 ail 1.11 L

agrees with (singular) cohomology, hp=H"(—, G); cf. Spanier 8.1.8.
It follows that H, agrees with Cech-cohomology H(—, G); compare

Huber.

3.15 Remarks. It is clear that the Kan-procedure 3.3, but also the Cech-
procedure, for extending functors applies to many other situations. For
instance, we can replace Zof by a category of special polyhedrons (say
finite, finite-dimensional ...) and/or Jzs by a category of special spaces
(say compact, finite-dimensional ...» Or we can consider the category
Fep'® of pairs of topological spaces and in it the category Zo/'? of pairs
of polyhedrons. The reader is encouraged to think about these generali-
zations and modifications; he may consult Lee-Raymond for details.
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3.16 Exercises. I. Let F,F,: 4 — % be functors, and let i: X -7,
r: Y— X be morphisms in % such that ri=id (X 1s a retract of Y). Show
that if F, Y=F, Y, and F(ir)=F,(ir), then F, X=F, X in fact, there is a
unique morphism ¢: F; X — F, X such that (F, i) p=F,i,or ¢(F;r)=F,r,
and ¢ is isomorphic. Roughly, this says that functors which agree on Y
also agree on retracts of Y. If a functor is only defined on some sub-

category containing Y and (ir), how would you (try to) extend it to X?

2. For any topological space A define the category 2, of polyhedrons
over A dually to 2.1 (objects are homotopy classes ¢: D, — A whose

domain Dq is a polyhedron, etc.). Show that 2, is directed (cf 1.12

Exerc. 3).

For any covariant homotopy-invariant functor F: %o/ — A define
Fy A=lim(FD: 2, — ), and turn Fy into a (homotopy-invariant)
functor Fg: Jop— A~ This is the Kan-extension of a covariant functor.
Show, by cofinality, that F, A=F|sA|, where sA is the singular semi-
simplicial set of 4, and {sA| is its geometric realization (compare Milnor
1957, Thm. 4), Use this, or (simpler!) show directly that singular homology
is (equivalent to) the Kan-extension of simplicial homology. In this case
(but not for arbitrary F) one can also replace #, by the subcategory of
compact polyhedrons over A.

3. Let X be a normal space for which X x [0, 1] is also normal, and let
A< X be a closed subspace. Let # be a directed (by inverse inclusion)
set of closed subsets of X such that (i) AcB for every Be#, and (i)
every neighborhood of A contains at least one BeZ. For insiance,
2 might be the set of all closed neighborhoods of 4. Every continuous
map £: A— R, into a polyhedron admits an extension to some B, say
e.: B, >R, B,c®.

Now let F: Zof — A a homotopy-invariant cofunctor and FX: o — A
its Kan-extension. Consider the direct system {F¥B};_,, with arrows
induced by inclusion. For every [{: A— R.], pick e,: B. — R, as above,
and put y[{]=B;, d;=F(e;): FR;— F¥B,. Show that (y, d) passes to
the limit (in the sense of A.1.3), hence a limit morphism lim(d): F¥XA4 —
lim{FX¥ B},_.,. The inclusion maps iz: A — B, on the other hand, induce
FYi. FEB—FXA4, hence {F¥ig}: lim{F¥ B} — F*A. Show that these
are recinrocal isomornhisms FKAglim!FKB}BE% (weak ?Qn;inuity of

AL P RIGL AORVRLIRTL PHAISOANR S, S AT

Kan-extensions).
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Coim (z) 7
Coker (x) 7
Collar, attachinga 250
Complex 16

Cellular — 86

Elementary — 27

Simplicial — 120
Components
— of an element in 14, 9

— of a homomorphism into a direct

product 9

— of a homomorphism of a direct sum 10

Composite morphism 2
Composition of morphisms 2
Cone

Mapping — 18, 225
— construction 34
Connected algebra 227

Connecting homomorphism 20, 32, 136,

151, 283
Contiguous 359
Continuity
— of Cech cohomology 287
Weak — of Cech-extensions

Contractible
— complex 24

Qe e

+ 10
— Space 3o

Coordinate neighborhood 247, 249

Coproduct 6

Cl‘

— manifold 251
— structure 251

Cup-product (—-product) 219, 288

i 399
— of cochains 222

cw
— decomposition 89

— decomposition of Xmod Y 94

— space 89
Finite — space 90
Relative — space 95

— subspace 89

Cycle 16

J-manifold 249
é-structure 173
Decomposable 228
Deformation 13

— retract 39
Strong — retract 39
Degree

— offover K 267
— offover a point 67
— ofamap 62
— of a proper map 268
Derived
— (barycentric) coordinates
— fonctor 132
— transformation 132
Diagonal

Natural — 178, 183, 185
— of an algebra 229
— class 302
Diameter 46
Diffeomorphic 248

43

Dimension (of a CW-space) 89

Direct

— exact sequence of chain maps

— product 9

— product representation 10

— sum  6/7,9

— sum representation 10
— sum of subgroups 10
— summand 11

— system 272
Directed

- category 352
— set 272

Index

22
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Distinguished subset 116
Divisible (module) 148
Domain (of morphism) 2
Dominated 353

Doubling (a é-manifold) 250
Dual

— base 300

— Hopf-algebras 233

Duality
Alexander — 213, 301
Poincaré — 298
Poincaré-Lefschetz — 291, 300

— in ¢-manifolds 30!, 303

Eilenberg-Zilber
— map 179, 185
— theorem 179
Elementary (complex) 27
Epimorphic 7

Equivalence 3
— of categories 136

Euclidean neighborhood retract (ENR) 81

Euier class 316

Normal — — 316
Euler-Poincaré characteristic
Evaluation map 173, 208
Exact
— functor 130

104, 105

— homology sequence 21, 32, 33, 34, 151

— sequence 7

Excision 44, 286
Excisive triad 47, 286
Exterior

— algebra 231
— cohomology product 215
— homology product 190

Face

— ofd, 30,96

— of asimplex 112

Factors, projection onto the 6,9

Filtration
Cellular — 85

— of a space 85

Finite type 172

Fixed point

— — index 203, 205, 207
Brouwer — — theorem 57
Lefschetz-Hopf — — theorem 209

Five lemma 8

Flat

— module 144
Locally — submanifold 249

Free
— abelian group 11
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— abelian group gencrated by A 11

— commutative algebra 231
— functor 174

— module 125
— partof 4 12
Functor 3

Additive — 127
Constant — 4
Derived — 132
Epi- — 130

Exact — 130

Half exact — 130
Left exact — 130
Mono- — 130
Morphism — 4
Right exact — 130

Strongly additive — 128
Fundamental
— class around K 192, 267
— cycle 57

— theorem of algebra 65

Generalized n-manifold 259
Graded
— group {7
— ring 195

Commutative — ring 195
Graph 95

Class of the — 303
Grassmann manifold 330
Groupring 126
Gysin sequence 326

H-map 194

H-space 194

Hereditary ring 126
Hompg{L, M) 124

Hom (of complexes) 167
Homogeneous coordinates 97
Homologous 16

Homotlagy
Cech — 122, 340
Reduced — 34, 153
Singular — 32,150
t-— 150

— class 16

— of acomplex 16

— group 16

Local — group 59, 61
— sequence 21
— sequence of a pair of spaces
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Homology

— sequence of a triple of spaces 33
Reduced — sequence 34

Homomorphism
R-— 124

— theorem 7

Homothety 124

Homotopic 14, 23

Homotopy 13,23

— associative 194

— category 15

— class 14, 23

— classification 169

— commutative 194

— ofdegreen 168

— equivalence 13, 24

— extension property (HEP) 84

— homomorphism 194

— invariance 14, 37, 361

—rel. A 14
— unit 194
Hopf

— algebra 229
— invariant 225

4]
— map ¥

Identity morphism 2
Im(x) 7
Improvement of n = 354
Incidence number 109
Inclusion of the summand ¢
Independent, topologically 248
Index, fixed point 203, 205, 207
Injection of the cofactors 6
Injective module 148
Interior
— cohomology product 219
— ofa ¢-manifold 249
— homology product 193
Intersection
— class 336
— number 197, 344

Local — number 198
— pairing 197, 336, 341
— product 336
Invarance
— of the boundary 61
-— of branch point order 62
— of dimension 60
— of domain 79
— of simplicial homology 121
Inverse

Left — 3

Index

Inverse
Right — 3
— system 272

Isomorphism 3
Thom — 297, 321

Join of maps between spheres 66
Jordan theorem 78

k-space 280

Kan-extension 362, 367

Ker(x) 7

Kiinneth

— relations for Cech cohomology 301

— theorem 164, 168, 181, 182, 190, 215
222

’

Lattice
Cubical — 96
— in R" 74,96

Lefschetz number 208

Lefschetz-Hopf fixed point theorem
209

Lens space 100, 101, 111

Limit
Passage to the — 275, 349

— of a direct system 273

— of afunctor 348

Linear map (into a simplicial space)
114

Linearly related 112

Order — — 112
Linking
-— number 202
— product 202
Locally
— closed 80
— finite 354

— #n-connected 84
Long line 250
Loop 196

— space 196

Manifold 247

Cr— 251
Generalized — 259
Grassmann — 330

Orientation — 255

Smooth — 251

Stiefel — 329

Locally flat sub- — 249
— with boundary (= 3-manifold) 249
Mapping cone 18 225
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Mayer-Vietoris-sequence 152, 285
Absolute — — — 48
Reduced — — — 50
Relative — — — 48

— — — of a pair of excisive triads 52
Models, acyclic 174

Module 124
Divisible — 148
Flat — 144
Free — 125

Injective — 148
Projective — 149
Quotient — 125
Sub — 125
— over a graded ring 195
Monomorphic 7

Morphism 2
— functor 4
Multiplication

— in a graded abelian group 195
— inaspace 193
Multiplicity
Intersection — 325
— of a counterimage 68

Natural

— equivalence 4

— transformation 4
Neighborhood retract 36
Nerve

— ofacovering 355

— of a family of subsets 119
Nullhomotopic 14
Nullhomotopy 14
Numerable covering 355
Numeration

— ofacovering 355

— functor 356, 360

Object 1

Operation (of an f-space) 196

Opposite

— category 2

— ring 124

Orientable 271

— along A 254

Orientation
Continuation of an — along a path
255
Induced — 257
Product — 256

— bundle 253

— ofcells 109

Orientation

— covering 255

— manifold 255

— ofamapM' - M 271,

— atP 252

— preserving 70, 200, 259, 268
— reversing 70, 200, 268
Over A, polyhedron 367

Pair of spaces 15
Partition of unity 354
Pass to the limit 275, 349
Passage to quotients 125
Poincare

— dual 292

— duality 268
Poincaré-Lefschetz duality 291, 300
Point-finite 354

Pointed space 45
Polyhedron under 4 352
Polynomial algebra 231

Pontrjagin

— product 194

— ring 196

Product 6
Cap — 238, 288, 293
Co-— 6
Cohomology slant — 234
Cup — 219, 288
Cup — of cochains 222
Direct — 6,9

Exterior cohomology — 215
Exterior homology — 190
Homology slant — 246
Interior cohomology — 219
Interior homology — 193
Pontrjagin — 194
Pontrjagin slant — 246

Scalar — 187
Tensor — 142, 161, 221/222
Torsion — 142, 162

— of pairs 15

Pro-free 177
Projection onto the factors 6

Projective
— functor 177
— module 149

— space 97, 102

— space BIR 110
Stunted — space 98

Proper map 70, 268

Quasi-ordering 272
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Range of a morphism 2
Rank of an abelian group
Reduced
~— homology 34, 153
— homology scquence 34, 153
Representable functor 6
Resolution 132
Flat — 146
Retract 36
Absolute neighborhood — (ANR) 84
Deformation — 39
Euclidean neighborhood — (ENR)
81, 103
Neighborhood — 36
Retraction 36

12, 13

Ring
Cohomology — 221
Graded — 193

Opposite — 124
Pontrjagin — 196

Scalar product 187
— — with respect to a pairing 188

Section

— with bounded support 260

— with compact support 266
— of the orientation bundle 253
Separates, X, "X, —X,, X, 284
Sequence
Coefficient — 155
(Co-yhomology —
284
Exact — 7
Kiinneth —
215, 222, 301
Mayer-Vietoris —
Short exact — 7
Universal coefficient —
Short complex 27
Shuffle 184
-- map 184
Sign rule 162
Signature 304
— of M 305
Simplex of a simplicial space 113
Simplicial
— approximation 119
Direct — approximation 119
— atlas 111
Maximal — atlas 112
Ordered — atlas 112
— complex 120
— complex of a pair 120

21,32, 33, 34, 151,

164, 168, 181, 182, 190,
48, 50, 52, 152, 285

137, 139, 153

Index

Simplicial
-~ homology 121
— map 115
Ordered — map 115
— space 112

— structure 112

— subspace 113

Singular

— chain 30

— chain with coefficients in G 150
— cochain with coefficients in G 150
— cohomology 150

— complex 31

— homology 32

— simplex 30

Skeleton, m- 88, 89

Slant product
Cohomology — — 234
Homology — — 246
Pontrjagin — — 246

Small category 177
Smooth manifold 251
Split
— algebra 228
— exact sequence 8
Stability 191, 216, 218, 220, 239
Stack numeration 357
Stacked covering 357, 361
Stacking function 357
Standard maps between cells and spheres
54
Star, open — of a vertex 119
Stiefel manifold 329
Stiefel-Whitney class 3335
Strong topology 116, 354
Subcategory 3
Full — 3
Submanifold
' — 251
Locally flat — 249
Surface
Orientable — of genus g 59, 99
Non-orientable — of genus k100
Suspension
— of a complex 18
— of aspace 51

Tensor product 142

— — of complexes 161

— — of graded algebras

Thom

— class 3186

— isomorphism 297, 321
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Topological
— group 196
— sum 6
Torsion
— coefficients
— free 144
— product 142
— product of complexes 162
— subgroup 12
Trace 208
Transfer

Cohomology — 310

Homology — 310

Multiplicative properties of the — 314
Transformation

Natural — 4

Universal — 273, 348
— of direct (inverse) systems 272
Transversally, intersect 317
Transverse class 315, 323
Tree 103
Triad 15
Triangulation 112
Triple of spaces 15

12,27

3717

Under 4, polyhedron 352

Universal

-— coefficient sequence
153

— coefficient theorem

— eclement 5

— property 5

— property of a base 11

— property of the Kan (Cech) extension
365

— transformation

137, 139,

137, 138

273, 348

Vector field, tangent 66
Vertex
— schema 116
Ordered — schema 119
Map of — schemata 116
— of a simplicial space 113

Weak topology 89, 112
Wedge 45, 46

Winding number 77, 202

Yoneda-lemma 35



