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## Preface

Algebraic topology is the interplay between "continuous" and "discrete" mathematics. Continuous mathematics is formulated in its general form in the language of topological spaces and continuous maps. Discrete mathematics is used to express the concepts of algebra and combinatorics. In mathematical language: we use the real numbers to conceptualize continuous forms and we model these forms with the use of the integers. For example, our intuitive idea of time supposes a continuous process without gaps, an unceasing succession of moments. But in practice we use discrete models, machines or natural processes which we define to be periodic. Likewise we conceive of a space as a continuum but we model that space as a set of discrete forms. Thus the essence of time and space is of a topological nature but algebraic topology allows their realizations to be of an algebraic nature.

Classical algebraic topology consists in the construction and use of functors from some category of topological spaces into an algebraic category, say of groups. But one can also postulate that global qualitative geometry is itself of an algebraic nature. Consequently there are two important view points from which one can study algebraic topology: homology and homotopy.

Homology, invented by Henri Poincaré, is without doubt one of the most ingenious and influential inventions in mathematics. The basic idea of homology is that we start with a geometric object (a space) which is given by combinatorial data (a simplicial complex). Then the linear algebra and boundary relations determined by these data are used to produce homology groups.

In this book, the chapters on singular homology, homology, homological algebra and cellular homology constitute an introduction to homology theory (construction, axiomatic analysis, classical applications). The chapters require a parallel reading this indicates the complexity of the material which does not have a simple intuitive explanation. If one knows or accepts some results about manifolds, one should read the construction of bordism homology. It appears in the final chapter but offers a simple explanation of the idea of homology.

The second aspect of algebraic topology, homotopy theory, begins again with the construction of functors from topology to algebra. But this approach is important from another view point. Homotopy theory shows that the category of topological spaces has itself a kind of (hidden) algebraic structure. This becomes immediately clear in the introductory chapters on the fundamental group and covering space theory. The study of algebraic topology is often begun with these topics. The notions of fibration and cofibration, which are at first sight of a technical nature, are used to indicate that an arbitrary continuous map has something like a kernel and a cokernel - the beginning of the internal algebraic structure of topology. (The chapter on homotopy groups, which is essential to this book, should also be studied
for its applications beyond our present study.) In the ensuing chapter on duality the analogy to algebra becomes clearer: For a suitable class of spaces there exists a duality theory which resembles formally the duality between a vector space and its dual space.

The first main theorem of algebraic topology is the Brouwer-Hopf degree theorem. We prove this theorem by elementary methods from homotopy theory. It is a fairly direct consequence of the Blakers-Massey excision theorem for which we present the elementary proof of Dieter Puppe. Later we indicate proofs of the degree theorem based on homology and then on differential topology. It is absolutely essential to understand this theorem from these three view points. The theorem says that the set of self-maps of a positive dimensional sphere under the homotopy relation has the structure of a (homotopically defined) ring - and this ring is the ring of integers.

The second part of the book develops further theoretical concepts (like cohomology) and presents more advanced applications to manifolds, bundles, homotopy theory, characteristic classes and bordism theory. The reader is strongly urged to read the introduction to each of the chapters in order to obtain more coherent information about the contents of the book.

Words in boldface italic are defined at the place where they appear even if there is no indication of a formal definition. In addition, there is a list of standard or global symbols. The problem sections contain exercises, examples, counter-examples and further results, and also sometimes ask the reader to extend concepts in further detail. It is not assumed that all of the problems will be completely worked out, but it is strongly recommended that they all be read. Also, the reader will find some familiarity with the full bibliography, not just the references cited in the text, to be crucial for further studies. More background material about spaces and manifolds may, at least for a while, be obtained from the author's home page.

I would like to thank Irene Zimmermann and Manfred Karbe for their help and effort in preparing the manuscript for publication.
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## Chapter 1

## Topological Spaces

In this chapter we collect the basic terminology about topological spaces and some elementary results (without proofs). I assume that the reader has some experience with point-set topology including the notion of compactness. We introduce a number of examples and standard spaces that will be used throughout the book. Perhaps the reader has not met quotient spaces. Quotient spaces give precision to the intuitive concept of gluing and pasting. They comprise adjunction spaces, pushouts, attaching of spaces (in particular cells), orbit spaces of group actions. In the main text we deal with other topics: Mapping spaces and compact open topology, bundles, cell complexes, manifolds, partitions of unity, compactly generated spaces.

Transformation groups are another topic of this chapter. Whenever you study a mathematical object you should consider its symmetries. In topology one uses, of course, continuous symmetries. They are called actions of a topological group on a space or transformation groups. In this chapter we assemble notions and results about the general topology of transformation groups. We use the material later for several purposes:

- Important spaces like spheres, projective spaces and Grassmann manifolds have a high degree of symmetry which comes from linear algebra (matrix multiplication).
- The fundamental group of a space has a somewhat formal definition. In the theory of covering spaces the fundamental group is exhibited as a symmetry group. This "hidden" symmetry, which is associated to a space, will influence several other of its geometric investigations.
- The theory of fibre bundles and vector bundles makes essential use of the concept of a transformation group. Important information about a manifold is codified in its tangent bundle. We will apply the tools of algebraic topology to bundles (characteristic classes; classifying spaces).
We should point out that large parts of algebraic topology can be generalized to the setting of transformation groups (equivariant topology). At a few occasions later we point out such generalizations.


### 1.1 Basic Notions

A topology on a set $X$ is a set $\mathcal{O}$ of subsets of $X$, called open sets, with the properties: (1) The union of an arbitrary family of open sets is open. (2) The intersection of a finite family of open sets is open. (3) The empty set $\emptyset$ and $X$ are open. A topological
space $(X, \mathcal{O})$ consists of a set $X$ and a topology $\mathcal{O}$ on $X$. The sets in $\mathcal{O}$ are the open sets of the topological space $(X, \mathcal{O})$. We usually denote a topological space just by the underlying set $X$. A set $A \subset X$ is closed in $(X, \mathcal{O})$ if the complement $X \backslash A$ is open in $(X, \mathcal{O})$. Closed sets have properties dual to (1)-(3): The intersection of an arbitrary family of closed sets is closed; the union of a finite family of closed sets is closed; the empty set $\emptyset$ and $X$ are closed. A subset $\mathscr{B}$ of a topology $\mathcal{O}$ is a basis of $\mathcal{O}$ if each $U \in \mathcal{O}$ is a union of elements of $\mathscr{B}$. (The empty set is the union of the empty family.) A subset $\mathcal{S}$ of $\mathcal{O}$ is a subbasis of $\mathcal{O}$ if the set of finite intersections of elements in $\mathcal{S}$ is a basis of $\mathcal{O}$. (The space $X$ is the intersection of the empty family.)

A map $f: X \rightarrow Y$ between topological spaces is continuous if the pre-image $f^{-1}(V)$ of each open set $V$ of $Y$ is open in $X$. Dually: A map is continuous if the pre-image of each closed set is closed. The identity $\operatorname{id}(X): X \rightarrow X$ is always continuous, and the composition of continuous maps is continuous. Hence topological spaces and continuous maps form a category. We denote it by TOP. A homeomorphism $f: X \rightarrow Y$ is a continuous map with a continuous inverse $g: Y \rightarrow X$. Spaces $X$ and $Y$ are homeomorphic if there exists a homeomorphism between them. A map $f: X \rightarrow Y$ between topological spaces is open (closed) if the image of each open (closed) set is again open (closed).

In the sequel we assume that a map between topological spaces is continuous if nothing else is specified or obvious. A set map is a map which is not assumed to be continuous at the outset.

We fix a topological space $X$ and a subset $A$. The intersection of the closed sets which contain $A$ is denoted $\bar{A}$ and called closure of $A$ in $X$. A set $A$ is dense in $X$ if $\bar{A}=X$. The interior of $A$ is the union of the open sets contained in $A$. We denote the interior by $A^{\circ}$. A point in $A^{\circ}$ is an interior point of $A$. A subset is nowhere dense if the interior of its closure is empty. The boundary of $A$ in $X$ is $\operatorname{Bd}(A)=\bar{A} \cap(\overline{X \backslash A})$.

An open subset $U$ of $X$ which contains $A$ is an open neighbourhood of $A$ in $X$. A set $B$ is a neighbourhood of $A$ if it contains an open neighbourhood. A system of neighbourhoods of the point $x$ is a neighbourhood basis of $x$ if each neighbourhood of $x$ contains one of the system.

Given two topological spaces $X$ and $Y$, a map $f: X \rightarrow Y$ is said to be continuous at $x \in X$ if for each neighbourhood $V$ of $f(x)$ there exists a neighbourhood $U$ of $x$ such that $f(U) \subset V$; it suffices to consider a neighbourhood basis of $x$ and $f(x)$.

Suppose $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ are topologies on $X$. If $\mathcal{O}_{1} \subset \mathcal{O}_{2}$, then $\mathcal{O}_{2}$ is finer than $\mathcal{O}_{1}$ and $\mathcal{O}_{1}$ coarser than $\mathcal{O}_{2}$. The topology $\mathcal{O}_{2}$ is finer than $\mathcal{O}_{1}$ if and only if the identity $\left(X, \mathcal{O}_{2}\right) \rightarrow\left(X, \mathcal{O}_{1}\right)$ is continuous. The set of all subsets of $X$ is the finest topology; it is the discrete topology and the resulting space a discrete space. All maps $f: X \rightarrow Y$ from a discrete space $X$ are continuous. The coarsest topology on $X$ consists of $\emptyset$ and $X$ alone. If $\left(\mathcal{O}_{j} \mid j \in J\right)$ is a family of topologies on $X$, then their intersection is a topology.

We list some properties which a space $X$ may have.
( $T_{1}$ ) One-point subspaces are closed.
( $T_{2}$ ) Any two points have disjoint neighbourhoods.
( $T_{3}$ ) Given a point $x \in X$ and a closed subset $A \subset X$ not containing $x$, there exist disjoint neighbourhoods $U$ of $x$ and $V$ of $A$.
( $T_{4}$ ) Any two disjoint closed subsets have disjoint neighbourhoods.
We say $X$ satisfies the separation axiom $T_{j}$ (or $X$ is a $T_{j}$-space), if $X$ has property $T_{j}$. The separation axioms are of a technical nature, but they serve the purpose of clarifying the concepts.

A $T_{2}$-space is called a Hausdorff space or separated. A space satisfying $T_{1}$ and $T_{3}$ is said to be regular. A space satisfying $T_{1}$ and $T_{4}$ is called normal. In a regular space, each neighbourhood of a point contains a closed neighbourhood. A space $X$ is called completely regular if it is separated and for each $x \in X$ and $\emptyset \neq A \subset X$ closed, $x \notin A$, there exists a continuous function $f: X \rightarrow[0,1]$ such that $f(x)=1$ and $f(A)=\{0\}$.

A remarkable consequence of the separation property $T_{4}$ is the existence of many real-valued continuous functions. The Urysohn existence theorem (1.1.1) shows that normal spaces are completely regular.
(1.1.1) Theorem (Urysohn). Let $X$ be a $T_{4}$-space and suppose that $A$ and $B$ are disjoint closed subsets of $X$. Then there exists a continuous function $f: X \rightarrow[0,1]$ with $f(A) \subset\{0\}$ and $f(B) \subset\{1\}$.
(1.1.2) Theorem (Tietze). Let $X$ be a $T_{4}$-space and $A \subset X$ closed. Then each continuous map $f: A \rightarrow[0,1]$ has a continuous extension $f: X \rightarrow[0,1]$.
$A$ continuous map $f: A \rightarrow \mathbb{R}^{n}$ from a closed subset $A$ of a $T_{4}$-space $X$ has a continuous extension to $X$.

Many examples of topological spaces arise from metric spaces. Metric spaces are important in their own right. A metric $d$ on a set $X$ is a map $d: X \times X \rightarrow[0, \infty[$ with the properties:
(1) $d(x, y)=0$ if and only if $x=y$.
(2) $d(x, y)=d(y, x)$ for all $x, y \in X$.
(3) $d(x, z) \leq d(x, y)+d(y, z)$ for all $x, y, z \in X$ (triangle inequality).

We call $d(x, y)$ the distance between $x$ and $y$ with respect to the metric $d$. A metric space ( $X, d$ ) consists of a set $X$ and a metric $d$ on $X$.

Let $(X, d)$ be a metric space. The set $U_{\varepsilon}(x)=\{y \in X \mid d(x, y)<\varepsilon\}$ is the $\boldsymbol{\varepsilon}$-neighbourhood of $x$. We call $U \subset X$ open with respect to $d$ if for each $x \in X$ there exists $\varepsilon>0$ such that $U_{\varepsilon}(x) \subset U$. The system $\mathcal{O}_{d}$ of subsets $U$ which are open with respect to $d$ is a topology on $X$, the underlying topology of the metric space, and the $\varepsilon$-neighbourhoods of all points are a basis for this topology. Subsets of the form $U_{\varepsilon}(x)$ are open with respect to $d$. For the proof, let $y \in U_{\varepsilon}(x)$
and $0<\eta<\varepsilon-d(x, y)$. Then, by the triangle inequality, $U_{\eta}(y) \subset U_{\varepsilon}(x)$. A space $(X, \mathcal{O})$ is metrizable if there exists a metric $d$ on $X$ such that $\mathcal{O}=\mathcal{O}_{d}$. Metrizable spaces have countable neighbourhood bases of points: Take the $U_{\varepsilon}(x)$ with rational $\varepsilon$. A set $U$ is a neighbourhood of $x$ if and only if there exists an $\varepsilon>0$ such that $U_{\varepsilon}(x) \subset U$. For metric spaces our definition of continuity is equivalent to the familiar definition of calculus: A map $f: X \rightarrow Y$ between metric spaces is continuous at $a \in X$ if for each $\varepsilon>0$ there exists $\delta>0$ such that $d(a, x)<\delta$ implies $d(f(a), f(x))<\varepsilon$. Continuity only depends on the underlying topology. But a metric is a finer and more rigid structure; one can compare the size of neighbourhoods of different points and one can define uniform continuity. A map $f:\left(X, d_{1}\right) \rightarrow\left(Y, d_{2}\right)$ between metric spaces is uniformly continuous if for each $\varepsilon>0$ there exists $\delta>0$ such that $d_{1}(x, y)<\delta$ implies $d_{2}(f(x), f(y))<\varepsilon$. A sequence $f_{n}: X \rightarrow Y$ of maps into a metric space $(Y, d)$ converges uniformly to $f: X \rightarrow Y$ if for each $\varepsilon>0$ there exists $N$ such that for $n>N$ and $x \in X$ the inequality $d\left(f(x), f_{n}(x)\right)<\varepsilon$ holds. If the $f_{n}$ are continuous functions from a topological space $X$ which converge uniformly to $f$, then one shows as in calculus that $f$ is continuous.

A set $A$ in a metric space $(X, d)$ is bounded if $\{d(x, y) \mid x, y \in A\}$ is bounded in $\mathbb{R}$. The supremum of the latter set is then the diameter of $A$. We define $d(x, A)=$ $\inf \{d(x, a) \mid a \in A\}$ as the distance of $x$ from $A \neq \emptyset$. The relation $\mid d(x, A)-$ $d(y, A) \mid \leq d(x, A)$ shows that the map $X \rightarrow \mathbb{R}, x \mapsto_{-} d(x, A)$ is uniformly continuous. The relation $d(x, A)=0$ is equivalent to $x \in \bar{A}$.

If $A$ and $B$ are disjoint, non-empty, closed sets in $X$, then

$$
f: X \rightarrow[0,1], \quad x \mapsto d(x, A)(d(x, A)+d(x, B))^{-1}
$$

is a continuous function with $f(A)=\{0\}$ and $f(B)=\{1\}$. Let $0<a<b<1$. Then $[0, a[$ and $] b, 1]$ are open in $[0,1]$, and their pre-images under $f$ are disjoint open neighbourhoods of $A$ and $B$. Hence a metric space is normal.

A directed set $(I, \leq)$ consists of a set $I$ and a relation $\leq$ on $I$ such that: (1) $i \leq i$ for all $i \in I$. (2) $i \leq j, j \leq k$ implies $i \leq k$. (3) For each pair $i, j \in I$ there exists $k \in I$ such that $i \leq k, j \leq k$. We also write $j \geq i$ for $i \leq j$. The set $\mathbb{N}$ with the usual order is directed. The set $\mathcal{U}(x)$ of neighbourhoods of $x$ is directed by $U \leq V \Leftrightarrow V \subset U$.

A net with directed index set $I$ in $X$ is a map $I \rightarrow X, i \mapsto x_{i}$. We write $\left(x_{i}\right)_{i \in I}$ or just $\left(x_{i}\right)$ for such a net. A net $\left(x_{i}\right)$ in a topological space $X$ converges to $x$, notation $x=\lim x_{i}$, provided for each neighbourhood $U$ of $x$ there exists $i \in I$ such that $x_{j} \in U$ for $j \geq i$. If one chooses from each $U \in U(x)$ a point $x_{U}$, then the net $\left(x_{U}\right)$ with index set $\mathcal{U}(x)$ converges to $x$. A point $x$ is an accumulation value of the net $\left(x_{i}\right)_{i \in I}$ if for each neighbourhood $U$ of $x$ and each $i \in I$ there exists $j \geq i$ such that $x_{j} \in U$. Let $I$ and $J$ be directed sets. A map $h: I \rightarrow J$ is final if for each $j \in J$ there exists $i \in I$ such that $h(i) \geq j$. A subnet of a net $\left(x_{j}\right)_{j \in J}$ is a net of the form $i \mapsto x_{h(i)}$ with a final map $h: I \rightarrow J$. If a subnet of
$\left(x_{j}\right)_{j \in J}$ converges to $z$, then $z$ is an accumulation value. Each accumulation value is a convergence point of a subnet.

Let $\left(x_{j}\right)_{j \in J}$ be a net in $X$. For $j \in J$ let $F(j)$ be the closure of $\left\{x_{k} \mid k \geq j\right\}$. Then $F=\bigcap_{j \in J} F(j)$ is the set of accumulation values of the net.

### 1.2 Subspaces. Quotient Spaces

It is a classical idea and method to define geometric objects (spaces) as subsets of Euclidean spaces, e.g., as solution sets of a system of equations. But it is important to observe that such objects have "absolute" properties which are independent of their position in the ambient space. In the topological context this absolute property is the subspace topology.

Let $(X, \mathcal{O})$ be a topological space and $A \subset X$ a subset. Then

$$
\mathcal{O} \mid A=\{U \subset A \mid \text { there exists } V \in \mathcal{O} \text { with } U=A \cap V\}
$$

is a topology on $A$. It is called the induced topology, the subspace topology, or the relative topology. The space $(A, \mathcal{O} \mid A)$ is called a subspace of $(X, \mathcal{O})$; we usually say: $A$ is a subspace of $X$. A continuous map $f:(Y, \mathcal{s}) \rightarrow(X, \mathcal{O})$ is an embedding if it is injective and $(Y, \mathcal{S}) \rightarrow(f(Y), \mathcal{O} \mid f(Y)), y \mapsto f(y)$ a homeomorphism. From the definition one verifies:

Let $A$ be a subspace of $X$. Then the inclusion $i: A \rightarrow X, a \mapsto a$ is continuous. Let $Y$ be a space and $f: Y \rightarrow X$ a set map with $f(Y) \subset A$. Then $f$ is continuous if and only if $\varphi: Y \rightarrow A, y \mapsto f(y)$ is continuous.
(1.2.1) Proposition. Let $i: Y \rightarrow X$ be an injective set map between spaces. The following are equivalent:
(1) $i$ is an embedding.
(2) A set map $g: Z \rightarrow Y$ from any topological space $Z$ is continuous if and only if ig: $Z \rightarrow X$ is continuous.

Property (2) characterizes embeddings $i$ in categorical terms. We call this property the universal property of an embedding.

Suppose $A \subset B \subset X$ are subspaces. If $A$ is closed in $B$ and $B$ closed in $X$, then $A$ is closed in $X$. Similarly for open subspaces. But in general, an open (closed) subset of $B$ must not be open (closed) in $X$. The next proposition will be used many times without further reference.
(1.2.2) Proposition. Let $f: X \rightarrow Y$ be a set map between topological spaces and let $X$ be the union of the subsets $\left(X_{j} \mid j \in J\right)$. If the $X_{j}$ are open and the maps $f_{j}=f \mid X_{j}$ continuous, then $f$ is continuous. A similar assertion holds if the $X_{j}$ are closed and $J$ is finite.

A subset $A$ of a space $X$ is a retract of $X$ if there exists a retraction $r: X \rightarrow A$, i.e., a continuous map $r: X \rightarrow A$ such that $r \mid A=\operatorname{id}(A)$. A continuous map $s: B \rightarrow E$ is a section of the continuous map $p: E \rightarrow B$ if $p s=\operatorname{id}(B)$. In that case $s$ is an embedding onto its image.

In geometric and algebraic topology many of the important spaces are constructed as quotient spaces. They are obtained from a given space by an equivalence relation. Although the quotient topology is easily defined, formally, it takes some time to work with it. In several branches of mathematics quotient objects are more difficult to handle than subobjects. Even if one starts with a nice and well-known space, its quotient spaces may have strange properties; usually one has to add a number of hypotheses in order to exclude unwanted phenomena. Quotient spaces do not, in general, inherit desirable properties from the original space.

Let $X$ be a topological space and $f: X \rightarrow Y$ a surjective map onto a set $Y$. Then $\mathcal{S}=\left\{U \subset Y \mid f^{-1}(U)\right.$ open in $\left.X\right\}$ is a topology on $Y$. This is the finest topology on $Y$ such that $f$ is continuous. We call 8 the quotient topology on $Y$ with respect to $f$. A surjective map $f: X \rightarrow Y$ between topological spaces is called an identification or quotient map if it has the following property: $U \subset Y$ open $\Leftrightarrow f^{-1}(U) \subset X$ open. If $f: X \rightarrow Y$ is a quotient map, then $Y$ is called a quotient space of $X$.

We recall that a surjective map $f: X \rightarrow Y$ is essentially the same thing as an equivalence relation on $X$. If $R$ is an equivalence relation on $X$, then $X / R$ denotes the set of equivalence classes. The canonical map $p: X \rightarrow X / R$ assigns to $x \in X$ its equivalence class. If $f: X \rightarrow Y$ is surjective, then $x \sim y \Leftrightarrow f(x)=f(y)$ is an equivalence relation $R_{f}$ on $X$. There is a canonical bijection $\varphi: X / R_{f} \rightarrow Y$ such that $\varphi p=f$. The quotient space $X / R$ is defined to be the set $X / R$ together with the quotient topology of the canonical map $p: X \rightarrow X / R$.

If $A \subset X$, we denote ${ }^{1}$ by $X / A$ the space obtained from $X$ by identifying $A$ to a point. In the case that $A=\emptyset$, we understand by this symbol $A$ together with a disjoint point (topological sum (1.3.4)).
(1.2.3) Proposition. Let $f: X \rightarrow Y$ be a surjective map between spaces. The following are equivalent:
(1) $f$ is a quotient map.
(2) A set map $g: Y \rightarrow Z$ into any topological space $Z$ is continuous if and only if $g f: X \rightarrow Z$ is continuous.
Property (2) characterizes quotient maps $f$ in categorical terms. We call this property the universal property of a quotient map.

A subset of $X$ is saturated with respect to an equivalence relation if it is a union of equivalence classes.

Let $j: A \subset X$ be an inclusion and $f: A \rightarrow Y$ a continuous map. We identify in the topological sum $X+Y$ for each $a \in A$ the point $a \in X$ with the point $f(a) \in Y$,

[^0]i.e., we consider the equivalence relation on the topological sum (1.3.4) $X+Y$ with equivalence classes $\{z\}$ for $z \notin A+f(A)$ and $f^{-1}(z)+\{z\}$ for $z \in f(A)$. The quotient space $Z$ is sometimes denoted by $Y \cup_{f} X$ and called the adjunction space obtained by attaching $X$ via $f$ to $Y$. The canonical inclusions $X \rightarrow X+Y$ and $Y \rightarrow X+Y$ induce maps $F: X \rightarrow Y \cup_{f} X$ and $J: Y \rightarrow Y \cup_{f} X$. The diagram

is a pushout in TOP. If $j$ is an embedding, then $J$ is an embedding.
(1.2.4) Proposition. Let $j$ be a closed embedding. Then the data of the pushout have the following properties:
(1) $J$ is a closed embedding.
(2) $F$ restricted to $X \backslash A$ is an open embedding.
(3) If $X, Y$ are $T_{1}$-spaces ( $T_{4}$-spaces), then $Y \cup_{f} X$ is a $T_{1}$-space ( $T_{4}$-space).
(4) If $f$ is a quotient map, then $F$ is a quotient map.

Because of (1) and (2) we identify $X \backslash A$ with the open subspace $F(X \backslash A)$ and $Y$ with the closed subspace $J(Y)$. In this sense, $Y \cup_{f} X$ is the union of the disjoint subsets $X \backslash A$ and $Y$.
(1.2.5) Proposition. The space $Y \cup_{f} X$ is a Hausdorff space, provided the following holds: $Y$ is a Hausdorff space, $X$ is regular, and $A$ is a retract of an open neighbourhood in $X$.

## Problems

1. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be continuous maps. If $f$ and $g$ are embeddings, then $g f$ is an embedding. If $g f$ and $g$ are embeddings, then $g$ is an embedding. If $g f=\mathrm{id}$, then $f$ is an embedding. An embedding is open (closed) if and only if its image is open (closed). If $f: X \rightarrow Y$ is a homeomorphism and $A \subset X$, then the map $A \rightarrow f(A)$, induced by $f$, is a homeomorphism.
2. Let $f: X \rightarrow Y$ be a quotient map. Let $B$ be open or closed in $Y$ and set $A=f^{-1}(B)$. Then the restriction $g: A \rightarrow B$ of $f$ is a quotient map.
3. Let $f: X \rightarrow Y$ be surjective, continuous and open (or closed). Then $f$ is a quotient map. The restriction $f_{B}: f^{-1}(B) \rightarrow B$ is open (or closed) for each $B \subset Y$, hence a quotient map.
4. The exponential map exp: $\mathbb{C} \rightarrow \mathbb{C}^{*}=\mathbb{C} \backslash\{0\}$ is open. Similarly $p: \mathbb{R} \rightarrow S^{1}$, $t \mapsto \exp (2 \pi i t)$ is open. The kernel of $p$ is $\mathbb{Z}$. Let $q: \mathbb{R} \rightarrow \mathbb{R} / \mathbb{Z}$ be the quotient map onto the factor group. There is a bijective map $\alpha: \mathbb{R} / \mathbb{Z} \rightarrow S^{1}$ which satisfies $\alpha \circ q=p$.

Since $p$ and $q$ are quotient maps, $\alpha$ is a homeomorphism. The continuous periodic functions $f: \mathbb{R} \rightarrow \mathbb{R}, f(x+1)=f(x)$ therefore correspond to continuous maps $\mathbb{R} / \mathbb{Z} \rightarrow \mathbb{R}$ and to continuous maps $S^{1} \rightarrow \mathbb{R}$ via composition with $q$ or $p$. In a similar manner one obtains a homeomorphism $\mathbb{C} / \mathbb{Z} \cong \mathbb{C}^{*}$.
5. Let $f: A \rightarrow B$ and $g: B \rightarrow C$ be continuous. If $f$ and $g$ are quotient maps, then $g f$ is a quotient map. If $g f$ is a quotient map, then $g$ is a quotient map. If $g f=\mathrm{id}$, then $g$ is a quotient map.

### 1.3 Products and Sums

Let $\left(\left(X_{j}, \mathcal{O}_{j}\right) \mid j \in J\right)$ be a family of topological spaces. The product set $X=$ $\prod_{j \in J} X_{j}$ is the set of all families $\left(x_{j} \mid j \in J\right)$ with $x_{j} \in X_{j}$. We have the projection $\mathrm{pr}_{i}: X \rightarrow X_{i},\left(x_{j}\right) \mapsto x_{i}$ into the $i$-th factor. Let $X_{j}, Y_{j}$ be topological spaces and $f_{j}: X_{j} \rightarrow Y_{j}$ maps. The product map $\prod f_{j}: \prod X_{j} \rightarrow \prod Y_{j}$ is defined as $\left(x_{j} \mid j \in J\right) \mapsto\left(f_{j}\left(x_{j}\right) \mid j \in J\right)$. Given maps $f_{j}: Y \rightarrow X_{j}$ we denote by $\left(f_{j}\right)=\left(f_{j} \mid j \in J\right): Y \rightarrow \prod_{j} X_{j}$ the map with components $\operatorname{pr}_{i} \circ\left(f_{j}\right)=f_{i}$.

The family of all pre-images $\mathrm{pr}_{j}^{-1}\left(U_{j}\right), U_{j} \subset X_{j}$ open in $X_{j}$ (for varying $j$ ), is the subbasis for the product topology $\mathcal{\mathcal { O }}$ on $X$. We call $(X, \mathcal{O})$ the topological product of the spaces $\left(X_{j}, \mathcal{O}_{j}\right)$. The next proposition shows that $X=\prod X_{j}$ together with the projections $\mathrm{pr}_{j}$ is a categorical product of the family $\left(X_{j}\right)$ in the category TOP. Note that for infinite $J$, open sets in the product are quite large; a product $\prod U_{j}, U_{j} \subset X_{j}$ open, is then in general not an open subset of $\prod X_{j}$.
(1.3.1) Proposition. The product topology is the coarsest topology for which all projections $\mathrm{pr}_{j}$ are continuous. A set map $f: Y \rightarrow X$ from a space $Y$ into $X$ is continuous if and only if all maps $\mathrm{pr}_{j} \circ f$ are continuous. The product $f=\prod_{j} f_{j}$ of continuous maps $f_{j}: X_{j} \rightarrow Y_{j}$ is continuous.

The product of $X_{1}, X_{2}$ is denoted $X_{1} \times X_{2}$, and we use $f_{1} \times f_{2}$ for the product of maps. The "identity" id: $X_{1} \times\left(X_{2} \times X_{3}\right) \rightarrow\left(X_{1} \times X_{2}\right) \times X_{3}$ is a homeomorphism. In general, the topological product is associative, i.e., compatible with arbitrary bracketing. The canonical identification $\mathbb{R}^{k} \times \mathbb{R}^{l}=\mathbb{R}^{k+l}$ is a homeomorphism.
1.3.2 Pullback. Let $f: X \rightarrow B$ and $g: Y \rightarrow B$ be continuous maps. Let $Z=\{(x, y) \in X \times Y \mid f(x)=g(y)\}$ with the subspace topology of $X \times Y$. We have the projections onto the factors $F: Z \rightarrow Y$ and $G: Z \rightarrow X$. The commutative diagram

is a pullback in TOP. The space $Z$ is sometimes written $Z=X \times{ }_{B} Y$ and called the product of $X$ and $Y$ over $B$ (the product in the category $\mathrm{TOP}_{B}$ of spaces over $B$ ).

Pullbacks allow one to convert liftings into sections. Let $i: A \subset X$ and $a: A \rightarrow$ $Y$ such that $g a=f \mid A$ is given. The assignment $(\sigma: X \rightarrow Z) \mapsto(F \circ \sigma: X \rightarrow Y)$ sets up a bijection between sections of $G$ with $F \sigma \mid A=a$ and maps $\varphi: X \rightarrow Y$ such that $\varphi \mid A=a$ and $g \varphi=f$.
(1.3.3) Proposition. Let $f: X \rightarrow Y$ be surjective, continuous, and open. Then $Y$ is separated if and only if $R=\left\{\left(x_{1}, x_{2}\right) \mid f\left(x_{1}\right)=f\left(x_{2}\right)\right\}$ is closed in $X \times X$.

Let ( $X_{j} \mid j \in J$ ) be a family of non-empty pairwise disjoint spaces. The set $\mathcal{O}=\left\{U \subset \amalg X_{j} \mid U \cap X_{j} \subset X_{j}\right.$ open for all $\left.j\right\}$ is a topology on the disjoint union $\amalg X_{j}$. We call $\left(\amalg X_{j}, \mathcal{O}\right)$ the topological sum of the $X_{j}$. A sum of two spaces is denoted $X_{1}+X_{2}$. The following assertions are easily verified from the definitions. They show that the topological sum together with the canonical inclusions $X_{j} \rightarrow \amalg X_{j}$ is a categorical sum in TOP. Given maps $f_{j}: X_{j} \rightarrow Z$ we denote by $\left\langle f_{j}\right\rangle: \amalg X_{j} \rightarrow Z$ the map with restriction $f_{j}$ to $X_{j}$.
(1.3.4) Proposition. A topological sum has the following properties: The subspace topology of $X_{j}$ in $\amalg X_{j}$ is the original topology. Let the space $X$ be the union of the family $\left(X_{j} \mid j \in J\right)$ of pairwise disjoint subsets. Then $X$ is the topological sum of the subspaces $X_{j}$ if and only if the $X_{j}$ are open. $f: \amalg X_{j} \rightarrow Y$ is continuous if each $f \mid X_{j}: X_{j} \rightarrow Y$ is continuous.
1.3.5 Pushout. Let $j: A \rightarrow X$ and $f: A \rightarrow B$ be continuous maps and form a pushout diagram

in the category SET of sets. Then $Y$ is obtainable as a quotient of $X+B$. We give $Y$ the quotient topology via $\langle F, J\rangle: X+B \rightarrow Y$. Then the resulting diagram is a pushout in TOP. The space $Y$ is sometimes written $X+{ }^{A} B$ and called the sum of $X$ and $B$ under $A$ (the sum in the category TOP $^{A}$ of spaces under $A$ ).
1.3.6 Clutching. An important method for the construction of spaces is to "paste" open subsets; see the example (1.3.8) for the simplest case. Let $\left(U_{j} \mid j \in J\right)$ be a family of sets. Assume that for each pair $(i, j) \in J \times J$ a subset $U_{i}^{j} \subset U_{i}$ is given as well as a bijection $g_{i}^{j}: U_{i}^{j} \rightarrow U_{j}^{i}$. We call the families $\left(U_{j}, U_{j}^{k}, g_{j}^{k}\right)$ a clutching datum if:
(1) $U_{j}=U_{j}^{j}$ and $g_{j}^{j}=\mathrm{id}$.
(2) For each triple $(i, j, k) \in J \times J \times J$ the map $g_{i}^{j}$ induces a bijection

$$
g_{i}^{j}: U_{i}^{j} \cap U_{i}^{k} \rightarrow U_{j}^{i} \cap U_{j}^{k}
$$

and $g_{j}^{k} \circ g_{i}^{j}=g_{i}^{k}$ holds, considered as maps from $U_{i}^{j} \cap U_{i}^{k}$ to $U_{k}^{j} \cap U_{k}^{i}$.
Given a clutching datum, we have an equivalence relation on the disjoint sum $\amalg_{j \in J} U_{j}$ :

$$
x \in U_{i} \sim y \in U_{j} \quad \Leftrightarrow \quad x \in U_{i}^{j} \text { and } g_{i}^{j}(x)=y .
$$

Let $X$ denote the set of equivalence classes and let $h_{i}: U_{i} \rightarrow X$ be the map which sends $x \in U_{i}$ to its class. Then $h_{i}$ is injective. Set $U(i)=$ image $h_{i}$, then $U(i) \cap U(j)=h_{i}\left(U_{i}^{j}\right)$.

Conversely, assume that $X$ is a quotient of $\amalg_{j \in J} U_{j}$ such that each $h_{i}: U_{i} \rightarrow X$ is injective with image $U(i)$. Let $U_{i}^{j}=h_{i}^{-1}(U(i) \cap U(j))$ and $g_{i}^{j}=h_{j}^{-1} \circ$ $h_{i}: U_{i}^{j} \rightarrow U_{j}^{i}$. Then the $\left(U_{i}, U_{i}^{j}, g_{i}^{j}\right)$ are a clutching datum. If we apply the construction above to this datum, we get back $X$ and the $h_{i}$.
(1.3.7) Proposition. Let $\left(U_{i}, U_{i}^{j}, g_{i}^{j}\right)$ be a clutching datum. Assume that the $U_{i}$ are topological spaces, the $U_{i}^{j} \subset U_{i}$ open subsets, and the $g_{i}^{j}: U_{i}^{j} \rightarrow U_{j}^{i}$ homeomorphisms. Let $X$ carry the quotient topology with respect to the quotient map $p: \amalg_{j \in J} U_{j} \rightarrow X$. Then the following holds:
(1) The map $h_{i}$ is a homeomorphism onto an open subset of $X$ and $p$ is open.
(2) Suppose the $U_{i}$ are Hausdorff spaces. Then $X$ is a Hausdorff space if and only if for each pair $(i, j)$ the map $\gamma_{i}^{j}: U_{i}^{j} \rightarrow U_{i} \times U_{j}, x \mapsto\left(x, g_{i}^{j}(x)\right)$ is a closed embedding.
1.3.8 Euclidean space with two origins. The simplest case is obtained from open subsets $V_{j} \subset U_{j}, j=1,2$, and a homeomorphism $\varphi: V_{1} \rightarrow V_{2}$. Then $X=U_{1} \cup_{\varphi} U_{2}$ is obtained from the topological sum $U_{1}+U_{2}$ by identifying $v \in V_{1}$ with $\varphi(v) \in V_{2}$. Let $U_{1}=U_{2}=\mathbb{R}^{n}$ and $V_{1}=V_{2}=\mathbb{R}^{n} \backslash 0$. Let $\varphi=$ id. Then the graph of $\varphi$ in $\mathbb{R}^{n} \times \mathbb{R}^{n}$ is not closed. The resulting locally Euclidean space is not Hausdorff. If we use $\varphi(x)=x \cdot\|x\|^{-2}$, then the result is homeomorphic to $S^{n}$ (see (2.3.2)).

Suppose a space $X$ is the union of subspaces $\left(X_{j} \mid j \in J\right)$. We say $X$ carries the colimit topology with respect to this family if one of the equivalent statements hold:
(1) The canonical map $\coprod_{j \in J} X_{j} \rightarrow X$ (the inclusion on each summand) is a quotient map.
(2) $C$ is closed in $X$ if and only if $X_{j} \cap C$ is closed in $X_{j}$ for each $j$.
(3) A set map $f: X \rightarrow Z$ into a space $Z$ is continuous if and only if the restrictions $f \mid X_{j}: X_{j} \rightarrow Z$ are continuous.
(1.3.9) Example. Let $X$ be a set which is covered by a family $\left(X_{j} \mid j \in J\right)$ of subsets. Suppose each $X_{j}$ carries a topology such that the subspace topologies of
$X_{i} \cap X_{j}$ in $X_{i}$ and $X_{j}$ coincide and these subspaces are closed. Then there is a unique topology on $X$ which induces on $X_{j}$ the given topology. The space $X$ has the colimit topology with respect to the $X_{j}$.

## Problems

1. Let $\left(X_{j} \mid j \in J\right)$ be spaces and $A_{j} \subset X_{j}$ non-empty subspaces. Then $\prod_{j \in J} \bar{A}_{j}=$ $\overline{\prod_{j \in J} A_{j}}$. The product $\prod_{j \in J} A_{j}$ is closed if and only if the $A_{j}$ are closed.
2. The projections $\mathrm{pr}_{k}: \prod_{j} X_{j} \rightarrow X_{k}$ are open maps, and in particular quotient maps. (The $X_{j}$ are non-empty.)
3. A space $X$ is separated if and only if the diagonal $D=\{(x, x) \mid x \in X\}$ is closed in $X \times X$. Let $f, g: X \rightarrow Y$ be continuous maps into a Hausdorff space. Then the coincidence set $A=\{x \mid f(x)=g(x)\}$ is closed in $X$. Hint: Use (1.3.3).
4. A discrete space is the topological sum of its points. There is always a canonical homeomorphism $X \times \amalg_{j} Y_{j} \cong \amalg_{j}\left(X \times Y_{j}\right)$. For each $y \in Y$ the map $X \rightarrow X \times Y, x \mapsto(x, y)$ is an embedding. If $f: X \rightarrow Y$ is continuous, then $\gamma: X \rightarrow X \times Y, x \mapsto(x, f(x))$ is an embedding. If $Y$ is a Hausdorff space, then $\gamma$ is closed.

### 1.4 Compact Spaces

A family $A=\left(A_{j} \mid j \in J\right)$ of subsets of $X$ is a covering of $X$ if $X$ is the union of the $A_{j}$. A covering $B=\left(B_{k} \mid k \in K\right)$ of $X$ is a refinement of $A$ if for each $k \in K$ there exists $j \in J$ such that $B_{k} \subset A_{j}$. If $X$ is a topological space, a covering $A=\left(A_{j} \mid j \in J\right)$ is called open (closed) if each $A_{j}$ is open (closed). A covering $B=\left(B_{k} \mid k \in K\right)$ is a subcovering of $A$ if $K \subset J$ and $B_{k}=A_{k}$ for $k \in K$. We say $B$ is finite or countable if $K$ is finite or countable. A covering $A$ is locally finite if each $x \in U$ has a neighbourhood $U$ such that $U \cap A_{j} \neq \emptyset$ only for a finite number of $j \in J$. It is called point-finite if each $x \in X$ is contained only in a finite number of $A_{j}$.

A space $X$ is compact if each open covering has a finite subcovering. (In some texts this property is called quasi-compact.) By passage to complements we see: If $X$ is compact, then any family of closed sets with empty intersection contains a finite family with empty intersection. A set $A$ in a space $X$ is relatively compact if its closure is compact. We recall from calculus the fundamental Heine-Borel Theorem: The unit interval $I=[0,1]$ is compact.

A space $X$ is compact if and only if each net in $X$ has a convergent subnet (an accumulation value). A discrete closed set in a compact space is finite. Let $X$ be compact, $A \subset X$ closed and $f: X \rightarrow Y$ continuous; then $A$ and $f(X)$ are compact.
(1.4.1) Proposition. Let $B, C$ be compact subsets of spaces $X, Y$, respectively. Let $U$ be a family of open subsets of $X \times Y$ which cover $B \times C$. Then there exist
open neighbourhoods $U$ of $B$ and $V$ of $C$ such that $U \times V$ is covered by a finite subfamily of $\mathcal{U}$. In particular the product of two compact spaces is compact.

One can show that an arbitrary product of compact spaces is compact (Theorem of Tychonoff).
(1.4.2) Proposition. Let $B$ and $C$ be disjoint compact subsets of a Hausdorff space X. Then B and C have disjoint open neighbourhoods. A compact Hausdorff space is normal. A compact subset $C$ of a Hausdorff space $X$ is closed.
(1.4.3) Proposition. A continuous map $f: X \rightarrow Y$ from a compact space into a Hausdorff space is closed. If, moreover, $f$ is injective (bijective), then $f$ is an embedding (homeomorphism). If $f$ is surjective, then it is a quotient map.
(1.4.4) Proposition. Let $X$ be a compact Hausdorff space and $f: X \rightarrow Y a$ quotient map. The following assertions are equivalent:
(1) $Y$ is a Hausdorff space.
(2) $f$ is closed.
(3) $R=\left\{\left(x_{1}, x_{2}\right) \mid f\left(x_{1}\right)=f\left(x_{2}\right)\right\}$ is closed in $X \times X$.

Let $X$ be a union of subspaces $X_{1} \subset X_{2} \subset \cdots$. Recall that $X$ carries the colimit-topology with respect to the filtration $\left(X_{i}\right)$ if $A \subset X$ is open (closed) if and only if each intersection $A \cap X_{n}$ is open (closed) in $X_{n}$. We then call $X$ the colimit of the ascending sequence $\left(X_{i}\right)$. (This is a colimit in the categorical sense.)
(1.4.5) Proposition. Suppose $X$ is the colimit of the sequence $X_{1} \subset X_{2} \subset \cdots$. Suppose points in $X_{i}$ are closed. Then each compact subset $K$ of $X$ is contained in some $X_{k}$.

A space is locally compact if each neighbourhood of a point $x$ contains a compact neighbourhood. An open subset of a locally compact space is again locally compact.

Let $X$ be a Hausdorff space and assume that each point has a compact neighbourhood. Let $U$ be a neighbourhood of $x$ and $K$ a compact neighbourhood. Since $K$ is normal, $K \cap U$ contains a closed neighbourhood $L$ of $x$ in $K$. Then $L$ is compact and a neighbourhood of $x$ in $X$. Therefore $X$ is locally compact. In particular, a compact Hausdorff space is locally compact. If $X$ and $Y$ are locally compact, then $X \times Y$ is locally compact.

Let $X$ be a topological space. An embedding $f: X \rightarrow Y$ is a compactification of $X$ if $Y$ is compact and $f(X)$ dense in $Y$.

The following theorem yields a compactification by a single point. It is called the Alexandroff compactification or the one-point compactification. The additional point is the point at infinity. In a general compactification $f: X \rightarrow Y$, one calls the points in $Y \backslash f(X)$ the points at infinity.
(1.4.6) Theorem. Let $X$ be a locally compact Hausdorff space. Up to homeomorphism, there exists a unique compactification $f: X \rightarrow Y$ by a compact Hausdorff space such that $Y \backslash f(X)$ consists of a single point.
(1.4.7) Proposition. Let the locally compact space be a union of compact subsets $\left(K_{i} \mid i \in \mathbb{N}\right)$. Then there exists a sequence ( $U_{i} \mid i \in \mathbb{N}$ ) of open subsets with union $X$ such that each $\bar{U}_{i}$ is compact and contained in $U_{i+1}$.
(1.4.8) Theorem. Let the locally compact Hausdorff space $M \neq \emptyset$ be a union of closed subsets $M_{n}, n \in \mathbb{N}$. Then at least one of the $M_{n}$ contains an interior point.

A subset $H$ of a space $G$ is called locally closed, if each $x \in H$ has a neighbourhood $V_{x}$ in $G$ such that $H \cap V_{x}$ is closed in $G$.
(1.4.9) Proposition. (1) Let $A$ be locally closed in $X$. Then $A=U \cap C$ with $U$ open and $C$ closed. Conversely, if $X$ is regular, then an intersection $U \cap C, U$ open, $C$ closed, is locally closed.
(2) A locally compact set $A$ in a Hausdorff space $X$ is locally closed.
(3) A locally closed set A in a locally compact space is locally compact.

## Problems

1. $D^{n} / S^{n-1}$ is homeomorphic to $S^{n}$. For the proof verify that

$$
D^{n} \rightarrow S^{n}, \quad x \mapsto\left(2 \sqrt{1-\|x\|^{2}} x, 2\|x\|^{2}-1\right)
$$

induces a bijection $D^{n} / S^{n-1} \rightarrow S^{n}$.
2. Let $f: X \times C \rightarrow \mathbb{R}$ be continuous. Assume that $C$ is compact and set $g(x)=$ $\sup \{f(x, c) \mid c \in C\}$. Then $g: X \rightarrow \mathbb{R}$ is continuous.
3. Let $X$ be the colimit of an ascending sequence of spaces $X_{1} \subset X_{2} \subset \cdots$. Then the $X_{i}$ are subspaces of $X$. If $X_{i} \subset X_{i+1}$ is always closed, then the $X_{j}$ are closed in $X$.
4. Let $\mathbb{R}^{\infty}$ be the vector space of all sequences $\left(x_{1}, x_{2}, \ldots\right)$ of real numbers which are eventually zero. Let $\mathbb{R}^{n}$ be the subspace of sequences with $x_{j}=0$ for $j>n$. Give $\mathbb{R}^{\infty}$ the colimit topology with respect to the subspaces $\mathbb{R}^{n}$. Then addition of vectors is a continuous map $\mathbb{R}^{\infty} \times \mathbb{R}^{\infty} \rightarrow \mathbb{R}^{\infty}$. Scalar multiplication is a continuous map $\mathbb{R} \times \mathbb{R}^{\infty} \rightarrow \mathbb{R}^{\infty}$. (Thus $\mathbb{R}^{\infty}$ is a topological vector space.) A neighbourhood basis of zero consists of the intersection of $\mathbb{R}^{\infty}$ with products of the form $\left.\prod_{i \geq 1}\right]-\varepsilon_{i}, \varepsilon_{i}\left[\right.$. The space $\mathbb{R}^{\infty}$ with this topology is not metrizable. The space has also the colimit topology with respect to the set of finitedimensional linear subspaces. One can also consider the metric topology with respect to the metric $d\left(\left(x_{i}\right),\left(y_{i}\right)\right)=\left(\sum_{i}\left(x_{i}-y_{i}\right)^{2}\right)^{1 / 2}$; denote it by $\mathbb{R}_{d}^{\infty}$. The identity $\mathbb{R}^{\infty} \rightarrow \mathbb{R}_{d}^{\infty}$ is continuous. The space $\mathbb{R}^{\infty}$ is separated.

### 1.5 Proper Maps

A continuous map $f: X \rightarrow Y$ is called proper if it is closed and the pre-images $f^{-1}(y), y \in Y$ are compact.
(1.5.1) Proposition. Let $K$ be compact. Then $\mathrm{pr}: X \times K \rightarrow X$ is proper. If $f: X \rightarrow Y$ is proper and $K \subset Y$ compact, then $f^{-1}(K)$ is compact. Let $f$ and $g$ be proper; then $f \times g$ is proper.

As a generalization of the theorem of Tychonoff one can show that an arbitrary product of proper maps is proper.
(1.5.2) Proposition. Let $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X^{\prime \prime}$ be continuous.
(1) If $f$ and $g$ are proper, then $g \circ f$ is proper.
(2) If $g \circ f$ is proper and $f$ surjective, then $g$ is proper.
(3) If $g \circ f$ is proper and $g$ injective, then $f$ is proper.
(1.5.3) Proposition. Let $f: X \rightarrow Y$ be injective. Then the following are equivalent:
(1) $f$ is proper.
(2) $f$ is closed.
(3) $f$ is a homeomorphism onto a closed subspace.
(1.5.4) Proposition. Let $f: X \rightarrow Y$ be continuous.
(1) If $f$ is proper, then for each $B \subset Y$ the restriction $f_{B}: f^{-1}(B) \rightarrow B$ of $f$ is proper.
(2) Let $\left(U_{j} \mid j \in J\right)$ be a covering of $Y$ such that the canonical map $p: \coprod_{j \in J} U_{j} \rightarrow Y$ is a quotient map. If each restriction $f_{j}: f^{-1}\left(U_{j}\right) \rightarrow U_{j}$ is proper, then $f$ is proper.
(1.5.5) Proposition. Let $f$ be a continuous map of a Hausdorff space $X$ into a locally compact Hausdorff space $Y$. Then $f$ is proper if and only if each compact set $K \subset Y$ has a compact pre-image. If $f$ is proper, then $X$ is locally compact.
(1.5.6) Proposition. Let $f: X \rightarrow X^{\prime}$ and $g: X^{\prime} \rightarrow X^{\prime \prime}$ be continuous and assume that $g f$ is proper. If $X^{\prime}$ is a Hausdorff space, then $f$ is proper.
(1.5.7) Theorem. A continuous map $f: X \rightarrow Y$ is proper if and only if for each space $T$ the product $f \times \mathrm{id}: X \times T \rightarrow Y \times T$ is closed.

## Problems

1. A map $f: X \rightarrow Y$ is proper if and only if the following holds: For each net $\left(x_{j}\right)$ in $X$ and each accumulation value $y$ of $\left(f\left(x_{j}\right)\right)$ there exists an accumulation value $x$ of $\left(x_{j}\right)$ such
that $f(x)=y$.
2. Let $X$ and $Y$ be locally compact Hausdorff spaces, let $f: X \rightarrow Y$ be continuous and $f^{+}: X^{+} \rightarrow Y^{+}$the extension to the one-point compactification. Then $f^{+}$is continuous, if $f$ is proper.
3. The restriction of a proper map to a closed subset is proper.
4. Let $f: X \rightarrow Y$ be proper and $X$ a Hausdorff space. Then the subspace $f(X)$ of $Y$ is a Hausdorff space.
5. Let $f: X \rightarrow Y$ be continuous. Let $R$ be the equivalence relation on $X$ induced by $f$, and denote by $p: X \rightarrow X / R$ the quotient map, by $h: X / R \rightarrow f(X)$ the canonical bijection, and let $i: f(X) \subset Y$. Then $f=i \circ h \circ p$ is the canonical decomposition of $f$. The map $f$ is proper if and only if $p$ is proper, $h$ a homeomorphism, and $f(X) \subset Y$ closed.

### 1.6 Paracompact Spaces

Let $\mathcal{A}=\left(U_{j} \mid j \in J\right)$ be an open covering of the space $X$. An open covering $\mathscr{B}=\left(B_{j} \mid j \in J\right)$ is called a shrinking of $\mathcal{A}$ if for each $j \in J$ we have the inclusion $\bar{B}_{j} \subset U_{j}$.

A point-finite open covering of a normal space has a shrinking.
A space $X$ is called paracompact if it is a Hausdorff space and if each open covering has an open, locally finite refinement. A closed subset of a paracompact space is paracompact. A compact space is paracompact.

A paracompact space is normal. Suppose the locally compact Hausdorff space $X$ is a countable union of compact sets. Then $X$ is paracompact. Let $X$ be paracompact and $K$ be compact Hausdorff. Then $X \times K$ is paracompact. A metric space is paracompact.

### 1.7 Topological Groups

A topological group $(G, m, \mathcal{O})$ consists of a group $(G, m)$ with multiplication $m: G \times G \rightarrow G,(g, h) \mapsto m(g, h)=g h$ and a topology $\mathcal{O}$ on $G$ such that the multiplication $m$ and the inverse $\iota: G \rightarrow G, g \mapsto g^{-1}$ are continuous. We denote a topological group $(G, m, \mathcal{O})$ usually just by the letter $G$. The neutral element will be denoted by $e$ (also 1 is in use and 0 for abelian groups). The left translation $l_{g}: G \rightarrow G, x \mapsto g x$ by $g \in G$ in a topological group is continuous, and the rules $l_{g} l_{h}=l_{g h}$ and $l_{e}=$ id show it to be a homeomorphism. For subsets $A$ and $B$ of a group $G$ we use notations like $a B=\{a b \mid b \in B\}, A B=\{a b \mid a \in A, b \in B\}$, $A^{2}=A A, A^{-1}=\left\{a^{-1} \mid a \in A\right\}$, and similar ones.

A group $G$ together with the discrete topology on the set $G$ is a topological group, called a discrete (topological) group.

The additive groups of the real numbers $\mathbb{R}$, complex numbers $\mathbb{C}$, and quaternions $\mathbb{H}$ with their ordinary topology are topological groups, similarly the multiplicative
groups $\mathbb{R}^{*}, \mathbb{C}^{*}$ and $\mathbb{-}^{*}$ of the non-zero elements. The multiplicative group $\mathbb{R}_{+}^{*}$ of the positive real numbers is an open subgroup of $\mathbb{R}^{*}$ and a topological group. The complex numbers of norm 1 are a compact topological group $S^{1}$ with respect to multiplication. The exponential function $\exp : \mathbb{R} \rightarrow \mathbb{R}_{+}^{*}$ is a continuous homomorphism with the logarithm function as a continuous inverse. The complex exponential function $\exp : \mathbb{C} \rightarrow \mathbb{C}^{*}$ is a surjective homomorphism with kernel $\{2 \pi i n \mid n \in \mathbb{Z}\}$, a discrete subgroup of $\mathbb{C}$.

The main examples of topological groups are matrix groups. In the vector space $M_{n}(\mathbb{R})$ of real $(n, n)$-matrices let $\mathrm{GL}_{n}(\mathbb{R})$ be the subspace of the invertible matrices. Since the determinant is a continuous map, this is an open subspace. Matrix multiplication and passage to the inverse are continuous, since they are given by rational functions in the matrix entries. This makes the general linear $\boldsymbol{g r o u p} \mathrm{GL}_{n}(\mathbb{R})$ into a topological group. Similarly for $\mathrm{GL}_{n}(\mathbb{C})$. The determinant is a continuous homomorphism det: $\mathrm{GL}_{n}(\mathbb{R}) \rightarrow \mathbb{R}^{*}$ with kernel the special linear group $\mathrm{SL}_{n}(\mathbb{R})$; similarly in the complex case.

Let $\mathrm{O}(n)=\left\{A \in M_{n}(\mathbb{R}) \mid A^{t} \cdot A=E\right\}$ be the group of orthogonal $(n, n)$ matrices ( $A^{t}$ transpose of $A ; E$ unit matrix). The set $\mathrm{O}(n)$ is a compact subset in $M_{n}(\mathbb{R})$. Hence $\mathrm{O}(n)$ is a compact topological group (the orthogonal group). The open and closed subspace $\mathrm{SO}(n)=\{A \in \mathrm{O}(n) \mid \operatorname{det}(A)=1\}$ of $\mathrm{O}(n)$ is the special orthogonal group. Similarly the subgroup $\mathrm{U}(n)=\left\{A \in M_{n}(\mathbb{C}) \mid A^{t} \cdot \bar{A}=E\right\}$ of unitary $(n, n)$-matrices is a compact topological group (unitary group). The topological groups $\mathrm{SO}(2), \mathrm{U}(1)$, and $S^{1}$ are isomorphic. The special unitary group $\mathrm{SU}(n)$ is the compact subgroup of $\mathrm{U}(n)$ of matrices with determinant 1. The multiplicative group of quaternions of norm 1 provides $S^{3}$ with the structure of a topological group. This group is isomorphic to $\mathrm{SU}(2)$. From linear algebra one knows about a surjective homomorphism $\mathrm{SU}(2) \rightarrow \mathrm{SO}(3)$ with kernel $\pm E$ (a twofold covering); for this and other related facts see the nice discussion in [27, Kapitel IX]. For more information about matrix groups, also from the viewpoint of manifolds and Lie groups, see [29]; there you can find, among others, the symplectic groups $\operatorname{Sp}(n)$ and the $\operatorname{Spinor} \operatorname{groups} \operatorname{Spin}(n)$. The isomorphisms $\mathrm{SU}(2) \cong \operatorname{Spin}(3) \cong \operatorname{Sp}(1)$ hold, and these spaces are homeomorphic to $S^{3}$.

If $G$ and $H$ are topological groups, then the direct product $G \times H$ with the product topology is a topological group. The $n$-fold product $S^{1} \times \cdots \times S^{1}$ is called an $\boldsymbol{n}$-dimensional torus.

The trivial subgroup is often denoted by 1 (in a multiplicative notation) or by 0 (in an additive notation). The neutral element will also be denoted 1 or 0 . The symbol $H \triangleleft G$ is used for a normal subgroup $H$ of $G$. The notation $H \sim K$ or $H \sim_{G} K$ means that $H$ and $K$ are conjugate subgroups of $G$.

A homomorphism $f: G \rightarrow H$ between topological groups is continuous if it is continuous at the neutral element $e$.

If $G$ is a topological group and $H \subset G$ a subgroup, then $H$, with the subspace topology, is a topological group (called a topological subgroup). If $H \subset G$ is a
subgroup, then the closure of $H$ is also. If $H$ is a normal subgroup, then $\bar{H}$ is also.

### 1.8 Transformation Groups

A left action of a topological group $G$ on a topological space $X$ is a continuous map $\rho: G \times X \rightarrow X,(g, x) \mapsto g x$ such that $g(h x)=(g h) x$ and $e x=x$ for $g, h \in G, e \in G$ the unit, and $x \in X$. A (left) $\boldsymbol{G}$-space $(X, \rho)$ consists of a space $X$ and a left action $\rho$ of $G$ on $X$. The homeomorphism $l_{g}: X \rightarrow X, x \mapsto g x$ is called left translation by $g$. We also use right actions $X \times G \rightarrow X,(x, g) \mapsto x g$; they satisfy $(x h) g=x(h g)$ and $x e=x$. For $A \subset X$ and $K \subset G$ we let $K A=\{k a \mid k \in K, a \in A\}$. An action is effective if $g x=x$ for all $x \in X$ implies $g=e$. The trivial action has $g x=x$ for $g \in G$ and $x \in X$.

The set $R=\{(x, g x) \mid x \in X, g \in G\}$ is an equivalence relation on $X$. The set of equivalence classes $X \bmod R$ is denoted by $X / G$. The quotient map $q: X \rightarrow X / G$ is used to provide $X / G$ with the quotient topology. The resulting space $X / G$ is called the orbit space of the $G$-space $X$. A more systematic notation for the orbit space of a left action would be $G \backslash X$. The equivalence class of $x \in X$ is the orbit Gx through $x$. An action is transitive if it consists of a single orbit. The set $G_{x}=\{g \in G \mid g x=x\}$ is a subgroup of $G$, the isotropy group or the stabilizer of the $G$-space $X$ at $x$. An action is free if all isotropy groups are trivial. We have $G_{g x}=g G_{x} g^{-1}$. Therefore the set Iso $(X)$ of isotropy groups of $X$ consists of complete conjugacy classes of subgroups. If it contains a finite number of conjugacy classes, we say $X$ has finite orbit type.

A subset $A$ of a $G$-space is called $\boldsymbol{G}$-stable or $\boldsymbol{G}$-invariant if $g \in G$ and $a \in A$ implies $g a \in A$. A $G$-stable subset $A$ is also called a $\boldsymbol{G}$-subspace. For each subgroup $H$ of $G$ there is an $\boldsymbol{H}$-fixed point set of $X$,

$$
X^{H}=\{x \in X \mid h x=x \text { for all } h \in H\}
$$

Suppose $X$ and $Y$ are $G$-spaces. A map $f: X \rightarrow Y$ is called a $G$-map or a $\boldsymbol{G}$-equivariant map if for $g \in G$ and $x \in X$ the relation $f(g x)=g f(x)$ holds. In general, the term "equivariant" refers to something related to a group action. Left $G$-spaces and $G$-equivariant maps form the category $G$-TOP. This category has products: If $\left(X_{j} \mid j \in J\right)$ is a family of $G$-spaces, then the topological product $\prod_{j} X_{j}$ together with the diagonal action $\left(g,\left(x_{j}\right)\right) \mapsto\left(g x_{j}\right)$ is a product in this category. A $G$-map $f: X \rightarrow Y$ induces by passage to the orbit spaces a $\operatorname{map} f / G: X / G \rightarrow Y / G$. We have the notion of an equivariant homotopy or $\boldsymbol{G}$-homotopy $H_{t}$ : this is a homotopy such that each $H_{t}$ is a $G$-map.
(1.8.1) Proposition. Let $X$ be a $G$-space, $A \subset G$ and $B \subset X$. If $B$ is open then $A B$ is open. The orbit map $p: X \rightarrow X / G$ is open.

Proof. $l_{a}(B)$ is open, since $l_{a}$ is a homeomorphism. Hence $\bigcup_{a \in A} l_{a}(B)=A B$ is a union of open sets. Let $U$ be open. Then $p^{-1} p(U)=\bigcup_{g \in G} l_{g}(U)$ is open, hence $p(U)$ is open, by definition of the quotient topology.
(1.8.2) Proposition. (1) Let $H$ be a subgroup of the topological group $G$. Let the set $G / H$ of cosets $g H$ carry the quotient topology with respect to $p: G \rightarrow G / H$, $g \mapsto g H$. Then $l: G \times G / H \rightarrow G / H,(x, g H) \mapsto x g H$ is a continuous action.
(2) $G / H$ is separated if and only if $H$ is closed in $G$. In particular, $G$ is separated if $\{e\}$ is closed.
(3) Let $H$ be normal in $G$. Then the factor group $G / H$ with quotient topology is a topological group.

A space $G / H$ with the $G$-action by left multiplication is called a homogeneous space. The space of left cosets $H g$ is $H \backslash G$; it carries a right action.
(1.8.3) Example. Homogeneous spaces are important spaces in geometry. The orthogonal group $\mathrm{O}(n+1)$ acts on the sphere $S^{n}$ by matrix multiplication $(A, v) \mapsto A v$. The action is transitive. The isotropy group of $e_{1}=(1,0, \ldots, 0)$ is $\mathrm{O}(n)$, here considered as the block matrices $\left(\begin{array}{cc}1 & 0 \\ 0 & B\end{array}\right)$ with $B \in \mathrm{O}(n)$. We obtain a homeomorphism of $\mathrm{O}(n+1)$-spaces $\mathrm{O}(n+1) / \mathrm{O}(n) \cong S^{n}$. In the complex case we obtain a homeomorphism $\mathrm{U}(n+1) / \mathrm{U}(n) \cong S^{2 n+1}$, in the quaternionic case a homeomorphism $\operatorname{Sp}(n+1) / \operatorname{Sp}(n) \cong S^{4 n+3}$. Other important homogeneous spaces are the projective spaces, the Grassmann manifolds, and the Stiefel manifolds to be discussed later.
(1.8.4) Proposition. (1) If $x \in X$ is closed, then $G_{x}$ is closed in $G$.
(2) If $X$ is a Hausdorff space, then $X^{H}$ is closed.
(3) Let $A$ be a $G$-stable subset of the $G$-space $X$. Then $A / G$ carries the subspace topology of $X / G$. In particular $X^{G} \rightarrow X \rightarrow X / G$ is an embedding.
(4) Let $B \subset X$ be closed and $A \subset X$. Then $\{g \in G \mid g A \subset B\}$ is closed in $G$.
(5) Let $B \subset X$ be closed. Then $\{g \in G \mid g B=B\}$ is closed.

Proof. (1) The isotropy group $G_{x}$ is the pre-image of $x$ under the continuous map $G \rightarrow X, g \mapsto g x$. (2) The set $X^{g}=\{x \in X \mid g x=x\}$ is the pre-image of the diagonal under $X \rightarrow X \times X, x \mapsto(x, g x)$, and $X^{H}=\bigcap_{g \in H} X^{g}$. (3) Let $C \subset A / G$ be open with respect to the quotient map $A \rightarrow A / G$. Then $p^{-1}(C) \subset A$ is open, and we can write $p^{-1}(C)=A \cap U$ with an open subset $U \subset X$. We have $A \cap U=A \cap G U$, since $A$ is $G$-stable. We conclude $C=p\left(p^{-1} C\right)=$ $A / G \cap p(G U)$. Since $G U$ is open, $p(G U)$ is open, hence $C$ is open in the subspace topology. By continuity of $A / G \rightarrow X / G$, an open subset in the subspace topology is open in $A / G$. (4) $r_{a}: G \rightarrow X, g \mapsto g a$ is continuous, hence $r_{a}^{-1}(B)=\{g \in$ $G \mid g a \in B\}$ closed and therefore $\bigcap_{a \in A} r_{a}^{-1}(B)=\{g \in G \mid g A \subset B\}$ closed. (5) The set $\{g \mid g B=B\}=\{g \mid g B \subset B\} \cap\left\{g \mid g^{-1} B \subset B\right\}$ is closed, by (4).
(1.8.5) Proposition. Let $r: G \times X \rightarrow X$ be a $G$-action, $A \subset G$ and $B \subset X$.
(1) If $A$ and $B$ are compact, then $A B$ is compact.
(2) If $A$ is compact, then the restriction $A \times X \rightarrow X$ of $r$ is proper. If, moreover, $B$ is closed, then $A B$ is closed.
(3) If $G$ is compact, then the orbit map $p$ is proper. Thus $X$ is compact if and only if $X / G$ is compact.
(4) If $G$ is compact and $X$ separated, then $X / G$ is separated.
(5) Let $G$ be compact, A a $G$-stable closed subset and $U$ a neighbourhood of $A$ in $X$. Then $U$ contains a $G$-stable neighbourhood of $A$.

Proof. (1) $A \times B \subset G \times X$ is compact as a product of compact spaces. Hence the continuous image $A B$ of $A \times B$ under $r: G \times X \rightarrow X$ is compact. (2) The homeomorphism $A \times X \rightarrow A \times X,(s, x) \mapsto(s, s x)$ transforms $r$ into the projection pr: $A \times X \rightarrow X$. The projection is proper, since $A$ is compact (see (1.5.1)). Hence the image $A B$ of the closed set $A \times B$ is closed. (3) Let $A \subset X$ be closed. Then $p^{-1} p(A)=G A$ is closed, by (2). Hence $p(A)$ is closed, by definition of the quotient topology. The pre-images of points are orbits; they are compact as continuous images of $G$. (4) Since $p$ is proper, so is $p \times p$. Hence the image of the diagonal under $p \times p$ is closed. (5) Let $U$ be open. Then $p(X \backslash U)$ is disjoint to $p(A)$. By (4), $X \backslash p^{-1} p(X \backslash U)$ is open and a $G$-stable neighbourhood of $A$ contained in $U$.

The orbit category $\operatorname{Or}(G)$ is the category of homogeneous $G$-spaces $G / H, H$ closed in $G$, and $G$-maps. There exists a $G$-map $G / H \rightarrow G / K$ if and only if $H$ is conjugate to a subgroup of $K$. If $a^{-1} H a \leq K$, then $R_{a}: G / H \rightarrow G / K$, $g H \mapsto g a K$ is a $G$-map and each $G$-map $G / H \rightarrow G / K$ has this form; moreover $R_{a}=R_{b}$ if and only if $a^{-1} b \in K$.

An action $G \times V \rightarrow V$ on a real (or complex) vector space $V$ is called a real (or complex) representation of $G$ if the left translations are linear maps. After choice of a basis, a representation amounts to a continuous homomorphism from $G$ to $\mathrm{GL}_{n}(\mathbb{R})$ or $\mathrm{GL}_{n}(\mathbb{C})$. A homomorphism $G \rightarrow \mathrm{O}(n)$ or $G \rightarrow \mathrm{U}(n)$ is called an orthogonal or unitary representation. Geometrically, an orthogonal representation is given by an action $G \times V \rightarrow V$ with an invariant scalar product $\langle-,-\rangle$. The latter means $\langle g v, g w\rangle=\langle v, w\rangle$ for $g \in G$ and $v, w \in V$. In an orthogonal representation, the unit sphere $S(V)=\{v \in V \mid\langle v, v\rangle=1\}$ is $G$-stable.

Let $E$ be a right $G$-space and $F$ a left $G$-space. We denote by $E \times_{G} F$ the orbit space of the $G$-action $G \times(E \times F) \rightarrow E \times F,(g,(x, y)) \mapsto\left(x g^{-1}, g y\right)$. A $G$-map $f: F_{1} \rightarrow F_{2}$ induces a continuous map

$$
\mathrm{id} \times_{G} f: E \times_{G} F_{1} \rightarrow E \times_{G} F_{2}, \quad(x, y) \mapsto(x, f(x))
$$

If $E$ carries a left $K$-action which commutes with the right $G$-action (i.e., $k(x g)=$ $(k x) g$ ), then $E \times_{G} F$ carries an induced $K$-action $(k,(x, y)) \mapsto(k x, y)$. This construction can in particular be applied in the case that $E=K, G$ a subgroup
of $K$ and the $G$ - and $K$-actions on $K$ are given by right and left multiplication. The assignments $F \mapsto K \times_{G} F$ and $f \mapsto \mathrm{id} \times_{G} f$ yield the induction functor $\operatorname{ind}_{G}^{K}: G$-TOP $\rightarrow K$-TOP. This functor is left adjoint to the restriction functor $\operatorname{res}_{G}^{K}: K$ - TOP $\rightarrow G$ - TOP which is obtained by regarding a $K$-space as a $G$-space. The natural adjunction

$$
\operatorname{TOP}_{K}\left(\operatorname{ind}_{G}^{K} X, Y\right) \cong \operatorname{TOP}_{G}\left(X, \operatorname{res}_{G}^{K} Y\right)
$$

sends a $G$-map $f: X \rightarrow Y$ to the $K$-map $(k, x) \mapsto k f(x)$; in the other direction one restricts a map to $X \cong G \times_{G} X \subset K \times_{G} X$. (Here $\mathrm{TOP}_{K}$ denotes the set of $K$-equivariant maps.)
(1.8.6) Theorem. Suppose the Hausdorff group $G$ is locally compact with countable basis. Let $X$ be a locally compact Hausdorff space and $G \times X \rightarrow X$ a transitive action. Then for each $x \in X$ the map $b: G \rightarrow X, g \mapsto g x$ is open and the induced map $\bar{b}: G / G_{x} \rightarrow X$ a homeomorphism.
Proof. If $b$ is open, then $\bar{b}$ is a homeomorphism. Let $W$ be a neighbourhood of $e$, $\left(B_{i} \mid i \in \mathbb{N}\right)$ a countable basis, and $g_{i}^{-1} \in B_{i}$. For each $g \in G$ there exists a $j$ such that $B_{j} \subset W g^{-1}, g \in g_{j} W$. Therefore the $g_{j} W$ cover the group.

Let $V \subset G$ be open and $g \in V$. There exists a compact neighbourhood $W$ of $e$ such that $W=W^{-1}$ and $g W^{2} \subset V$. Since $G$ is the union of the $g_{j} W$ and the action is transitive, $X=\bigcup g_{j} W x$. Since $W$ is compact and $b$ continuous, $g_{j} W x$ is compact and hence closed in $X$. By (1.4.8), there exist $j$ such that $g_{j} W x$ contains an interior point, and therefore $W x$ contains an interior point $w x$. Then $x$ is an interior point of $w^{-1} W x \subset W^{2} x$ and hence $g x=p(g)$ an interior point of $g W^{2} x \subset V x=p(V)$. This shows that $p$ is open.
(1.8.7) Corollary. Let the locally compact Hausdorff group $G$ with countable basis act on a locally compact Hausdorff space X. An orbit is locally compact if and only if it is locally closed. An orbit is a homogeneous space with respect to the isotropy group of each of its points if and only if it is locally closed.

## Problems

1. Let $H$ be a normal subgroup of $G$ and $X$ a $G$-space. Restricting the group action to $H$, we obtain an $H$-space $X$. The orbit space $H \backslash X$ carries then an induced $G / H$-action.
2. Let a pushout in TOP be given with $G$-spaces $A, B, X$ and $G$-maps $j, f$ :


Let $G$ be locally compact. Then there exists a unique $G$ action on $Y$ such that $F, J$ become $G$-maps. The diagram is then a pushout in $G$-TOP. Hint: (2.4.6)
3. Let $Y$ be a $K$-space and $G$ a subgroupp of $K$. Then $K \times_{G} Y \rightarrow K / G \times Y,(k, y) \mapsto$ ( $k G, k y$ ) is a $K$-homeomorphism. If $X$ is a $G$-space, then

$$
K \times_{G}(X \times Y) \rightarrow\left(K \times_{G} X\right) \times Y, \quad(g,(x, y)) \mapsto((g, x), g y)
$$

is a $K$-homeomorphism.
4. Let $H$ be a closed subgroup of $G$. Then $G / H$ is a Hausdorff space and therefore $F=$ $G / H^{H}$ is closed. The relation $g H \in G / H^{H}$ is equivalent to $g^{-1} H g \subset H$. Hence $\left\{g \in G \mid g^{-1} H g \subset H\right\}$ is closed in $G$. The normalizer $N H=\left\{g \in G \mid g^{-1} H g=H\right\}$ of $H$ in $G$ is closed in $G$. The group $H$ is a normal subgroup of $N H$ and $N H / H=W_{G} H=$ $W H$ is the Weyl group of $H$ in $G$. The group $N H$ always acts on the fixed set $X^{H}$, by restricting the given $G$-action to $N H$. The action

$$
G / H \times W H \rightarrow G / H, \quad(g H, n H) \mapsto g n H
$$

is a free right action by $G$-automorphisms of $G / H$.

### 1.9 Projective Spaces. Grassmann Manifolds

Let $P\left(\mathbb{R}^{n+1}\right)=\mathbb{R} P^{n}$ be the set of one-dimensional subspaces of the vector space $\mathbb{R}^{n+1}$. A one-dimensional subspace of $V$ is spanned by $x \in V \backslash 0$. The vectors $x$ and $y$ span the same subspace if and only if $x=\lambda y$ for some $\lambda \in \mathbb{R}^{*}=\mathbb{R} \backslash 0$. We therefore consider $P\left(\mathbb{R}^{n+1}\right)$ as the orbit space of the action

$$
\mathbb{R}^{*} \times\left(\mathbb{R}^{n+1} \backslash 0\right) \rightarrow \mathbb{R}^{n+1} \backslash 0, \quad(\lambda, x) \mapsto \lambda x
$$

The quotient map $p: \mathbb{R}^{n+1} \backslash 0 \rightarrow P\left(\mathbb{R}^{n+1}\right)$ provides $P\left(\mathbb{R}^{n+1}\right)$ with the quotient topology. The space $\mathbb{R} P^{n}$ is the $n$-dimensional real projective space. We set $p\left(x_{0}, \ldots, x_{n}\right)=\left[x_{0}, \ldots, x_{n}\right]$ and call $x_{0}, \ldots, x_{n}$ the homogeneous coordinates of the point $\left[x_{0}, \ldots, x_{n}\right]$.

In a similar manner we consider the set $P\left(\mathbb{C}^{n+1}\right)=\mathbb{C} P^{n}$ of one-dimensional subspaces of $\mathbb{C}^{n+1}$ as the orbit space of the action

$$
\mathbb{C}^{*} \times\left(\mathbb{C}^{n+1} \backslash 0\right) \rightarrow \mathbb{C}^{n+1} \backslash 0, \quad(\lambda, z) \mapsto \lambda z
$$

We have again a quotient map $p: \mathbb{C}^{n+1} \backslash 0 \rightarrow P\left(\mathbb{C}^{n+1}\right)$. The space $\mathbb{C} P^{n}$ is called the $n$-dimensional complex projective space. (It is $2 n$-dimensional as a manifold.)

We describe the projective spaces in a different manner as orbit spaces. The subgroup $G=\{ \pm 1\} \subset \mathbb{R}^{*}$ acts on $S^{n} \subset \mathbb{R}^{n+1}$ by $(\lambda, x) \mapsto \lambda x$, called the antipodal involution. The inclusion $i: S^{n} \rightarrow \mathbb{R}^{n+1}$ induces a continuous bijective $\operatorname{map} \iota: S^{n} / G \rightarrow\left(\mathbb{R}^{n+1} \backslash 0\right) / \mathbb{R}^{*}$. The map $j: \mathbb{R}^{n+1} \backslash 0 \rightarrow S^{n}, x \mapsto\|x\|^{-1} x$ induces an inverse. The quotient $S^{n} / G$ is compact, since $S^{n}$ is compact. By (1.4.4), the quotient is a Hausdorff space. In a similar manner one treats $\mathbb{C} P^{n}$, but now with respect to the action $S^{1} \times S^{2 n+1} \rightarrow S^{2 n+1},(\lambda, z) \mapsto \lambda z$ of $S^{1}$ on the unit sphere $S^{2 n+1} \subset \mathbb{C}^{n+1} \backslash 0$.

Projective spaces are homogeneous spaces. Consider the action of $\mathrm{O}(n+1)$ on $\mathbb{R}^{n+1}$ by matrix multiplication. If $V \in P\left(\mathbb{R}^{n+1}\right)$ is a one-dimensional space and $A \in \mathrm{O}(n+1)$, then $A V \in P\left(\mathbb{R}^{n+1}\right)$. We obtain an induced action

$$
\mathrm{O}(n+1) \times P\left(\mathbb{R}^{n+1}\right) \rightarrow P\left(\mathbb{R}^{n+1}\right)
$$

This action is transitive. The isotropy group of $[1,0, \ldots, 0]$ consists of the matrices

$$
\left(\begin{array}{ll}
\lambda & 0 \\
0 & B
\end{array}\right), \quad \lambda \in \mathrm{O}(1), B \in \mathrm{O}(n)
$$

We consider these matrices as the subgroup $\mathrm{O}(1) \times \mathrm{O}(n)$ of $\mathrm{O}(n+1)$. The assignment $A \mapsto A e_{1}$ induces an $\mathrm{O}(n+1)$-equivariant homeomorphism

$$
b: \mathrm{O}(n+1) /(\mathrm{O}(1) \times \mathrm{O}(n)) \cong P\left(\mathbb{R}^{n+1}\right)
$$

The action of $\mathrm{O}(n+1)$ on $P\left(\mathbb{R}^{n+1}\right)$ is continuous; this follows easily from the continuity of the action $\mathrm{O}(n+1) \times\left(\mathbb{R}^{n+1} \backslash 0\right) \rightarrow \mathbb{R}^{n+1} \backslash 0$ and the definition of the quotient topology. Therefore $b$ is a bijective continuous map of a compact space into a Hausdorff space. In a similar manner we obtain a $\mathrm{U}(n+1)$-equivariant homeomorphism $\mathrm{U}(n+1) /(\mathrm{U}(1) \times \mathrm{U}(n)) \cong P\left(\mathbb{C}^{n+1}\right)$.

Finally, one can define the quaternionic projective space $\mathbb{H} P^{n}$ in a similar manner as a quotient of $\mathbb{M}^{n+1} \backslash 0$ or as a quotient of $S^{4 n+3}$.

We generalize projective spaces. Let $W$ be an $n$-dimensional real vector space. We denote by $G_{k}(W)$ the set of $k$-dimensional subspaces of $W$. We define a topology on $G_{k}(W)$. Suppose $W$ carries an inner product. Let $V_{k}(W)$ denote the set of orthonormal sequences $\left(w_{1}, \ldots, w_{k}\right)$ in $W$ considered as a subspace of $W^{k}$. We call $V_{k}(W)$ the Stiefel manifold of orthonormal $k$-frames in $W$. We have a projection $p: V_{k}(W) \rightarrow G_{k}(W)$ which sends $\left(w_{1}, \ldots, w_{k}\right)$ to the subspace [ $w_{1}, \ldots, w_{k}$ ] spanned by this sequence. We give $G_{k}(W)$ the quotient topology determined by $p$. The space $G_{k}(W)$ can be obtained as a homogeneous space. Let $W=\mathbb{R}^{n}$ with standard inner product and standard basis $e_{1}, \ldots, e_{n}$. We have a continuous action of $\mathrm{O}(n)$ on $V_{k}\left(\mathbb{R}^{n}\right)$ and $G_{k}\left(\mathbb{R}^{n}\right)$ defined by $\left(A,\left(v_{1}, \ldots, v_{k}\right)\right) \mapsto$ $\left(A v_{1}, \ldots, A v_{k}\right)$ and such that $p$ becomes $\mathrm{O}(n)$-equivariant. The isotropy groups of $\left(e_{1}, \ldots, e_{k}\right)$ and $\left[e_{1}, \ldots, e_{k}\right]$ consist of the matrices

$$
\left(\begin{array}{cc}
E_{k} & 0 \\
0 & B
\end{array}\right), \quad\left(\begin{array}{cc}
A & 0 \\
0 & B
\end{array}\right), \quad A \in \mathrm{O}(k), B \in \mathrm{O}(n-k)
$$

respectively. The map $A \mapsto\left(A e_{1}, \ldots, A e_{k}\right)$ induces equivariant homeomorphisms in the diagram


This shows that $G_{k}\left(\mathbb{R}^{n}\right)$ is a compact Hausdorff space. It is called the Grassmann manifold of $k$-dimensional subspaces of $\mathbb{R}^{n}$.

In a similar manner we can work with the $k$-dimensional complex subspaces of $\mathbb{C}^{n}$ and obtain an analogous diagram of $\mathrm{U}(n)$-spaces (complex Stiefel and Grassmann manifolds):


## Chapter 2

## The Fundamental Group

In this chapter we introduce the homotopy notion and the first of a series of algebraic invariants associated to a topological space: the fundamental group.

Almost every topic of algebraic topology uses the homotopy notion. Therefore it is necessary to begin with this notion. A homotopy is a continuous family $h_{t}: X \rightarrow$ $Y$ of continuous maps which depends on a real parameter $t \in[0,1]$. (One may interpret this as a "time-dependent" process.) The maps $f_{0}$ and $f_{1}$ are then called homotopic, and being homotopic is an equivalence relation on the set of continuous maps $X \rightarrow Y$. This equivalence relation leads to a quotient category of the category TOP of topological spaces and continuous maps, the homotopy category h-TOP. The importance of this notion is seen from several facts.
(1) The classical tools of algebraic topology are functors from a category of spaces to an algebraic category, say of abelian groups. These functors turn out to be homotopy invariant, i.e., homotopic maps have the same value under the functor.
(2) One can change maps by homotopies and spaces by homotopy equivalences. This fact allows for a great flexibility. But still global geometric information is retained. Basic principles of topology are deformation and approximation. One idea of deformation is made precise by the notion of homotopy. Continuity is an ungeometric notion. So often one has to deform a continuous map into a map with better properties.
(3) The homotopy notion leads in an almost tautological way to algebraic structures and categorical structures. In this chapter we learn about the simplest example, the fundamental group and the fundamental groupoid.

The passage to the homotopy category is not always a suitable view-point. In general it is better to stay in the category TOP of topological spaces and continuous maps ("space level" as opposed to "homotopy level"). We thus consider homotopy as an additional structure. Then classical concepts can be generalized by using the homotopy notion. For instance one considers diagrams which are only commutative up to homotopy and the homotopies involved will be treated as additional information. One can also define generalized group objects where multiplication is only associative up to homotopy. And so on.

The passage from TOP to h-TOP may be interpreted as a passage from "continuous mathematics" to "discrete mathematics".

The homotopy notion allows us to apply algebraic concepts to continuous maps. It is not very sensible to talk about the kernel or cokernel of a continuous map.

But we will see later that there exist notions of "homotopy-kernels" (then called homotopy fibres) and "homotopy-cokernels" (then called homotopy cofibres). This is the more modern view-point of a large variety of homotopy constructions. In general terms: The idea is to replace the categorical notions limit and colimit by appropriate homotopy notions.

The prototype of a functor from spaces to groups is the fundamental group functor. Historically it is the first of such functors. It was introduced by Poincaré, in different context and terminology. In general it is difficult to determine the fundamental group of a space. Usually one builds up a space from simpler pieces and then one studies the interrelation between the groups of the pieces. This uses the functorial aspect and asks for formal properties of the functor. We prove the basic theorem of Seifert and van Kampen which roughly says that the functor transforms suitable pushouts of spaces into pushouts of groups. This may not be the type of algebra the reader is used to, and it can in fact be quite complicated. We describe some related algebra (presentation of groups by generators and relations) and discuss a number of geometric results which seem plausible from our intuition but which cannot be proved (in a systematic way) without algebraic topology. The results are of the type that two given spaces are not homeomorphic - and this follows, if their fundamental groups are different. Finally we show that each group can be realized as a fundamental group (this is the origin of the idea to apply topology to group theory).

The study of the fundamental group can be continued with the covering space theory where the fundamental group is exhibited as a symmetry group. This symmetry influences almost every other tool of algebraic topology (although we do not always carry out this influence in this text).

The chapter contains two sections on point-set topology. We discuss standard spaces like spheres, disks, cells, simplices; they will be used in many different contexts. We present the compact-open topology on spaces of continuous maps; they will be used for the dual definition of homotopy as a continuous family of paths, and this duality will henceforth be applied to many homotopy constructions and notions.

### 2.1 The Notion of Homotopy

A path in a topological space $X$ from $x$ to $y$ is a continuous map $u:[a, b] \rightarrow X$ such that $u(a)=x$ and $u(b)=y$. We say that the path connects the points $u(a)$ and $u(b)$. We can reparametrize and use the unit interval as a source $[0,1] \rightarrow X$, $t \mapsto u((1-t) a+t b)$. In the general theory we mostly use the unit interval. If $u:[0,1] \rightarrow X$ is a path from $x$ to $y$, then the inverse path $u^{-}: t \mapsto w(1-t)$ is a path from $y$ to $x$. If $v:[0,1] \rightarrow X$ is another path from $y$ to $z$, then the product path $u * v$, defined by $t \mapsto u(2 t)$ for $t \leq 1 / 2$ and $v(2 t-1)$ for $t \geq 1 / 2$, is a path from $x$ to $z$. We also have the constant path $k_{x}$ with value $x$.

From these remarks we see that being connectible by paths is an equivalence relation on $X$. An equivalence class is called a path component of $X$. We denote by $\pi_{0}(X)$ the set of path components and by $[x]$ the path component of the point $x$. A space $X$ is said to be path connected or 0-connected if it has one of the following equivalent properties:
(1) $\pi_{0}(X)$ consists of a single element.
(2) Any two points can be joined by a path.
(3) Any continuous map $f: \partial I=\{0,1\} \rightarrow X$ has a continuous extension $F: I \rightarrow X$.
(Later we study the higher dimensional analogous problem of extending maps from the boundary $\partial I^{n}$ of the $n$-dimensional cube to $I^{n}$.)

A map $f: X \rightarrow Y$ induces $\pi_{0}(f): \pi_{0}(X) \rightarrow \pi_{0}(Y),[x] \mapsto[f(x)]$. In this way $\pi_{0}$ becomes a functor from the category TOP of topological spaces to the category SET of sets ${ }^{1}$. We will see that this functor is the beginning of algebraic topology, although there is no algebra yet.

Thinking in terms of categories and functors is a basic method in (algebraic) topology. The size of $\pi_{0}(X)$ is a topological property of the space $X$. A functor transports isomorphisms to isomorphisms. Thus a homeomorphism $f$ induces a bijection $\pi_{0}(f)$. Suppose $f: X \rightarrow Y$ is a homeomorphism; then $f$ induces a homeomorphism $X \backslash A \rightarrow Y \backslash f(A)$ for each subset $A \subset X$. Suppose $f: \mathbb{R} \rightarrow \mathbb{R}^{n}$ is a homeomorphism; the space $\mathbb{R} \backslash x$ has two path components (intermediate value theorem of calculus), and $\mathbb{R}^{n} \backslash y$ is path connected for $n>1$; we apply the functor $\pi_{0}$ and conclude that $\mathbb{R}$ is not homeomorphic to $\mathbb{R}^{n}$ for $n>1$. This example seems almost trivial, but the reasoning is typical. Here is another simple example of this type: The subspace $X=\mathbb{R} \times 0 \cup 0 \times \mathbb{R}$ of $\mathbb{R}^{2}$ is not homeomorphic to $\mathbb{R}$ since $X$ contains a point $x=(0,0)$ such that $\pi_{0}(X \backslash x)$ has four elements whereas $\pi_{0}(\mathbb{R} \backslash y)$ has always two elements.
2.1.1 Path categories. Forming the product path is not an associative composition. We can remedy this defect by using parameter intervals of different length. So let us consider paths of the form $u:[0, a] \rightarrow X, v:[0, b] \rightarrow X$ with $u(a)=v(0)$ and $a, b \geq 0$. Their composition $v \circ u=w$ is the path $[0, a+b] \rightarrow X$ with $w(t)=u(t)$ for $0 \leq t \leq a$ and $w(t)=v(a-t)$ for $a \leq t \leq a+b$. In this manner we obtain a category $W(X)$ : Objects are the points of $X$; a morphism from $x$ to $y$ is a path $u:[0, a] \rightarrow X$ with $u(0)=x, u(a)=y$ for some $a \geq 0$; and composition of morphisms is as defined before; the path $[0,0] \rightarrow X$ with value $x$ is the identity of the object $x$. A continuous map $f: X \rightarrow Y$ induces a functor $W(f): W(X) \rightarrow W(Y), x \mapsto f(x), u \mapsto f u$.

[^1]A space is connected if it is not the topological sum of two non-empty subspaces. Thus $X$ is disconnected if and only if $X$ contains a subset $X$ which is open, closed, and different from $\emptyset$ and $X$. A decomposition of $X$ is a pair $U, V$ of open, nonempty, disjoint subsets with union $X$. A space $X$ is disconnected if and only if there exists a continuous surjective map $f: X \rightarrow\{0,1\}$; a decomposition is given by $U=f^{-1}(0), V=f^{-1}(1)$. The continuous image of a connected space is connected. Recall from calculus: $A \subset \mathbb{R}$ is connected if and only if $A$ is an interval. (An interval is a subset which contains with $x, y$ also $[x, y]$.)
(2.1.2) Proposition. Let $\left(A_{j} \mid j \in J\right)$ be a family of connected subsets of $X$ such that $A_{i} \cap A_{j} \neq \emptyset$ for all $i, j$. Then $\bigcup_{j} A_{j}=Y$ is connected. Let $A$ be connected and $A \subset B \subset \bar{A}$. Then $B$ is connected.

The union of the connected sets in $X$ which contain $x$ is thus a closed connected subset. We call it the component $X(x)$ of $x$ in $X$. If $y \in X(x)$, then $X(y)=X(x)$. A component of $X$ is a maximal connected subset. Any space is the disjoint union of its components. A space is totally disconnected if its components consist of single points. Since intervals are connected a path connected space is connected.

A product $\Pi_{j} X_{j}$ is connected if each $X_{j}$ is connected. The component of $\left(x_{j}\right) \in \Pi_{j} X_{j}$ is the product of the components of the $x_{j}$.
(2.1.3) Example. The space

$$
X=[-1,0] \times 0 \cup 0 \times[-1,1] \cup\left\{\left(x, \sin \left(\pi x^{-1}\right) \mid 0<x \leq 1\right\}\right.
$$

is connected but not path connected. The union $S$ of $X$ with $\{ \pm 1\} \times[-2,0] \cup$ $[-2,2] \times\{-2\}$ is called the pseudo-circle. The complement $\mathbb{R}^{2} \backslash S$ has two path components.

A pseudo-circle $S$ has a sequence $K_{1} \supset K_{2} \supset \cdots$ of compact neighbourhoods with $\bigcap_{i} K_{i}=S$ and $K_{i}$ homeomorphic to $S^{1} \times[0,1]$.

Let $X$ and $Y$ be topological spaces and $f, g: X \rightarrow Y$ continuous maps. A homotopy from $f$ to $g$ is a continuous map

$$
H: X \times[0,1] \rightarrow Y, \quad(x, t) \mapsto H(x, t)=H_{t}(x)
$$

such that $f(x)=H(x, 0)$ and $g(x)=H(x, 1)$ for $x \in X$, i.e., $f=H_{0}$ and $g=H_{1}$. We denote this situation by $H: f \simeq g$. One can consider a homotopy as a dynamical process, the parameter $t$ is the time and $H_{t}$ is a time-dependent family of maps. One also says that $f$ is deformed continuously into $g$. Another (dual) view-point of a homotopy is: a parametrized family of paths. We use the letter $I$ for the unit interval $[0,1]$. If we write a homotopy in the form $H_{t}$, we understand that $H: X \times I \rightarrow Y,(x, t) \mapsto H_{t}(x)$ is continuous in both variables simultaneously. We call $f$ and $g$ homotopic if there exists a homotopy from $f$ to $g$. (One can, of
course, define homotopies with $[0,1] \times X$. While this does not affect the theory, it does make a difference when orientations play a role.)

The homotopy relation $\simeq$ is an equivalence relation on the set of continuous maps $X \rightarrow Y$. Given $H: f \simeq g$, the inverse homotopy $H^{-}:(x, t) \mapsto H(x, 1-t)$ shows $g \simeq f$. Let $K: f \simeq g$ and $L: g \simeq h$ be given. The product homotopy $K * L$ is defined by

$$
(K * L)(x, t)= \begin{cases}K(x, 2 t), & 0 \leq t \leq \frac{1}{2}, \\ L(x, 2 t-1), & \frac{1}{2} \leq t \leq 1,\end{cases}
$$

and shows $f \simeq h$. The constant homotopy $H(x, t)=f(x)$ shows $f \simeq f$.
The equivalence class of $f$ is denoted $[f]$ and called the homotopy class of $f$. We denote by $[X, Y]$ the set of homotopy classes $[f]$ of maps $f: X \rightarrow Y$. A homotopy $H_{t}: X \rightarrow Y$ is said to be relative to $A \subset X$ if the restriction $H_{t} \mid A$ does not depend on $t$ (is constant on $A$ ). We use the notation $H: f \simeq g(\operatorname{rel} A)$ in this case.

The homotopy relation is compatible with the composition of maps: Let $H: f \simeq$ $g: X \rightarrow Y$ and $G: k \simeq l: Y \rightarrow Z$ be given; then

$$
(x, t) \mapsto G(H(x, t), t)=G_{t} H_{t}(x)
$$

is a homotopy from $k f$ to $l g$. We see that topological spaces and homotopy classes of maps form a quotient category of TOP, the homotopy category h-TOP, when composition of homotopy classes is induced by composition of representing maps. If $f: X \rightarrow Y$ represents an isomorphism in h-TOP, then $f$ is called a homotopy equivalence or h-equivalence. In explicit terms this means: $f: X \rightarrow Y$ is a homotopy equivalence if there exists $g: Y \rightarrow X$, a homotopy inverse of $f$, such that $g f$ and $f g$ are both homotopic to the identity. Spaces $X$ and $Y$ are homotopy equivalent or of the same homotopy type if there exists a homotopy equivalence $X \rightarrow Y$. A space is contractible if it is homotopy equivalent to a point. A map $f: X \rightarrow Y$ is null homotopic if it is homotopic to a constant map; a null homotopy of $f$ is a homotopy between $f$ and a constant map. A null homotopy of the identity $\operatorname{id}(X)$ is a contraction of the space $X$.
2.1.4 Categories of homotopies. We generalize (2.1.1) and define a category $W(X, Y)$. The objects are the continuous maps $f: X \rightarrow Y$. A morphism from $f$ to $g$ is a homotopy $H: X \times[0, a] \rightarrow Y$ with $H_{0}=f$ and $H_{a}=g$. Composition is defined as in (2.1.1).

As in any category we also have the Hom-functors in h-TOP. Given $f: X \rightarrow Y$, we use the notation

$$
f_{*}:[Z, X] \rightarrow[Z, Y], \quad g \mapsto f g, \quad f^{*}:[Y, Z] \rightarrow[X, Z], \quad h \mapsto h f
$$

for the induced maps ${ }^{2}$. The reader should recall a little reasoning with Homfunctors, as follows. The map $f$ is an h-equivalence, i.e., an isomorphism in h-TOP if and only if $f_{*}$ is always bijective; similarly for $f^{*}$. If $f: X \rightarrow Y$ has a right homotopy inverse $h: Y \rightarrow X$, i.e., $f h \simeq$ id, and a left homotopy inverse $g: Y \rightarrow X$, i.e., $g f \simeq \mathrm{id}$, then $f$ is an h-equivalence. If two of the maps $f: X \rightarrow Y, g: Y \rightarrow Z$, and $g f$ are h-equivalences, then so is the third.

Homotopy is compatible with sums and products. Let $p_{i}: \prod_{j \in J} X_{j} \rightarrow X_{i}$ be the projection onto the $i$-th factor. Then

$$
\left[Y, \prod_{j \in J} X_{j}\right] \rightarrow \prod_{j \in J}\left[Y, X_{j}\right], \quad[f] \mapsto\left(\left[p_{i} \circ f\right]\right)
$$

is a well-defined bijection. Let $i_{k}: X_{k} \rightarrow \coprod_{j \in J} X_{j}$ be the canonical inclusion of the $k$-th summand. Then

$$
\left[\coprod_{j \in J} X_{j}, Y\right] \rightarrow \prod_{j \in J}\left[X_{j}, Y\right], \quad[f] \mapsto\left(\left[f \circ i_{k}\right]\right)
$$

is a well-defined bijection. In other words: sum and product in TOP also represent sum and product in h-TOP. (Problems arise when it comes to pullbacks and pushouts.)

Let $P$ be a point. A map $P \rightarrow Y$ can be identified with its image and a homotopy $P \times I \rightarrow Y$ can be identified with a path. The Hom-functor $[P,-]$ is therefore essentially the same thing as the functor $\pi_{0}$.
2.1.5 Linear homotopy. Given maps $f, g: X \rightarrow A, A \subset \mathbb{R}^{n}$. Suppose that the line-segment from $f(x)$ to $g(x)$ is always contained in $A$. Then $H(x, t)=$ $(1-t) f(x)+\operatorname{tg}(x)$ is a homotopy from $f$ to $g$ (linear homotopy). It will turn out that many homotopies are constructed from linear homotopies.

A set $A \subset \mathbb{R}^{n}$ is star-shaped with respect to $a_{0} \in A$ if for each $a \in A$ the line-segment from $a_{0}$ to $a$ is contained in $A$. If $A$ is star-shaped, then $H(a, t)=$ $(1-t) a+t a_{0}$ is a null homotopy of the identity. Hence star-shaped sets are contractible. A set $C \subset \mathbb{R}^{n}$ is convex if and only if it is star-shaped with respect to each of its points.

Note: If $A=\mathbb{R}^{n}$ and $a_{0}=0$, then each $H_{t}, t<1$, is a homeomorphism, and only in the very last moment is $H_{1}$ constant! This is less mysterious, if we look at the paths $t \mapsto H(x, t)$.

The reader should now recall the notion of a quotient map (identification), its universal property, and the fact that the product of a quotient map by the identity of a locally compact space is again a quotient map (see (2.4.6)).
(2.1.6) Proposition. Let $p: X \rightarrow Y$ be a quotient map. Suppose $H_{t}: Y \rightarrow Z$ is a family of set maps such that $H_{t} \circ p$ is a homotopy. Then $H_{t}$ is a homotopy.

[^2]Proof. The product $p \times \mathrm{id}: X \times I \rightarrow Y \times I$ is an identification, since $I$ is compact. The composition $H \circ(p \times \mathrm{id})$ is continuous and therefore $H$ is continuous.
(2.1.7) Proposition. Let $H_{t}: X \rightarrow X$ be a homotopy of the identity $H_{0}=\operatorname{id}(X)$ such that the subspace $\emptyset \neq A \subset X$ is always mapped into itself, $H_{t}(A) \subset A$. Suppose $H_{1}$ is constant on $A$. Then the projection $p: X \rightarrow X / A$ ( $A$ identified to a point) is an h-equivalence.

Proof. Since $H_{1}(A)$ is a point, there exists a map $q: X / A \rightarrow X$ such that $q p=H_{1}$. By assumption, this composition is homotopic to the identity. The map $p \circ H_{t}: X \rightarrow X / A$ factorizes over $p$ and yields $K_{t}: X / A \rightarrow X / A$ such that $K_{t} p=p H_{t}$. By (2.1.6), $K_{t}$ is a homotopy, $K_{0}=\operatorname{id}$ and $K_{1}=p q$.

## Problems

1. Suppose there exists a homeomorphism $\mathbb{R} \rightarrow X \times Y$. Then $X$ or $Y$ is a point.
2. Let $f: X \rightarrow Y$ be surjective. If $X$ is (path) connected, then $Y$ is (path) connected.
3. Let $C$ be a countable subset of $\mathbb{R}^{n}, n \geq 2$. Show that $\mathbb{R}^{n} \backslash C$ is path connected.
4. The unitary group $\mathrm{U}(n)$ and the general linear group $\mathrm{GL}_{n}(\mathbb{C})$ are path connected. The orthogonal group $\mathrm{O}(n)$ and the general linear group $\mathrm{GL}_{n}(\mathbb{R})$ have two path components; one of them consists of matrices with positive determinant.
5. Let $U \subset \mathbb{R}^{n}$ be open. The path components of $U$ are open and coincide with the components. The set of path components is finite or countably infinite. An open subset of $\mathbb{R}$ is a disjoint union of open intervals.
6. List theorems of point-set topology which show that the product homotopy and the inverse homotopy are continuous. Do the same for the linear homotopy in 2.1.5.
7. A space $X$ is contractible if and only if the identity $\operatorname{id}(X)$ is null homotopic.
8. $g f$ is null homotopic, if $f$ or $g$ is null homotopic.
9. Let $A$ be contractible. Then any two maps $X \rightarrow A$ are homotopic.
10. The inclusions $\mathrm{O}(n) \subset \mathrm{GL}_{n}(\mathbb{R})$ and $\mathrm{U}(n) \subset \mathrm{GL}_{n}(\mathbb{C})$ are homotopy equivalences.

Let $P(n)$ denote the space of positive definite real $(n, n)$-matrices. Then $\mathrm{O}(n) \times P(n) \rightarrow$ $\mathrm{GL}_{n}(\mathbb{R}),(X, P) \mapsto X P$ is a homeomorphism; $P(n)$ is star-like with respect to the unit matrix.
11. There exist contractible and non-contractible spaces consisting of two points.

### 2.2 Further Homotopy Notions

The homotopy notion can be adapted to a variety of other contexts and categories: Consider homotopies which preserve some additional structure of a category. We describe some examples from which the general idea emerges. This section only contains terminology.

The construction of group structures on homotopy sets uses the category of pointed spaces, as we will see shortly. We call a pair $\left(X, x_{0}\right)$ consisting of a space
$X$ and a base point $x_{0} \in X$ a pointed space. A pointed map $f:\left(X, x_{0}\right) \rightarrow\left(Y, y_{0}\right)$ is a continuous map $f: X \rightarrow Y$ which sends the base point to the base point. A homotopy $H: X \times I \rightarrow Y$ is pointed if $H_{t}$ is pointed for each $t \in I$. We denote by $[X, Y]^{0}$ the set of pointed homotopy classes (fixed base points assumed) or by $\left[\left(X, x_{0}\right),\left(Y, y_{0}\right)\right]$. We obtain related notions: pointed homotopy equivalence, pointed contractible, pointed null homotopy. We denote the category of pointed spaces and pointed maps by $\mathrm{TOP}^{0}$, and by h-TOP ${ }^{0}$ the associated homotopy category. Often a base point will just be denoted by $*$. Also a set with a single element will be denoted by its element. The choice of a base point is an additional structure. There is a functor $\alpha$ from TOP to TOP ${ }^{0}$ which sends a space $X$ to $X^{+}=X+\{*\}$, i.e., to $X$ with an additional base point added (topological sum), with the obvious extension to pointed maps. This functor is compatible with homotopies. We also have the forgetful functor $\beta$ from $\mathrm{TOP}^{0}$ to TOP. They are adjoint $\operatorname{TOP}^{0}(\alpha(X), Y) \cong \operatorname{TOP}(X, \beta Y)$, and similarly for the homotopy categories.

The category TOP ${ }^{0}$ has sums and products. Suppose ( $X_{j}, x_{j}$ ) is a family of pointed spaces. The family $\left(x_{j}\right)$ of base points is taken as base point in the product $\prod_{j} X_{j}$; this yields the pointed product. Let $\bigvee_{j \in J} X_{j}$ be the quotient of $\coprod_{j \in J} X_{j}$ where all base points are identified to a single new base point. We have canonical pointed maps $i_{k}: X_{k} \rightarrow \bigvee_{j} X_{j}$ which arise from the canonical inclusions $X_{k} \rightarrow$ $\amalg_{j} X_{j}$. The wedge, also called the bouquet, $\bigvee_{j} X_{j}$ of the pointed spaces $X_{j}$ together with the $i_{k}$ is the pointed sum in TOP ${ }^{0}$.

The sum and the product in $\mathrm{TOP}^{0}$ also represent the sum and the product in h-TOP ${ }^{0}$ (use (2.1.6)).

Let $(A, a)$ and $(B, b)$ be pointed spaces. Their smash product is

$$
A \wedge B=A \times B / A \times b \cup a \times B=A \times B / A \vee B
$$

(This is not a categorical product. It is rather analogous to the tensor product.) The smash product is a functor in two variables and also compatible with homotopies: Given $f: A \rightarrow C, g: B \rightarrow D$ we have the induced map

$$
f \wedge g: A \wedge B \rightarrow C \wedge D, \quad(a, b) \mapsto(f(a), g(b)),
$$

and homotopies $f_{t}, g_{t}$ induce a homotopy $f_{t} \wedge g_{t}$. Unfortunately, there are point-set topological problems with the associativity of the smash product (see Problem 14).

A pair $(\boldsymbol{X}, \boldsymbol{A})$ of topological spaces consists of a space $X$ and a subspace $A$. A morphism $f:(X, A) \rightarrow(Y, B)$ between pairs is a map $f: X \rightarrow Y$ such that $f(A) \subset B$. In this way we obtain the category of pairs TOP(2). A homotopy $H$ in this category is assumed to have each $H_{t}$ a morphism of pairs. We write $[(X, A),(Y, B)]$ for the associated homotopy sets and h-TOP(2) for the homotopy category.

If $(X, A)$ is a pair, we usually consider the quotient space $X / A$ as a pointed space ( $A$ identified to a point) with base point $\{A\}$. If $A=\emptyset$, then $X / A=X^{+}$is $X$ with a separate base point.
(2.2.1) Note. A continuous map $f:(X, A) \rightarrow(Y, *)$ into a pointed space induces a pointed map $\bar{f}: X / A \rightarrow Y$. The assignment $f \mapsto \bar{f}$ induces a bijection $[(X, A),(Y, *)] \cong[X / A, Y]^{0}$. A verification uses (2.1.6).

We use the notation

$$
(X, A) \times(Y, B)=(X \times Y, X \times B \cup A \times Y),
$$

although this is not a categorical product. With this notation $\left(I^{m}, \partial I^{m}\right) \times\left(I^{n}, \partial I^{n}\right)=$ $\left(I^{m+n}, \partial I^{m+n}\right)$. In a similar manner we treat other configurations, e.g., triples ( $X, A, B$ ) of spaces $A \subset B \subset X$ and the category TOP(3) of triples.

Let $K$ and $B$ be fixed spaces. The category $\mathrm{TOP}^{K}$ of spaces under $K$ has as objects the maps $i: K \rightarrow X$. A morphism from $i: K \rightarrow X$ to $j: K \rightarrow Y$ is a map $f: X \rightarrow Y$ such that $f i=j$. The category $\mathrm{TOP}_{B}$ of spaces over $B$ has as objects the maps $p: X \rightarrow B$. A morphism from $p: X \rightarrow B$ to $q: Y \rightarrow B$ is a map $f: X \rightarrow Y$ such that $q f=p$. If $B$ is a point, then $\mathrm{TOP}_{B}$ can be identified with TOP, since each space has a unique map to a point. If $K=\{*\}$ is a point, then $\mathrm{TOP}^{K}$ is the same as $\mathrm{TOP}^{0}$. If $p: X \rightarrow B$ is given, then $p^{-1}(b)$ is called the fibre of $p$ over $b$; in this context, $B$ is the base space and $X$ the total space of $p$. A map in $\mathrm{TOP}_{B}$ will also be called fibrewise or fibre preserving.

Categories like $\mathrm{TOP}^{K}$ or $\mathrm{TOP}_{B}$ have an associated notion of homotopy. A homotopy $H_{t}$ is in $\mathrm{TOP}^{K}$ if each $H_{t}$ is a morphism in this category. A similar definition is used for $\mathrm{TOP}_{B}$. A homotopy in $\mathrm{TOP}_{B}$ will also be called fibrewise or fibre preserving. Again, being homotopic is an equivalence relation in these categories. We denote by $[X, Y]^{K}$ the set of homotopy classes in $\mathrm{TOP}^{K}$, and by $[X, Y]_{B}$ the set of homotopy classes in $\mathrm{TOP}_{B}$. The homotopy categories are $\mathrm{h}-\mathrm{TOP}^{K}$ and $\mathrm{h}-\mathrm{TOP}_{B}$. Note that a homotopy equivalence in $\mathrm{TOP}_{B}$, i.e., a fibrewise homotopy equivalence, from $p: X \rightarrow B$ to $q: Y \rightarrow B$ induces for each $b \in B$ a homotopy equivalence $p^{-1}(b) \rightarrow q^{-1}(b)$ between the fibres over $b$, so this is a continuous family of ordinary homotopy equivalences, parametrized by $B$ ([96], [97], [38], [128]).

A morphism $r$ from $i: K \rightarrow X$ to id: $K \rightarrow K$ in $\mathrm{TOP}^{K}$ is a map $r: X \rightarrow K$ such that $r i=\operatorname{id}(X)$. It is called a retraction of $i$. If it exists, then $i$ is an embedding. If $i: K \subset X$ we then call $K$ a retract of $X$. The retraction $r$ of $i: K \subset X$ is a homotopy equivalence in $\mathrm{TOP}^{K}$ if and only if there exists a homotopy $h_{t}: X \rightarrow X$ relative to $K$ such that $h_{0}=\mathrm{id}$ and $h_{1}=i r$. In this case we call $K$ a deformation retract of $X$. The inclusion $S^{n} \subset \mathbb{R}^{n+1} \backslash 0$ is a deformation retract.

A morphism $s$ from id: $B \rightarrow B$ to $p: E \rightarrow B$ in $\operatorname{TOP}_{B}$ is a map $s: B \rightarrow E$ such that $p s=\operatorname{id}(B)$. It is called a section of $p$. If $p: E \rightarrow B$ is homotopy equivalent in $\operatorname{TOP}_{B}$ to $\operatorname{id}(B)$ we call $p$ shrinkable. All fibres of a shrinkable map are contractible.

## Problems

1. Let $\left(\left(X_{j}, x_{j}\right) \mid j \in J\right)$ be a family of pointed spaces. Let $\bigvee_{j}^{\prime} X_{j}$ be the subset of those points $\left(a_{j}\right) \in \prod_{j} X_{j}$ where all but one $a_{j}$ are equal to the base point. There is a canonical bijective continuous map $\bigvee_{j} X_{j} \rightarrow \bigvee_{j}^{\prime} X_{j}$. If $J$ is finite, then this map is a homeomorphism. If $J$ is infinite and $\left(X_{j}, x_{j}\right)=(I, 0)$, then it is not a homeomorphism.
2. The canonical maps $i_{k}: X_{k} \rightarrow \bigvee_{j} X_{j}$ are embeddings.
3. The comb space $X$ is defined as $B \times[0,1] \cup[0,1] \times\{1\}$ with $B=\left\{n^{-1} \mid n \in \mathbb{N}\right\} \cup\{0\}$. Then $X$ is contractible but not pointed contractible with respect to $(0,0)$. Let $Y=-X$ be another comb space. Then $X \cup Y \cong X \vee Y$ is not contractible. Since $(X \cup Y) / Y$ is homeomorphic to $X$, we see that it does not suffice in (2.1.7) to assume that $A$ is contractible.

These counterexamples indicate the need for base points with additional (local) properties.
4. There exists a contractible subspace $X \subset \mathbb{R}^{2}$ which is not pointed contractible to any of its points.
5. Let the homotopy $H_{t}$ in (2.1.7) be pointed with respect to some base point $a \in A$. Show that $p: X \rightarrow X / A$ is a pointed h-equivalence. Is $(X, A)$ h-equivalent to $(X,\{a\})$ ?
6. Show that (2.1.7) yields a homotopy equivalence of pairs $(X, A) \rightarrow(X / A, *)$.
7. The inclusion $(I, \partial I) \rightarrow(I, I \backslash\{1 / 2\})$ is not an h-equivalence in $\operatorname{TOP}(2)$ although the component maps $I \rightarrow I$ and $\partial I \rightarrow I \backslash\{1 / 2\}$ are h-equivalences.
8. Let $E \subset \mathbb{R}^{2}$ consist of $k$ points. Show, heuristically, that the complement $\mathbb{R}^{2} \backslash E$ is h-equivalent to the $k$-fold sum $\bigvee_{1}^{k} S^{1}$.
9. Remove a point from the torus $S^{1} \times S^{1}$ and show that the result is h-equivalent to $S^{1} \vee S^{1}$. Is there an analogous result when you remove a point from $S^{m} \times S^{n}$ ?
10. Construct an inclusion $A \subset X$ which is a retract and a homotopy equivalence but not a deformation retract.
11. Construct a map $p: E \rightarrow B$ such that all fibres $p^{-1}(b)$ are contractible but which does not have a section. Construct an h-equivalence $p: E \rightarrow B$ which has a section but which is not shrinkable.
12. What is the sum of two objects in $\mathrm{TOP}^{K}$ ? What is the product of two objects in $\mathrm{TOP}_{B}$ ?
13. A pullback of a shrinkable map is shrinkable. A pushout of a deformation retract is a deformation retract.
14. Let $Y, Z$ be compact or $X, Z$ be locally compact. Then the canonical bijection (the identity) $(X \wedge Y) \wedge Z \rightarrow X \wedge(Y \wedge Z)$ is a homeomorphism. (In the category of compactly generated spaces (with its associated product and smash product!) the map is always a homeomorphism. See also [155, Satz 18].)
15. Let $\bigvee_{j}\left(A_{j} \wedge B\right) \rightarrow\left(\bigvee_{j} A_{j}\right) \wedge B$ be the canonical map which is on each summand $A_{k} \wedge B$ induced by the inclusion $A_{k} \rightarrow \bigvee_{j} A_{j}$. Show that this map is a homeomorphism if the index set is finite. Show that in this case both spaces are quotients of $\left(\amalg_{j} A_{j}\right) \times B \cong \amalg_{j}\left(A_{j} \times B\right)$.
16. Let $A$ be a compact subset of $X$ and $p: X \rightarrow X / A$ be the quotient map. Then for each space $Y$ the product $p \times \operatorname{id}(Y)$ is a quotient map. If $X$ is a Hausdorff space, then $p$ is proper and $p \times$ id closed.
17. The canonical map $X \times I \rightarrow X \times I / \partial I \rightarrow X \wedge I / \partial I$ is a quotient map which induces a homeomorphism $\Sigma X=X \times I /(X \times \partial I \cup\{*\} \times I) \cong X \wedge I / \partial I$.
18. There is a canonical bijective continuous map $(X \times Y) /(X \times B \cup A \times Y) \rightarrow X / A \wedge Y / B$
(the identity on representatives). It is a homeomorphism if $X \times Y \rightarrow X / A \wedge Y / B$ is a quotient map, e.g., if $X$ and $Y / B$ are locally compact (or in the category of compactly generated spaces).

### 2.3 Standard Spaces

Standard spaces are Euclidean spaces, disks, cells, spheres, cubes and simplices. We collect notation and elementary results about such spaces. The material will be used almost everywhere in this book. We begin with a list of spaces. The Euclidean norm is $\|x\|$.

$$
\begin{aligned}
& \mathbb{R}^{n} \\
& D^{n}=\left\{x \in \mathbb{R}^{n} \mid\|x\| \leq 1\right\} \\
& S^{n-1}=\left\{x \in D^{n} \mid\|x\|=1\right\}=\partial D^{n} \\
& E^{n}=D^{n} \backslash S^{n-1} \\
& I^{n}=\left\{x \in \mathbb{R}^{n} \mid 0 \leq x_{i} \leq 1\right\} \\
& \partial I^{n}=\left\{x \in I^{n} \mid x_{i}=0,1 \text { for some } i\right\} \\
& \Delta^{n}=\Delta[n]=\left\{x \in \mathbb{R}^{n+1} \mid x_{i} \geq 0, \sum_{i} x_{i}=1\right\} \\
& \partial \Delta^{n}=\left\{\left(x_{i}\right) \in \Delta^{n} \mid \text { some } x_{i}=0\right\}
\end{aligned}
$$

Euclidean space $n$-dimensional disk
( $n-1$ )-dimensional sphere
$n$-dimensional cell
$n$-dimensional cube
boundary of $I^{n}$
$n$-dimensional simplex
boundary of $\Delta^{n}$
The spaces $D^{n}, I^{n}, E^{n}$ and $\Delta^{n}$ are convex and hence contractible. We think of $R^{0}=\{0\}$. The spaces $D^{0}, I^{0}$, and $\Delta^{0}$ are singletons, and $S^{-1}=\partial D^{0}, \partial \Delta^{0}$ are empty. In the case of $\Delta^{n}$ we use the indexing $t=\left(t_{0}, \ldots, t_{n}\right) \in \Delta^{n}$; the subset $\partial_{i} \Delta^{n}=\left\{t \in \Delta^{n} \mid t_{i}=0\right\}$ is the $i$-th face of $\Delta^{n}$; hence $\partial \Delta^{n}=\bigcup_{i=0}^{n} \partial_{i} \Delta^{n}$.

It is useful to observe that certain standard spaces are homeomorphic. A general result of this type is:
(2.3.1) Proposition. Let $K \subset \mathbb{R}^{n}$ be a compact convex subset with non-empty interior $K^{\circ}$. Then there exists a homeomorphism of pairs $\left(D^{n}, S^{n-1}\right) \rightarrow(K, \partial K)$ which sends $0 \in D^{n}$ to a pre-assigned $x \in K^{\circ}$.

Proof. Let $K \subset \mathbb{R}^{n}$ be closed and compact and $0 \in K^{\circ}$. Verify that a ray from 0 intersects the boundary $\partial K$ of $K$ in $\mathbb{R}^{n}$ in exactly one point. The map $f: \partial K \rightarrow S^{n-1}$, $x \mapsto x /\|x\|$ is a homeomorphism. The continuous map $\varphi: S^{n-1} \times[0,1] \rightarrow K$, $(x, t) \mapsto t f^{-1}(x)$ factors over $q: S^{n-1} \times[0,1] \rightarrow D^{n},(x, t) \mapsto t x$ and yields a bijective map $k: D^{n} \rightarrow K$, hence a homeomorphism (use (1.4.3)).

This proposition can be used to deduce a homeomorphism ( $D^{n}, S^{n-1}$ ) $\cong$ $\left(I^{n}, \partial I^{n}\right)$. The simplex $\Delta^{n}$ is a compact convex subset with interior points in the hyperplane $\left\{x \in \mathbb{R}^{n+1} \mid \sum_{i} x_{i}=1\right\}$. From this fact we deduce a homeomorphism $\left(D^{n}, \partial D^{n}\right) \cong\left(\Delta^{n}, \partial \Delta^{n}\right)$.

The sphere $S^{n}$, as a homeomorphism type, will appear in many different shapes.
(2.3.2) Example. Let $N=e_{n+1}=(0, \ldots, 0,1) \in \mathbb{R}^{n+1}$. We define the stereographic projection $\varphi_{N}: S^{n} \backslash\left\{e_{n+1}\right\} \rightarrow \mathbb{R}^{n}$; the point $\varphi_{N}(x)$ is the intersection of the line through $e_{n+1}$ and $x$ with the hyperplane $\mathbb{R}^{n} \times 0=\mathbb{R}^{n}$. One computes $\varphi_{N}\left(x_{1}, \ldots, x_{n+1}\right)=\left(1-x_{n+1}\right)^{-1}\left(x_{1}, \ldots, x_{n}\right)$. The inverse map is $\pi_{N}: x \mapsto\left((1+\|x\|)^{2}\right)^{-1}\left(2 x,\|x\|^{2}-1\right)$. We also have the stereographic projection $\varphi_{S}: S^{n} \backslash\left\{-e_{n+1}\right\} \rightarrow \mathbb{R}^{n}$ and the transition map is $\varphi_{S} \circ \varphi_{N}^{-1}(y)=\|y\|^{-2} y$. From the stereographic projection we obtain $S^{n}$ as a specific model of the onepoint compactification $\mathbb{R}^{n} \cup\{\infty\}$ by extending $\pi_{N}(\infty)=e_{n+1}$. We also write $S^{V}=V \cup\{\infty\}$ for the one-point compactification of a finite-dimensional real vector space $V$.
2.3.3 Spheres. Let $y \in S^{n}$. From (2.3.2) we see that $S^{n} \backslash y$ is homeomorphic to $\mathbb{R}^{n}$ and hence contractible. Thus, if $X \rightarrow S^{n}$ is not surjective, it is null homotopic.

The inclusion $i: S^{n} \rightarrow \mathbb{R}^{n+1} \backslash\{0\}$ is an h-equivalence with homotopy inverse $N: \mathbb{R}^{n+1} \backslash\{0\} \rightarrow S^{n}, x \mapsto\|x\|^{-1} x$. A homotopy (rel $S^{n}$ ) from $i \circ N$ to the identity is the linear homotopy $(x, t) \mapsto t x+(1-t) i N(x)$. Moreover $N \circ i=$ id. We see that $i$ is a deformation retract.

Under suitable circumstances each map in a small neighbourhood of $f$ is already homotopic to $f$. For a general theorem to this effect see (15.8.3). Here we only give a simple, but typical, example. Let $f, g: X \rightarrow S^{n}$ be maps such that $\|f(x)-g(x)\|<2$. Then they are homotopic by a linear homotopy when viewed as maps into $\mathbb{R}^{n+1} \backslash\{0\}$. We compose with $N$ and see that $f \simeq g$.

If $f: S^{m} \rightarrow S^{n}$ is a continuous map, then there exists (by the theorem of Stone-Weierstrass, say) a $C^{\infty}$-map $g: S^{m} \rightarrow S^{n}$ such that $\|f(x)-g(x)\|<2$. This indicates another use of homotopies: Improve maps up to homotopy. If one uses some analysis, namely (the easy part of) the theorem of Sard about the density of regular values, one sees that for $m<n$ a $C^{\infty}{ }_{-m a p} S^{m} \rightarrow S^{n}$ is not surjective and hence null homotopic. (Later we prove this fact by other methods.) There exist surjective continuous maps $S^{1} \rightarrow S^{2}$ (Peano curves); this ungeometric behaviour of continuous maps is the source for many of the technical difficulties in topology. $\diamond$
(2.3.4) Proposition. The map $p: S^{n-1} \times I \rightarrow D^{n},(x, t) \mapsto(1-t) x$ is a quotient map. Given $F: D^{n} \rightarrow X$, the composition $F p: S^{n-1} \times I \rightarrow X$ is a null homotopy of $f=F \mid S^{n-1}$. Each null homotopy of a map $f: S^{n-1} \rightarrow X$ arises from a unique $F$.

Proof. Since a null homotopy $H$ of $f: S^{n-1} \rightarrow X$ sends $S^{n-1} \times 1$ to a point, it factors through the quotient map $q: S^{n-1} \times I \rightarrow S^{n-1} \times I / S^{n-1} \times 1$. Thus null homotopies $H$ correspond via $\bar{H} \mapsto \bar{H} q$ to maps $\bar{H}: S^{n-1} \times I / S^{n-1} \times 1 \rightarrow X$. The map $p$ induces a homeomorphism $\bar{p}: S^{n-1} \times I / S^{n-1} \times 1 \rightarrow D^{n}$ (use (1.4.3)). Hence there exists a unique $F$ such that $F \bar{p}=\bar{H}$.

Let us use the notation

$$
S(n)=I^{n} / \partial I^{n}, \quad S^{(n)}=\mathbb{R}^{n} \cup\{\infty\}
$$

since these spaces are homeomorphic to $S^{n}$. The canonical map $I^{n+m} / \partial I^{n+m} \rightarrow$ $I^{m} \partial I^{m} \wedge I^{n} / \partial I^{n}$ which is the identity on representatives is a pointed homeomorphism. If $V$ and $W$ are finite-dimensional real vector spaces, we have a canonical pointed homeomorphism $S^{V} \wedge S^{W} \cong S^{V \oplus W}$ which is the identity away from the base point. The homeomorphism $] 0,1\left[\rightarrow \mathbb{R}, s \mapsto \frac{2 s-1}{s(1-s)}\right.$ induces a homeomorphism $\gamma: S(1) \rightarrow S^{(1)}$ which transports $t \mapsto 1-t$ into the antipodal map $x \mapsto-x$ on $\mathbb{R}$. We obtain an induced homeomorphism

$$
\gamma_{n}: S(n)=S(1) \wedge \cdots \wedge S(1) \rightarrow S^{(1)} \wedge \cdots \wedge S^{(1)}=S^{(n)}
$$

of the $n$-fold smash products.
(2.3.5) Example. A retraction $r: D^{n} \times \rightarrow S^{n-1} \times I \cup D^{n} \times 0$ is $r(x, t)=$ $\left(2 \alpha(x, t)^{-1} \cdot x, \alpha(x, t)-2+t\right)$ with $\alpha(x, t)=\max (2\|x\|, 2-t)$. (See Figure 2.1, a central projection from the point $(0,2)$.) Given a map $f: I^{n} \rightarrow X$ and a homotopy $h: \partial I^{n} \times I \rightarrow X$ with $h_{0}=f \mid \partial I^{n}$ combine to a map $g: I^{n} \times 0 \cup \partial I^{n} \times I \rightarrow X$. We compose with a retraction and obtain a homotopy $H: I^{n} \rightarrow X$ which extends $h$ and begins at $H_{0}=f$. This homotopy extension property is later studied more generally under the name of cofibration.


Figure 2.1. A retraction.
(2.3.6) Example. The assignment $H:(x, t) \mapsto\left(\alpha(x, t)^{-1}(1+t) \cdot x, 2-\alpha(x, t)\right)$ with the function $\alpha(x, t)=\max (2\|x\|, 2-t)$ yields a homeomorphism of pairs $\left(D^{n}, S^{n-1}\right) \times(I, 0) \cong D^{n} \times(I, 0)$, see Figure 2.2.

Similarly for $\left(I^{n}, \partial I^{n}\right)$ in place of $\left(D^{n}, S^{n-1}\right)$, since these two pairs are homeomorphic.


Figure 2.2. A relative homeomorphism.

## Problems

1. Construct a homeomorphism $\left(D^{m}, S^{m-1}\right) \times\left(D^{n}, S^{n-1}\right) \cong\left(D^{m+n}, S^{m+n-1}\right)$.
2. $\mathbb{R}^{n+1} \backslash\{x\} \rightarrow S^{n}, z \mapsto(z-x) /\|z-x\|$ is an h-equivalence.
3. Let $D_{+}^{n}=\left\{\left(x_{0}, \ldots, x_{n}\right) \in S^{n} \mid x_{n} \geq 0\right\}$. Show that the quotient map $S^{n} \rightarrow S^{n} / D_{+}^{n}$ is an h-equivalence.
4. Let $f_{1}, \ldots, f_{k}: \mathbb{C}^{n} \rightarrow \mathbb{C}$ be linearly independent linear forms $(k \leq n)$. Then the complement $\mathbb{C}^{n} \backslash \bigcup_{j} f_{j}^{-1}(0)$ is homotopy equivalent to the product of $k$ factors $S^{1}$.
5. $S^{n} \rightarrow\left\{(x, y) \in S^{n} \times S^{n} \mid x \neq y\right\}, x \mapsto(x,-x)$ is an h-equivalence.
6. Let $f, g: X \rightarrow S^{n}$ be maps such that always $f(x) \neq-g(x)$. Then $f \simeq g$.
7. Let $A \subset E^{n}$ be star-shaped with respect to 0 . Show that $S^{n-1} \subset \mathbb{R}^{n} \backslash A$ is a deformation retract.
8. The projection $p: T S^{n}=\left\{(x, v) \in S^{n} \times \mathbb{R}^{n+1} \mid x \perp v\right\} \rightarrow S^{n},(x, v) \mapsto x$ is called the tangent bundle of $S^{n}$. Show that $p$ admits a fibrewise homeomorphism with pr: $S^{n} \times S^{n} \backslash D \rightarrow S^{n},(x, y) \mapsto x$ (with $D$ the diagonal).

### 2.4 Mapping Spaces and Homotopy

It is customary to endow sets of continuous maps with a topology. In this section we review from point-set topology the compact-open topology. It enables us to consider a homotopy $H: X \times I \rightarrow Y$ as a family of paths in $Y$, parametrized by $X$. This dual aspect of the homotopy notion will be used quite often. It can be formalized; but we use it more like a heuristic principle to dualize various constructions and notions in homotopy theory (Eckmann-Hilton duality).

We denote by $Y^{X}$ or $F(X, Y)$ the set of continuous maps $X \rightarrow Y$. For $K \subset X$ and $U \subset Y$ we set $W(K, U)=\left\{f \in Y^{X} \mid f(K) \subset U\right\}$. The compact-open topology (CO-topology) on $Y^{X}$ is the topology which has as a subbasis the sets of the form $W(K, U)$ for compact $K \subset X$ and open $U \subset Y$. In the sequel the set $Y^{X}$ always carries the CO-topology. A continuous map $f: X \rightarrow Y$ induces continuous maps $f^{Z}: X^{Z} \rightarrow Y^{Z}, g \mapsto f g$ and $Z^{f}: Z^{Y} \rightarrow Z^{X}, g \mapsto g f$.
(2.4.1) Proposition. Let $X$ be locally compact. Then the evaluation $e_{X, Y}=$ $e: Y^{X} \times X \rightarrow Y,(f, x) \mapsto f(x)$ is continuous.

Proof. Let $U$ be an open neighbourhood of $f(x)$. Since $f$ is continuous and $X$ locally compact, there exists a compact neighbourhood $K$ of $x$ such that $f(K) \subset U$. The neighbourhood $W(K, U) \times K$ of $(f, x)$ is therefore mapped under $e$ into $U$. This shows the continuity of $e$ at $(f, x)$.
(2.4.2) Proposition. Let $f: X \times Y \rightarrow Z$ be continuous. Then the adjoint map $f^{\wedge}: X \rightarrow Z^{Y}, f^{\wedge}(x)(y)=f(x, y)$ is continuous.

Proof. Let $K \subset Y$ be compact and $U \subset Z$ open. It suffices to show that $W(K, U)$ has an open pre-image under $f^{\wedge}$. Let $f^{\wedge}(x) \in W(K, U)$ and hence $f(\{x\} \times K) \subset U$. Since $K$ is compact, there exists by (1.4.1) a neighbourhood $V$ of $x$ in $X$ such that $V \times K \subset f^{-1}(U)$ and hence $f^{\wedge}(V) \subset W(K, U)$.

From (2.4.2) we obtain a set map $\alpha: Z^{X \times Y} \rightarrow\left(Z^{Y}\right)^{X}, f \mapsto f^{\wedge}$. Let $e_{Y, Z}$ be continuous. A continuous map $\varphi: X \rightarrow Z^{Y}$ induces a continuous map $\varphi^{\vee}=$ $e_{Y, Z} \circ\left(\varphi \times \operatorname{id}_{Y}\right): X \times Y \rightarrow Z^{Y} \times Y \rightarrow Z$. Hence we obtain a set map $\beta:\left(Z^{Y}\right)^{X} \rightarrow$ $Z^{X \times Y}, \varphi \mapsto \varphi^{\vee}$.
(2.4.3) Proposition. Let $e_{Y, Z}$ be continuous. Then $\alpha$ and $\beta$ are inverse bijections. Thus $\varphi: X \times Y \rightarrow Z$ is continuous if $\varphi^{\vee}: X \times Y \rightarrow Z$ is continuous, and $f: X \times Y \rightarrow Z$ is continuous if $f^{\wedge}: X \rightarrow Z^{Y}$ is continuous.
(2.4.4) Corollary. If $h: X \times Y \times I \rightarrow Z$ is a homotopy, then $h^{\wedge}: X \times I \rightarrow Z^{Y}$ is a homotopy (see (2.4.2)). Hence $[X \times Y, Z] \rightarrow\left[X, Z^{Y}\right],[f] \mapsto\left[f^{\wedge}\right]$ is well-defined. If, moreover, $e_{Y, Z}$ is continuous, e.g., $Y$ locally compact, then this map is bijective (see (2.4.3)).
2.4.5 Dual notion of homotopy. We have the continuous evaluation $e_{t}: Y^{I} \rightarrow Y$, $w \mapsto w(t)$. A homotopy from $f_{0}: X \rightarrow Y$ to $f_{1}: X \rightarrow Y$ is a continuous map $h: X \rightarrow Y^{I}$ such that $e_{\varepsilon} \circ h=f_{\varepsilon}$ for $\varepsilon=0,1$. The equivalence with our original definition follows from (2.4.3): Since $I$ is locally compact, continuous maps $X \times I \rightarrow Y$ correspond bijectively to continuous maps $X \rightarrow Y^{I}$.
(2.4.6) Theorem. Let $Z$ be locally compact. Suppose $p: X \rightarrow Y$ is a quotient map. Then $p \times \operatorname{id}(Z): X \times Z \rightarrow Y \times Z$ is a quotient map.

Proof. We verify for $p \times$ id the universal property of a quotient map: If $h: Y \times Z \rightarrow$ $C$ is a set map and $h \circ(p \times \mathrm{id})$ is continuous, then $h$ is continuous. The adjoint of $h \circ(p \times \mathrm{id})$ is $h^{\wedge} \circ p$. By (2.4.2), it is continuous. Since $p$ is a quotient map, $h^{\wedge}$ is continuous. Since $Z$ is locally compact, $h$ is continuous, by (2.4.3).
(2.4.7) Theorem (Exponential law). Let $X$ and $Y$ be locally compact. Then the adjunction map $\alpha: Z^{X \times Y} \rightarrow\left(Z^{Y}\right)^{X}$ is a homeomorphism.

Proof. By (2.4.3), $\alpha$ is continuous if $\alpha_{1}=e_{X, Z^{Y}} \circ(\alpha \times \mathrm{id})$ is continuous. And this map is continuous if $\alpha_{2}=e_{Y, X} \circ\left(\alpha_{1} \times \mathrm{id}\right)$ is continuous. One verifies that $\alpha_{2}=e_{X \times Y, Z}$. The evaluations which appear are continuous by (2.4.1).

The inverse $\alpha^{-1}$ is continuous if $e_{X \times Y, Z} \circ\left(\alpha^{-1} \times \mathrm{id}\right)$ is continuous, and this map equals $e_{Y, Z} \circ\left(e_{X, Z^{Y}} \times \mathrm{id}\right)$.

Let $(X, x)$ and $(Y, y)$ be pointed spaces. We denote by $F^{0}(X, Y)$ the space of pointed maps with CO-topology as a subspace of $F(X, Y)$. In $F^{0}(X, Y)$ we use the constant map as a base point. The adjoint $f^{\wedge}: X \rightarrow F(Y, Z)$ of $f: X \times Y \rightarrow Z$ is a pointed map into $F^{0}(X, Y)$ if and only if $f$ sends $X \times y \cup x \times Y$ to the base point of $Z$. Let $p: X \times Y \rightarrow X \wedge Y=X \times Y /(X \times y \cup x \times Y)$ be the quotient map.

If $g: X \wedge Y \rightarrow Z$ is given, we denote the adjoint of $g \circ p: X \times Y \rightarrow X \wedge Y \rightarrow Z$ by $\alpha^{0}(g)$ and consider it as an element of $F^{0}\left(X, F^{0}(Y, Z)\right)$. In this manner we obtain a set map $\alpha^{0}: F^{0}(X \wedge Y, Z) \rightarrow F^{0}\left(X, F^{0}(Y, Z)\right)$.

The evaluation $F^{0}(X, Y) \times X \rightarrow Y,(f, x) \mapsto f(x)$ factors over the quotient space $F^{0}(X, Y) \wedge X$ and induces $e^{0}=e_{X, Y}^{0}: F^{0}(X, Y) \wedge X \rightarrow Y$. From (2.4.1) we conclude:
(2.4.8) Proposition. Let $X$ be locally compact. Then $e_{X, Y}^{0}$ is continuous.

Let $e_{X, Y}^{0}$ be continuous. From a pointed map $\varphi: X \rightarrow F^{0}(Y, Z)$ we obtain $\varphi^{\vee}=\beta^{0}(\varphi)=e_{X, Y}^{0} \circ(\varphi \wedge \mathrm{id}): X \wedge Y \rightarrow Z$, and hence a set map $\beta^{0}: F^{0}\left(X, F^{0}(Y, Z)\right) \rightarrow F^{0}(X \wedge Y, Z)$.
(2.4.9) Proposition. Let $e_{X, Y}^{0}$ be continuous. Then $\alpha^{0}$ and $\beta^{0}$ are inverse bijections.
(2.4.10) Corollary. Let $h:(X \wedge Y) \times I \rightarrow Z$ be a pointed homotopy. Then $\alpha^{0}\left(h_{t}\right): X \rightarrow F^{0}(Y, Z)$ is a pointed homotopy and therefore

$$
[X \wedge Y, Z]^{0} \rightarrow\left[X, F^{0}(Y, Z)\right]^{0}, \quad[f] \mapsto\left[\alpha^{0}(f)\right]
$$

is well defined. If, moreover, $e_{X, Y}^{0}$ is continuous, then this map is bijective.
By a proof formally similar to the proof of (2.4.7), we obtain the pointed version of the exponential law.
(2.4.11) Theorem (Exponential law). Let $X$ and $Y$ be locally compact. Then the pointed adjunction map $\alpha^{0}: F^{0}(X \wedge Y, Z) \rightarrow F^{0}\left(X, F^{0}(Y, Z)\right)$ is a homeomorphism.
(2.4.12) Lemma. Let $k_{a}: Z \rightarrow A$ denote the constant map with value $a$. Then $\psi: X^{Z} \times A \rightarrow(X \times A)^{Z},(\varphi, a) \mapsto\left(\varphi, k_{a}\right)$ is continuous.

Proof. Let $\psi(f, a) \in W(K, U)$. This means: For $x \in K$ we have $(f(x), a) \in U$. There exist open neighbourhoods $V_{1}$ of $f(K)$ in $X$ and $V_{2}$ of $a$ in $A$ such that $V_{1} \times V_{2} \subset U$. The inclusion $\psi\left(W\left(K, V_{1}\right) \times V_{2}\right) \subset W(K, U)$ shows the continuity of $\psi$ at $(f, a)$.
(2.4.13) Proposition. A homotopy $H_{t}: X \rightarrow Y$ induces homotopies $H_{t}^{Z}$ and $Z^{H_{t}}$. Proof. In the first case we obtain, with a map $\psi$ from (2.4.12), a continuous map

$$
H^{Z} \circ \psi: X^{Z} \times I \rightarrow(X \times I)^{Z} \rightarrow Y^{Z}
$$

In the second case we use the composition

$$
e \circ(\alpha \times \mathrm{id}) \circ\left(Z^{H} \times \mathrm{id}\right): Z^{Y} \times I \rightarrow Z^{X \times I} \times I \rightarrow\left(Z^{X}\right)^{I} \times I \rightarrow Z^{X}
$$

which is continuous.
(2.4.14) Corollary. Let $f$ be a homotopy equivalence. Then the induced maps $F(Z, X) \rightarrow F(Z, Y)$ and $F(Y, Z) \rightarrow F(X, Z)$ are h-equivalences. If $f$ is a pointed h-equivalence, the inducedmaps $F^{0}(Z, X) \rightarrow F^{0}(Z, Y)$ and $F^{0}(Y, Z) \rightarrow$ $F^{0}(X, Z)$ are pointed $h$-equivalences.

## Problems

1. Verify that $f^{Z}$ and $Z^{f}$ are continuous.
2. An inclusion $i: Z \subset Y$ induces an embedding $i^{X}: Z^{X} \rightarrow Y^{X}$.
3. The canonical map $F\left(\coprod_{j} X_{j}, Y\right) \rightarrow \prod_{j} F\left(X_{j}, Y\right)$ is always a homeomorphism.
4. The canonical map $F\left(X, \prod_{j} Y_{j}\right) \rightarrow \prod_{j} F\left(X, Y_{j}\right), f \mapsto\left(\operatorname{pr}_{j} f\right)$ is always bijective and continuous. If $X$ is locally compact, it is a homeomorphism.
5. Let $p: X \rightarrow Y$ be a surjective continuous map. Suppose the pre-image of a compact set is compact. Then $Z^{p}: Z^{Y} \rightarrow Z^{X}$ is an embedding.
6. We have a canonical bijective map $F^{0}\left(\bigvee_{j \in J} X_{j}, Y\right) \rightarrow \prod_{j \in J} F^{0}\left(X_{j}, Y\right)$, since $\bigvee_{j} X_{j}$ is the sum in $\mathrm{TOP}^{0}$. If $J$ is finite, it is a homeomorphism.
7. Let $X, Y, U$, and $V$ be spaces. The Cartesian product of maps gives a map

$$
\pi: U^{X} \times V^{Y} \rightarrow(U \times V)^{X \times Y}, \quad(f, g) \mapsto f \times g
$$

Let $X$ and $Y$ be Hausdorff spaces. Then the map $\pi$ is continuous.
8. By definition of a product, a map $X \rightarrow Y \times Z$ is essentially the same thing as a pair of maps $X \rightarrow Y, X \rightarrow Z$. In this sense, we obtain a tautological bijection $\tau:(Y \times Z)^{X} \rightarrow$ $Y^{X} \times Z^{X}$. Let $X$ be a Hausdorff space. Then the tautological map $\tau$ is a homeomorphism. 9. Let $X$ and $Y$ be locally compact. Then composition of maps $Z^{Y} \times Y^{X} \rightarrow Z^{X},(g, f) \mapsto$ $g \circ f$ is continuous.
10. Let $(Y, *)$ be a pointed space, $(X, A)$ a pair of spaces and $p: X \rightarrow X / A$ the quotient map. The space $X / A$ is pointed with base point $\{A\}$. Let $F((X, A),(Y, *))$ be the subspace of $F(X, Y)$ of the maps which send $A$ to the base point. Composition with $p$ induces a bijective continuous map $\gamma: F^{0}(X / A, Y) \rightarrow F((X, A),(Y, *))$; and a bijection of homotopy sets
$[X / A, Y]^{0} \rightarrow[(X, A),(Y, *)]$. If $p$ has compact pre-images of compact sets, then $\gamma$ is a homeomorphism.
11. Consider diagrams where the right-hand one is obtained by multiplying the left-hand one with $X$ :


If the left-hand diagram is a pushout in TOP and $X$ locally compact, then the right-hand diagram is a pushout in TOP. In $\mathrm{TOP}^{0}$ the smash product with a locally compact space yields again a pushout.
12. The CO-topology on the set of linear maps $\mathbb{R}^{n} \rightarrow \mathbb{R}$ is the standard topology.
13. Let $X$ be a compact space and $Y$ a metric space. Then the CO-topology on $Y^{X}$ is induced by the supremum-metric.

### 2.5 The Fundamental Groupoid

A path in the plane can be quite ungeometric: nowhere differentiable, infinite length, surjective onto $I \times I$ (a so-called Peano curve). We introduce an equivalence relation on paths, and the equivalence classes still capture qualitative geometric properties of the path. In particular a reparametrization of a path (different "velocity") does not change basic topological properties.

We consider homotopy classes relative to $\partial I$ of paths. A homotopy of paths is always assumed to be relative to $\partial I$. A homotopy of paths between paths $u$ and $v$ with the same end points $x_{0}=u(0)=v(0), x_{1}=u(1)=v(1)$ is a map $H: I \times I \rightarrow X$ such that

$$
\begin{aligned}
& H(s, 0)=u(s) \\
& H(s, 1)=v(s) \\
& H(0, t)=u(0)=v(0) \\
& H(1, t)=u(1)=v(1)
\end{aligned}
$$

Thus for each $t \in I$ we have a path $H_{t}: s \mapsto H(s, t)$ and all these paths have the same end points. We write $H: u \simeq v$ for this homotopy.

| $x_{0}$ | $=$ | $x_{1}$ |  |
| :---: | :---: | :---: | :---: |
| $t \uparrow$ |  |  | $H$ constant along dotted lines |
| $x_{0}$ | 0 |  |  |

Being homotopic in this sense is an equivalence relation on the set of all paths from $x$ to $y$. The product operation is compatible with this relation as the next proposition shows.
(2.5.1) Proposition. The product of paths has the following properties:
(1) Let $\alpha: I \rightarrow I$ be continuous and $\alpha(0)=0, \alpha(1)=1$. Then $u \simeq u \alpha$.
(2) $u_{1} *\left(u_{2} * u_{2}\right) \simeq\left(u_{1} * u_{2}\right) * u_{3}$ (if the products are defined).
(3) $u_{1} \simeq u_{1}^{\prime}$ and $u_{2} \simeq u_{2}^{\prime}$ implies $u_{1} * u_{2} \simeq u_{1}^{\prime} * u_{2}^{\prime}$.
(4) $u * u^{-}$is always defined and homotopic to the constant path.
(5) $k_{u(0)} * u \simeq u \simeq u * k_{u(1)}$.

Proof. (1) $H:(s, t) \mapsto u(s(1-t)+t \alpha(s))$ is a homotopy from $u$ to $u \alpha$.
(2) The relation $\left(u_{1} *\left(u_{2} * u_{3}\right)\right) \alpha=\left(u_{1} * u_{2}\right) * u_{3}$ holds for $\alpha$ defined as $\alpha(t)=2 t$ for $t \leq \frac{1}{4}, \alpha(t)=t+\frac{1}{4}$ for $\frac{1}{4} \leq t \leq \frac{1}{2}, \alpha(t)=\frac{t}{2}+\frac{1}{2}$ for $\frac{1}{2} \leq t \leq 1$.
(3) Given $F_{i}: u_{i} \simeq u_{i}^{\prime}$ then $G: u_{1} * u_{2} \simeq u_{1}^{\prime} * u_{2}^{\prime}$ for $G$ defined as $G(s, t)=$ $F_{1}(2 s, t)$ for $0 \leq t \leq \frac{1}{2}$ and $G(s, t)=F_{2}(2 s-1, t)$ for $\frac{1}{2} \leq t \leq 1$.
(4) The map $F: I \times I \rightarrow X$ defined as $F(s, t)=u(2 s(1-t))$ for $0 \leq s \leq \frac{1}{2}$ and $F(s, t)=u\left(2(1-s)(1-t)\right.$ for $\frac{1}{2} \leq t \leq 1$ is a homotopy from $u * u^{-}$to the constant path. (At time $t$ we only use the path from 0 to $(1-t)$ and compose it with its inverse.)
(5) is proved again with the parameter invariance (1).

From homotopy classes of paths in $X$ we obtain again a category, denoted $\Pi(X)$. The objects are the points of $X$. A morphism from $x$ to $y$ is a homotopy class relative to $\partial I$ of paths from $x$ to $y$. A constant path represents an identity. If $u$ is a path from $a$ to $b$ and $w$ a path from $b$ to $c$, then we have the product path $u * v$ from $a$ to $c$, and the composition of morphisms is defined by $[v] \circ[u]=[u * v]$. In this category each morphism has an inverse, i.e. is an isomorphism, represented by the inverse path. A category with this property is called groupoid. Note that in a groupoid the endomorphism set of each object becomes a group under composition of morphisms. The category $\Pi(X)$ is called the fundamental groupoid of $X$. The automorphism group of the object $x$ in this category is the fundamental group of $X$ with respect to the base point $x$. The usual rules of categorical notation force us to define the multiplication in this group by $[u] \circ[v]=[v * u]$. As long as we are just interested in this group (and not in the categorical aspect), we use the opposite multiplication $[u] \cdot[v]=[u * v]$ and denote this group by $\pi_{1}(X, x)$. This is the traditional fundamental group of the pointed space $(X, x)$ (Poincaré 1895 [151, $\S 12]$ ). An element in $\pi_{1}(X, x)$ is represented by a closed path $w$ based at $x$ (i.e., $w(0)=w(1)=x$ ), also called a loop based at $x$.
(2.5.2) Remark. We can obtain the fundamental groupoid $\Pi(X)$ as a quotient category of the path category $W(X)$. In that case we call paths $u:[0, a]: I \rightarrow X$ and $v:[0, b] \rightarrow X$ from $x$ to $y$ homotopic, if there exist constant paths with image $y$
such that the compositions with $u$ and $v$, respectively, have the same domain of definition $[0, c]$ and the resulting composed paths are homotopic rel $\{0, c\}$.
(2.5.3) Remark. The set $\pi_{1}(X, x)$ has different interpretations. A loop based at $x$ is a map $w:(I, \partial I) \rightarrow(X, x)$. It induces a pointed map $\bar{w}: I / \partial I \rightarrow X$. The exponential function $p_{0}: I \rightarrow S^{1}, t \mapsto \exp (2 \pi i t)$ induces a pointed homeomorphism $q: I / \partial I \rightarrow S^{1}$ which sends the base point $\{\partial I\}$ to the base point 1 . There exists a unique $u: S^{1} \rightarrow X$ such that $u q=\bar{w}$. Altogether we obtain bijections

$$
\pi_{1}(X, x)=[(I, \partial I),(X, x)] \cong[I / \partial I, X]^{0} \cong\left[S^{1}, X\right]^{0},
$$

induced by $[w] \leftrightarrow[\bar{w}]=[u q] \leftrightarrow[u]$.
It is a general fact for groupoids $\Pi$ that the automorphism groups $\operatorname{Aut}(x)=$ $\Pi(x, x)$ and $\operatorname{Aut}(y)=\Pi(y, y)$ of objects $x, y$ in $\Pi$ are isomorphic, provided there exists a morphism from $x$ to $y$. If $\alpha \in \Pi(x, y)$, then

$$
\Pi(x, x) \rightarrow \Pi(y, y), \quad \beta \mapsto \alpha \beta \alpha^{-1}
$$

is an isomorphism. It depends on the choice of $\alpha$; there is, in general, no canonical isomorphism between these groups. Thus fundamental groups associated to base points in the same path component are isomorphic, but not canonically.

A space is simply connected or $\mathbf{1}$-connected if it is path connected and its fundamental group is trivial (consists of the neutral element alone).

A continuous map $f: X \rightarrow Y$ induces a homomorphism

$$
\pi_{1}(f): \pi_{1}(X, x) \rightarrow \pi_{1}(Y, f(x)), \quad[u] \mapsto[f u]
$$

and, more generally, a functor

$$
\Pi(f): \Pi(X) \rightarrow \Pi(Y), \quad x \mapsto f(x),[u] \mapsto[f u] .
$$

In this way, $\pi_{1}$ becomes a functor from $\operatorname{TOP}^{0}$ to the category of groups, and $\Pi$ a functor from TOP to the category of small categories (small category: its objects form a set). Homotopies correspond to natural transformations:
(2.5.4) Proposition. Let $H: X \times I \rightarrow Y$ be a homotopy from $f$ to $g$. Each $x \in X$ yields the path $H^{x}: t \mapsto H(x, t)$ and the morphism $\left[H^{x}\right]$ in $\Pi(Y)$ from $f(x)$ to $g(x)$. The $\left[H^{x}\right]$ constitute a natural transformation $\Pi(H)$ from $\Pi(f)$ to $\Pi(g)$.

Proof. The claim says that for each path $u: I \rightarrow X$ the relation $f u * H^{u(1)} \simeq$ $H^{u(0)} * g u$ holds. We use $I \times I \rightarrow Y,(s, t) \mapsto H(u(s), t)$. We obtain $f u * H^{u(1)}$ as composition with $a * b$ and $H^{u(0)} * g u$ as composition with $c * d$, where $a, b$, $c$, and $d$ are the sides of the square: $a(t)=(t, 0), b(t)=(1, t), c(t)=(0, t)$, $d(t)=(t, 1)$. But $a * b$ and $c * d$ are homotopic by a linear homotopy.

We express the commutativity of (2.5.4) in a different way. It says that

$$
t_{H} \circ g_{*}=f_{*}: \Pi X(x, y) \rightarrow \Pi Y(f x, f y),
$$

where $t_{H}: \Pi(Y)(g x, g y) \rightarrow \Pi(Y)(f x, f y)$ is the bijection $a \mapsto\left[H^{y}\right]^{-1} a\left[H^{x}\right]$.
The rule $\Pi(K * L)=\Pi(L) \Pi(K)$ is obvious. Hence if $f$ is an h-equivalence with h-inverse $g: Y \rightarrow X$, then $\Pi(f) \Pi(g)$ and $\Pi(g) \Pi(f)$ are naturally isomorphic to the identity functor, i.e., $\Pi(f)$ is an equivalence of categories. The natural transformation $\Pi(H)$ only depends on the homotopy class relative to $X \times \partial I$ of $H$.

It is a general categorical fact that a natural equivalence of categories induces a bijection of morphism sets. We prove this in the notation of our special case at hand.
(2.5.5) Proposition. Let $f: X \rightarrow Y$ be a homotopy equivalence. Then the functor $\Pi(f): \Pi(X) \rightarrow \Pi(Y)$ is an equivalence of categories. The induced maps between morphism sets $f_{*}: \Pi X(x, y) \rightarrow \Pi Y(f x, f y)$ are bijections. In particular,

$$
\pi_{1}(f): \pi_{1}(X, x) \rightarrow \pi_{1}(Y, f(x)), \quad[w] \mapsto[f w]
$$

is an isomorphism for each $x \in X$. A contractible space is simply connected.
Proof. Let $g: Y \rightarrow X$ be h-inverse to $f$. Consider

$$
\Pi X(x, y) \xrightarrow{f_{*}} \Pi Y(f x, f y) \xrightarrow{g_{*}} \Pi X(g f x, g f y) \xrightarrow{f_{*}} \Pi Y(f g f x, f g f y) .
$$

Choose $H: g f \simeq \operatorname{id}(X)$. Then $g_{*} f_{*}=(g f)_{*}=t_{H} \circ(\mathrm{id})_{*}=t_{H}$ is a bijection, hence $g_{*}$ is surjective. In a similar manner one proves that $f_{*} g_{*}$ is a bijection, hence $g_{*}$ is also injective. Since $g_{*} f_{*}$ and $g_{*}$ are bijective we see that $f_{*}$ is bijective.

The fundamental group forces us to work with pointed spaces. Usually the base points serve some technical purpose and one has to study what happens when the base point is changed. For pointed h-equivalences $f$ it would be immediately clear that $\pi_{1}(f)$ is an isomorphism. For the more general case (2.5.5) one needs some argument like the one above.
(2.5.6) Proposition. Let $\left(X, x_{0}\right)$ and $\left(Y, y_{0}\right)$ be pointed spaces and $i^{X}: X \rightarrow$ $X \times Y, x \mapsto\left(x, y_{0}\right)$ and $^{Y}: Y \rightarrow X \times Y, y \mapsto\left(x_{0}, y\right)$. Then

$$
\pi_{1}\left(X, x_{0}\right) \times \pi_{1}\left(Y, y_{0}\right) \rightarrow \pi_{1}\left(X \times Y,\left(x_{0}, y_{0}\right)\right), \quad(u, v) \mapsto i_{*}^{X} u \cdot i_{*}^{Y} v
$$

is a well-defined isomorphism with inverse $z \mapsto\left(\operatorname{pr}_{*}^{X} z, \mathrm{pr}_{*}^{Y} z\right)$.
Proof. Since homotopy is compatible with products we know already that the second map is an isomorphism. In order to show that the first map is a homomorphism we have to verify that $i_{*}^{X} u$ commutes with $i_{*}^{Y} v$. Let now $u$ and $v$ be actual paths
and write $w=(u \times v) \delta$ with the diagonal $\delta$. With a notation introduced in the proof of (2.5.4) we have $(u \times v)(a * b)=i^{X} u * i^{Y} v$ and $(u \times v)(c * d)=i^{Y} v * i^{X} u$. We now use that $\delta, a * b$, and $c * d$ are homotopic (linear homotopy). It should be clear that the two maps of the proposition are inverse to each other.

### 2.6 The Theorem of Seifert and van Kampen

Let a space $X$ be the union of subsets $X_{0}, X_{1}$. A general problem is to derive properties of $X$ from those of $X_{0}, X_{1}$, and $X_{01}=X_{0} \cap X_{1}$. (Similar problem for more general unions.) Usually the covering has to satisfy certain reasonable conditions. In this section we consider the fundamental groupoid and the fundamental group under this aspect. The basic result is the theorem (2.6.2) of Seifert [166] and van Kampen [100].

We first prove an analogous and slightly more general result for groupoids [34]. The result is more formal but the proof is (notationally) simpler because we need not take care of base points. Note that the hypothesis of the next theorem implies that $X$ is the pushout in TOP of the inclusions $X_{0} \supset X_{01} \subset X_{1}$. Thus (2.6.1) says that the functor $\Pi$ preserves pushouts.
(2.6.1) Theorem (R. Brown). Let $X_{0}$ and $X_{1}$ be subspaces of $X$ such that the interiors cover $X$. Let $i_{v}: X_{01} \rightarrow X_{v}$ and $j_{v}: X_{v} \rightarrow X$ be the inclusions. Then

is a pushout in the category of groupoids.
Proof. Let $h_{\nu}: \Pi\left(X_{\nu}\right) \rightarrow \Lambda$ be functors into a groupoid such that $h_{1} \Pi\left(i_{1}\right)=$ $h_{0} \Pi\left(i_{0}\right)$. We have to show: There exists a unique functor $\lambda: \Pi(X) \rightarrow \Lambda$ such that $h_{1}=\lambda \Pi\left(j_{1}\right)$ and $h_{0}=\lambda \Pi\left(j_{0}\right)$. We begin with a couple of remarks.

A path $w:[a, b] \rightarrow U$ represents a morphism $[w]$ in $\Pi(U)$ from $w(a)$ to $w(b)$ if we compose it with an increasing homeomorphism $\alpha:[0,1] \rightarrow[a, b]$.

If $a=t_{0}<t_{1}<\cdots<t_{m}=b$, then $w$ represents the composition of the morphisms $\left[w \mid\left[t_{i}, t_{i+1}\right]\right]$.

Suppose that $w: I \rightarrow X$ is a path. Then there exists a decomposition $0=$ $t_{0}<t_{1}<\cdots<t_{m+1}=1$ such that $w\left(\left[t_{i}, t_{i+1}\right]\right)$ is contained in a set $X_{v}^{\circ}$. Choose $\gamma:\{0, \ldots, m\} \rightarrow\{0,1\}$ such that $w\left(\left[t_{i}, t_{i+1}\right]\right) \subset X_{\gamma(i)}^{\circ}$. Consider $w \mid\left[t_{i}, t_{i+1}\right]$ as path $w_{i}$ in $X_{\gamma(i)}$. Then

$$
[w]=\Pi\left(j_{\gamma(m)}\right)\left[w_{m}\right] \circ \cdots \circ \Pi\left(j_{\gamma(0)}\right)\left[w_{0}\right]
$$

If $\lambda$ exists, then

$$
\begin{equation*}
\lambda[w]=h_{\gamma(m)}\left[w_{m}\right] \circ \cdots \circ h_{\gamma(0)}\left[w_{0}\right] \tag{i}
\end{equation*}
$$

i.e., $\lambda$ is uniquely determined.

In order to show the existence of $\lambda$, we have to define $\lambda[w]$ by (i). We have to verify that this is well-defined. The commutativity $h_{0} \Pi\left(i_{0}\right)=h_{1} \Pi\left(h_{1}\right)$ shows that a different choice of $\gamma$ yields the same result.

Since $h_{0}$ and $h_{1}$ are functors, we obtain the same result if we refine the decomposition of the interval.

It remains to be shown that (i) only depends on the homotopy class of the path. Let $H: I \times I \rightarrow X$ be a homotopy of paths from $x$ to $y$. There exists $n \in \mathbb{N}$ such that $H$ sends each sub-square $[i / n,(i+1) / n] \times[j / n,(j+1) / n]$ into one of the sets $X_{v}^{\circ}$ (see (2.6.4)). We consider edge-paths in the subdivided square $I \times I$ which differ by a sub-square, as indicated in the following figure $(n=5)$.


We apply $H$ and obtain two paths in $X$. They yield the same result (i), since they differ by a homotopy on some subinterval which stays inside one of the sets $X_{v}^{\circ}$. Changes of this type allow us to pass inductively from the $H$ on the lower to $H$ on the upper boundary path from $(0,0)$ to $(1,1)$. These paths differ from $H_{0}$ and $H_{1}$ by composition with a constant path.

Finally, from the construction we conclude that $\lambda$ is a functor.
(2.6.2) Theorem (Seifert-van Kampen). Let $X_{0}$ and $X_{1}$ be subspaces of $X$ such that the interiors cover $X$. Let $i_{v}: X_{01}=X_{0} \cap X_{1} \rightarrow X_{v}$ and $j_{v}: X_{v} \rightarrow X$ be the inclusions. Suppose that $X_{0}, X_{1}, X_{01}$ are path connected with base point $* \in X_{01}$. Then

is a pushout in the category of groups.
Proof. The theorem is a formal consequence of (2.6.1). In general, if $Z$ is path connected and $z \in Z$ we have a retraction functor $r: \Pi(Z) \rightarrow \pi_{1}(Z, z)$ onto the full subcategory with object $z$. For each $z \in Z$ we choose a morphism $u_{x} \in \Pi(Z)$
from $x$ to $z$ such that $u_{z}=$ id. Then $r$ assigns $u_{y} \alpha u_{x}^{-1}$ to a morphism $\alpha: x \rightarrow y$. We apply this to $Z=X_{01}, X_{0}, X_{1}, X$ and $z=*$ and choose a morphism $u_{x} \in \Pi(Z)$ if $x$ is contained in $Z$. We obtain a commutative diagram of functors


Given homomorphisms $\varphi_{\nu}: \pi_{1}\left(X_{\nu}, *\right) \rightarrow G$ into a group $G$ ( $=$ a groupoid with a single object) which agree on $\pi_{1}\left(X_{01}, *\right)$, we compose with $r_{\nu}$ and apply (2.6.1) to obtain a functor $\Pi(X) \rightarrow G$. Its restriction to $\pi_{1}(X, *)$ is the unique solution of the pushout problem in (2.6.2).
(2.6.3) Remark. From the proof of (2.6.1) we see that each morphism in $\Pi(X)$ is a composition of morphisms in $\Pi\left(X_{0}\right)$ and $\Pi\left(X_{1}\right)$. Similarly, in (2.6.2) the group $\pi_{1}(X, *)$ is generated by the images of $j_{0 *}$ and $j_{1 *}$. This algebraic fact is not immediately clear from the definition of a pushout.

We have used above the next fundamental result. It is impossible to prove a geometric results about continuous maps without subdivision and approximation procedures. In most of these procedures (2.6.4) will be used.
(2.6.4) Proposition (Lebesgue). Let $X$ be a compact metric space. Let $\mathfrak{A}$ be an open covering of $X$. Then there exists $\varepsilon>0$ such that for each $x \in X$ the $\varepsilon$-neighbourhood $U_{\varepsilon}(x)$ is contained in some member of $\mathcal{A}$. (An $\varepsilon$ with this property is called a Lebesgue number of the covering.)

### 2.7 The Fundamental Group of the Circle

The space $\mathbb{R}$ is simply connected; $\Pi(\mathbb{R})$ has a single morphism between any two objects. We consider $\Pi(\mathbb{R})$ as a topological groupoid: The object space is $\mathbb{R}$, the morphism space is $\mathbb{R} \times \mathbb{R}$, the source is $(a, b) \mapsto a$, the range $(a, b) \mapsto b$, the identity $a \mapsto(a, a)$, and $(b, c) \circ(a, b)=(a, c)$ the composition.

The continuous map $p: \mathbb{R} \rightarrow S^{1}$ induces a functor $\Pi(p): \Pi(\mathbb{R}) \rightarrow \Pi\left(S^{1}\right)$. It turns out that this functor is surjective on morphisms and provides us with an algebraic description of $\Pi\left(S^{1}\right)$. So let us define a topological groupoid $G$. The object space is $S^{1}$, the morphism space is $S^{1} \times \mathbb{R}$, the source $(a, t) \mapsto a$, the range $(a, t) \mapsto a \exp (2 \pi i t)$, the identity $a \mapsto(a, 0)$, and the composition $(b, t) \circ(a, s)=$ $(a, s+t)$.

The assignments $a \mapsto \exp (2 \pi i a)$ and $(a, b) \mapsto(\exp (2 \pi i a), b-a)$ yield a continuous functor $\Pi(\mathbb{R}) \rightarrow G$. We will show that $G$ (forgetting the topology) is $\Pi\left(S^{1}\right)$.

We have the open covering of $S^{1} \subset \mathbb{C}$ by $X_{0}=S^{1} \backslash\{1\}$ and $X_{1}=S^{1} \backslash\{-1\}$ with inclusions $i_{k}: X_{01} \rightarrow X_{k}$ and $j_{k}: X_{k} \rightarrow S^{1}$. The sets $X_{k}$ are contractible, hence simply connected. Therefore there exists a single morphism $(a, b)_{k}: a \rightarrow b$ between two objects $a, b$ of $\Pi\left(X_{k}\right)$.

We have bijective maps $\left.f_{0}:\right] 0,1\left[\rightarrow X_{0}\right.$ and $\left.f_{1}:\right]-1 / 2,1 / 2\left[\rightarrow X_{1}\right.$ given by $t \mapsto \exp (2 \pi i t)$. We define functors $\gamma_{k}: \Pi\left(X_{k}\right) \rightarrow G$ by the identity on objects and by $\gamma_{k}(a, b)_{k}=\left(a, f_{k}^{-1}(b)-f_{k}^{-1}(a)\right)$. Moreover we have a functor $\zeta: G \rightarrow \Pi\left(S^{1}\right)$ which is the identity on objects and which sends the morphism $(a, t)$ of $G$ to the class of the path $I \rightarrow S^{1}, s \mapsto a \exp (2 \pi i t s)$ from $a$ to $a \exp (2 \pi i t)$. (The idea behind the definition of $G$ is the fact that each path in $S^{1}$ is homotopic to one of this normal form, see (2.7.9).) The following diagram is commutative.

(2.7.1) Proposition. The functor $\zeta$ is an isomorphism.

Proof. We apply (2.6.1) to the pair $\left(\gamma_{0}, \gamma_{1}\right)$ and obtain a functor $\gamma: \Pi\left(S^{1}\right) \rightarrow G$. The uniqueness property of a pushout solution shows $\zeta \gamma=\mathrm{id}$. In order to show $\gamma \zeta=$ id we note that the morphisms of $G$ are generated by the images of $\gamma_{0}$ and $\gamma_{1}$. Given $(a, t) \in G(a, b)$, choose a decomposition $t=t_{1}+\cdots+t_{m}$ such that $\left|t_{r}\right|<1 / 2$ for each $r$. Set $a_{0}=a$ and $a_{r}=a \exp \left(2 \pi i\left(t_{1}+\cdots+t_{r}\right)\right)$. Then $(a, t)=\left(a_{m-1}, t_{m}\right) \circ \cdots \circ\left(a_{1}, t_{2}\right) \circ\left(a_{0}, t_{1}\right)$ in the groupoid $G$. Since $\left|t_{r}\right|<1 / 2$ there exists for each $r$ a $k(r) \in\{0,1\}$ such that $a_{r-1} \exp \left(2 \pi i t_{r} s\right) \in X_{k(r)}$ for $s \in I$. Then $\left(a_{r-1}, t_{r}\right)=\gamma_{k(r)}\left(a_{r-1}, a_{r}\right)_{k(r)}$. Thus $G(a, b)$ is generated by morphisms in the images of the $\gamma_{k}$.

The unit circle $S^{1}$ in the complex plane is the prototype of a loop. Typical elements in the fundamental group are obtained by running $n$ times around the circle. Up to homotopy, there are no other possibilities. With (2.7.1) we have determined the fundamental group $\pi_{1}\left(S^{1}, 1\right)$, namely as the automorphism group in $\Pi\left(S^{1}\right)$ of the object 1 . The automorphisms of the object 1 in $G$ are the $(1, n), n \in \mathbb{Z}$ and $\zeta(1, n)$ is the loop $t \mapsto \exp (2 \pi i n t)$.
(2.7.2) Theorem. Let $s_{n}: I \rightarrow S^{1}$ be the loop $t \mapsto \exp (2 \pi i n t)$. The assignment $\delta: \mathbb{Z} \rightarrow \pi_{1}\left(S^{1}, 1\right), n \mapsto\left[s_{n}\right]$ is an isomorphism.

The circle $S^{1}$ is a group with respect to multiplication of complex numbers. We show that the composition law in $\pi_{1}\left(S^{1}, 1\right)$ can also be defined using this multiplication.

More generally, assume that $X$ is a space with a continuous multiplication

$$
m: X \times X \rightarrow X, \quad(x, y) \mapsto m(x, y)=x y
$$

and neutral element up to homotopy $e \in X$ (the base point), i.e., the maps $x \mapsto$ $m(e, x)$ and $x \mapsto m(x, e)$ are both pointed homotopic to the identity. We call such an object a monoid in h-TOP. (We do not assume that $m$ is associative or commutative.) We define a composition law on the pointed homotopy set $[Y, X]^{0}$, called the $m$-product, by $[f],[g] \mapsto[f] \cdot m[g]=[f \cdot g]$; here $f \cdot g: y \mapsto m(f(y), g(y))$ is the ordinary pointwise multiplication. The constant map represents a two-sided unit for the $m$-product. In a similar manner we define by pointwise multiplication of loops the $m$-product on $\pi_{1}(X, e)$. The set $\pi_{1}(X, e) \cong\left[S^{1}, X\right]^{0}$ now carries two composition laws: the $m$-product and the $*$-product of the fundamental group.
(2.7.3) Proposition. Let $(X, m)$ be a monoid in h -TOP. Then the $*$-product and the $m$-product on $\pi_{1}(X, e)$ coincide and the product is commutative.
Proof. Let $k$ be the constant loop. Then for any two loops $u$ and $v$ the relations

$$
\begin{aligned}
u * v \simeq(u \cdot k) *(k \cdot v) & =(u * k) \cdot(k * v)) \simeq u \cdot v, \\
u * v \simeq u \cdot v \simeq(k * u) \cdot(v * k) & =(k \cdot v) *(u \cdot k) \simeq v * u
\end{aligned}
$$

hold. In order to see the equalities, write down the definition of the maps.
(2.7.4) Lemma. The map $v:\left[S^{1}, S^{1}\right]^{0} \rightarrow\left[S^{1}, S^{1}\right]$ which forgets the base point is a bijection.

Proof. Given $f: S^{1} \rightarrow S^{1}$ we choose a path $w: I \rightarrow S^{1}$ from 1 to $f(1)^{-1}$. Then $(x, t) \mapsto f(x) w(t)$ is a homotopy from $f$ to a pointed map, hence $v$ is surjective. Let $H: S^{1} \times I \rightarrow S^{1}$ be a homotopy between pointed maps; then $(x, t) \mapsto H(x, t) \cdot H(1, t)^{-1}$ is a pointed homotopy between the same maps, i.e., $v$ is injective.

If $f, g: X \rightarrow S^{1}$ are continuous maps, then $f \cdot g: x \mapsto f(x) g(x)$ is again continuous. This product of functions is compatible with homotopies and induces the structure of an abelian group on $\left[X, S^{1}\right]$.
(2.7.5) Theorem. From (2.7.2), (2.7.4) and (2.5.3) we obtain an isomorphism d,

$$
d:\left[S^{1}, S^{1}\right] \cong\left[S^{1}, S^{1}\right]^{0} \cong \pi_{1}\left(S^{1}, 1\right) \cong \mathbb{Z}
$$

We call the integer $d(f)=d([f])$ the degree of $f: S^{1} \rightarrow S^{1}$. A standard map of degree $n$ is $\sigma_{n}: z \mapsto z^{n}$. A null homotopic map has degree zero.
(2.7.6) Example. A polynomial function

$$
g: \mathbb{C} \rightarrow \mathbb{C}, \quad g(z)=z^{n}+a_{1} z^{n-1}+\cdots+a_{n}
$$

has a $\operatorname{root}(n \geq 1)$.

Proof. Suppose $g(z) \neq 0$ for $|z|=1$. Then $f: S^{1} \rightarrow S^{1}, z \mapsto g(z) /|g(z)|$ is defined. Suppose $g$ is non-zero for $|z| \leq 1$. Then $h(z, t)=f(t z)$ is a null homotopy of $f$. For $t>0$ we have

$$
k(z, t)=z^{n}+t\left(a_{1} z^{n-1}+a_{2} t z^{n-2}+\cdots+a_{n} t^{n-1}\right)=t^{n} g(z / t)
$$

If $g$ is non-zero for $|z| \geq 1$, then $H(z, t)=k(z, t) /|k(z, t)|$ is a homotopy from $f$ to $\sigma_{n}$. Thus if $g$ has no root, then $\sigma_{n}$ is null homotopic; this contradicts (2.7.5).

The classical approach to $\pi_{1}\left(S^{1}\right)$ uses topological properties of the exponential function $p: \mathbb{R} \rightarrow S^{1}, t \mapsto \exp (2 \pi i t)$. A lifting of $w:[a, b] \rightarrow S^{1}$ along $p$ is a map $W:[a, b] \rightarrow \mathbb{R}$ with $p W=w$; the value $W(a)$ is the initial condition of the lifting. Liftings always exist and depend continuously on the path and the initial condition (see (2.7.8)).
(2.7.7) Proposition. Let $f: S^{1} \rightarrow S^{1}$ be given. Let $F: I \rightarrow \mathbb{R}$ be a lifting of $f p_{0}$ along $p$. Then $F(1)-F(0)$ is the degree of $f$.

Proof. Let $g=f(1)^{-1} f$. Then $\delta(d(f))=\left[g p_{0}\right]$, by the definition of $d$ in (2.7.5). There exists $a \in \mathbb{R}$ such that $f(1)=\exp (2 \pi i a)$ and $F(0)=a$. Then $\Phi=F-a$ is a lifting of $g p_{0}$ with initial condition 0 . Hence $F(1)-F(0)=\Phi(1)-\Phi(0)=$ $\Phi(1)=n \in \mathbb{Z}$. The homotopy $(x, t) \mapsto(1-t) \Phi(x)+t x \Phi(1)$ is a homotopy of paths. Hence the loop $g p_{0}$ is homotopic to $s_{n}$. This shows $\delta(n)=\left[g p_{0}\right]$.

The next proposition will be proved in the chapter on covering spaces. It expresses the fact that $p: \mathbb{R} \rightarrow S^{1}$ is fibration.
(2.7.8) Proposition. Given a homotopy $h: X \times I \rightarrow S^{1}$ and an initial condition $a: X \rightarrow \mathbb{R}$ such that $p a(x)=h(x, 0)$. Then there exists a unique homotopy $H: X \times I \rightarrow \mathbb{R}$ such that $H(x, 0)=a(x)$ and $p H=h$.
(2.7.9) Example. Let $w:[0,1] \rightarrow S^{1}$ be a path with $w(0)=z=\exp (2 \pi i a)$. Let $W:[0,1] \rightarrow \mathbb{R}$ be a lifting of $w$ with $W(0)=a$. Suppose $W(1)=b$. Then $W$ is, by a linear homotopy, homotopic to $t \mapsto a+t(b-a)$ and hence $w$ homotopic to the path in normal form $t \mapsto z \exp (2 \pi i(b-a) t)$.
2.7.10 The winding number. Let $x \in \mathbb{C}=\mathbb{R}^{2}$. The map

$$
r_{x}: \mathbb{C} \backslash\{x\} \rightarrow S^{1}, \quad z \mapsto(z-x) /|z-x|
$$

is an h-equivalence and therefore $\left[S^{1}, \mathbb{C} \backslash\{x\}\right] \rightarrow\left[S^{1}, S^{1}\right],[f] \mapsto\left[r_{x} f\right]$ a bijection. The degree of $r_{x} f$ is the winding number of $f$ with respect to $x$. We denote it by $W(f, x)$. Maps $f_{0}, f_{1}: S^{1} \rightarrow \mathbb{C} \backslash\{x\}$ are homotopic if and only if they have the same winding number. If $f: S^{1} \rightarrow \mathbb{C}$ is given and $w: I \rightarrow \mathbb{C}$ a path with
$f\left(S^{1}\right) \cap w(I)=\emptyset$, then $(x, t) \mapsto r_{w(t)} f$ is a homotopy. Therefore the winding numbers of $f$ with respect to $w(0)$ and $w(1)$ are equal. The complement $\mathbb{C} \backslash f\left(S^{1}\right)$ decomposes into open path components, and the winding number with respect to $x$ is constant as long as $x$ stays within a component.

Let $u: I \rightarrow \mathbb{C} \backslash\{x\}$ be a loop. Then there exists a unique continuous map $f: S^{1} \rightarrow \mathbb{C} \backslash\{x\}$ such that $f \circ p_{0}=u$. The winding number of $f$ is then also called the winding number of $u$, and we denote it by $W(u, x)$.

The notion of the degree can be extended to other situations. Let $h: S \rightarrow S^{1}$ be a homeomorphism and $f: S \rightarrow S$ any map; the degree of $h f h^{-1}$ is independent of the choice of a homeomorphism $h$ and also called the degree $d(f)$ of $f$.

## Problems

1. Let $p$ be a polynomial function on $\mathbb{C}$ which has no root on $S^{1}$. Then the number of roots $z$ with $|z|<1$ (counted with multiplicities) is equal to the winding number $W\left(p \mid S^{1}, 0\right)$. What is the winding number of the function $1 / p$ with respect to 0 ?
2. (Properties of the degree.) $d(f \circ g)=d(f) d(g)$. A homeomorphism $S^{1} \rightarrow S^{1}$ has degree $\pm 1$. If $f: S^{1} \rightarrow S^{1}$ has degree $d(f) \neq 1$, then there exists $x \in S^{1}$ such that $f(x)=x$. The map $z \mapsto \bar{z}$ has degree -1 .

Let $u=\exp (2 \pi i / n)$ be an $n$-th root of unity. Suppose $h: S^{1} \rightarrow S^{1}$ satisfies $h(u z)=$ $h(z)$. Then $d(h) \equiv 0 \bmod n$.

Let $k, j \in \mathbb{Z}$ and assume that $k$ is coprime to $n$. Let $f: S^{1} \rightarrow S^{1}$ satisfy the functional equation $f\left(u^{k} z\right)=u^{j} f(z)$. Then $k d(f) \equiv j \bmod n$. If, conversely, this congruence is satisfied with some integer $d(f)$, then there exists a map $f$ of degree $d(f)$ which satisfies the functional equation. In particular an odd map $f$, i.e., $f(-z)=-f(z)$, has odd degree.

Suppose $f(-z) \neq f(z)$ for all $z$; then the degree of $f$ is odd. Suppose $f(z) \neq g(z)$ for all $z$; then $d(f)=d(g)$. Suppose $d(g) \equiv 0 \bmod n$ for some $n>0$; then there exists $h: S^{1} \rightarrow S^{1}$ such that $g=h^{n}$.
3. Let $U: I \rightarrow \mathbb{C}$ be a lifting of $u: I \rightarrow \mathbb{C}^{*}=\mathbb{C} \backslash 0$ along the covering $P: \mathbb{C} \rightarrow \mathbb{C}^{*}$, $z \mapsto \exp (2 \pi i z)$. Then $W(u, 0)=U(1)-U(0)$.
4. Let $\gamma:[0,1] \rightarrow \mathbb{C}^{*}$ be a continuously differentiable path with initial point 1 . Then $\Gamma:[0,1] \rightarrow \mathbb{C}, t \mapsto \frac{1}{2 \pi i} \int_{\gamma \mid[0, t]} \frac{d z}{z}$ is a continuously differentiable lifting of $\gamma$ along $P$ with initial point 0 .
5. If $u: I \rightarrow \mathbb{C} \backslash\{x\}$ is a continuously differentiable loop, then $W(u, x)=\frac{1}{2 \pi i} \int_{u} \frac{d z}{z-x}$.
6. Let $A \in \mathrm{GL}_{2}(\mathbb{R})$. Then the winding number of $l_{A}: S^{1} \mapsto \mathbb{R}^{2} \backslash 0, x \mapsto A x$ with respect to the origin is the sign of the determinant $\operatorname{det}(A)$.
7. Let $v:\left[S^{1}, X\right]^{0} \rightarrow\left[S^{1}, X\right]$ be the map which forgets about the base point (pointed homotopies versus free homotopies). Conjugate elements in the group $\left[S^{1}, X\right]^{0}$ have the same image under $v$. Hence $v$ induces a well-defined map $\bar{v}$ : $\left[S^{1}, X\right]^{0} /(\sim) \rightarrow\left[S^{1}, X\right]$ from the set of conjugacy classes. This map is injective, and surjective if $X$ is path connected. Thus $v$ is bijective if $X$ is path connected and the fundamental group abelian.

### 2.8 Examples

The formal nature of the theorem of Seifert and van Kampen is simple, but the corresponding algebra can be complicated. The setup usually leads to groups presented by generators and relations. It may be difficult to understand a group presented in this manner. For an introduction to this type of group theory see [122]; also [171] and [39] are informative in this context. We report about some relevant algebra and describe a number of examples and different applications of the fundamental group.
2.8.1 Spheres. If a space $X$ is covered by two open simply connected subsets with path connected intersection, then $X$ is simply connected, since the pushout of two trivial groups is trivial. Coverings of this type exist for the spheres $S^{n}$ for $n \geq 2$. Hence these spheres are simply connected.
2.8.2 Removing a point. The inclusion $D^{n} \backslash 0 \subset D^{n}$ induces for $n \geq 3$ an isomorphism of fundamental groups; actually both groups are zero, since $D^{n}$ is contractible and $D^{n} \backslash 0 \simeq S^{n-1}$.

Let $M$ be a manifold of dimension $n \geq 3$ and $U \subset M$ homeomorphic to $D^{n}$ under a homeomorphism that sends $x$ to 0 . Then $M$ is the pushout of $M \backslash\{x\}$ and $U$. Theorem (2.6.2) implies that $M \backslash\{x\} \subset M$ induces an isomorphism of fundamental groups.

Often we view the space $S^{n}$ as the one-point compactification $\mathbb{R}^{n} \cup\{\infty\}$ of the Euclidean space, see (2.3.2). Let $K$ be a compact subset of $\mathbb{R}^{n}$ for $n \geq 3$. Then the inclusion $\mathbb{R}^{n} \backslash K \subset S^{n} \backslash K$ induces an isomorphism of fundamental groups.
2.8.3 Complements of spheres. Let $S_{0}^{m}=S^{m+n+1} \cap\left(\mathbb{R}^{m+1} \times 0\right)$ and $S_{1}^{n}=$ $S^{m+n+1} \cap\left(0 \times \mathbb{R}^{n+1}\right)$. Then $X=S^{m+n+1} \backslash S_{1}^{n}$ is homeomorphic to $S^{m} \times E^{n}$. A homeomorphism $S^{m} \times E^{n} \rightarrow X$ is $(x, y) \mapsto\left(\sqrt{1-\|y\|^{2}} x, y\right)$. The space $Y=S^{m+n+1} \backslash\left(S_{0}^{m} \cup S_{1}^{n}\right)$ is homeomorphic to $\left.S^{m} \times S^{n} \times\right] 0,1[$ via $(x, y, t) \mapsto$ $(\sqrt{1-t} x, \sqrt{t} y)$. Therefore the complement $X$ is h-equivalent to $S^{m}$ and the complement $Y$ is h-equivalent to $S^{m} \times S^{n}$.

The fundamental group of $S^{3} \backslash\left(\{0\} \times S^{1}\right)$ is isomorphic to $\mathbb{Z}$. If we view $S^{3}=\mathbb{R}^{3} \cup\{\infty\}$, then we are considering the complement of the axis $Z=\{(0,0, z) \mid$ $z \in \mathbb{R}\} \cup\{\infty\}$. The generator of the fundamental group is a loop that runs once about the axis $Z$, represented by the standard sphere $W=S^{1} \times\{0\}$.

It is impossible to span a 2-disk with boundary $W$ in the complement of $Z$, because $W$ represents a non-zero element in the fundamental group of the complement, see Figure 2.3. This is expressed by saying that $W$ and $Z$ are linked in $S^{3}$. Apply the stereographic projection (2.3.2) to $S^{1} \times 0 \cup 0 \times S^{1} \subset S^{3}$. The image yields $W \cup Z$. The complement of $W \cup Z$ in $\mathbb{R}^{3}$ is therefore isomorphic to the fundamental group $\mathbb{Z} \times \mathbb{Z}$ of the torus $S^{1} \times S^{1}$. The reader should draw generators of $\pi_{1}\left(\mathbb{R}^{3} \backslash W \cup Z\right)$.


Figure 2.3. A standard circle in $S^{3}$.
2.8.4 Presentation of groups by generators and relations. Let $S$ be a set. A free group with basis $S$ consists of a group $F(S)$ and a set map $i: S \rightarrow F(S)$ which has the following universal property: For each set map $\alpha: S \rightarrow G$ into a group $G$ there exists a unique homomorphism $A: F(S) \rightarrow G$ such that $A \circ i=\alpha$. It turns out that $i$ is injective. Let us consider $i$ as an inclusion and set $S^{-1}=\left\{s^{-1} \mid s \in S\right\}$. A word in the alphabet $X=S \amalg S^{-1}$ is a sequence $\left(x_{1}, \ldots, x_{m}\right)$ of elements $x_{i} \in X$. The elements in $F(S)$ are the products $x_{1} \ldots x_{m}$ corresponding to the words; the neutral element belongs to the empty word; a word $\left(x, x^{-1}\right)$ also represents the neutral element.

Let $R$ be a set of words and $\bar{R}$ the image in $F(S)$. Let $N(R)$ be the normal subgroup generated by $\bar{R}$. The factor group $G=F(S) / N(R)$ is the group presented by the generators $S$ and the relations $R$. We denote this group by $\langle S \mid R\rangle$. It has the following universal property: Let $\alpha: S \rightarrow H$ be a set map into a group $H$. Assume that for each $\left(x_{1}, \ldots, x_{m}\right) \in R$ the relation $\alpha\left(x_{1}\right) \ldots \alpha\left(x_{m}\right)=1$ holds in $H$. Then there exists a unique homomorphism $A: G \rightarrow H$ such that $A(x)=\alpha(x)$ for each $x \in S$.

Each group can be presented in the form $\langle S \mid R\rangle$ - in many different ways. In practice one uses a less formal notation. Here are a few examples.
(i) The cyclic group of order $n$ has the presentation $\left\langle a \mid a^{n}\right\rangle$.
(ii) Let $S=\{x, y\}$. Consider the word $\left(x, x, y^{-1}, y^{-1}, y^{-1}\right)$ and $R$ consisting of this word. Then we can write $G=\langle S \mid R\rangle$ also in the form $\left\langle x, y \mid x^{2} y^{-3}\right\rangle$ or $\left\langle x, y \mid x^{2}=y^{3}\right\rangle$. The universal property says in this case that homomorphisms $G \rightarrow H$ correspond bijectively to set maps $\alpha:\{x, y\} \rightarrow H$ such that $\alpha(x)^{2}=\alpha(y)^{3}$.
(iii) $\langle a, b \mid a b=b a\rangle$ is a presentation for the free abelian group with basis $a, b$.
2.8.5 Free product and pushout of groups. The sum (= coproduct) in the category of groups is also called a free product. Let $\left(G_{j} \mid j \in J\right)$ be a family of groups. The free product of this family consists of a group $*_{k \in J} G_{k}$ together with a family
of homomorphisms $\iota_{j}: G_{j} \rightarrow *_{k \in J} G_{k}$ which have the universal property of a sum in the category of groups. (The notation $G_{1} * G_{2}$ is used for the free product of two groups.) Each family has a sum. Let $G_{j}=\left\langle S_{j} \mid R_{j}\right\rangle$ and assume that the $S_{j}$ are disjoint. Let $S=\amalg_{j} S_{j}$. The $R_{j}$ are then words in the alphabet $S \amalg S^{-1}$. Let $R=\bigcup_{j} R_{j}$. We have homomorphisms $\iota_{j}:\left\langle S_{j} \mid R_{j}\right\rangle \rightarrow\langle S \mid R\rangle$ which are induced by $S_{j} \subset S$. These homomorphisms are a sum in the category of groups.

Let $G$ and $H$ be groups and $i_{1}: G \rightarrow G * H, j_{1}: H \rightarrow G * H$ be the canonical maps which belong to the sum. Let $J: P \rightarrow G, I: P \rightarrow H$ be homomorphisms from a further group $P$. Let $N$ be the normal subgroup of $G * H$ generated by the elements $\left\{i_{1} J(x) \cdot j_{1} I\left(x^{-1}\right) \mid x \in P\right\}$. Let $Q=(G * H) / N$ and denote by $i: G \rightarrow Q, j: H \rightarrow Q$ the composition of $i_{1}, j_{1}$ with the quotient map. Then $(i, j)$ is a pushout of $(J, I)$ in the category of groups. In the case that $I$ and $J$ are inclusions (but sometimes also in the general case) one writes $Q=G *_{P} H$.

Let $S$ be a set and $\mathbb{Z}=\mathbb{Z}_{s}$ a copy of the additive group $\mathbb{Z}$ for each $s \in S$. Then the groups $F(S)$ with basis $S$ is also the free product $*_{s \in S} \mathbb{Z}$.
2.8.6 Free products of fundamental groups. The free product $\pi_{1}\left(X_{0}\right) * \pi_{1}\left(X_{1}\right)$ arises geometrically if $X_{01}$ is simply connected.

Let $X=S^{1} \vee S^{1}$ with $X_{0}=Y \vee S^{1}, X_{1}=S^{1} \vee Y$, where $Y=S^{1} \backslash\{-1\}, *=$ 1. Then $(Y, 1)$ is pointed contractible; hence the inclusion of the summands $S^{1} \rightarrow$ $X_{0}, X_{1}$ are pointed h-equivalences. One can apply (2.6.2) to the covering of $X$ by $X_{0}, X_{1}$. Since $X_{0} \cap X_{1}$ is pointed contractible, we see that $\pi_{1}(X)$ is the free product $\pi_{1}\left(X_{0}\right) * \pi_{1}\left(X_{1}\right)$. Hence the inclusions of the summands $S^{1} \rightarrow S^{1} \vee S^{1}$ yield a presentation of $\pi_{1}\left(S^{1} \vee S^{1}\right)$ as a free product $\pi_{1}\left(S^{1}\right) * \pi_{1}\left(S^{1}\right) \cong \mathbb{Z} * \mathbb{Z}$. By induction one shows that $\pi_{1}\left(\bigvee_{1}^{k} S^{1}\right)$ is the free group of rank $k$.
2.8.7 Plane without two points. The space $\mathbb{R}^{2} \backslash\{ \pm 1\}$ has as a deformation retract the union $X$ of the circles about $\pm 1$ with radius $1 / 2$ and the segment from $-1 / 2$ to $1 / 2$, see Figure 2.4. (The reader should try to get an intuitive understanding of a


Figure 2.4. Generators $u, v$ of $\pi_{1}\left(\mathbb{R}^{2} \backslash \pm 1\right)$.
retraction. In order to give a formal proof, without writing down explicit formulas, it is advisable to wait for the method of cofibrations.) The fundamental group $\pi_{1}\left(\mathbb{R}^{2} \backslash\{ \pm 1\}, 0\right)$ is the free group $\mathbb{Z} * \mathbb{Z}$ and generators are represented by two
small circles about $\pm 1$ (of radius $1 / 2$, say) connected linearly to the base point. One can apply (2.6.2) to the covering of $\mathbb{R}^{2} \backslash\{ \pm 1\}$ by the punctured half-spaces $\{(x, y) \mid x<1 / 3, x \neq-1\}$ and $\{(x, y) \mid-1 / 3<x, x \neq 1\}$.

In the example in 2.8 .6 one cannot apply (2.6.2) directly to the covering of $S^{1} \vee S^{1}$ by the two summands, since the interiors do not cover the space. The general method in cases like this is to first "thicken" the subspaces up to h-equivalence. In the next theorem we add a hypothesis which allows for a thickening.
(2.8.8) Theorem. Let $\left(\left(X_{j}, x_{j}\right) \mid j \in J\right)$ be a family of pointed spaces with the property: The base point $x_{j}$ has an open neighbourhood $U_{j} \subset X_{j}$ which is pointed contractible to the base point. The inclusions of the summands induce homomorphisms $i_{j}: \pi_{1}\left(X_{j}, x_{j}\right) \rightarrow \pi_{1}\left(\bigvee_{k \in J} X_{k}, x\right)$. This family is a free product of the groups $\pi_{1}\left(X_{j}, x_{j}\right)$.
Proof. Let $J=\{1,2\}$. We apply (2.6.2) to the covering $X_{1} \vee U_{2}, U_{1} \vee X_{2}$ of $X_{1} \vee X_{2}$. The argument is as for 2.8.4. For finite $J$ we use induction on $|J|$. Note that $\bigvee U_{j} \subset \bigvee X_{j}$ is an open, pointed contractible neighbourhood of the base point.

Let now $J$ be arbitrary. A path $w: I \rightarrow \bigvee X_{j}$ has, by compactness of $I$, an image in $\left(\bigvee_{e \in E} X_{e}\right) \vee\left(\bigvee_{j \in J \backslash E} U_{j}\right)$ for a finite subset $E \subset J$. This fact and the result for $E$ show that the canonical map $\alpha_{J}: *_{j \in J} \pi_{1}\left(X_{j}\right) \rightarrow \pi_{1}\left(\bigvee_{j \in J} X_{j}\right)$ is surjective. Each element $x \in \mathcal{*}_{j \in J} \pi_{1}\left(X_{j}\right)$ is contained in some $*_{e \in E} \pi_{1}\left(X_{e}\right)$ for a finite $E$. Suppose $x$ is contained in the kernel of $\alpha_{J}$. Then a loop $w: I \rightarrow \bigvee_{e \in E} X_{e}$ representing $\alpha_{E} x$ is null homotopic in $\bigvee_{j \in J} X_{j}$ and, again by compactness, null homotopic in some larger finite wedge. The result for a finite index set now yields $x=0$.
2.8.9 Quotient groups. Let $i: K \rightarrow G$ be a homomorphism of groups and denote by $N \triangleleft G$ the normal subgroup generated by the image of $i$. Then

is a pushout in the category of groups, with $p$ the quotient map.
This situation arises geometrically in (2.6.2) if one of the spaces $X_{v}$ is simply connected.
2.8.10 Attaching of a 2-cell. We start with a pushout diagram of spaces


Then $X$ is said to be obtained from $B$ by attaching a 2-cell via the attaching map $\varphi$. (This construction will be studied in detail in the chapter on cell complexes.) Then a suitable thickening shows that we can apply (2.6.2). Since $D^{2}$ is contractible, we are in the situation of 2.8.9. Thus $J_{*}$ induces an isomorphism $\pi_{1}(B) /\langle\varphi\rangle \cong \pi_{1}(X)$ where $\langle\varphi\rangle$ denotes the normal subgroup generated by $[\varphi] \in\left[S^{1}, B\right]^{0}=\pi_{1}(B) . \diamond$
2.8.11 Attaching of a cone. Given a map $\varphi: A \rightarrow B$ from a path connected space $A$. The cone on $A$ is the space $A \times I / A \times 0$. Let $j: A \rightarrow C A, a \mapsto(a, 1)$ denote the inclusion of $A$ into the cone. The cone is contractible, a contracting homotopy is induced by $h_{t}(x, s)=(x, s(1-t))$. Form a pushout


Since $C A$ is contractible, $J_{*}$ induces an isomorphism $\pi_{1}(B) / N \cong \pi_{1}(X)$, where $N$ is the normal subgroup generated by the image of $\varphi_{*}$.
2.8.12 Realization of groups. We demonstrate that arbitrary groups can be realized as fundamental groups. Let

$$
f: A=\bigvee_{k \in K} S^{1} \rightarrow \bigvee_{l \in L} S^{1}=B
$$

be a pointed map. The inclusions of the summands yield a basis $a_{k} \in \pi_{1}(A)$ and $b_{l} \in \pi_{1}(B)$ for the free groups and $f_{*}\left(a_{k}\right)=r_{k}$ is a word in the $b_{l}^{t}, t \in \mathbb{Z}$. Let $N \subset *_{l \in L} \mathbb{Z}=G$ be the normal subgroup generated by the $r_{k}$. Then $G / N$ is the group presented by generators and relations $\left\langle b_{l}, l \in L \mid r_{k}, k \in K\right\rangle$. Let $C A$ be the cone on $A$ and define $X$ by a pushout diagram


Then 2.8.11 shows $\pi_{1}(X) \cong G / N$. Each group can be presented in the form $G / N$. Note that $X$ is a 2 -dimensional cell complex.
2.8.13 Surfaces. The classification theory of compact connected surfaces presents a surface as a quotient space of a regular $2 n$-gon, see e.g., [44, p. 75], [167], [123]. The edges are identified in pairs by a homeomorphism. The surface $F$ is obtained as a pushout of the type


The attaching map $\varphi$ is given in terms of the standard generators of $\pi_{1}\left(\bigvee_{1}^{n} S^{1}\right)$ by the so-called surface-word.

In order to save space we refer to [44, p. 83-87] for the discussion of the fundamental group of surfaces in general. We mention at least some results. They will not be used in this text.
(2.8.14) Theorem. (1) The fundamental group of a closed connected orientable surface $F_{g}$ of genus $g \geq 1$ has the presentation

$$
\pi_{1}\left(F_{g}\right)=\left\langle a_{1}, b_{1}, \ldots, a_{g}, b_{g} \mid a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \ldots a_{g} b_{g} a_{g}^{-1} b_{g}^{-1}\right\rangle
$$

(2) The fundamental group of a closed connected non-orientable surface $N_{g}$ of genus $g$ has the presentation

$$
\pi_{1}\left(N_{g}\right)=\left\langle a_{1}, \ldots, a_{g} \mid a_{1}^{2} a_{2}^{2} \ldots a_{g}^{2}\right\rangle
$$

(3) The fundamental group of a compact connected surface with non-empty boundary is a free group. The number of generators is the finite number $1-\chi\left(F_{g}\right)$ where $\chi\left(F_{g}\right)$ is the so-called Euler characteristic.
(4) A simply connected surface is homeomorphic to $\mathbb{R}^{2}$ or $S^{2}$.

There are many different definitions of the genus. We mention a geometric property: The genus of a closed connected orientable surface is the maximal number $g$ of disjointly embedded circles such that their complement is connected. The genus of a closed connected non-orientable surface is the maximal number $g$ of disjointly embedded Möbius bands such that their complement is connected. The sphere has genus zero by the Jordan separation theorem.

## Problems

1. Let $S^{1} \subset \mathbb{R}^{2} \times 0 \subset \mathbb{R}^{3}$ be the standard circle. Let $D=\{(0,0, t) \mid-2 \leq t \leq 2\}$ and $S^{2}(2)=\left\{x \in \mathbb{R}^{3} \mid\|x\|=2\right\}$. Then $S^{2}(2) \cup D$ is a deformation retract of $X=\mathbb{R}^{3} \backslash S^{1}$. The space $X$ is h-equivalent to $S^{2} \vee S^{1}$.
2. Consider the loop based at $(0,0)$ in the plane as shown in Figure 2.5. Determine which


Figure 2.5.
element in $\pi_{1}\left(\mathbb{R}^{2} \backslash \pm 1\right)$ this loop represents in terms of the generators $u, v$ in 2.8.7. Determine the winding number about points in each of the six complementary regions.
3. Let $\left(X_{j} \mid j \in J\right)$ be a family of subspaces of $X$ such that the interiors $X_{j}^{\circ}$ cover $X$. Then each morphism in $\Pi(X)$ is a composition of morphisms in the $X_{j}$. If the intersections $X_{i} \cap X_{j}$ are path connected and $* \in X_{i} \cap X_{j}$, then $\pi_{1}(X, *)$ is generated by loops in the $X_{j}$.
4. Let $i_{0 *}$ in (2.6.2) be an isomorphism. Then $j_{1 *}$ is an isomorphism. This statement is a general formal property of pushouts. If $i_{0 *}$ is surjective, then $j_{1 *}$ is surjective.
5. Projective plane. The real projective plane $P^{2}$ is defined as the quotient of $S^{2}$ by the relation $x \sim-x$. Let $\left[x_{0}, x_{1}, x_{2}\right]$ denote the equivalence class of $x=\left(x_{0}, x_{1}, x_{2}\right)$. We can also obtain $P^{2}$ from $S^{1}$ by attaching a 2 -cell


Here $P^{1}=\left\{\left[x_{0}, x_{1}, 0\right]\right\} \subset P^{2}$ and $\varphi\left(x_{0}, x_{1}\right)=\left[x_{0}, x_{1}, 0\right]$. The space $P^{1}$ is homeomorphic to $S^{1}$ via $\left[x_{0}, x_{1}, 0\right] \mapsto z^{2}, z=x_{0}+i x_{1}$; and $\varphi$ corresponds to the standard map of degree 2. The map $\Phi$ is $x=\left(x_{0}, x_{1}\right) \mapsto\left[x_{0}, x_{1}, \sqrt{1-\|x\|^{2}}\right]$. As an application of 2.8.10 we obtain $\pi_{1}\left(P^{2}\right) \cong \mathbb{Z} / 2$.

Another interpretation of the pushout: $P^{2}$ is obtained from $D^{2}$ by identifying opposite points of the boundary $S^{1}$. The subspace $\left\{\left(x_{0}, x_{1}\right) \mid\|x\| \geq 1 / 2\right\}$ becomes in $P^{2}$ a Möbius band $M$. Thus $P^{2}$ is obtainable from a Möbius band $M$ and a 2 -disk $D$ by identification of the boundary circles by a homeomorphism. The projective plane cannot be embedded into $\mathbb{R}^{3}$, as we will prove in (18.3.7). There exist models in $\mathbb{R}^{3}$ with self-intersections (technically, the image of a smooth immersion.) The projective plane is a non-orientable surface.
6. Klein bottle. The Klein bottle $K$ can be obtained from two Möbius bands $M$ by an identification of their boundary curves with a homeomorphism, $K=M \cup_{\partial M} M$.

Apply the theorem of Seifert and van Kampen and obtain the presentation $\pi_{1}(K)=$ $\left\langle a, b \mid a^{2}=b^{2}\right\rangle$. The elements $a^{2}, a b$ generate a free abelian subgroup of rank 2 and of index 2 in the fundamental group. The element $a^{2}$ generates the center of this group, it is represented by the central loop $\partial M$. The quotient by the center is isomorphic to $\mathbb{Z} / 2 * \mathbb{Z} / 2$.

The space $M / \partial M$ is homeomorphic to the projective plane $P^{2}$. If we identify the central $\partial M$ to a point, we obtain a map $q: K=M \cup_{\partial M} M \rightarrow P^{2} \vee P^{2}$. The induced map on the fundamental group is the homomorphism onto $\mathbb{Z} / 2 * \mathbb{Z} / 2$.

### 2.9 Homotopy Groupoids

The homotopy category does not have good categorical properties. Therefore we consider "homotopy" as an additional structure on the category TOP of topological spaces. The category TOP will be enriched: The set of morphisms $\Pi(X, Y)$ between two objects carries the additional structure of a groupoid. The fundamental groupoid is the special case in which $X$ is a point.

Recall that a category has the data: objects, morphisms, identities, and composition of morphisms. The data satisfy the axioms: composition of morphisms is associative; identities are right and left neutral with respect to composition.

Let $X$ and $Y$ be topological spaces. We define a category $\Pi(X, Y)$ and begin with the data. The objects are the continuous maps $X \rightarrow Y$. A morphism from $f: X \rightarrow Y$ to $g: X \rightarrow Y$ is represented by a homotopy $K: f \simeq g$. Two such homotopies $K$ and $L$ define the same morphism if they are homotopic relative to $X \times \partial I$ with $\partial I=\{0,1\}$ the boundary of $I$. Let us use a second symbol $J=[0,1]$ for the unit interval. This means: A map $\Phi:(X \times I) \times J \rightarrow Y$ is a homotopy relative to $X \times \partial I$, if $\Phi(x, 0, t)$ is independent of $t$ and $\Phi(x, 1, t)$ is also independent of $t$. Therefore $\Phi_{t}: X \times I \rightarrow Y,(x, s) \mapsto \Phi(x, s, t)$ is for each $t \in J$ a homotopy from $f$ to $g$. For this sort of relative homotopy one has, as before, the notion of a product and an inverse, now with respect to the $J$-variable. Hence we obtain an equivalence relation on the set of homotopies from $f$ to $g$. We now define: A morphism $\sigma: f \rightarrow g$ in $\Pi(X, Y)$ is an equivalence class of homotopies relative to $X \times \partial I$ from $f$ to $g$. Composition of morphisms, denoted $\circledast$, is defined by the product of homotopies

$$
K: f \simeq g, L: g \simeq h, \quad[L] \circledast[K]=[K * L]: f \rightarrow h
$$

This is easily seen to be well-defined (use $\left.\Phi_{t} *_{I} \Psi_{t}\right)$. The identity of $f$ in $\Pi(X, Y)$ is represented by the constant homotopy $k_{f}: f \simeq f$.

The verification of the category axioms is based on the fact that a reparametrization of a homotopy does not change its class.
(2.9.1) Lemma. Let $\alpha: I \rightarrow I$ be a continuous map with $\alpha(0)=0$ and $\alpha(1)=1$. Then $K$ and $K \circ(\mathrm{id} \times \alpha)$ are homotopic relative to $X \times \partial I$.

Proof. $\Phi(x, s, t)=K(x,(1-t) s+t \alpha(s))$ is a suitable homotopy.
(2.9.2) Proposition. The data for $\Pi(X, Y)$ satisfy the axioms of a category. The category is a groupoid.

Proof. The associativity of the composition follows, because

$$
(K * L) * M=K *(L * M) \circ(\mathrm{id} \times \alpha)
$$

with $\alpha$ defined by $\alpha(t)=2 t$ for $t \leq \frac{1}{4}, \alpha(t)=t+\frac{1}{4}$ for $\frac{1}{4} \leq t \leq \frac{1}{2}, \alpha(t)=\frac{t}{2}+\frac{1}{2}$ for $\frac{1}{2} \leq t \leq 1$.

Similarly, for each $K: f \simeq g$ the homotopies $k_{f} * K, K$, and $K * k_{g}$ differ by a parameter change. Therefore the constant homotopies represent the identities in the category.

The inverse homotopy $K^{-}$represents an inverse of the morphism defined by $K$. Hence each morphism is an isomorphism. Proof: The assignments $(x, s, t) \mapsto$ $K(x, 2 s(1-t))$ for $0 \leq s \leq \frac{1}{2}$ and $(x, s, t) \mapsto K(x, 2(1-s)(1-t))$ for $\frac{1}{2} \leq s \leq 1$ yield a homotopy relative to $X \times \partial I$ from $K * K^{-}$to the constant homotopy.

The endomorphism set of an object in a groupoid is a group with respect to composition as group law. We thus see, from this view point, that the notion of homotopy directly leads to algebraic objects. This fact is a general and systematic approach to algebraic topology.

The homotopy categories of Section 2.2 have a similar enriched structure. If we work, e.g., with pointed spaces and pointed homotopies, then we obtain for pointed spaces $X$ and $Y$ a category $\Pi^{0}(X, Y)$. The objects are pointed maps. Morphisms are represented by pointed homotopies, and the equivalence is defined by homotopies $\Phi$ rel $X \times \partial I$ such that each $\Phi_{t}$ is a pointed homotopy.

The remainder of this section can be skipped on a first reading. We study the dependence of the groupoids $\Pi(X, Y)$ on $X$ and $Y$. The formal structure of this dependence can be codified in the notion of a 2-category. Suppose given $\alpha: U \rightarrow X$ and $\beta: Y \rightarrow V$. Composition with $\alpha$ and $\beta$ yield a functor

$$
\beta_{\#}=\Pi_{\#}(\beta): \Pi(X, Y) \rightarrow \Pi(X, V),
$$

which sends $f$ to $\beta f$ and $[K]$ to $[\beta K]$ and a functor

$$
\alpha^{\#}=\Pi^{\#}(\alpha): \Pi(X, Y) \rightarrow \Pi(U, Y),
$$

which sends $f$ to $f \alpha$ and $[K]$ to $[K(\alpha \times \mathrm{id})]$. They satisfy $\left(\beta^{1} \beta^{2}\right) \#=\beta_{\#}^{1} \beta_{\#}^{2}$ and $\left(\alpha_{1} \alpha_{2}\right)^{\#}=\alpha_{2}^{\#} \alpha_{1}^{\#}$. These functors are compatible in the following sense:
(2.9.3) Proposition. Suppose $K: f \simeq g: X \rightarrow Y$ and $L: u \simeq v: Y \rightarrow Z$ are given. Then $[L \diamond K]=v_{\#}[K] \circledast f^{\#}[L]=g^{\#}[L] \circledast u_{\#}[K]$. Here $L \diamond K: u f \simeq$ $v g: X \times I \rightarrow Z,(x, t) \mapsto L(K(x, t), t)$.

Proof. We use the bi-homotopy $L \circ(K \times \mathrm{id}): X \times I \times I \rightarrow Z$. Restriction to the diagonal of $I \times I$ defines $L \diamond K$. Along the boundary of the square we have the following situation.

$g^{\#}[L] \circledast u_{\#}[K]$ is represented by $u K * L(g \times i d)$. If we compose the bi-homotopy with $\operatorname{id}(X) \times \gamma$, where $\gamma(t)=(2 t, 0)$ for $t \leq \frac{1}{2}$ and $\gamma(t)=(1,2 t-1)$ for $t \geq \frac{1}{2}$,
we obtain $u K * L(g \times \mathrm{id})$. In the same manner we obtain $L(f \times \mathrm{id}) * v K$ if we compose the bi-homotopy with $\operatorname{id}(x) \times \delta$, where $\delta(t)=(0,2 t)$ for $t \leq \frac{1}{2}$ and $\delta(t)=(2 t-1,1)$ for $t \geq \frac{1}{2}$. The maps $\gamma$ and $\delta$ are homotopic relative to $\partial I$ by a linear homotopy in the square. They are also homotopic to the diagonal $t \mapsto(t, t)$ of the square.
(2.9.4) Corollary. The homotopy $L$ induces a natural transformation

$$
L_{\#}: u_{\#} \rightarrow v_{\#}: \Pi(X, Y) \rightarrow \Pi(X, Z) .
$$

The value of $L_{\#}$ at $f$ is $f^{\#}[L]$. The homotopy $K$ induces a natural transformation

$$
K^{\#}: f^{\#} \rightarrow g^{\#}: \Pi(Y, Z) \rightarrow \Pi(X, Z) .
$$

The value of $K^{\#}$ at $u$ is $u_{\#}[K]$.
(2.9.5) Corollary. If $u: Y \rightarrow Z$ is an h-equivalence, then $u_{\#}$ is an equivalence of categories. Similarly in the contravariant case.

The data and assertions that we have obtained so far define on TOP the structure of a 2-category. In this context, the ordinary morphisms $f: X \rightarrow Y$ are called 1-morphisms and the morphisms $[K]: f \simeq g$ are called 2-morphisms. The composition $\circledast$ of 2 -morphisms is called vertical composition. We also have a horizontal composition of 2-morphisms defined as $[L] \diamond[K]=[L \diamond K]$. Because of (2.9.3) we need not define $\diamond$ via the diagonal homotopy; we can use instead (2.9.3) as a definition $[L] \diamond[K]=v_{\#}[K] \circledast f^{\#}[L]=g^{\#}[L] \circledast u_{\#}[K]$.
(2.9.6) Note. From this definition one verifies the commutation rule of a 2-category $(\delta \circledast \gamma) \diamond(\beta \circledast \alpha)=(\delta \diamond \beta) \circledast(\gamma \diamond \alpha)$.

The following figure organizes the data (horizontal - vertical).


Conversely, one can derive (2.9.3) from the commutation rule (2.9.6). With the constant homotopy $k_{u}$ of $u$ we have

$$
k_{u} \diamond \alpha=u_{\#} \alpha, \quad \gamma \diamond k_{f}=f^{\#} \gamma, \quad k_{v} \diamond \alpha=v_{\#} \alpha, \quad \gamma \diamond k_{g}=g^{\#} \gamma
$$

and this yields

$$
\gamma \diamond \alpha=\left(\gamma \circledast k_{u}\right) \diamond\left(k_{g} \circledast \alpha\right)=\left(\gamma \diamond k_{g}\right) \circledast\left(k_{u} \diamond \alpha\right)=g^{\#} \circledast u_{\#} \alpha .
$$

In a similar manner one obtains $\gamma \diamond \alpha=v_{\#} \alpha \circledast f^{\#} \gamma$.

## Chapter 3

## Covering Spaces

A covering space is a locally trivial map with discrete fibres. Objects of this type can be classified by algebraic data related to the fundamental group. The reduction of geometric properties to algebraic data is one of the aims of algebraic topology. The main result of this chapter has some formal similarity with Galois theory.

A concise formulation of the classification states the equivalence of two categories. We denote by $\operatorname{COV}_{B}$ the category of covering spaces of $B$; it is the full subcategory of $\operatorname{TOP}_{B}$ of spaces over $B$ with objects the coverings of $B$. Under some restrictions on the topology of $B$ this category is equivalent to the category $\mathrm{TRA}_{B}=[\Pi(B), \mathrm{SET}]$ of functors $\Pi(B) \rightarrow$ SET and natural transformations between them. We call it the transport category. It is a natural idea that, when you move from one place to another, you carry something along with you. This transport of "information" is codified in moving along the fibres of a map (here: of a covering). We will show that the transport category is equivalent to something more familiar: group actions on sets.

The second important aspect of covering space theory is the existence of a universal covering of a space. The automorphism group of the universal covering is the fundamental group of the space - and in this manner the fundamental group appears as a symmetry group. Moreover, the whole category of covering spaces is obtainable by a simple construction (associated covering of bundle theory) from the universal covering.

In this chapter we study coverings from the view-point of the fundamental group. Another aspect belongs to bundle theory. In the chapter devoted to bundles we show for instance that isomorphism classes of $n$-fold coverings over a paracompact space $B$ correspond to homotopy classes $B \rightarrow B S(n)$ into a so-called classifying space $B S(n)$.

### 3.1 Locally Trivial Maps. Covering Spaces

Let $p: E \rightarrow B$ be continuous and $U \subset B$ open. We assume that $p$ is surjective to avoid empty fibres. A trivialization of $p$ over $U$ is a homeomorphism $\varphi: p^{-1}(U) \rightarrow U \times F$ over $U$, i.e., a homeomorphism which satisfies $\operatorname{pr}_{1} \circ \varphi=p$. This condition determines the space $F$ up to homeomorphism, since $\varphi$ induces a homeomorphism of $p^{-1}(u)$ with $\{u\} \times F$. The map $p$ is locally trivial if there exists an open covering $U$ of $B$ such that $p$ has a trivialization over each $U \in \mathcal{U}$. A locally trivial map is also called a bundle or fibre bundle, and a local trivialization a bundle chart. We say, $p$ is trivial over $U$, if there exists a bundle chart over $U$. If
$p$ is locally trivial, then the set of those $b \in B$ for which $p^{-1}(b)$ is homeomorphic to a fixed space $F$ is open and closed in $B$. Therefore it suffices for most purposes to fix the homeomorphism type of the fibres. If the fibres are homeomorphic to $F$, we call $F$ the typical fibre. A locally trivial map is open, hence a quotient map.

A covering space or a covering ${ }^{1}$ of $B$ is a locally trivial map $p: E \rightarrow B$ with discrete fibres. If $F$ is discrete ( $=$ all subsets are open and closed), then $U \times F$ is homeomorphic to the topological sum $\amalg_{x \in F} U \times\{x\}$. The summands $U \times\{x\}$ are canonically homeomorphic to $U$. If $\varphi: p^{-1}(U) \rightarrow U \times F$ is a trivialization, then $p$ yields via restriction a homeomorphism of $\varphi^{-1}(U \times\{x\})$ with $U$. A covering is therefore a local homeomorphism. The summands $\varphi^{-1}(U \times\{x\})=U_{x}$ are the sheets of the covering over $U$; the pre-image $p^{-1}(U)$ is therefore the topological sum of the sheets $U_{x}$; the sheets are open in $E$ and mapped homeomorphically onto $U$ under $p$. If $|F|=n \in \mathbb{N}$, we talk about an $n$-fold covering. The trivial covering with typical fibre $F$ is the projection pr: $B \times F \rightarrow B$. We say, $U$ is admissible or evenly covered if there exists a trivialization over $U$.
(3.1.1) Example. The exponential function $p: \mathbb{R} \rightarrow S^{1}, t \mapsto \exp (2 \pi i t)$ is a covering with typical fibre $\mathbb{Z}$. For each $t \in \mathbb{R}$ and $p(t)=z$ we have a homeomorphism

$$
\left.p^{-1}\left(S^{1} \backslash z\right)=\coprod_{n \in \mathbb{Z}}\right] t+n, t+n+1[\cong] t, t+1[\times \mathbb{Z},
$$

and $p$ maps each summand homeomorphically.
(3.1.2) Proposition. Let $p: E \rightarrow B$ be a covering. Then the diagonal $D$ of $E \times E$ is open and closed in $Z=\{(x, y) \in E \times E \mid p(x)=p(y)\}$.

Proof. Let $U_{x}$ be an open neighbourhood of $x$ which is mapped homeomorphically under $p$. Then $Z \cap\left(U_{x} \times U_{x}\right)=W_{x}$ is contained in $D$, and $W_{x}$ is an open neighbourhood of $(x, x)$ in $Z$. This shows that $D$ is open.

Let $x \neq y$ and $p(x)=p(y)$. Let $x \in U_{x}$ and $y \in U_{y}$ be the sheets of $p$ over the open set $U \subset B$. Since $x \neq y$, the intersection $U_{x} \cap U_{y}$ is empty. Hence $Z \cap\left(U_{x} \times U_{y}\right)$ is an open neighbourhood of $(x, y)$ in $Z$ and disjoint to $D$. This shows that also the complement $Z \backslash D$ is open.

Let $p: E \rightarrow B$ and $f: X \rightarrow B$ be maps; then $F: X \rightarrow E$ is a lifting of $f$ along $p$, if $p F=f$.
(3.1.3) Proposition (Uniqueness of liftings). Let $p: E \rightarrow B$ be a covering. Let $F_{0}, F_{1}: X \rightarrow E$ be liftings of $f: X \rightarrow B$. Suppose $F_{0}$ and $F_{1}$ agree somewhere. If $X$ is connected, then $F_{0}=F_{1}$.

Proof. ( $F_{0}, F_{1}$ ) yield a map $F: X \rightarrow Z$. By assumption, $F^{-1}(D)$ is not empty, and hence, by (3.1.2), open and closed. If $X$ is connected, then $F^{-1}(D)=X$, i.e., $F_{0}=F_{1}$.

[^3](3.1.4) Proposition. Let $q: E \rightarrow B \times[0,1]$ be locally trivial with typical fibre $F$. Then $B$ has an open cover $\mathcal{U}$ such that $q$ is trivial over each set $U \times[0,1], U \in \mathcal{U}$.

Proof. If $q$ is trivial over $U \times[a, b]$ and over $U \times[b, c]$, then $q$ is trivial over $U \times[a, c]$. Two trivializations over $U \times\{b\}$ differ by an automorphism, and this automorphism can be extended over $U \times[b, c]$. Use this extended automorphism to change the trivialization over $U \times[b, c]$, and then glue the trivializations. By compactness of $I$ there exist $0=t_{0}<t_{1}<\cdots<t_{n}=1$ and an open set $U$ such that $q$ is trivial over $U \times\left[t_{i}, t_{i+1}\right]$.

For the classification of covering spaces we need spaces with suitable local properties. A space $X$ is called locally connected (locally path connected) if for each $x \in X$ and each neighbourhood $U$ of $x$ there exists a connected (path connected) neighbourhood $V$ of $x$ which is contained in $U$. Both properties are inherited by open subspaces.
(3.1.5) Proposition. The components of a locally connected space are open. The path components of a locally path connected space $Y$ are open and coincide with the components.

Proof. Let $K$ be the component of $x$. Let $V$ be a connected neighbourhood of $x$. Then $K \cup V$ is connected and therefore contained in $K$. This shows that $K$ is open.

Let $U$ be a component of $Y$ and $K$ a path component of $U$. Then $U \backslash K$ is a union of path components, hence open. In the case that $U \neq K$ we would obtain a decomposition of $U$.

We see that each point in a locally path connected space has a neighbourhood basis of open path connected sets.
(3.1.6) Remark. Let $B$ be path connected and locally path connected. Since a covering is a local homeomorphism, the total space $E$ of a covering of $B$ is locally path connected. Let $E^{\prime}$ be a component of $E$ and $p^{\prime}: E^{\prime} \rightarrow B$ the restriction of $p$. Then $p^{\prime}$ is also a covering: The sets $U$, over which $p$ is trivial, can be taken as path connected, and then a sheet over $U$ is either contained in $E^{\prime}$ or disjoint to $E^{\prime}$. Since $B$ is path connected, we see by path lifting (3.2.9) that $p^{\prime}$ is surjective. By (3.1.5), $E$ is the topological sum of its components.

A left action $G \times E \rightarrow E,(g, x) \mapsto g x$ of a discrete group $G$ on $E$ is called properly discontinuous if each $x \in E$ has an open neighbourhood $U$ such that $U \cap g U=\emptyset$ for $g \neq e$. A properly discontinuous action is free. For more details about this notion see the chapter on bundle theory, in particular (14.1.12).

A left $\boldsymbol{G}$-principal covering consists of a covering $p: E \rightarrow B$ and a properly discontinuous action of $G$ on $E$ such that $p(g x)=p(x)$ for $(g, x) \in G \times E$ and such that the induced action on each fibre is transitive.
(3.1.7) Example. A left $G$-principal covering $p: E \rightarrow B$ induces a homeomorphism of the orbit space $E / G$ with $B$. The orbit map $E \rightarrow E / G$ of a properly discontinuous action is a $G$-principal covering.

A covering $p: E \rightarrow B$ has an automorphism group $\operatorname{Aut}(p)$. An automorphism is a homeomorphism $\alpha: E \rightarrow E$ such that $p \circ \alpha=p$. Maps of this type are also called deck transformations of $p$. If $p$ is a left $G$-principal covering, then each left translation $l_{g}: E \rightarrow E, x \mapsto g x$ is an automorphism of $p$. We thus obtain a homomorphism $l: G \rightarrow \operatorname{Aut}(p)$. Let $E$ be connected. Then an automorphism $\alpha$ is determined by its value at a single point $x \in E$, and $\alpha(x)$ is a point in the fibre $p^{-1}(p(x))$. Since $G$ acts transitively on each fibre, the map $l$ is an isomorphism. Thus the connected principal coverings are the connected coverings with the largest possible automorphism group. Conversely, we can try to find principal coverings by studying the action of the automorphism group.
(3.1.8) Proposition. Let $p: E \rightarrow B$ be a covering.
(1) If $E$ is connected, then the action of $\operatorname{Aut}(p)$ (and of each subgroup of $\operatorname{Aut}(p)$ ) on $E$ is properly discontinuous.
(2) Let $B$ be locally path connected and let $H$ be a subgroup of $\operatorname{Aut}(p)$. Then the map $q: E / H \rightarrow B$ induced by $p$ is a covering.

Proof. (1) Let $x \in E$ and $g \in \operatorname{Aut}(p)$. Let $U$ be a neighbourhood of $p(x)$ which is evenly covered, and let $U_{x}$ be a sheet over $U$ containing $x$. For $y \in U_{x} \cap g U_{x}$ we have $p(y)=p\left(g^{-1} y\right)$, since $g^{-1}$ is an automorphism. Hence $y=g^{-1} y$, since both elements are contained in $U_{x}$. This shows $g^{-1}=\mathrm{id}$, hence $U_{x} \cap g U_{x}=\emptyset$ for $g \neq e$, and we see that the action is properly discontinuous.
(2) Let $U \subset B$ be open, path connected, and evenly covered. Let $p^{-1}(U)=$ $\bigcup_{j \in J} U_{j}$ be the decomposition into the sheets over $U$. An element $h \in H$ permutes the sheets, since they are the path components of $p^{-1}(U)$. The equivalence classes with respect to $H$ are therefore open in the quotient topology of $E / H$ and are mapped bijectively and continuously under $q$. Since $p$ is open, so is $q$. Hence $q$ is trivial over $U$. Since $B$ is locally path connected, it has an open covering by such sets $U$.

A right $G$-principal covering $p: E \rightarrow B$ gives rise to associated coverings. Let $F$ be a set with left $G$-action. Denote by $E \times{ }_{G} F$ the quotient space of $E \times F$ under the equivalence relation $(x, f) \sim\left(x g^{-1}, g f\right)$ for $x \in E, f \in F, g \in G$. The continuous map $p_{F}: E \times{ }_{G} F \rightarrow B,(x, f) \mapsto p(x)$ is a covering with typical fibre $F$.

A $G$-map $\psi: F_{1} \rightarrow F_{2}$ induces a morphism of coverings

$$
\operatorname{id} \times_{G} \psi: E \times_{G} F_{1} \rightarrow E \times_{G} F_{2}, \quad(x, f) \mapsto(x, \psi(f)) .
$$

We thus have obtained a functor "associated coverings"

$$
A(p): G-\mathrm{SET} \rightarrow \mathrm{COV}_{B}
$$

from the category $G$-SET of left $G$-sets and $G$-equivariant maps. We call a $G$-principal covering $p: E \rightarrow B$ over the path connected space $B$ universal if the functor $A(p)$ is an equivalence of categories.

### 3.2 Fibre Transport. Exact Sequence

The relation of a covering space to the fundamental groupoid is obtained via path lifting. For this purpose we now introduce the notion of a fibration which will be studied later in detail. A map $p: E \rightarrow B$ has the homotopy lifting property (HLP) for the space $X$ if the following holds: For each homotopy $h: X \times I \rightarrow B$ and each map $a: X \rightarrow E$ such that $p a(x)=h i(x), i(x)=(x, 0)$ there exists a homotopy $H: X \times I \rightarrow E$ with $p H=h$ and $H i=a$. We call $H$ a lifting of $h$ with initial condition $a$. The map $p$ is called afibration if it has the HLP for all spaces.
(3.2.1) Example. A projection $p: B \times F \rightarrow B$ is a fibration. Let $a(x)=$ $\left(a_{1}(x), a_{2}(x)\right)$. The condition $p a=h i$ says $a_{1}(x)=h(x, 0)$. If we set $H(x, t)=$ $\left(h(x, t), a_{2}(x)\right)$, then $H$ is a lifting of $h$ with initial condition $a$.
(3.2.2) Theorem. A covering $p: E \rightarrow B$ is a fibration.

Proof. Let the homotopy $h: X \times I \rightarrow B$ and the initial condition $a$ be given. Since $I$ is connected, a lifting with given initial condition is uniquely determined (see (3.1.3)). Therefore it suffices to find for each $x \in X$ an open neighbourhood $V_{x}$ such that $h \mid V_{x} \times I$ admits a lifting with initial condition $a \mid V_{x}$. By uniqueness (3.1.3), these partial liftings combine to a well-defined continuous map.

By (3.2.3) there exists for each $x \in B$ an open neighbourhood $V_{x}$ and an $n \in \mathbb{N}$ such that $h$ maps $V_{x} \times[i / n,(i+1) / n]$ into a set $U$ over which $p$ is trivial. Since $p: p^{-1}(U) \rightarrow U$ is, by (3.2.1), a fibration, $h \mid V_{x} \times[i / n,(i+1) / n]$ has a lifting for each initial condition. Therefore we find by induction over $i$ a lifting of $h \mid V_{x} \times[0, i / n]$ with initial condition $a \mid V_{x}$.
(3.2.3) Lemma. Let $\mathcal{U}$ be an open covering of $B \times[0,1]$. For each $b \in B$ there exists an open neighbourhood $V(b)$ of $b$ in $B$ and $n=n(b) \in \mathbb{N}$ such that for $0 \leq i<n$ the set $V(b) \times[i / n, i /(n+1)]$ is contained in some member of $\mathcal{U}$.

The fact that the lifted homotopy is uniquely determined implies that for a covering $p: E \rightarrow B$ the diagram

is a pullback of topological spaces. Here $E^{I}$ is the space of paths in $E$ with compact-open topology and $e_{E}^{0}(w)=w(0)$.

The homeomorphism (2.3.6) $k:\left(I^{n}, \partial I^{n}\right) \times(I, 0) \rightarrow I^{n} \times(I, 0)$ of pairs is used to solve the next homotopy lifting problem with a modified initial condition. It reduces the problem to the HLP for $I^{n}$.
(3.2.4) Proposition. Let $p: E \rightarrow B$ have the HLP for the cube $I^{n}$. For each commutative diagram

there exists $H: I^{n} \times I \rightarrow E$ with $H i=a$ and $p H=h$.
Let $p: E \rightarrow B$ be a map which has the HLP for a point and for $I$. Write $F_{b}=$ $p^{-1}(b)$. We associate to each path $v: I \rightarrow B$ from $b$ to $c$ a map $v_{\#}: \pi_{0}\left(F_{b}\right) \rightarrow$ $\pi_{0}\left(F_{c}\right)$ which only depends on $[v] \in \Pi(B)$. Let $x \in F_{b}$. Choose a lifting $V: I \rightarrow E$ of $v$ with $V(0)=x$. We set $v_{\#}[x]=[V(1)]$. We have to show that this assignment is well-defined. For this purpose assume given:
(1) $u: I \rightarrow F_{b}$;
(2) $h: I \times I \rightarrow B$ a homotopy of paths from $b$ to $c$;
(3) $V_{0}, V_{1}: I \rightarrow E$ liftings of $h_{0}, h_{1}$ with initial points $u(0), u(1)$.

These data yield a map $a: I \times \partial I \cup 0 \times I \rightarrow E$, defined by $a(s, \varepsilon)=V_{\varepsilon}(s)$ and $a(0, t)=u(t)$. The lifting $H$ of $h$ with initial condition $a$, according to (3.2.4), yields a path $t \mapsto H(1, t)$ in $F_{c}$ from $V_{0}(1)$ to $V_{1}(1)$. This shows that the map $v_{\#}$ is well-defined and depends only on the morphism $[v]$ in the fundamental groupoid. The rule $w_{\#} v_{\#}=(v * w)_{\#}$ is easily verified from the definitions. Thus we have shown:
(3.2.5) Proposition. The assignments $b \mapsto \pi_{0}\left(F_{b}\right)$ and $[v] \mapsto v_{\#}$ yield a functor $T_{p}: \Pi(B) \rightarrow$ SET.

We call $T_{p}=T(p)$ the transport functor associated to $p$.
The functor $T_{p}$ provides us with

$$
\pi_{0}\left(F_{b}\right) \times \pi_{1}(B, b) \rightarrow \pi_{0}\left(F_{b}\right), \quad(x,[v]) \mapsto v_{\#}(x)=x \cdot[v],
$$

a right action of the fundamental group on the set $\pi_{0}\left(F_{b}\right)$. We write $\pi_{0}(F, x)$ if $[x]$ is chosen as base point of the set $\pi_{0}(F)$. We use the action to define

$$
\partial_{x}: \pi_{1}(B, b) \rightarrow \pi_{0}\left(F_{b}, x\right), \quad[v] \mapsto x \cdot[v] .
$$

The map $\partial_{x}$ is $\pi_{1}(B, b)$-equivariant, i.e., $\partial_{x}[v * w]=\left(\partial_{x}[v]\right) \cdot[w]$.

Recall that a sequence $A \xrightarrow{\alpha} B \xrightarrow{\beta} C$ of pointed maps is exact at $B$ if the image of $\alpha$ equals the kernel $\beta^{-1}(*)$ of $\beta$. Similarly for longer sequences. In this context a group is pointed by its neutral element.
(3.2.6) Theorem. Let $p(x)=b$ and $i: F_{b} \subset E$. The sequence

$$
\pi_{1}\left(F_{b}, x\right) \xrightarrow{i_{*}} \pi_{1}(E, x) \xrightarrow{p_{*}} \pi_{1}(B, b) \xrightarrow{\partial_{x}} \pi_{0}\left(F_{b}, x\right) \xrightarrow{i_{*}} \pi_{0}(E, x) \xrightarrow{p_{*}} \pi_{0}(B, b)
$$

is exact.
Proof. It is easily verified from the definitions that the composition of two maps is the constant map. We consider the remaining four cases: kernel $\subset$ image.

Let $[u] \in \pi_{1}(E, x)$ and $h: I \times I \rightarrow B$ a null homotopy of $p u$. Consider the lifting problem for $h$ with initial condition $a: I \times 0 \cup \partial I \times I \rightarrow E$ with $a(s, 0)=u(s)$ and $a(\varepsilon, t)=x$. The lifting $H$ of $h$ is then a homotopy of loops from $u$ to a loop in the image of $i$.

Let $\partial_{x}[v]=[x]$. This means: There exists a lifting $V$ of $v$ from $x$ to $V(1) \in[x]$. Choose a path $U: I \rightarrow F_{b}$ from $V(1)$ to $x$. Then $V * U$ is a loop in $E$, and its class maps under $\pi_{1}(p)$ to $[v]$, since $p U$ is constant.

Let $\pi_{0}(i)[y]=[x]$. There exists a path $w: I \rightarrow E$ from $x$ to $y$. The projection $v=p w$ is a loop and $\partial_{x}[v]=[y]$, by definition of $\partial_{x}$.

Let $\pi_{0}(p)[y]=[b]$. Thus there exists a path $v: I \rightarrow B$ from $p(y)$ to $x$. Let $V: I \rightarrow E$ be a lifting of $v$ with initial point $y$. Then $V(1) \in F_{b}$, and $V$ shows $\pi_{0}(i)([V(1)]=[y]$.

There is more algebraic structure in the sequence.
(3.2.7) Proposition. The pre-images of elements under $\partial_{x}$ are the left cosets of $\pi_{1}(B, b)$ with respect to $p_{*} \pi_{1}(E, x)$. The pre-images of $\pi_{0}(i)$ are the orbits of the $\pi_{1}(B, b)$-action on $\pi_{0}\left(F_{b}, x\right)$.

Proof. Let $\partial_{x}[u]=\partial_{x}[v]$. Choose liftings $U, V$ of $u, v$ which start in $x$, and let $W: I \rightarrow F_{b}$ be a path from $U(1)$ to $V(1)$. Then $U * W * V^{-}$is a loop in $E$, and $p\left(U * W * V^{-}\right) * v \simeq u$, i.e., the elements $[u]$ and $[v]$ are contained in the same left coset. Conversely, elements in the same coset have the same image under $\partial_{x}$. (A similar assertion holds for right cosets.)

Suppose $\pi_{0}(i)[a]=\pi_{0}(i)[b]$. Then there exists a path $w: I \rightarrow E$ from $a$ to $b$. Set $v=p w$. Then $[a] \cdot[v]=[b]$. Conversely, elements in the same orbit have equal image under $\pi_{0}(i)$.

We can apply (3.2.6) to a covering $p: E \rightarrow B$. The fibres are discrete. Therefore $\pi_{1}\left(F_{b}, x\right)$ is the trivial group 1 . Hence $p_{*}: \pi_{1}(E, x) \rightarrow \pi_{1}(B, b)$ is injective. We state (3.2.6) for a covering:
(3.2.8) Proposition. Let $p: E \rightarrow B$ be a covering over a path connected space $B$.

Then the sequence

$$
1 \rightarrow \pi_{1}(E, x) \xrightarrow{p_{*}} \pi_{1}(B, b) \xrightarrow{\partial_{x}} \pi_{0}\left(F_{b}, x\right) \xrightarrow{i_{*}} \pi_{0}(E, x)
$$

is exact and $i_{*}$ is surjective. (The sets $F_{b}=\pi_{0}\left(F_{b}\right)$ and $\pi_{0}(E)$ have $x$ as base point, and $i: F_{b} \subset E$.) Thus $E$ is path connected if and only if $\pi_{1}(B, b)$ acts transitively on $F_{b}$. The isotropy group of $x \in F_{b}$ is the image of $p_{*}: \pi_{1}(E, x) \rightarrow \pi_{1}(B, b)$.
(3.2.9) Proposition (Path lifting). Let $p: E \rightarrow B$ be a covering. Let $w: I \rightarrow B$ be a path which begins at $p(e)=w(0)$. Then there exists a unique lifting of $w$ which begins in $e$. Two paths in $E$ which start in the same point are homotopic if and only if their images in $B$ are homotopic.

Proof. The existence of the lifting follows from (3.2.2), applied to a point $X$, and the uniqueness holds by (3.1.3).

Let $h: I \times I \rightarrow B$ be a homotopy of paths and $H: I \times I \rightarrow E$ a lifting of $h$. Since $t \mapsto H(\varepsilon, t)$ are continuous maps into a discrete fibre, they are constant $(\varepsilon=0,1)$. Hence $H$ is a homotopy of paths.

Let $u_{0}, u_{1}: I \rightarrow E$ be paths which start in $x$, and suppose that $p u_{0}$ and $p u_{1}$ are homotopic. If we lift a homotopy between them with constant initial condition, then the result is a homotopy between $u_{0}$ and $u_{1}$.

Let $p: E \rightarrow B$ be a right $G$-principal covering. Each fibre $F_{b}$ carries a free right transitive $G$-action. From the construction of the transport functor it is immediate that the fibre transport $T_{p}[w]: F_{b} \rightarrow F_{c}$ is $G$-equivariant. The left action $(a, x) \mapsto a \cdot x=a_{\#}(x)$ of $\pi_{b}=\Pi(B)(b, b)$ on $F_{b}$ commutes with the right $G$-action; we say in this case that $F_{b}$ is a $\left(\pi_{b}, G\right)$-set. Fix $x \in F_{b}$. For each $a \in \pi_{b}$ there exists a unique $\gamma_{x}(a) \in G$ such that $a \cdot x=x \cdot \gamma_{x}(a)$, since the action of $G$ is free and transitive. The assignment $a \mapsto \gamma_{x}(a)$ is a homomorphism $\gamma_{x}: \pi_{b} \rightarrow G$. Since $\pi_{1}(B, b)$ is the opposite group to $\pi_{b}$, we set $\delta_{x}(a)=\gamma_{x}(a)^{-1}$. Then $\delta_{x}: \pi_{1}(B, b) \rightarrow G$ is a homomorphism. Recall the map $\partial_{x}: \pi_{1}(B, p(x)) \rightarrow F_{b}$. If we compose it with the bijection $\rho_{x}: G \rightarrow F_{b}$, $g \mapsto x g$, we obtain $\rho_{x} \delta_{x}=\partial_{x}$. Then (3.2.8) yields:
(3.2.10) Proposition. Let $p: E \rightarrow B$ be a right $G$-principal covering with path connected total space. Then the sequence of groups and homomorphisms

$$
1 \rightarrow \pi_{1}(E, x) \xrightarrow{p_{*}} \pi_{1}(B, p(x)) \xrightarrow{\delta_{x}} G \rightarrow 1
$$

is exact (for each $x \in E$ ). The image of $p_{*}$ is a normal subgroup. The space $E$ is simply connected if and only if $\delta_{x}$ is an isomorphism. Thus, if $E$ is simply connected, then $G$ is isomorphic to the fundamental group of $B$.

If we apply this to the exponential covering $\mathbb{R} \rightarrow S^{1}$, a $\mathbb{Z}$-principal covering, we again obtain $\pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$.

The transport functor $T_{p}$ has an additional property, it is locally trivial in the following sense. Let $p$ be trivial over $U$, and let $b, c \in U$. Then $T_{p}[w]: F_{b} \rightarrow F_{c}$ is independent of the path $w: I \rightarrow U$ from $b$ to $c$. This is due to the fact that lifts of paths inside $U$ stay within a sheet over $U$.

### 3.3 Classification of Coverings

Let $\mathrm{TRA}_{B}=[\Pi(B), \mathrm{SET}]$ denote the category of functors $\Pi(B) \rightarrow$ SET (objects) and natural transformations between them (morphisms). We call this category the transport category.

Let $p: E \rightarrow B$ be a covering. We have constructed the associated transport functor $T_{p}=T(p): \Pi(B) \rightarrow$ SET. For a morphism $\alpha: p \rightarrow q$ between coverings the restrictions $\alpha_{b}: p^{-1}(b) \rightarrow q^{-1}(b)$ of $\alpha$ to the fibres yield a natural transformation $T(\alpha): T(p) \rightarrow T(q)$ between the corresponding transport functors. So we have obtained a functor

$$
T: \mathrm{COV}_{B} \rightarrow \mathrm{TRA}_{B}
$$

A path connected space $B$ is called a transport space if $T$ is an equivalence of categories.

The main theorem of this section gives conditions under which the transport functor $T$ is an equivalence.
(3.3.1) Note. Let $p: E \rightarrow B$ be a covering with simply connected $E$. Then $B$ is path connected. If $p$ is trivial over $U$, then two paths in $U$ between the same points are homotopic in $B$.

Proof. The space $B$ is path connected, since $p$ is assumed to be surjective and $E$ is path connected. Let $u_{0}, u_{1}$ be paths in $U$ between the same points. By (3.2.9) they have liftings $v_{0}, v_{1}$ which connect the same points. Since $E$ is simply connected, $v_{0}, v_{1}$ are homotopic in $E$ and hence $u_{0}, u_{1}$ are homotopic in $B$.

A set $U \subset B$ is transport-simple if two paths in $U$ between the same points are homotopic within $B$. A space $B$ is semi-locally simply connected if it has an open covering by transport-simple sets. We have just seen that this condition is implied by the existence of a simply connected covering. We call $B$ transport-local, if $B$ is path connected, locally path connected and semi-locally simply connected.
(3.3.2) Theorem (Classification I). Let B be path connected, locally path connected and semi-locally simply connected. Then $B$ is a transport space, i.e., $T$ is an equivalence of categories.

Proof. We begin by constructing a functor

$$
X: \mathrm{TRA}_{B} \rightarrow \mathrm{COV}_{B}
$$

in the opposite direction. Let $\Phi: \Pi(B) \rightarrow$ SET be a functor. We construct an associated covering $p=p(\Phi): X(\Phi) \rightarrow B$. As a set, $X(\Phi)=\coprod_{b \in B} \Phi(b)$, and $p(\Phi)$ sends $\Phi(b)$ to $b$. Let $\mathcal{U}$ be the set of open, path connected and transportsimple subsets of $B$. We define bundle charts over sets $U \in \mathcal{U}$. For $b \in U$ we define

$$
\varphi_{U, b}: U \times \Phi(b) \rightarrow p^{-1}(U), \quad(u, z) \mapsto \Phi(w) z
$$

with some path $w$ in $U$ from $b$ to $u$. By our assumption on $U$, the map $\varphi_{U, b}$ is welldefined, i.e., the choice of $w$ does not matter. By construction, $\varphi_{U, b}$ is bijective. We claim: There exists a unique topology on $X(\Phi)$ such that the $\varphi_{U, b}$ of this type are homeomorphisms onto open subsets. By general principles of gluing, we have to verify that the transition maps

$$
\varphi_{V, c}^{-1} \circ \varphi_{U, b}:(U \cap V) \times \Phi(b) \rightarrow(U \cap V) \times \Phi(c)
$$

are homeomorphisms. Let $x \in U \cap V$ and let $W \subset U \cap V$ be an open, path connected neighbourhood of $x$. Let $u_{x}$ be a path from $b$ to $x$ inside $U$, and $v_{x}$ a path from $c$ to $x$ inside $V$. Then for all $y \in W$

$$
\varphi_{V, c}^{-1} \circ \varphi_{U, b}(y, z)=\varphi_{V, c}^{-1} \circ \varphi_{U, b}(x, z)
$$

because in order to define $\varphi_{U, b}(y, z)$ we can take the product of $u_{x}$ with a path $w_{y}$ in $W$ from $x$ to $y$, and similarly for $\varphi_{V, c}$, so that the contribution of the piece $w_{y}$ cancels. This shows that the second component of $\varphi_{V, c}^{-1} \circ \varphi_{U, b}$ is on $W \times \Phi(b)$ independent of $x \in W$. The continuity of the transition map is a consequence.

If $\alpha: \Phi_{1} \rightarrow \Phi_{2}$ is a natural transformation, then the morphism

$$
X(\alpha): X\left(\Phi_{1}\right) \rightarrow X\left(\Phi_{2}\right), \quad x \in \Phi_{1}(b) \mapsto \alpha(x) \in \Phi_{2}(b)
$$

induced by $\alpha$, is continuous with respect to the topologies just constructed and hence a morphism of coverings. The continuity of $X(\alpha)$ follows from the fact, that bundle charts $\Phi_{U, b}$ for $X\left(\Phi_{1}\right)$ and $X\left(\Phi_{2}\right)$ transform $X(\alpha)$ into

$$
\mathrm{id} \times \alpha(b): U \times \Phi_{1}(b) \rightarrow U \times \Phi_{2}(b)
$$

This finishes the construction of the functor $X: \mathrm{TRA}_{B} \rightarrow \mathrm{COV}_{B}$.
We now show that the functors $T$ and $X$ are mutually inverse equivalences of categories, i.e., that $X T$ and $T X$ are naturally isomorphic to the identity functor. From our constructions we see immediately a canonical homeomorphism $\rho: X(T(p)) \cong$ $E(p)$ over $B$ for each covering $p: E(p) \rightarrow B$, namely set-theoretically the identity. We have to show that $\rho$ is continuous. Let $v \in F_{b} \subset X(T(p))$. Let $W$ be a
neighbourhood of $v$ in $E(p)$. Then there exists an open neighbourhood $V \subset W$ of $v$ in $E(p)$ such that $V$ is path connected and $U=p(V) \in \mathcal{U}$. Let $b=p(v)$. Then we have the bundle charts $\varphi_{U, b}$, and $W=\varphi_{U, b}(U \times v)$ is a neighbourhood of $v$ in $X(T(p))$. From the construction of $\varphi_{U, v}$ we see that $\rho(W) \subset V$. This shows the continuity at $v$. It is easily verified that the homeomorphisms $\rho$ constitute a natural transformation. Conversely, we have to verify that the transport functor of $p(\Phi)$ is $\Phi$. Using the bundle charts $\varphi_{U, b}$ this is first verified for paths in $U$. But each morphism in $\Pi(B)$ is a composition of morphisms represented by paths in such sets $U$.

Fix $b \in B$. A canonical functor is the Hom-functor $\Pi(b,-)$ of the category $\Pi(B)$. Let $p^{b}: E^{b} \rightarrow B$ denote the associated covering. We still assume that $B$ is transport-local. The automorphism group $\pi_{b}=\Pi(b, b)$ of $b$ in $\Pi(B)$, the opposite fundamental group $\pi_{1}(B, b)$, acts on $E^{b}$ fibrewise from the right by composition of morphisms. The action is free and transitive on each fibre. Via our bundle charts it is easily verified that the action on $E^{b}$ is continuous. Thus $p^{b}$ is a right $\pi_{b}$-principal covering. From (3.2.8) we see that $E^{b}$ is simply connected. Thus we have shown:
(3.3.3) Theorem. The canonical covering $p^{b}: E^{b} \rightarrow B$ associated to the Homfunctor $\Pi(b,-)$ has a simply connected total space. The right action of $\Pi(b, b)$ on the fibres by composition of morphisms is the structure of a right principal covering on $p^{b}$.

## Problems

1. Let $S$ be the pseudo-circle. The space $S$ is simply connected. But $S$ has non-trivial connected principal coverings. They can be obtained by a pullback along suitable maps $S \rightarrow S^{1}$ from $\mathbb{Z} / n$-principal or $\mathbb{Z}$-principal coverings of $S^{1}$. In this sense $S$ behaves like $S^{1}$. We see that certain local properties of $B$ are necessary in order that $T$ is an equivalence. 2. Let $f: B \rightarrow C$ be a continuous map. The pullback $p: X \rightarrow B$ of a covering $q: Y \rightarrow C$ along $f$ is a covering. Pulling back morphisms yields a functor $f^{*}=\operatorname{COV}(f): \operatorname{COV}_{C} \rightarrow$ $\operatorname{COV}_{B}$. The map $f$ induces a functor $\Pi(f): \Pi(B) \rightarrow \Pi(C)$, and composition with functors $\Pi(C) \rightarrow$ SET yields a functor TRA $(f):$ TRA $_{C} \rightarrow$ TRA $_{B}$. These functors are compatible $T_{B} \circ \operatorname{COV}(f)=\operatorname{TRA}(f) \circ T_{C}: \operatorname{COV}_{C} \rightarrow \operatorname{TRA}_{B}$.

### 3.4 Connected Groupoids

In this section the space $B$ is assumed to be path connected.
A functor $\Pi(B) \rightarrow$ SET is an algebraic object. The category of these functors has an equivalent description in terms of more familiar algebraic objects, namely group actions. We explain this equivalence.

Let $\Pi$ be a connected groupoid (i.e. there exists at least one morphism between any two objects) with object set $B$, e.g., $\Pi=\Pi(B)$ for a path connected space $B$.

Let $\Pi(x, y)$ denote the set of morphisms $x \rightarrow y$ and $\pi=\pi_{b}=\Pi(b, b)$, the automorphism group of $b$ with respect to composition of morphisms. A functor $F: \Pi \rightarrow$ SET has an associated set $F(b)$ with left $\pi_{b}$-action

$$
\pi_{b} \times F(b) \rightarrow F(b), \quad(\alpha, x) \mapsto F(\alpha)(x)
$$

A natural transformation $\alpha: F \rightarrow G$ yields a map $\alpha(b): F(b) \rightarrow G(b)$ which is $\pi_{b}$-equivariant. In this manner we obtain a functor

$$
\varepsilon_{b}:[\Pi, \mathrm{SET}] \rightarrow \pi_{b}-\mathrm{SET}
$$

from the functor category of functors $\Pi \rightarrow$ SET into the category of left $\pi_{b}$-sets and equivariant maps.

We construct a functor $\eta_{b}$ in the opposite direction. So let $A$ be a $\pi_{b}$-set. The Hom-functor $\Pi(b, ?)$ is a functor into the right $\pi_{b}$-sets, namely $\pi_{b}$ acts on $\Pi(b, x)$ by composition of morphisms. These data yield the functor $\Phi(A)=\Pi(b, ?) \times_{\pi} A$. (Here again $A \times_{\pi} B$ denotes the quotient of $A \times B$ by the equivalence relation $(a g, b) \sim(a, g b),(a, g, b) \in A \times \pi \times B$ for left $\pi$-sets $A$ and right $\pi$-sets $B$.) A $\pi_{b}$-map $f: A \rightarrow B$ induces a natural transformation $\Phi(f): \Phi(A) \rightarrow \Phi(B)$. This finishes the definition of $\eta_{b}$.
(3.4.1) Proposition. The functors $\varepsilon_{b}$ and $\eta_{b}$ are mutually inverse equivalences of categories.

Proof. The composition $\varepsilon_{b} \eta_{b}$ associates to a $\pi_{b}$-set $A$ the $\pi_{b}$-set $\Pi(b, b) \times_{\pi} A$, with $\pi_{b}$-action $g \cdot(f, z)$. The isomorphisms

$$
\iota_{A}: \Pi(b, b) \times_{\pi} A \rightarrow A, \quad(f, z) \mapsto f \cdot z
$$

form a natural equivalence $l: \varepsilon_{b} \eta_{b} \simeq \mathrm{Id}$.
The composition $\eta_{b} \varepsilon_{b}$ associates to a functor $F: \Pi \rightarrow$ SET the functor $\Pi(b,-) \times_{\pi} F(b)$. The maps

$$
\beta_{F}(x): \Pi(b, x) \times F(b) \rightarrow F(x), \quad(f, z) \mapsto F(f) z
$$

form a natural transformation, i.e., a morphism $\beta_{F}: \eta_{b} \varepsilon_{b}(F) \rightarrow F$ in [П, SET]. Since $\Pi$ is a connected groupoid, the $\beta_{F}(x)$ are bijective, and therefore constitute an isomorphism in the functor category. The $\beta_{F}$ are a natural equivalence $\beta: \eta_{b} \varepsilon_{b} \simeq \mathrm{Id}$.

In our previous notation $\mathrm{TRA}_{B}=[\Pi(B)$, SET]. From (3.3.2) and (3.4.1) we obtain for each transport-local space an equivalence of categories $\mathrm{COV}_{B} \rightarrow$ $\pi_{b}$-SET, the composition of the transport functor $T$ with $\varepsilon_{b}$. It associates to a covering $p: E \rightarrow B$ the $\pi_{b}$-set $F_{b}$. The inverse equivalence associates to a $\pi_{b}$-set $A$ the covering

$$
X\left(\eta_{b} A\right)=\coprod_{x \in B} \Pi(B)(b, x) \times_{\pi} A \rightarrow B
$$

It is the covering $E^{b} \times_{\pi} A \rightarrow B$ associated to the $\pi_{b}$-principal covering (3.3.3).
Let $p: E \rightarrow B$ be a right $G$-principal covering with path connected $B$. Then we have the functors

$$
G-\operatorname{SET} \xrightarrow{A(p)} \mathrm{COV}_{B} \xrightarrow{T} \mathrm{TRA}_{B} \xrightarrow[\simeq]{\varepsilon_{b}} \pi_{b}-\text { SET. }
$$

The composition associates to a $G$-set $F$ the $\pi_{b}$-set $F_{b} \times_{G} F$, where the $\pi_{b}$-action is induced from the left $\pi_{b}$-action on $F_{b}$.

Now suppose in addition that $E$ is simply connected. Then we have a bijection $\varphi_{x}^{F}: F \rightarrow F_{b} \times_{G} F, z \mapsto[x, z]$ for a fixed $x \in F_{b}$ as well as the isomorphism $\gamma_{x}: \pi_{b} \rightarrow G$, see (3.2.10). The relation $\gamma_{x}(a) \cdot z=a \cdot[x, z]$ holds. So if we view $G$-sets via $\gamma_{x}$ as $\pi_{b}$-sets, then the above composition of functors is the identity. Thus we have shown:
(3.4.2) Proposition. Let $p: E \rightarrow B$ be a simply connected $G$-principal covering. Then $A(p)$ is an equivalence of categories if and only if $T$ is an equivalence of categories.
(3.4.3) Theorem. The following properties of $B$ are equivalent:
(1) $B$ is a transport space, i.e., $T$ is an equivalence of categories.
(2) $B$ has a universal right $G$-principal covering $p: E \rightarrow B$ with simply connected total space $E$.

Proof. (1) $\Rightarrow$ (2). Since $\varepsilon_{b} \circ T$ is an equivalence of categories, each object of $\pi_{b}$ - SET is isomorphic to an object in the image of $\varepsilon_{b} \circ T$. Thus there exists a covering $p: E \rightarrow B$ such that its $\pi_{b}$-set $F_{b}$ is isomorphic to the $\pi_{b}$-set $\pi_{b}$. By another property of an equivalence of categories, the morphisms $p \rightarrow p$ correspond under $\varepsilon_{b} \circ T$ bijectively to the $\pi_{b}$-maps $F_{b} \rightarrow F_{b}$. The $\pi_{b}$-morphisms $\pi_{b} \rightarrow \pi_{b}$ are the right translations by elements of $\pi_{b}$. Thus $\pi_{b}$ acts simply and transitively on $E$. From (3.2.8) we see that $E$ is simply connected.

The left action of the automorphism group $\operatorname{Aut}(p)$ on $E$ is properly discontinuous and the induced action on each fibre is transitive. If we rewrite this as a right action of the opposite group $G$, we obtain a right $G$-principal covering. Proposition (3.4.2) now says that $p$ is universal.
$(2) \Rightarrow(1)$ is a consequence of (3.4.2).
From a geometric view point the interesting coverings are those with connected total space.

Let $p: E \rightarrow B$ be a universal right $G$-principal covering. A left $G$-set $A$ is the disjoint sum of its orbits. We have a corresponding sum decomposition of the total space $E \times_{G} A$ into the sum of $E \times_{G} C$, where $C$ runs through the orbits of $A$. An orbit is a transitive $G$-set and isomorphic to a homogeneous set $G / H$ for some subgroup $H$ of $G$. The homeomorphism $E \times_{G} G / H \cong E / H$ shows
that the summands $E \times_{G} C$ are path connected. The action of $H$ on $E$ is properly discontinuous and therefore $E \rightarrow E / H$ an $H$-principal covering. Also the induced map $p_{H}: E / H \rightarrow B$ is a covering.

The category of homogeneous $G$-sets and $G$-maps is the orbit category $\operatorname{Or}(G)$ of $G$. The sets $G / K$ and $G / L$ are isomorphic if and only if the subgroups $K$ and $L$ are conjugate in $G$. The isotropy groups of $G / H$ are conjugate to $H$. The inclusion of the subcategory $\operatorname{Or}(G)$ into the category of transitive $G$-sets is an equivalence.

Let $p: E \rightarrow B$ be a universal right $G$-principal covering with simply connected $E$. Then the functor $A(p)$ induces an equivalence of $\operatorname{Or}(G)$ with the category of connected coverings of $B$. Each covering is thus isomorphic to a covering of the form $p_{H}: E / H \rightarrow B$ for a subgroup $H$ of $G$.

We fix $z \in p^{-1}(b) \subset E$ and obtain an isomorphism $\delta_{z}: G \rightarrow \pi_{1}(B, b)$. It sends $g \in G$ to the loop $\left[p \circ w_{g}\right.$ ] where $w_{g}: I \rightarrow E$ is a path from $z$ to $z g^{-1}$.

Let $q: X \rightarrow B$ be a connected covering. We know that the induced homomorphism $p_{*}: \pi_{1}(X, x) \rightarrow \pi_{1}(B, b)$ is injective. The image is called the characteristic subgroup $C(p, x)$ of $p$ with respect to $x$. Let $u: I \rightarrow X$ be a path from $x$ to $y \in p^{-1}(b)$. Then $w=p u$ is a loop and $C(p, y)=[w] C(p, x)[w]^{-1}$, thus different base points in $p^{-1}(b)$ yield conjugate characteristic subgroups. Conversely, each subgroup conjugate to $C(p, x)$ arises this way.

We apply this to the covering $p_{H}$ with $\bar{z}=z H \in E / H$. Then

$$
\left(p_{H}\right)_{*}\left(\pi_{1}(E / H, \bar{z})=\delta_{z}(H)=C\left(p_{H}, \bar{z}\right)\right.
$$

We collect the results in the next theorem.
(3.4.4) Theorem (Classification II). Let $B$ be a transport space. The category of connected coverings of $B$ is equivalent to the orbit category $\operatorname{Or}\left(\pi_{1}(B, b)\right)$. The isomorphism class of a connected covering $q: X \rightarrow B$ corresponds under this equivalence to the isomorphism class of $\pi_{1}(B, b) / C(q, x)$ for any $x \in p^{-1}(b)$. The isomorphism class of a connected covering is determined by the conjugacy class of its characteristic subgroup.

## Problems

1. The automorphism group of $p_{H}: E / H \rightarrow B$ is $N H / H$, where $N H$ denotes the normalizer of $H$ in $\pi_{1}(B, b)$. The covering is a principal covering (also called regular covering), if and only if $H$ is a normal subgroup of $\pi_{1}(B, b)$.
2. The connected coverings of $S^{1}$ are, up to isomorphism, the maps $p_{n}: z \mapsto z^{n}$ for $n \in \mathbb{N}$ and $p: \mathbb{R} \rightarrow S^{1}, t \mapsto \exp (2 \pi i t)$. These coverings are principal coverings.
3. Let $B$ be a contractible space. Is the identity id: $B \rightarrow B$ a universal $G$-principal covering for the trivial group $G$ ?

### 3.5 Existence of Liftings

The following theorem (3.5.2) is interesting and important, because it asserts the existence of liftings under only the necessary algebraic conditions on the fundamental groups.
(3.5.1) Lemma. Let $w_{0}$ and $w_{1}$ be paths in $E$ beginning in $x$. Let $u_{i}=p w_{i}$. Then $w_{0}(1)=w_{1}(1)$ if and only if $u_{0}(1)=u_{1}(1)$ and $\left[u_{0} * u_{1}^{-}\right]$is contained in $p_{*} \pi_{1}(E, x)$.

Proof. If $w_{0}(1)=w_{1}(1)$, then $p_{*}\left[w_{0} * w_{1}^{-}\right]=\left[u_{0} * u_{1}^{-}\right]$. Conversely: We lift $u_{0} * u_{1}^{-}$with initial point $x$. Since $\left[u_{0} * u_{1}^{-}\right] \in p_{*} \pi_{1}(E, x)$ there exists a loop which is homotopic to $u_{0} * u_{1}^{-}$, and which has a lifting with initial point $x$. By (3.2.9), $u_{0} * u_{1}^{-}$itself has a lifting as a loop. Therefore $u_{0}$ and $u_{1}$ have liftings with initial point $x$ and the same end point. These liftings are then necessarily $w_{0}$ and $w_{1}$.
(3.5.2) Theorem. Let $p: E \rightarrow B$ be a covering. Suppose $Z$ is path connected and locally path connected. Let $f: Z \rightarrow B$ be a map with $f(z)=p(x)$. Then there exists a lifting $\Phi: Z \rightarrow E$ of $f$ with $\Phi(z)=x$ if and only if $f_{*} \pi_{1}(Z, z)$ is contained in $p_{*} \pi_{1}(E, x)$.

Proof. If a lifting exists, then the inclusion of groups holds by functoriality of $\pi_{1}$.
Suppose $f_{*} \pi_{1}(Z, z) \subset p_{*} \pi_{1}(E, x)$. We begin by constructing $\Phi$ as a set map. Then we show its continuity.

Let $z_{0} \in Z$. There exists a path $w$ from $z$ to $z_{0}$. Let $v: I \rightarrow E$ be a lifting of $f w$ starting in $x$. We want to define $\Phi$ by $\Phi(z)=v(1)$. Let $w_{1}$ be another path from $z$ to $z_{0}$ and $v_{1}$ a lifting of $f w_{1}$ starting in $x$. Then

$$
p v(1)=f w(1)=f\left(z_{0}\right)=f w_{1}(1)=p v_{1}(1)
$$

moreover

$$
\left[p v * p v_{1}^{-}\right]=f_{*}\left[w * w_{1}^{-}\right] \in p_{*} \pi_{1}(E, x)
$$

By (3.5.1) we have $v(1)=v_{1}(1)$; this shows that $\Phi$ is well-defined if we set $\Phi(z)=v(1)$.

Continuity of $\Phi$. Let $U$ be an open neighbourhood of $\Phi\left(z_{0}\right)$, such that $p$ is trivial over $p(U)=V$, and let $p: U \rightarrow V$ have the inverse homeomorphism $q: V \rightarrow U$. Let $W$ be a path connected neighbourhood of $z_{0}$ such that $f(W) \subset V$. We claim $\Phi(W) \subset U$. Let $z_{1} \in W$ and let $w_{1}$ be a path in $W$ from $z_{0}$ to $z_{1}$. Then $w * w_{1}$ is a path from $z$ to $z_{1}$, and $v_{1}=v * q f w_{1}$ a path with $p v_{1}=f \circ\left(w * w_{1}\right)$ and $v_{1}(0)=x$. Thus $v_{1}(1) \in U$.
(3.5.3) Theorem. Let $X$ be a topological group with neutral element $x$ and let $p: E \rightarrow X$ be a covering with path connected and locally path connected $E$. For each $e \in p^{-1}(x)$ there exists a unique group structure on $E$ which makes $E$ into $a$ topological group with neutral element $e$ and such that $p$ is a homomorphism.

Proof. Construction of a group structure on $E$. Let $m: X \times X \rightarrow X$ be the group multiplication. We try to find $M: E \times E \rightarrow E$ as a lift $m(p \times p)$ along $p$ with $M(e, e)=e$. This can be done, by (3.5.2), if $m_{*}(p \times p)_{*} \pi_{1}(E \times E) \subset p_{*} \pi_{1}(E)$. This inclusion holds, since (using (2.7.3))
$m_{*}(p \times p)_{*}\left[\left(w_{1}, w_{2}\right)\right]=\left[p w_{1} \cdot p w_{2}\right]=\left[p w_{1} * p w_{2}\right]=\left[p\left(w_{1} * w_{2}\right)\right]=p_{*}\left[w_{1} * w_{2}\right]$.
From the uniqueness of liftings one shows that $M$ is associative. In a similar manner we see that (passage to) the inverse in $X$ has a lifting to $E$, and uniqueness of liftings shows that the result is an inverse for the structure $M$.

A well-known result of Hermann Weyl is that a compact, connected, semi-simple Lie group has a finite simply connected covering. See [29, V.7] about fundamental groups of compact Lie groups. The group $\mathrm{O}(n)$ has two different two-fold coverings which are non-trivial over $\mathrm{SO}(n)$. They are distinguished by the property that the elements over the reflections at hyperplanes have order 2 or $4(n \geq 1)$. We will see that $\pi_{1}(\mathrm{SO}(n)) \cong \mathbb{Z} / 2$ for $n \geq 3$. The corresponding simply connected covering groups are the spinor groups $\operatorname{Spin}(n)$; see e.g., [29, I.6].

We repeat an earlier result in a different context. We do not assume that $B$ has a universal covering.
(3.5.4) Proposition. Let $B$ be path connected and locally path connected. Coverings $p_{i}:\left(X_{i}, x_{i}\right) \rightarrow(B, b)$ with path connected total space are isomorphic if and only if their characteristic subgroups are conjugate in $\pi_{1}(B, b)$.

Proof. Since $C\left(p_{1}, x_{1}\right)$ and $C\left(p_{2}, x_{2}\right)$ are conjugate we can change the base point $x_{2}$ such that the groups are equal. By (3.5.2), there exist morphisms $f_{1}:\left(X_{1}, x_{1}\right) \rightarrow$ $\left(X_{2}, x_{2}\right)$ and $f_{2}:\left(X_{2}, x_{2}\right) \rightarrow\left(X_{1}, x_{1}\right)$, and since $f_{2} f_{1}\left(x_{1}\right)=x_{1}, f_{1} f_{2}\left(x_{2}\right)=x_{2}$ both compositions are the identity.

By functoriality of $\pi_{1}$ we see that isomorphic coverings have conjugate characteristic subgroups.

## Problems

1. We have given a direct proof of (3.5.2), although it can also be derived from our previous classification results. The existence of a lift $\Phi$ is equivalent to the existence of a section in the covering which is obtained by pullback along $f$. The $\pi_{1}(Z, z)$-action on the fibre $E_{b}$ of the pullback is obtained from the $\pi_{1}(B, b)$-action via $f_{*}: \pi_{1}(Z, z) \rightarrow \pi_{1}(B, b)$. The existence of a section is equivalent to $E_{b}$ having a fixed point under the $\pi_{1}(Z, z)$-action. If the inclusion of groups holds as in the statement of the theorem, then a fixed point exists because the image of $p_{*}$ is the isotropy group of the $\pi_{1}(B, b)$-action.
2. Let $p: E \rightarrow B$ be a covering with path connected and locally path connected total space. The following are equivalent: (1) $\operatorname{Aut}(p)$ acts transitively on each fibre of $p$. (2) $\operatorname{Aut}(p)$ acts transitively on some fibre of $p$. (3) The characteristic subgroup is normal in $\pi_{1}(B, b)$. (4) $p$ is an $\operatorname{Aut}(p)$-principal covering.

### 3.6 The Universal Covering

We collect some of our results for the standard situation that $B$ is path connected, locally path connected and semi-locally simply connected space. Let us now call a covering $p: E \rightarrow B$ a universal covering if $E$ is simply connected.
(3.6.1) Theorem (Universal covering). Let $B$ be as above.
(1) There exists up to isomorphism a unique universal covering $p: E \rightarrow B$.
(2) The action of the automorphism group $\operatorname{Aut}(p)$ on $E$ furnishes $p$ with the structure of a left $\operatorname{Aut}(p)$-principal covering.
(3) The group $\operatorname{Aut}(p)$ is isomorphic to $\pi_{1}(B, b)$. Given $x \in p^{-1}(b)$, an isomorphism $\iota_{x}: \operatorname{Aut}(p) \rightarrow \pi_{1}(B, b)$ is obtained, if we assign to $\alpha \in \operatorname{Aut}(p)$ the class of the loop $p w$ for a path $w$ from $x$ to $\alpha(x)$.
(4) The space $E^{b}$ is simply connected.

Proof. (1) Existence is shown in (3.3.3). Since $B$ is locally path connected, the total space of each covering has the same property. Let $p_{i}: E_{i} \rightarrow B$ be simply connected coverings with base points $x_{i} \in p_{i}^{-1}(b)$. By (3.5.2), there exist morphisms $\alpha: p_{1} \rightarrow p_{2}$ and $\beta: p_{2} \rightarrow p_{1}$ such that $\alpha\left(x_{1}\right)=x_{2}$ and $\beta\left(x_{2}\right)=x_{1}$. By uniqueness of liftings, $\alpha \beta$ and $\beta \alpha$ are the identity, i.e., $\alpha$ and $\beta$ are isomorphisms. This shows uniqueness.
(2) By (3.1.8), the action of $\operatorname{Aut}(p)$ on $E$ is properly discontinuous. As in (1) one shows that $\operatorname{Aut}(p)$ acts transitively on each fibre of $p$. The map $\operatorname{Aut}(p) \backslash E \rightarrow B$, induced by $p$, is therefore a homeomorphism. Since $E \rightarrow \operatorname{Aut}(p) \backslash E$ is a principal covering, so is $p$.
(3) Since $E$ is simply connected, there exists a unique homotopy class of paths $w$ from $x$ to $\alpha(x)$. Since $x$ and $\alpha(x)$ are contained in the same fibre, $p w$ is a loop. Therefore $l_{x}$ is well-defined. If we lift a loop $u$ based at $b$ to a path $w$ beginning in $x$, then there exists $\alpha \in \operatorname{Aut}(p)$ such that $\alpha(x)=w(1)$. Hence $\iota_{x}$ is surjective. Two paths starting in $x$ have the same end point if and only if their images in $B$ are homotopic. Hence $\iota_{x}$ is injective. If $v$ is a path from $x$ to $\alpha(x)$ and $w$ a path from $x$ to $\beta(x)$, then $v * \beta w$ is a path from $x$ to $\alpha \beta(x)$. Hence $\iota_{x}$ is a homomorphism.
(4) is shown in (3.3.3).
(3.6.2) Theorem (Classification III). Suppose that $B$ has a universal covering $p: E \rightarrow B$. Then $p$ is $a \pi_{1}(B, b)$-principal covering. Each connected covering of $B$ is isomorphic to a covering of the form $E / H \rightarrow B, H \subset \pi_{1}(B, b) a$ subgroup. This covering has $H$ as a characteristic subgroup. Two such coverings are isomorphic if and only if the corresponding subgroups of $\pi_{1}(B, b)$ are conjugate.

## Problems

1. The product $\prod_{1}^{\infty} S^{1}$ is not semi-locally simply connected.
2. Is the product of a countably infinite number of the universal covering of $S^{1}$ a covering?
3. Identify in $S^{1}$ the open upper and the open lower hemi-sphere to a point. The resulting space $X$ has four points. Show $\pi_{1}(X) \cong \mathbb{Z}$. Does $X$ have a universal covering?
4. The quotient map $p: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n} / \mathbb{Z}^{n}$ is a universal covering. The map $q: \mathbb{R}^{n} \rightarrow T^{n}$, $\left(x_{j}\right) \mapsto\left(\exp 2 \pi i x_{j}\right)$ is a universal covering of the $n$-dimensional torus $T^{n}=S^{1} \times \cdots \times S^{1}$. Let $f: T^{n} \rightarrow T^{n}$ be a continuous automorphism, and let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a lifting of $f q$ along $q$ with $F(0)=0$. The assignments $x \mapsto F(x)+F(y)$ and $x \mapsto F(x+y)$ are liftings of the same map with the same value for $x=0$. Hence $F(x+y)=F(x)+F(y)$. From this relation one deduces that $F$ is a linear map. Since $F\left(\mathbb{Z}^{n}\right) \subset \mathbb{Z}^{n}$, the map $F$ is given by a matrix $A \in \mathrm{GL}_{n}(\mathbb{Z})$. Conversely, each matrix in $\mathrm{GL}_{n}(\mathbb{Z})$ gives us an automorphism of $T^{n}$. The group of continuous automorphisms of $T^{n}$ is therefore isomorphic to $\mathrm{GL}_{n}(\mathbb{Z})$. 5. Classify the 2-fold coverings of $S^{1} \vee S^{1}$ and of $S^{1} \vee S^{1} \vee S^{1}$. (Note that a subgroup of index 2 is normal.)
5. The $k$-fold $(k \in \mathbb{N})$ coverings of $S^{1} \vee S^{1}$ correspond to isomorphism classes of $\pi=$ $\pi_{1}\left(S^{1} \vee S^{1}\right)=\langle u\rangle *\langle v\rangle$-sets of cardinality $k$. An action of $\pi$ on $\{1, \ldots, k\}$ is determined by the action of $u$ and $v$, and these actions can be arbitrary permutations of $\{1, \ldots, k\}$.


Figure 3.1. The 3-fold regular coverings of $S^{1} \vee S^{1}$.

Hence these actions correspond bijectively to the elements of $S_{k} \times S_{k}$ ( $S_{k}$ the symmetric group). A bijection $\alpha$ of $\{1, \ldots, k\}$ is an isomorphism of the actions corresponding to ( $u, v$ ) and ( $u^{\prime}, v^{\prime}$ ) if and only if $\alpha^{-1} u^{\prime} \alpha=u, \alpha^{-1} v^{\prime} \alpha=v$. The isomorphism classes of $k$-fold coverings correspond therefore to the orbit set of the action

$$
S_{k} \times\left(S_{k} \times S_{k}\right) \rightarrow S_{k} \times S_{k}, \quad(\alpha, u, v) \mapsto\left(\alpha u \alpha^{-1}, \alpha v \alpha^{-1}\right)
$$

Consider the case $k=3$ and $\left.S_{3}=\langle A, B| A^{3}=1, B^{2}=1, B A B^{-1}=A^{-1}\right\}$. The three conjugacy classes are represented by $1, A, B$. We can normalize the first component of each orbit correspondingly. If we fix $u$, then the centralizer $Z(u)$ of $u$ acts on the second component. We have $Z(1)=S_{3}, Z(B)=\{1, B\}$, and $Z(A)=\left\{1, A, A^{2}\right\}$. This yields the following representing pairs for the orbits:

$$
(1,1), \quad(1, A) c n, \quad(1, B)
$$

$$
\begin{aligned}
&(A, 1) c n,(A, A) c n, \\
&(B, 1),(B, A) c, \\
&(B, B), \quad(B, A B) c .
\end{aligned}
$$

The transitive actions (which yield connected coverings) have the addition $c$, the normal subgroups (which yield regular coverings) have the addition $n$.

Draw figures for the connected coverings. For this purpose study the restrictions of the coverings to the two summands $S^{1}$; note that under restriction a connected covering may become disconnected. Over each summand one has a 3 -fold covering of $S^{1}$; there are three of them.
7. Classify the regular 4-fold coverings of $S^{1} \vee S^{1}$.
8. The Klein bottle has three 2 -fold connected coverings. One of them is a torus, the other two are Klein bottles.
9. Let $X$ be path connected and set $Y=X \times I / X \times \partial I$. Show $\pi_{1}(Y) \cong \mathbb{Z}$. Show that $Y$ has a simply connected universal $\mathbb{Z}$-principal covering. Is $Y$ always locally path connected?
10. Construct a transport space which is not locally path connected.
11. The space $\mathbb{R}^{n}$ with two origins is obtained from $\mathbb{R}^{n}+\mathbb{R}^{n}$ by identifying $x \neq 0$ in the first summand with the same element in the second summand. Let $M$ be the line with two origins. Construct a universal covering of $M$ and determine $\pi_{1}(M)$. What can you say about $\pi_{1}$ of $\mathbb{R}^{n}$ with two origins for $n>1$ ?
12. Make the fundamental groupoid $\Pi(B)$ into a topological groupoid with object space $B$. (Hypothesis (3.6.1). Use (14.1.17).)
13. Let $X$ be a compact Hausdorff space and $H(X)$ the group of homeomorphism. Then $H(X)$ together with the CO-topology is a topological group and $H(X) \times X \rightarrow X,(f, x) \mapsto$ $f(x)$ a continuous group action.
14. The space $C\left(S^{1}, S^{1}\right)$ with CO-topology becomes a topological group under pointwise multiplication of maps.
15. There are two continuous homomorphisms $e: C\left(S^{1}, S^{1}\right) \rightarrow S^{1}, f \mapsto f(1)$ and $d: C\left(S^{1}, S^{1}\right) \rightarrow \mathbb{Z}, f \mapsto \operatorname{degree}(f)$. Let $M^{0}\left(S^{1}\right)$ be the kernel of $(e, d)$. Let further $f_{n}: S^{1} \rightarrow S^{1}, z \mapsto z^{n}$. The homomorphism $s: S^{1} \times \mathbb{Z} \rightarrow C\left(S^{1}, S^{1}\right),(\alpha, n) \mapsto \alpha f_{n}$ is continuous. The map

$$
M^{0}\left(S^{1}\right) \times\left(S^{1} \times \mathbb{Z}\right) \rightarrow C\left(S^{1}, S^{1}\right), \quad(f,(\alpha, n)) \mapsto f \cdot s(\alpha, n)
$$

is an isomorphism of topological groups. The space $M^{0}\left(S^{1}\right)$ is isomorphic to the space $V$ of continuous functions $\phi: \mathbb{R} \rightarrow \mathbb{R}$ with $\varphi(0)=0$ and $\varphi(x+2 \pi)=\varphi(x)$ or, equivalently, to the space of continuous functions $\alpha: S^{1} \rightarrow \mathbb{R}$ with $\alpha(1)=0$. The space $V$ carries the sup-norm and the induced CO-topology.
16. Let $M\left(S^{1}\right)$ be the group of homeomorphisms $S^{1} \rightarrow S^{1}$ of degree 1 with CO-topology. Each $\lambda \in S^{1}$ yields a homeomorphism $f_{\lambda}: z \mapsto \lambda x$. In this way $S^{1}$ becomes a subgroup of $M\left(S^{1}\right)$. Let $M_{1}\left(S^{1}\right)$ be the subgroup of homeomorphisms $f$ with $f(1)=1$. Then

$$
S^{1} \times M_{1}\left(S^{1}\right) \rightarrow M\left(S^{1}\right), \quad(\lambda, h) \mapsto f_{\lambda} \circ h
$$

is a homomorphism. The space $M_{1}\left(S^{1}\right)$ is homeomorphic to the space $H$ of homeomorphism $f:[0,1] \rightarrow[0,1]$ with $f(0)=0$. The space $H$ is contractible; a contraction is $f_{t}(x)=$ $(1-t) f(x)+t x$. Therefore the inclusion $S^{1} \rightarrow M\left(S^{1}\right)$ is an h-equivalence. The space $H\left(S^{1}\right)$ of homeomorphisms of $S^{1}$ is h-equivalent to $\mathrm{O}(2)$.

## Chapter 4

## Elementary Homotopy Theory

Further analysis and applications of the homotopy notion require a certain amount of formal consideration. We deal with several related topics.
(1) The construction of auxiliary spaces from the basic "homotopy cylinder" $X \times I:$ mapping cylinders, mapping cones, suspensions; and dual constructions based on the "path space" $X^{I}$. These elementary constructions are related to the general problem of defining homotopy limits and homotopy colimits.
(2) Natural group structures on Hom-functors in TOP ${ }^{0}$. By category theory they arise from group and cogroup objects in this category. But we mainly work with the explicit constructions: suspension and loop space.
(3) Exact sequences involving homotopy functors based on "exact sequences" among pointed spaces ("space level"). These so-called cofibre and fibre sequences are a fundamental contribution of D. Puppe to homotopy theory [155]. The exact sequences have a three-periodic structure, and it has by now become clear that data of this type are an important structure in categories with (formal) homotopy (triangulated categories).
As an application, we use a theorem about homotopy equivalences of mapping cylinders to prove a gluing theorem for homotopy equivalences. The reader may have seen partitions of unity. In homotopy theory they are used to reduce homotopy colimits to ordinary colimits. Here we treat the simplest case: pushouts.

### 4.1 The Mapping Cylinder

Let $f: X \rightarrow Y$ be a map. We construct the mapping cylinder $Z=Z(f)$ of $f$ via the pushout


$$
\begin{gathered}
Z(f)=X \times I+Y / f(x) \sim(x, 1) \\
J(y)=y, j(x)=(x, 0)
\end{gathered}
$$

Here $i_{t}(x)=(x, t)$. Since $\left\langle i_{0}, i_{1}\right\rangle$ is a closed embedding, the maps $\langle j, J\rangle, j$ and $J$ are closed embeddings. We also have the projection $q: Z(f) \rightarrow Y,(x, t) \mapsto f(x)$, $y \mapsto y$. The relations $q j=f$ and $q J=$ id hold. We denote elements in $Z(f)$ by
their representatives in $X \times I+Y$.


The map $J q$ is homotopic to the identity relative to $Y$. The homotopy is the identity on $Y$ and contracts $I$ relative 1 to 1 .

We thus have a decomposition of $f$ into a closed embedding $J$ and a homotopy equivalence $q$. From the pushout property we see:

Continuous maps $\beta: Z(f) \rightarrow B$ correspond bijectively to pairs $h: X \times I \rightarrow B$ and $\alpha: Y \rightarrow B$ such that $h(x, 1)=\alpha f(x)$.

In the following we consider $Z(f)$ as a space under $X+Y$ via the embedding (inclusion) $\langle j, J\rangle$. We now study homotopy commutative diagrams

together with homotopies $\Phi: f^{\prime} \alpha \simeq \beta f$. In the case that the diagram is commutative, the pair $(\alpha, \beta)$ is a morphism from $f$ to $f^{\prime}$ in the category of arrows in TOP. We consider the data $(\alpha, \beta, \Phi)$ as a generalized morphism. These data induce a map $\chi=Z(\alpha, \beta, \Phi): Z(f) \rightarrow Z\left(f^{\prime}\right)$ defined by

$$
\chi(y)=\beta(y), y \in Y, \quad \chi(x, s)= \begin{cases}(\alpha(x), 2 s), & x \in X, s \leq 1 / 2 \\ \Phi_{2 s-1}(x), & x \in X, s \geq 1 / 2\end{cases}
$$

The diagram

is commutative. The composition of two such morphisms between mapping cylinders is homotopic to a morphism of the same type. Suppose we are given $f^{\prime \prime}: X^{\prime \prime} \rightarrow Y^{\prime \prime}, \alpha^{\prime}: X^{\prime} \rightarrow X^{\prime \prime}, \beta^{\prime}: Y^{\prime} \rightarrow Y^{\prime \prime}$, and a homotopy $\Phi^{\prime}: f^{\prime \prime} \alpha^{\prime} \simeq \beta^{\prime} f^{\prime}$. These data yield a composed homotopy $\Phi^{\prime} \diamond \Phi: f^{\prime \prime} \alpha^{\prime} \alpha \simeq \beta^{\prime} \beta f$ defined by

$$
\left(\Phi^{\prime} \diamond \Phi\right)_{t}= \begin{cases}\Phi_{2 t}^{\prime} \circ \alpha, & t \leq 1 / 2 \\ \beta^{\prime} \circ \Phi_{2 t-1}, & t \geq 1 / 2\end{cases}
$$

(This is the product of the homotopies $\Phi_{t}^{\prime} \alpha$ and $\beta^{\prime} \Phi_{t}$.)
(4.1.1) Lemma. There exists a homotopy

$$
Z\left(\alpha^{\prime}, \beta^{\prime}, \Phi^{\prime}\right) \circ Z(\alpha, \beta, \Phi) \simeq Z\left(\alpha^{\prime} \alpha, \beta^{\prime} \beta, \Phi^{\prime} \diamond \Phi\right)
$$

which is constant on $X+Y$.
Proof. Both maps coincide on $Y$ and differ on $X \times I$ by a parameter transformation of $I$.

We also change $\alpha$ and $\beta$ by a homotopy. Suppose given homotopies $A^{t}: X \rightarrow$ $X^{\prime}$ and $B^{t}: Y \rightarrow Y^{\prime}$ and a homotopy $\Gamma^{t}: f^{\prime} A^{t} \simeq B^{t} f$. We assume, of course, that $\Gamma^{t}=\left(\Gamma_{s}^{t}\right)$ is continuous on $X \times I \times I$. We get a homotopy $Z\left(A^{t}, B^{t}, \Gamma^{t}\right): Z(f) \rightarrow$ $Z\left(f^{\prime}\right)$ which equals $A^{t}+B^{t}: X+Y \rightarrow X^{\prime}+Y^{\prime}$ on these subspaces.

We use the fact that $A^{t}, B^{t}, \Phi$ induce a homotopy $\Gamma^{t}$.
(4.1.2) Lemma. Suppose $A^{t}, B^{t}$ with $A^{0}=\alpha, B^{0}=\beta$ and $\Phi: f^{\prime} A^{0} \simeq B^{0} f$ are given.Then there exists $\Gamma^{t}$ with $\Gamma^{0}=\Phi$.

Proof. One applies a retraction $X \times I \times I \rightarrow X \times(\partial I \times I \cup I \times 0)$ to the map $\gamma: X \times(\partial I \times I \cup I \times 0) \rightarrow Y^{\prime}$ defined by $\gamma(x, s, 0)=\Phi(x, s), \gamma(x, 0, t)=f^{\prime} A^{t}(x)$ and $\gamma(x, 1, t)=B^{t} f(x)$.

Suppose now that $X^{\prime \prime}=X, Y^{\prime \prime}=Y, f^{\prime \prime}=f$ and $\alpha^{\prime} \alpha \simeq \mathrm{id}, \beta^{\prime} \beta \simeq \mathrm{id}$, $f \alpha^{\prime} \simeq \beta^{\prime} f^{\prime}$. We choose homotopies

$$
A^{t}: \alpha^{\prime} \alpha \simeq \mathrm{id}, \quad B^{t}: \beta^{\prime} \beta \simeq \mathrm{id}, \quad \Phi^{\prime}: f \alpha^{\prime} \simeq \beta^{\prime} f^{\prime}
$$

As before, we have the composition $\Psi=\Phi^{\prime} \diamond \Phi$. We use (4.1.2) to find a homotopy $\Gamma^{t}$ with $\Gamma^{0}=\Psi$ and $\Gamma^{t}: f A^{t} \simeq B^{t} f$. Let $\Gamma_{-}^{1}$ be the inverse homotopy of $\Gamma^{1}$. Let $\Omega=Z\left(1_{X}, 1_{Y}, \Gamma_{-}^{1}\right) \circ Z\left(\alpha^{\prime}, \beta^{\prime}, \Phi^{\prime}\right): Z\left(f^{\prime}\right) \rightarrow Z(f)$; this morphism restricts to $\alpha^{\prime}+\beta^{\prime}: X^{\prime}+Y^{\prime} \rightarrow X+Y$.
(4.1.3) Proposition. There exists a homotopy from $\Omega \circ Z(\alpha, \beta, \Phi)$ to the identity which equals $\left(\left(k * A^{t}\right) * k+\left(k * B^{t}\right) * k\right)$ on $X+Y$; here $k$ denotes a constant homotopy.

Proof. By (4.1.1) there exists a homotopy relative to $X+Y$ of the composition in question to $Z\left(1_{X}, 1_{Y}, \Gamma_{-}^{1}\right) \circ Z\left(\alpha^{\prime} \alpha, \beta^{\prime} \beta, \Psi\right)$. By (4.1.2) we have a further homotopy to $Z\left(1_{X}, 1_{Y}, \Gamma_{-}^{1}\right) \circ Z\left(1_{X}, 1_{Y}, \Gamma^{1}\right)$, which equals $A^{t}+B^{t}$ on $X+Y$, and then by (4.1.1) a homotopy to $Z\left(1_{X}, 1_{Y}, \Gamma_{-}^{1} \diamond \Gamma^{1}\right)$, which is constant on $X+Y$. The homotopy $\Gamma_{-}^{1} \diamond \Gamma^{1}: f \simeq f$ is homotopic relative to $X \times \partial I$ to the constant homotopy $k_{f}$ of $f$. We thus have an induced homotopy relative $X+Y$ to $Z\left(1_{X}, 1_{Y}, k_{f}\right)$ and finally a homotopy to the identity (Problems 1 and 2).
(4.1.4) Theorem. Suppose $\alpha$ and $\beta$ are homotopy equivalences. Then the map $Z(\alpha, \beta, \Phi)$ is a homotopy equivalence.

Proof. The morphism $\Omega$ in (4.1.3) has a right homotopy inverse. We can apply (4.1.1) and (4.1.3) to $\Omega$ and see that $\Omega$ also has a left homotopy inverse. Hence $\Omega$ is a homotopy equivalence. From $\Omega \circ Z(\alpha, \beta, \Phi) \simeq$ id we now conclude that $Z(\alpha, \beta, \Phi)$ is a homotopy equivalence.

## Problems

1. Suppose $\Phi$ and $\Psi$ are homotopic relative to $X \times \partial I$. Then $Z(\alpha, \beta, \Phi)$ and $Z(\alpha, \beta, \Psi)$ are homotopic relative to $X+Y$.
2. In the case that $f^{\prime} \alpha=\beta f$ we have the map $Z(\alpha, \beta): Z(f) \rightarrow Z\left(f^{\prime}\right)$ induced by $\alpha \times$ id $+\beta$. Let $k$ be the constant homotopy. Then $Z(\alpha, \beta, k) \simeq Z(\alpha, \beta)$ relative to $X+Y$. 3. Let $[\Phi]$ denote the morphism in $\Pi\left(X, Y^{\prime}\right)$ represented by $\Phi$. We think of $(\alpha, \beta,[\Phi])$ as a morphism from $\alpha$ to $\beta$. The composition is defined by $\left(\alpha^{\prime}, \beta^{\prime},\left[\Phi^{\prime}\right]\right) \circ(\alpha, \beta,[\Phi])=$ $\left(\alpha^{\prime} \alpha, \beta^{\prime} \beta,\left[\Phi^{\prime} \diamond \Phi\right]\right)$. Show that we obtain in this manner a well-defined category. (This definition works in any 2-category.)

### 4.2 The Double Mapping Cylinder

Given a pair of maps $f: A \rightarrow B$ and $g: A \rightarrow C$. The double mapping cylinder $Z(f, g)=Z(B \stackrel{f}{\longleftarrow} A \stackrel{g}{\longleftrightarrow} C)$ is the quotient of $B+A \times I+C$ with respect to the relations $f(a) \sim(a, 0)$ and $(a, 1) \sim g(a)$ for each $a \in A$. We can also define it via a pushout

$$
\begin{aligned}
& A+A \xrightarrow{f+g} B+C \\
& \stackrel{\downarrow\left\langle i_{0}, i_{1}\right\rangle}{ } \\
& A \times I \longrightarrow Z(f, g) .
\end{aligned}
$$

The map $\left\langle j_{0}, j_{1}\right\rangle$ is a closed embedding. In the case that $f=\operatorname{id}(A)$, we can identify $Z(\operatorname{id}(A), g)=Z(g)$. We can also glue $Z(f)$ and $Z(g)$ along the common subspace $A$ and obtain essentially $Z(f, g)$ (up to $I \cup_{\{0\}} I \cong I$ ). A commutative diagram

induces $Z(\beta, \alpha, \gamma): Z(f, g) \rightarrow Z\left(f^{\prime}, g^{\prime}\right)$, the quotient of $\beta+\alpha \times \mathrm{id}+\gamma$. We can also generalize to an h-commutative diagram as in the previous section.
(4.2.1) Theorem. Suppose $\beta, \alpha, \gamma$ are h-equivalences. Then $Z(\beta, \alpha, \gamma)$ is an $h$-equivalence.

In order to use the results about the mapping cylinder, we present $Z(f, g)$, up to canonical homeomorphism, also as the pushout of $j^{A}: A \rightarrow Z(f)$ and $j^{B}: A \rightarrow Z(g)$. Here the subspace $Z(f)$ corresponds to the image of $B+A \times$ $[0,1 / 2]$ in $Z(f, g)$ and $Z(g)$ to the image of $A \times[1 / 2,1]+C$. We view $Z(f, g)$ as a space under $B+A+C$. If we are given homotopies $\Phi^{B}: f^{\prime} \alpha \simeq \beta f$, $\Phi^{C}: g^{\prime} \alpha \simeq \gamma g$, we obtain an induced map

$$
\Psi=Z\left(\alpha, \beta, \Phi^{B}\right) \cup_{A} Z\left(\alpha, \gamma, \Phi^{C}\right): Z(f, g) \rightarrow Z\left(f^{\prime}, g^{\prime}\right)
$$

which extends $\beta+\alpha+\gamma$.
(4.2.2) Theorem. Let $\alpha$ be an h-equivalence with h-inverse $\alpha^{\prime}$ and suppose $\beta$ and $\gamma$ have left h-inverses $\beta^{\prime}, \gamma^{\prime}$. Choose homotopies $A^{t}: \alpha^{\prime} \alpha \simeq \mathrm{id}, B^{t}: \beta^{\prime} \beta \simeq \mathrm{id}$, $C^{t}: \gamma^{\prime} \gamma \simeq$ id. Then there exists $\Omega: Z\left(f^{\prime}, g^{\prime}\right) \rightarrow Z(f, g)$ and a homotopy from $\Omega \circ \Psi$ to the identity which extends $\left(\left(k * B^{t}\right) * k+\left(k * A^{t}\right) * k+\left(k * C^{t}\right) * k\right)$.

Proof. The hypotheses imply $\beta^{\prime} f^{\prime} \simeq f \alpha$ and $\gamma^{\prime} g^{\prime} \simeq g \alpha$. We can apply (4.1.3) and find left homotopy inverses $\Omega^{B}$ of $Z\left(\alpha, \beta, \Phi^{B}\right)$ and $\Omega^{C}$ of $Z\left(\alpha, \gamma, \Phi^{C}\right)$. Then $\Omega=\Omega^{B} \cup_{A} \Omega^{C}$ has the desired properties.

Theorem (4.2.1) is now a consequence of (4.2.2). The reasoning is as for (4.1.4).
In general, the ordinary pushout of a pair of maps $f, g$ does not have good homotopy properties. One cannot expect to have a pushout in the homotopy category. A pushout is a colimit, in the terminology of category theory. In homotopy theory one replaces colimits by so-called homotopy colimits. We discuss this in the simplest case of pushouts.

Given a diagram

and a homotopy $h: j_{-} f_{-} \simeq j_{+} f_{+}$. We obtain an induced map $\varphi: Z\left(f_{-}, f_{+}\right) \rightarrow X$ which is the quotient of $\left\langle j_{-}, h, j_{+}\right\rangle: X_{-}+X_{0} \times I+X_{+} \rightarrow X$. We define: The diagram (1) together with the homotopy $h$ is called a homotopy pushout or homotopy cocartesian if the map $\varphi$ is a homotopy equivalence. This definition is in particular important if the diagram is commutative and $h$ the constant homotopy.

Suppose we have inclusions $f_{ \pm}: X_{0} \subset X_{ \pm}$and $j_{ \pm}: X_{ \pm} \subset X$ such that $X=$ $X_{-} \cup X_{+}$. In the case that the interiors $X_{ \pm}^{\circ}$ cover $X$, the space $X$ is a pushout in the category TOP. In many cases it is also the homotopy pushout; the next proposition is implied by (4.2.4) and (4.2.5).
(4.2.3) Proposition. Suppose the covering $X_{ \pm}$of $X$ is numerable (defined below). Then $X$ is the homotopy pushout of $f_{ \pm}: X_{0} \subset X_{ \pm}$.

For the proof we first compare $Z\left(f_{-}, f_{+}\right)$with the subspace $N\left(X_{-}, X_{+}\right)=$ $X_{-} \times 0 \cup X_{0} \times I \cup X_{+} \times 1$ of $X \times I$. We have a canonical bijective map $\alpha: Z\left(f_{-}, f_{+}\right) \rightarrow N\left(X_{-}, X_{+}\right)$. Both spaces have a canonical projection to $X$ (denoted $p_{Z}, p_{N}$ ), and $\alpha$ is a map over $X$ with respect to these projections.
(4.2.4) Lemma. The map $\alpha$ is an h-equivalence over $X$ and under $X_{ \pm}$.

Proof. Let $\gamma: I \rightarrow I$ be defined by $\gamma(t)=0$ for $t \leq 1 / 3, \gamma(t)=1$ for $t \geq 2 / 3$ and $\gamma(t)=3 t-1$ for $1 / 3 \leq t \leq 2 / 3$. We define $\beta: N\left(X_{-} X_{+}\right) \rightarrow Z\left(f_{-}, f_{+}\right)$ as $\operatorname{id}\left(X_{0}\right) \times \gamma$ on $X_{0} \times I$ and the identity otherwise. Homotopies $\alpha \beta \simeq \mathrm{id}$ and $\beta \alpha \simeq$ id are induced by a linear homotopy in the $I$-coordinate. The reader should verify that $\beta$ and the homotopies are continuous.

The covering $X_{ \pm}$of $X$ is numerable if the projection $p_{N}$ has a section. A section $\sigma$ is determined by its second component $s: X \rightarrow[0,1]$, and a function of this type defines a section if and only if $X \backslash X_{-} \subset s^{-1}(0), X \backslash X_{+} \subset s^{-1}(1)$.
(4.2.5) Lemma. Suppose $p_{N}$ has a section $\sigma$. Then $p_{N}$ is shrinkable.

Proof. A homotopy $\sigma \circ p_{N} \simeq$ id over $X$ is given by a linear homotopy in the $I$-coordinate.
(4.2.6) Corollary. Suppose the covering $X_{ \pm}$is numerable. Then $p_{Z}$ is shrinkable.
(4.2.7) Theorem. Let $\left(X, X_{ \pm}\right)$and $\left(Y, Y_{ \pm}\right)$be numerable coverings. Suppose that $F: X \rightarrow Y$ is a map with $F\left(X_{ \pm}\right) \subset Y_{ \pm}$. Assume that the induced partial maps $F_{ \pm}: X_{ \pm} \rightarrow Y_{ \pm}$and $F_{0}: X_{0} \rightarrow Y_{0}$ are $h$-equivalences. Then $F$ is an $h$-equivalence.

Proof. This is a consequence of (4.2.1) and (4.2.6).
The double mapping cylinder of the projections $X \leftarrow X \times Y \rightarrow Y$ is called the join $X \star Y$ of $X$ and $Y$. It is the quotient space of $X \times I \times Y$ under the relations $(x, 0, y) \sim\left(x, 0, y^{\prime}\right)$ and $(x, 1, y) \sim\left(x^{\prime}, 1, y\right)$. Intuitively it says that each point of $X$ is connected with each point of $Y$ by a unit interval. The reader should verify $S^{m} \star S^{n} \cong S^{m+n+1}$. One can also think of the join as $C X \times Y \cup_{X \times Y} X \times C Y$ where $C X$ denotes the cone on $X$.

### 4.3 Suspension. Homotopy Groups

We work with pointed spaces. Each object in the homotopy groupoid $\Pi^{0}(X, Y)$ for $\mathrm{TOP}^{0}$ has an automorphism group. We describe the automorphism group of the constant map in a different manner.

A map $K: X \times I \rightarrow Y$ is a pointed homotopy from the constant map to itself if and only if it sends the subspace $X \times \partial I \cup\{x\} \times I$ to the base point $y$ of $Y$. The quotient space

$$
\Sigma X=X \times I /(X \times \partial I \cup\{x\} \times I)
$$

is called the suspension of the pointed space $(X, x)$. The base point of the suspension is the set which we identified to a point.


A homotopy $K: X \times I \rightarrow Y$ from the constant map to itself thus corresponds to a pointed map $\bar{K}: \Sigma X \rightarrow Y$, and homotopies relative to $X \times \partial I$ correspond to pointed homotopies $\Sigma X \rightarrow Y$. This leads us to the homotopy set $[\Sigma X, Y]^{0}$. This set carries a group structure (written additively) which is defined for representing maps by

$$
f+g:(x, t) \mapsto \begin{cases}f(x, 2 t), & t \leq \frac{1}{2} \\ g(x, 2 t-1), & \frac{1}{2} \leq t\end{cases}
$$

(Again we consider the group opposite to the categorically defined group.) The inverse of $[f]$ is represented by $(x, t) \mapsto f(x, 1-t)$. For this definition we do not need the categorical considerations, but we have verified the group axioms.

If $f: X \rightarrow Y$ is a pointed map, then $f \times \operatorname{id}(I)$ is compatible with passing to the suspensions and induces $\Sigma f: \Sigma X \rightarrow \Sigma Y,(x, t) \mapsto(f(x), t)$. In this manner the suspension becomes a functor $\Sigma: \mathrm{TOP}^{0} \rightarrow \mathrm{TOP}^{0}$. This functor is compatible with homotopies: a pointed homotopy $H_{t}$ induces a pointed homotopy $\Sigma\left(H_{t}\right)$.

There exists a canonical homeomorphism $I^{k+l} / \partial I^{k+l}=I^{k} / \partial I^{k} \wedge I^{l} / \partial I^{l}$ which is the identity on representing elements in $I^{k+l}=I^{k} \times I^{l}$. We have for each pointed space $X$ canonical homeomorphisms

$$
\left(X \wedge I^{k} / \partial I^{k}\right) \wedge I^{l} / \partial I^{l} \cong X \wedge I^{k+l} / \partial I^{k+l}, \quad \Sigma^{l}\left(\Sigma^{k} X\right) \cong \Sigma^{k+l} X
$$

We define the $k$-fold suspension by $\Sigma^{k} X=X \wedge\left(I^{k} / \partial I^{k}\right)$. Note that $\Sigma^{n} X$ is canonically homeomorphic to $X \times I^{n} / X \times \partial I^{n} \cup\{x\} \times \partial I^{n}$. In the homotopy set [ $\left.\Sigma^{k} X, Y\right]^{0}$ we have $k$ composition laws, depending on which of the $I$-coordinates we use:

$$
\left(f+_{i} g\right)(x, t)= \begin{cases}f\left(x, t_{1}, \ldots, t_{i-1}, 2 t_{i}, t_{i+1}, \ldots\right), & t_{i} \leq \frac{1}{2} \\ g\left(x, t_{1}, \ldots, t_{i-1}, 2 t_{i}-1, t_{i+1}, \ldots\right), & \frac{1}{2} \leq t_{i}\end{cases}
$$

We show in a moment that all these group structures coincide and that they are abelian ( $n \geq 2$ ). For the purpose of the proof one verifies directly the commutation rule (unravel the definitions)

$$
\left(a+{ }_{1} b\right)+{ }_{2}\left(c+{ }_{1} d\right)=\left(a+{ }_{2} c\right)+_{1}\left(b+_{2} d\right)
$$


(4.3.1) Proposition. Suppose the set $M$ carries two composition laws $+_{1}$ and $+_{2}$ with neutral elements $e_{i}$. Suppose further that the commutation rule holds. Then $+_{1}=+_{2}=+, e_{1}=e_{2}=e$, and the composition + is associative and commutative.
Proof. The chain of equalities

$$
\begin{aligned}
a & =a+{ }_{2} e_{2}=\left(a+{ }_{1} e_{1}\right)+_{2}\left(e_{1}+{ }_{1} e_{2}\right)=\left(a+{ }_{2} e_{1}\right)+{ }_{1}\left(e_{1}+{ }_{2} e_{2}\right) \\
& =\left(a+{ }_{2} e_{1}\right)+{ }_{1} e_{1}=a+{ }_{2} e_{1}
\end{aligned}
$$

shows that $e_{1}$ is a right unit for $+_{2}$. In a similar manner one shows that $e_{1}$ is a left unit and that $e_{2}$ is a left and right unit for $+_{1}$. Therefore $e_{1}=e_{1}+{ }_{2} e_{2}=e_{2}$. The equalities $a+{ }_{2} b=\left(a+{ }_{1} e\right)+{ }_{2}\left(e+{ }_{1} b\right)=\left(a+{ }_{2} e\right)++_{1}\left(e+{ }_{2} b\right)=a+{ }_{1} b$ show $+_{1}=++_{2}=+$ From $b+c=(e+b)+(c+e)=(e+c)+(b+e)=c+b$ we obtain the commutativity. Finally $a+(b+c)=(a+e)+(b+c)=$ $(a+b)+(e+c)=(a+b)+c$ shows associativity.

The suspension induces a map $\Sigma_{*}:[A, Y]^{0} \rightarrow[\Sigma A, \Sigma Y]^{0},[f] \mapsto[\Sigma f]$, also called suspension. If $A=\Sigma X$, then $\Sigma_{*}$ is a homomorphism, because the addition in $[\Sigma X, Y]^{0}$ is transformed by $\Sigma_{*}$ into $+_{1}$.

Suppose $X=S^{0}=\left\{ \pm e_{1}\right\}$ with base point $e_{1}$. We have a canonical homeomorphism

$$
I^{n} / \partial I^{n} \cong \Sigma^{n} S^{0} \cong S^{0} \times I^{n} / S^{0} \times \partial I^{n} \cup e_{1} \times I^{n}
$$

which sends $x \in I^{n}$ to $\left(-e_{1}, x\right)$.
The classical homotopy groups of a pointed space are important algebraic invariants. The $n$-th homotopy group is

$$
\pi_{n}(X)=\pi_{n}(X, x)=\left[I^{n} / \partial I^{n}, X\right]^{0}=\left[\left(I^{n}, \partial I^{n}\right),(X, x)\right], \quad n \geq 1
$$

These groups are abelian for $n \geq 2$. We can use each of the $n$ coordinates to define the group structure.

### 4.4 Loop Space

We now dualize the concepts of the previous section. Let $(Y, y)$ be a pointed space. The loop space $\Omega Y$ of $Y$ is the subspace of the path space $Y^{I}$ (with compact-open topology) consisting of the loops in $Y$ with base point $y$, i.e.,

$$
\Omega Y=\left\{w \in Y^{I} \mid w(0)=w(1)=y\right\}
$$

The constant loop $k$ is the base point. A pointed map $f: Y \rightarrow Z$ induces a pointed $\operatorname{map} \Omega f: \Omega Y \rightarrow \Omega Z, w \mapsto f \circ w$. This yields the functor $\Omega$ : $\mathrm{TOP}^{0} \rightarrow \mathrm{TOP}^{0}$. It is compatible with homotopies: A pointed homotopy $H_{t}$ yields a pointed homotopy $\Omega H_{t}$. We can also define the loop space as the space of pointed maps $F^{0}(I / \partial I, Y)$. The quotient map $p: I \rightarrow I / \partial I$ induces $Y^{p}: Y^{I / \partial I} \rightarrow Y^{I}$ and a homeomorphism $F^{0}(I / \partial I, Y) \rightarrow \Omega Y$ of the corresponding subspaces.
(4.4.1) Proposition. The product of loops defines a multiplication

$$
m: \Omega Y \times \Omega Y \rightarrow \Omega Y, \quad(u, v) \mapsto u * v
$$

It has the following properties:
(1) $m$ is continuous.
(2) The maps $u \mapsto k * u$ and $u \mapsto u * k$ are pointed homotopic to the identity.
(3) $m(m \times \mathrm{id})$ and $m(\mathrm{id} \times m)$ are pointed homotopic.
(4) The maps $u \mapsto u * u^{-}$and $u \mapsto u^{-} * u$ are pointed homotopic to the constant map.

Proof. (1) By (2.4.3) it suffices to prove continuity of the adjoint map

$$
\Omega Y \times \Omega Y \times I \rightarrow Y, \quad(u, v, t) \mapsto(u * v)(t)
$$

This map equals on the closed subspace $\Omega Y \times \Omega Y \times\left[0, \frac{1}{2}\right]$ the evaluation $(u, v, t) \mapsto$ $u(2 t)$ and is therefore continuous.
(2) Let $h_{t}: I \rightarrow I, s \mapsto(1-t) \min (2 s, 1)+t$. Then $\Omega Y \times I \rightarrow \Omega Y$, $(u, t) \mapsto u h_{t}$ is a homotopy from $u \mapsto u * k$ to the identity. Continuity is again proved by passing to the adjoint.
(3) and (4) are proved in a similar manner; universal formulae for associativity and the inverse do the job.

The loop product induces the $m$-sum on $[X, \Omega Y]^{0}$

$$
[f]+_{m}[g]=[m \circ(f \times g) \circ d]
$$

with the diagonal $d=(\mathrm{id}, \mathrm{id}): X \rightarrow X \times X$. The functors $\Sigma$ and $\Omega$ are adjoint, see (2.4.10). We compose a map $\Sigma X \rightarrow Y$ with the quotient map $X \times I \rightarrow \Sigma X$. The adjoint $X \rightarrow Y^{I}$ has an image contained in $\Omega Y$. In this manner we obtain a
bijection between morphisms $\Sigma X \rightarrow Y$ and $X \rightarrow \Omega Y$ in TOP ${ }^{0}$. Moreover, this adjunction induces a bijection $[\Sigma X, Y]^{0} \cong[X, \Omega Y]^{0}$, see (2.4.11). It transforms the $\mu$-sum (see the next section) into the $m$-sum, and it is natural in the variables $X$ and $Y$.

In $[\Sigma X, \Omega Y]^{0}$ we have two composition laws $+\mu$ and $+_{m}$. They coincide and are commutative. We prove this in a formal context in the next section.

### 4.5 Groups and Cogroups

We work in the category $\mathrm{TOP}^{0}$. A monoid in h-TOP ${ }^{0}$ is a pointed space $M$ together with a pointed map (multiplication) $m: M \times M \rightarrow M$ such that $x \mapsto(*, x)$ and $x \mapsto(x, *)$ are pointed homotopic to the identity. Spaces with this structure are called Hopf spaces or $\boldsymbol{H}$-spaces, in honour of H. Hopf [91]. In [X, M] ${ }^{0}$ we have the composition law $+_{m}$, defined as above for $M=\Omega Y$; the constant map represents the neutral element; and $[-, M]^{0}$ is a contravariant functor into the category of monoids. A monoid is a set together with a composition law with neutral element. An $H$-space is associative if $m(m \times \mathrm{id}) \simeq m(\mathrm{id} \times m)$ and commutative if $m \simeq m \tau$ with the interchange $\tau(x, y)=(y, x)$. An inverse for an $H$-space is a map $\iota: M \rightarrow M$ such that $m(\iota \times \mathrm{id}) d$ and $m(\mathrm{id} \times \iota) d$ are homotopic to the constant map ( $d$ the diagonal). An associative $H$-space with inverse is a group object in $h$ - TOP ${ }^{0}$. By a general principle we have spelled out the definition in $\mathrm{TOP}^{0}$. The axioms of a group are satisfied up to homotopy. A homomorphism (up to homotopy) between $H$-spaces $(M, m)$ and $(N, n)$ is a map $\lambda: M \rightarrow N$ such that $n(\lambda \times \lambda) \simeq \lambda m$. A subtle point in this context is the problem of "coherence", e.g., can a homotopy-associative $H$-space be h-equivalent to a strictly associative one (by a homomorphism up to homotopy)?

The loop space $(\Omega(X), m)$ is a group object in $h$ - TOP ${ }^{0}$.
One can try other algebraic notions "up to homotopy". Let ( $M, m$ ) be an associative $H$-space and $X$ a space. A left action of $M$ on $X$ in $h$ - TOP ${ }^{0}$ is a map $r: M \times X \rightarrow X$ such that $r(m \times \mathrm{id}) \simeq r(\mathrm{id} \times r)$ and $x \mapsto r(*, x)$ is homotopic to the identity.

A comonoid in $\mathrm{h}-\mathrm{TOP}^{0}$ is a pointed space $C$ together with a pointed map (comultiplication) $\mu: C \rightarrow C \vee C$ such that $\mathrm{pr}_{1} \mu$ and $\mathrm{pr}_{2} \mu$ are pointed homotopic to the identity. In $[C, Y]^{0}$ we have the composition law $+\mu$ defined as

$$
[f]+\mu[g]=[\delta \circ(f \vee g) \circ \mu]
$$

with the codiagonal (also called the folding map) $\delta=\langle\mathrm{id}, \mathrm{id}\rangle: Y \vee Y \rightarrow Y$. The functor $[C,-]^{0}$ is a covariant functor into the category of monoids. The comultiplication is coassociative up to homotopy if $(\operatorname{id}(C) \vee \mu) \circ \mu$ and $(\mu \vee \mathrm{id}(C)) \circ \mu$ are pointed homotopic; it is cocommutative up to homotopy if $\mu$ and $\tau \mu$ are pointed homotopic, with $\tau: C \vee C \rightarrow C \vee C$ the interchange map. Let $(C, \mu)$ and $(D, v)$ be
monoids in h-TOP ${ }^{0}$; a cohomomorphism up to homotopy $\varphi: C \rightarrow D$ is a pointed map such that $(\varphi \vee \varphi) \mu$ and $\nu \varphi$ are pointed homotopic. A coinverse $\iota: C \rightarrow C$ for the comonoid $C$ is a map such that $\delta(\mathrm{id} \vee \iota) \mu$ and $\delta(\iota \vee \mathrm{id}) \mu$ are both pointed homotopic to the constant map. A coassociative comonoid with coinverse in h-TOP ${ }^{0}$ is called a cogroup in h-TOP ${ }^{0}$. Let $(C, \mu)$ be a coassociative comonoid and $Y$ a space. A left coaction of $C$ on $Y$ (up to homotopy) is a map $\rho: Y \rightarrow C \vee Y$ such that $(\mathrm{id} \vee \rho) \rho \simeq(\mu \vee \mathrm{id}) \rho$ and $\mathrm{pr}_{Y} \rho \simeq \mathrm{id}$.

The suspension $\Sigma X$ is such a cogroup. We define the comultiplication

$$
\mu: \Sigma X \rightarrow \Sigma X \vee \Sigma X, \quad \mu=i_{1}+i_{2}
$$

as the sum of the two injections $i_{1}, i_{2}: \Sigma X \rightarrow \Sigma X \vee \Sigma X$. Explicitly, $\mu(x, t)=$ $(x, 2 t)$ in the first summand for $t \leq \frac{1}{2}$, and $\mu(x, t)=(x, 2 t-1)$ in the second summand for $\frac{1}{2} \leq t$.


The previously defined group structure on $[\Sigma X, Y]^{0}$ is the $\mu$-sum.
(4.5.1) Proposition. Let $(C, \mu)$ be a comonoid and $(M, m)$ a monoid in $\mathrm{h}-\mathrm{TOP}^{0}$. The composition laws $+_{\mu}$ and $+_{m}$ in $[C, M]^{0}$ coincide and are associative and commutative.

Proof. We work in h-TOP ${ }^{0}$, as we should; thus morphisms are pointed homotopy classes. We have the projections $p_{k}: M \times M \rightarrow M$ and the injections $i_{l}: C \rightarrow$ $C \vee C$. Given $f: C \vee C \rightarrow M \times M$ we set $f_{k l}=p_{k} f i_{l}$. Then $m f=p_{1} f+{ }_{m} p_{2} f$ and $f \mu=f i_{1}+\mu f i_{2}$. From these relations we derive the commutation rule

$$
\begin{aligned}
& (m f) \mu=\left(f_{11}+_{\mu} f_{12}\right)+_{m}\left(f_{21}+_{\mu} f_{22}\right), \\
& m(f \mu)=\left(f_{11}+_{m} f_{21}\right)+_{\mu}\left(f_{12}+_{m} f_{22}\right) .
\end{aligned}
$$

Now apply (4.3.1).

## Problems

1. Let $X$ be a pointed space and suppose that the Hom-functor $[-, X]^{0}$ takes values in the category of monoids. Then $X$ carries, up to homotopy, a unique $H$-space structure $m$ which
induces the monoid structures on $[A, X]^{0}$ as $+_{m}$. There is a similar result for Hom-functors $[C,-]^{0}$ and comonoid structures on $C$.
2. Let $S(k)=I^{k} / \partial I^{k}$. We have canonical homeomorphisms

$$
\Omega^{k}(Y)=F^{0}(S(k), Y) \cong F\left(\left(I^{k}, \partial I^{k}\right),(Y, *)\right) \quad \text { and } \quad \Omega^{k} \Omega^{l}(Y) \cong \Omega^{k+l}(Y)
$$

3. The space $F((I, 0),(Y, *)) \subset Y^{I}$ is pointed contractible.
4. Let $F_{2}(I, X)=\left\{(u, v) \in X^{I} \times X^{I} \mid u(1)=v(0)\right\}$. The map $\mu_{2}: F_{2}(I, X) \rightarrow$ $F(I, X),(u, v) \mapsto u * v$ is continuous.
5. Let $F_{3}(I, X)=\{(u, v, w) \mid u(1)=v(0), v(1)=w(0)\}$. The two maps

$$
\mu_{3}, \mu_{3}^{\prime}: F_{3}(I, X) \rightarrow F(I, X), \quad(u, v, w) \mapsto(u * v) * w, u *(v * w)
$$

are homotopic over $X \times X$ where the projection onto $X \times X$ is given by $(u, v, w) \mapsto$ $(u(0), w(1))$.
6. Verify the homeomorphism $F^{0}(I / \partial I, Y) \cong \Omega Y$.

### 4.6 The Cofibre Sequence

A pointed map $f:(X, *) \rightarrow(Y, *)$ induces a pointed set map

$$
f^{*}:[Y, B]^{0} \rightarrow[X, B]^{0}, \quad[\alpha] \mapsto[\alpha f]
$$

The kernel of $f^{*}$ consists of the classes $[\alpha]$ such that $\alpha f$ is pointed null homotopic. We work in the category TOP ${ }^{0}$ and often omit "pointed" in the sequel. A homotopy set $[Y, B]^{0}$ is pointed by the constant map. A base point is often denoted by $*$. A sequence $A \xrightarrow{\alpha} B \xrightarrow{\beta} C$ of pointed set maps is exact if $\alpha(A)=\beta^{-1}(*)$. A sequence $U \xrightarrow{f} V \xrightarrow{g} W$ in $\mathrm{TOP}^{0}$ is called $\boldsymbol{h}$-coexact if for each $B$ the sequence

$$
[U, B]^{0} \stackrel{f^{*}}{\longleftarrow}[V, B]^{0} \stackrel{g^{*}}{\longleftarrow}[W, B]^{0}
$$

is exact. If we apply this to $\operatorname{id}(W)$, we see that $g f$ is null homotopic.
A pointed homotopy $X \times I \rightarrow B$ sends $* \times I$ to the base point. Therefore we use the cylinder $X I=X \times I / * \times I$ in $\mathrm{TOP}^{0}$ together with the embeddings $i_{t}: X \rightarrow X I, x \mapsto(x, t)$ and the projection $p: X I \rightarrow X,(x, t) \mapsto x$, and we consider morphisms $X I \rightarrow Y$ in $\mathrm{TOP}^{0}$ as homotopies in TOP ${ }^{0}$.

The (pointed) cone $C X$ over $X$ is now defined as $C X=X \times I / X \times 0 \cup * \times I$ with base point the identified set. The inclusion $i_{1}^{X}=i_{1}: X \rightarrow C X, x \mapsto(x, 1)$ is an embedding. The maps $h: C X \rightarrow B$ correspond to the homotopies of the constant map to $h i_{1}$ (by composition with the projection $X I \rightarrow C X$ ).

The mapping cone of $f$ is defined as $C(f)=C X \vee Y /(x, 1) \sim f(x)$, or, more formally, via a pushout


We denote the points of $C(f)$ by their representing elements in $X \times I+Y$. The inclusion $Y \subset C X+Y$ induces an embedding $f_{1}: Y \rightarrow C(f)$, and $C X \subset C X+Y$ induces $j: C X \rightarrow C(f)$. The pushout property says: The pairs $\alpha: Y \rightarrow B$, $h: C X \rightarrow B$ with $\alpha f=h i_{1}$, i.e., the pairs of $\alpha$ and null homotopies of $\alpha f$, correspond to maps $\beta: C(f) \rightarrow B$ with $\beta j=h$. If $[\alpha]$ is contained in the kernel of $f^{*}$, then there exists $\beta: C(f) \rightarrow B$ with $\beta f_{1}=\alpha$, i.e., $[\alpha]$ is contained in the image of $f_{1}^{*}$. Moreover, $f_{1} f: X \rightarrow C(f)$ is null homotopic with null homotopy $j$. This shows that the sequence $X \xrightarrow{f} Y \xrightarrow{f_{1}} C(f)$ is h-coexact.

We iterate the passage from $f$ to $f_{1}$ and obtain the h-coexact sequence

$$
X \xrightarrow{f} Y \xrightarrow{f_{1}} C(f) \xrightarrow{f_{2}} C\left(f_{1}\right) \xrightarrow{f_{3}} C\left(f_{2}\right) \xrightarrow{f_{4}} \cdots .
$$

The further investigations replace the iterated mapping cones with homotopy equivalent spaces which are more appealing. This uses the suspension. It will be important that the suspension of a space arises in several ways as a quotient space; certain canonical bijections have to be proved to be homeomorphisms.

In the next diagram the left squares are pushout squares and $p, p(f), q(f)$ are quotient maps. The right vertical maps are homeomorphisms, see Problem 1. Now $\Sigma X \cong C X / i_{1} X$, by the identity on representatives. Therefore we view $p, p(f)$,
and $q(f)$ as morphisms to $\Sigma X$.

(4.6.1) Note. The quotient map $q(f)$ is a homotopy equivalence.

Proof. We define a homotopy $h_{t}$ of the identity of $C\left(f_{1}\right)$ which contracts $C Y$ along the cone lines to the cone point and drags $C X$ correspondingly

$$
h_{t}(x, s)=\left\{\begin{array}{ll}
(x,(1+t) s), & (1+t) s \leq 1, \\
(f(x), 2-(1+t) s), & (1+t) s \geq 1
\end{array} \quad h_{t}(y, s)=(y,(1-t) s)\right.
$$

In order to verify continuity, one checks that the definition is compatible with the equivalence relation needed to define $C\left(f_{1}\right)$. The end $h_{1}$ of the homotopy has the form $s(f) \circ q(f)$ with $s(f): \Sigma X \rightarrow C\left(f_{1}\right),(x, s) \mapsto h_{1}(x, s)$. The composition $q(f) \circ s(f):(x, s) \mapsto(x, \min (2 s, 1))$ is also homotopic to the identity, as we know from the discussion of the suspension. This shows that $s(f)$ is h-inverse to $q(f)$.

We treat the next step in the same manner:

with an h-equivalence $q\left(f_{1}\right)$. Let $\iota: \Sigma X \rightarrow \Sigma X,(x, t) \mapsto(x, 1-t)$ be the inverse of the cogroup $\Sigma X$. The last diagram is not commutative if we add the morphism $\Sigma f$ to it. Rather the following holds:
(4.6.2) Note. $\Sigma(f) \circ \iota \circ q(f) \simeq p\left(f_{1}\right)$.

Proof. By (4.6.1) it suffices to study the composition with $s(f)$. We know already that $p\left(f_{1}\right) s(f):(x, s) \mapsto(f(x), \min (1,2(1-s))$ is homotopic to $\Sigma f \circ \iota:(x, s) \mapsto$ $(f(x), 1-s)$.

An h-coexact sequence remains h-coexact if we replace some of its spaces by h-equivalent ones. Since the homeomorphism $\iota$ does not destroy exactness of a sequence, we obtain from the preceding discussion that the sequence

$$
X \xrightarrow{f} Y \xrightarrow{f_{1}} C(f) \xrightarrow{p(f)} \Sigma X \xrightarrow{\Sigma f} \Sigma Y
$$

is h -coexact.
We can continue this coexact sequence if we apply the procedure above to $\Sigma f$ instead of $f$. The next step is then $(\Sigma f)_{1}: \Sigma Y \rightarrow C(\Sigma f)$. But it turns out that we can also use the suspension of the original map $\Sigma\left(f_{1}\right): \Sigma Y \rightarrow \Sigma C(f)$ in order to continue with an h-coexact sequence. This is due to the next lemma.
(4.6.3) Lemma. There exists a homeomorphism $\tau_{1}: C(\Sigma f) \rightarrow \Sigma C(f)$ which satisfies $\tau_{1} \circ(\Sigma f)_{1}=\Sigma\left(f_{1}\right)$.

Proof. $C \Sigma X$ and $\Sigma C X$ are both quotients of $X \times I \times I$. Interchange of $I$ coordinates induces a homeomorphism $\tau: C \Sigma X \rightarrow \Sigma C X$ which satisfies $\tau \circ$ $i_{1}^{\Sigma X}=\Sigma\left(i_{1}^{X}\right)$. We insert this into the pushout diagrams for $C(\Sigma f)$ and $\Sigma C(f)$ and obtain an induced $\tau_{1}$. We use that a pushout in TOP ${ }^{0}$ becomes a pushout again if we apply $\Sigma$ (use $\Omega-\Sigma$-adjunction).

We now continue in this manner and obtain altogether an infinite h-coexact sequence.
(4.6.4) Theorem. The sequence

$$
X \xrightarrow{f} Y \xrightarrow{f_{1}} C(f) \xrightarrow{p(f)} \Sigma X \xrightarrow{\Sigma f} \Sigma Y \xrightarrow{\Sigma f_{1}} \Sigma C(f) \xrightarrow{\Sigma p(f)} \Sigma^{2} X \xrightarrow{\Sigma^{2} f} \cdots
$$

is h-coexact. We call it the Puppe-sequence or the cofibre sequence of $f$ ([155]). The functor $[-, B]^{0}$ applied to the Puppe-sequence yields an exact sequence of pointed sets; it consists from the fourth place onwards of groups and homomorphisms and from the seventh place onwards of abelian groups. See [49] for an introduction to some other aspects of the cofibre sequence.

The derivation of the cofibre sequence uses only formal properties of the homotopy notion. There exist several generalizations in an axiomatic context; for an introduction see [69], [101], [18].

Let $f: X \rightarrow Y$ be a pointed map. Define $\mu: C(f) \rightarrow \Sigma X \vee C(f)$ by $\mu(x, t)=((x, 2 t), *)$ for $2 t \leq 1, \mu(x, t)=(*,(x, 2 t-1))$ for $2 t \geq 1$, and $\mu(y)=y$. This map is called the $\boldsymbol{h}$-coaction of the h-cogroup $\Sigma X$ on $C(f)$. This terminology is justified by the next proposition.

(4.6.5) Proposition. The map $\mu$ induces a left action

$$
[\Sigma X, B]^{0} \times[C(f), B]^{0} \cong[\Sigma X \vee C(f), B]^{0} \xrightarrow{\mu^{*}}[C(f), B]^{0}, \quad(\alpha, \beta) \mapsto \alpha \odot \beta .
$$

This action satisfies $\alpha_{1} \odot p(f)^{*} \alpha_{2}=p(f)^{*}\left(\alpha_{1} \alpha_{2}\right)$. Moreover, $f_{1}^{*}\left(\beta_{1}\right)=f_{1}^{*}\left(\beta_{2}\right)$ if and only if there exists $\alpha$ such that $\alpha \odot \beta_{1}=\beta_{2}$. Thus $f_{1}^{*}$ induces an injective map of the orbits of the action.

Proof. That $\mu^{*}$ satisfies the axioms of a group action is proved as for the group axioms involving $\Sigma X$. Also the property involving $p(f)$ is proved in the same manner. It remains to verify the last statement.

Assume that $f, g: C(f) \rightarrow B$ are maps which become homotopic when restricted to $Y$. Consider the subspaces $C_{0}=\{(x, t) \mid 2 t \leq 1\} \subset C(f)$ and $C_{1}=\{(x, t) \mid 2 t \geq 1\} \cup Y \subset C(f)$. These inclusions are cofibrations (see the next chapter). Therefore we can change $f$ and $g$ within their homotopy classes such that $f \mid C_{0}$ is constant and $g\left|C_{1}=f\right| C_{1}$. Then $g$ is constant on $C_{0} \cap C_{1}$. Therefore there exists $h: \Sigma X \vee C(f) \rightarrow Y$ such that $h \mu=g$ and $h \mid C(f)=f$. Let $k=h \mid \Sigma X$. Then $[k] \odot[f]=[g]$. Conversely, $\mu \circ\langle a, b\rangle$ and $b$ have the same restriction to $Y$.

## Problems

1. Let the left square in the next diagram be a pushout with an embedding $j$ and hence an embedding $J$. Then $F$ induces a homeomorphism $\bar{F}$ of the quotient spaces.

2. The map $p(f)^{*}:[\Sigma X, B]^{0} \rightarrow[C(f), B]^{0}$ induces an injective map of the left (or right) cosets of $[\Sigma X, B]^{0}$ modulo the subgroup $\operatorname{Im} \Sigma(f)^{*}$.

### 4.7 The Fibre Sequence

The investigations in this section are dual to those of the preceding section. For the purpose of this section we describe homotopies $B \times I \rightarrow Y$ in a dual (adjoint) form $B \rightarrow Y^{I}$ as maps into function spaces. A pointed map $f:(X, *) \rightarrow(Y, *)$ induces a pointed set map

$$
f_{*}:[B, X]^{0} \rightarrow[B, Y]^{0}, \quad[\alpha] \mapsto[f \alpha] .
$$

A sequence $U \xrightarrow{f} V \xrightarrow{g} W$ in $\mathrm{TOP}^{0}$ is called $\boldsymbol{h}$-exact, if for each $B$ the sequence

$$
[B, U]^{0} \xrightarrow{f_{*}}[B, V]^{0} \xrightarrow{g_{*}}[B, W]^{0}
$$

is exact. If we apply this to $\operatorname{id}(U)$, we see that $g f$ is null homotopic.
We need the dual form of the cone. Let $F(Y)=\left\{w \in Y^{I} \mid w(0)=*\right\}$ be the space of paths which start in the base point of $Y$, with the constant path $k_{*}(t)=*$ as base point, and evaluation $e^{1}: F Y \rightarrow Y, w \mapsto w(1)$. Via adjunction we have $F^{0}(B, F Y) \cong F^{0}(C B, Y)$. The pointed maps $h: B \rightarrow F Y$ correspond to pointed homotopies from the constant map to $e^{1} h$, if we pass from $h$ to the adjoint map $B \times I \rightarrow Y$. We define $F(f)$ via a pullback


$$
\begin{gathered}
F(f)=\{(x, w) \in X \times F Y \mid f(x)=w(1)\} \\
f^{1}(x, w)=x, \quad q(x, w)=w
\end{gathered}
$$

The maps $\beta: B \rightarrow F(f)$ correspond to pairs $\alpha=f^{1} \beta: B \rightarrow X$ together with the null homotopies $q \beta: B \rightarrow F Y$ of $f \alpha$. This shows that $F(f) \xrightarrow{f^{1}} X \xrightarrow{f} Y$ is h-exact.

We now iterate the passage from $f$ to $f^{1}$

$$
\cdots \xrightarrow{f^{4}} F\left(f^{2}\right) \xrightarrow{f^{3}} F\left(f^{1}\right) \xrightarrow{f^{2}} F(f) \xrightarrow{f^{1}} X \xrightarrow{f} Y
$$

and show that $F\left(f^{1}\right)$ and $F\left(f^{2}\right)$ can be replaced, up to h-equivalence, by $\Omega Y$ and $\Omega X$. We begin with the remark that

$$
\left(f^{1}\right)^{-1}(*)=\{(x, w) \mid w(0)=*, w(1)=f(x), x=*\}
$$

can be identified with $\Omega Y$, via $w \mapsto(*, w)$. Let $i(f): \Omega Y \rightarrow F(f)$ be the associated inclusion of this fibre of $f^{1}$. The space (by its pullback definition)

$$
F\left(f^{1}\right)=\{(x, w, v) \mid w(0)=*, w(1)=f(x), x=v(1), v(0)=*\}
$$

can be replaced by the homeomorphic space

$$
F\left(f^{1}\right)=\{(w, v) \in F Y \times F X \mid w(1)=f v(1)\} .
$$

Then $f^{2}$ becomes $f^{2}: F\left(f^{1}\right) \rightarrow F(f),(w, v) \mapsto(v(1), w)$. The map

$$
j(f): \Omega Y \rightarrow F\left(f^{1}\right), \quad w \mapsto\left(w, k_{*}\right)
$$

satisfies $f^{2} \circ j(f)=i(f)$.
(4.7.1) Note. The injection $j(f)$ is a homotopy equivalence.

Proof. We construct a homotopy $h_{t}$ of the identity of $F\left(f^{1}\right)$ which shrinks the path $v$ to its beginning point and drags behind the path $w$ correspondingly. We write $h_{t}(w, v)=\left(h_{t}^{1}(w, v), h_{t}^{2}(w, v)\right) \in F Y \times F X$ and define

$$
h_{t}^{1}(s)=\left\{\begin{array}{ll}
w(s(1+t)), & s(1+t) \leq 1, \\
f v(2-(1+t) s), & s(1+t) \geq 1,
\end{array} \quad h_{t}^{2}(s)=v(s(1-t)) .\right.
$$

The end $h_{1}$ of the homotopy has the form $j(f) \circ r(f)$ with

$$
r(f): F\left(f^{1}\right) \rightarrow \Omega Y, \quad(w, v) \mapsto w *(f v)^{-} .
$$

The relation $(r(f) \circ j(f))(w)=w * k_{*}^{-}$shows that also $r(f) \circ j(f)$ is homotopic to the identity. The continuity of $h_{t}$ is proved by passing to the adjoint maps.

We treat the next step in a similar manner.


The upper triangle is commutative, and (4.7.2) applies to the lower one. The map $i\left(f^{1}\right)$ is the embedding of the fibre over the base point. Let $\iota: \Omega Y \rightarrow \Omega Y$, $w \mapsto w^{-}$be the inverse.
(4.7.2) Note. $j(f) \circ \iota \circ \Omega f \simeq i\left(f^{1}\right)$.

Proof. We compose both sides with the h-equivalence $r(f)$ from the proof of (4.7.1). Then $r(f) \circ i\left(f^{1}\right)$ equals $v \mapsto k_{*} *(f v)^{-}$, and this is obviously homotopic to $\iota \Omega f: v \mapsto(f v)^{-}$.

As a consequence of the preceding discussion we see that the sequence

$$
\Omega X \xrightarrow{\Omega f} \Omega Y \xrightarrow{i(f)} F(f) \xrightarrow{f^{1}} X \xrightarrow{f} Y
$$

is h-exact.
(4.7.3) Lemma. There exists a homeomorphism $\tau^{1}: F(\Omega f) \rightarrow \Omega F(f)$ such that $(\Omega f)^{1}=\Omega\left(f^{1}\right) \circ \tau^{1}$.

Proof. From the definitions and standard properties of mapping spaces we have $\Omega F(f) \subset \Omega X \times \Omega F Y$ and $F \Omega(f) \subset \Omega X \times F \Omega Y$. We use the exponential law for mapping spaces and consider $\Omega F Y$ and $F \Omega Y$ as subspaces of $Y^{I \times I}$. In the first case we have to use all maps which send $\partial I \times I \cup I \times 0$ to the base point, in the second case all maps which send $I \times \partial I \cup 0 \times I$ to the base point. Interchanging the $I$-coordinates yields a homeomorphism and it induces $\tau^{1}$.

We now continue as in the previous section.
(4.7.4) Theorem. The sequence

$$
\cdots \xrightarrow{\Omega^{2} f} \Omega^{2} Y \xrightarrow{\Omega i(f)} \Omega F(f) \xrightarrow{\Omega f^{1}} \Omega X \xrightarrow{\Omega f} \Omega Y \xrightarrow{i(f)} F(f) \xrightarrow{f^{1}} X \xrightarrow{f} Y
$$

is h-exact. We call it the fibre sequence of $f$. When we apply the functor $[B,-]^{0}$ to the fibre sequence we obtain an exact sequence of pointed sets which consists from the fourth place onwards of groups and homomorphisms and from the seventh place onwards of abelian groups ([147]).

## Problems

1. Work out the dual of (4.6.5).
2. Describe what happens to the fibre sequence under adjunction. A map

$$
a: T \rightarrow F(f)=\{(x, w) \in X \times F Y \mid f(x)=w(1)\}
$$

has two components $b: T \rightarrow X$ and $\beta: T \rightarrow F Y$. Under adjunction, $\beta$ corresponds to a map $B: C T \rightarrow Y$ from the cone over $T$. The condition $f(x)=w(1)$ is equivalent to the commutativity $f b=B i_{1}$. This transition is also compatible with pointed homotopies, and therefore we obtain a bijection $[a] \in[T, F(f)]^{0} \cong\left[i_{1}, f\right]^{0} \ni[B, b]$. This bijection transforms $f_{*}^{1}$ into the restriction $[B, b] \in\left[i_{1}, f\right]^{0} \rightarrow[T, X]^{0} \ni[b]$. In the next step we have


The image of $\gamma$ is obtained in the following manner: With the quotient map $p: C T \rightarrow \Sigma T$ we have $B=\gamma \circ p$, and $b$ is the constant map $c$.
3. There exist several relations between fibre and cofibre sequences.

The adjunction ( $\Sigma, \Omega$ ) yields in TOP ${ }^{0}$ the maps $\eta: X \rightarrow \Omega \Sigma X$ (unit of the adjunction) and $\varepsilon: \Sigma \Omega X \rightarrow X$ (counit of the adjunction). These are natural in the variable $X$. For each $f: X \rightarrow Y$ we also have natural maps

$$
\eta: F(f) \rightarrow \Omega C(f), \quad \varepsilon: \Sigma F(f) \rightarrow C(f)
$$

defined by

$$
\eta(x, w)(t)= \begin{cases}{[x, 2 t],} & t \leq 1 / 2 \\ w(2-2 t), & t \geq 1 / 2\end{cases}
$$

and $\varepsilon$ adjoint to $\eta$. Verify the following assertions from the definitions.
(1) The next diagram is homotopy commutative

(2) Let $i: X \rightarrow Z(f)$ be the inclusion and $r: Z(f) \rightarrow Y$ the retraction. A path in $Z(f)$ that starts in $*$ and ends in $X \times 0$ yields under the projection to $C(f)$ a loop. This gives a map $\pi: F(i) \rightarrow \Omega C(f)$. The commutativity $\eta \circ F(r) \simeq \iota \circ \pi$ holds.
(3) The next diagram is homotopy commutative


## Chapter 5

## Cofibrations and Fibrations

This chapter is also devoted to mostly formal homotopy theory. In it we study the homotopy extension and lifting property.

An extension of $f: A \rightarrow Y$ along $i: A \rightarrow X$ is a map $F: X \rightarrow Y$ such that $F i=f$. If $i: A \subset X$ is an inclusion, then this is an extension in the ordinary sense. Many topological problems can be given the form of an extension problem. It is important to find conditions on $i$ under which the extendibility of $f$ only depends on the homotopy class of $f$. If this is the case, then $f$ is called a cofibration.

The dual of the extension problem is the lifting problem. Suppose given maps $p: E \rightarrow B$ and $f: X \rightarrow B$. A lifting of $f$ along $p$ is a map $F: X \rightarrow E$ such that $p F=f$. We ask for conditions on $p$ such that the existence of a lifting only depends on the homotopy class of $f$. If this is the case, then $f$ is called a fibration.


Each map is the composition of a cofibration and a homotopy equivalence and (dually) the composition of a homotopy equivalence and a fibration. The notions are then used to define homotopy fibres ("homotopy kernels") and homotopy cofibres ("homotopy cokernels"). Axiomatizations of certain parts of homotopy theory ("model categories") are based on these notions. The notions also have many practical applications, e.g., to showing that maps are homotopy equivalences with additional properties like fibrewise homotopy equivalences.

Another simple typical example: A base point $x \in X$ is only good for homotopy theory if the inclusion $\{x\} \subset X$ is a cofibration (or the homotopy invariant weakening, a so-called h -cofibration). This is then used to study the interrelation between pointed and unpointed homotopy constructions, like pointed and unpointed suspensions.

### 5.1 The Homotopy Extension Property

A map $i: A \rightarrow X$ has the homotopy extension property (HEP) for the space $Y$ if for each homotopy $h: A \times I \rightarrow Y$ and each map $f: X \rightarrow Y$ with $f i(a)=h(a, 0)$ there exists a homotopy $H: X \times I \rightarrow Y$ with $H(x, 0)=f(x)$ and $H(i(a), t)=$ $h(a, t)$. We call $H$ an extension of $h$ with initial condition $f$. The map $i: A \rightarrow X$
is a cofibration if it has the HEP for all spaces. The data of the HEP are displayed in the next diagram. We set $i_{t}^{X}: X \rightarrow X \times I, x \mapsto(x, t)$ and $e^{0}(w)=w(0)$.


For a cofibration $i: A \rightarrow X$, the extendibility of $f$ only depends on its homotopy class.

From this definition one cannot prove directly that a map is a cofibration, but it suffices to test the HEP for a universal space $Y$, the mapping cylinder $Z(i)$ of $i$. Recall that $Z(i)$ is defined by a pushout


Pairs of maps $f: X \rightarrow Y$ and $h: A \times I \rightarrow Y$ with $h i_{0}^{A}=f i$ then correspond to maps $\sigma: Z(i) \rightarrow Y$ with $\sigma b=f$ and $\sigma k=h$. We apply this to the pair $i_{0}^{X}: X \rightarrow X \times I$ and $i \times \mathrm{id}: A \times I \rightarrow X \times I$ and obtain $s: Z(i) \rightarrow X \times I$ such that $s b=i_{0}^{X}$ and $s k=i \times \mathrm{id}$.

Now suppose that $i$ is a cofibration. We use the HEP for the space $Z(i)$, the initial condition $b$ and the homotopy $k$. The HEP then provides us with a map $r: X \times I \rightarrow Z(i)$ such that $r i_{0}^{X}=b$ and $r(i \times \mathrm{id})=k$. We conclude from $r s b=r i_{0}^{X}=b, r s k=r(i \times \mathrm{id})=k$ and the pushout property that $r s=\operatorname{id}(Z(i))$, i.e., $s$ is an embedding and $r$ a retraction. Let $r$ be a retraction of $s$. Given $f$ and $h$, find $\sigma$ as above and set $H=\sigma r$. Then $H$ extends $h$ with initial condition $f$. Altogether we have shown:
(5.1.1) Proposition. The following statements about $i: A \rightarrow X$ are equivalent:
(1) $i$ is a cofibration.
(2) $i$ has the HEP for the mapping cylinder $Z(i)$.
(3) $s: Z(i) \rightarrow X \times I$ has a retraction.

A cofibration $i: A \rightarrow X$ is an embedding; and $i(A)$ is closed in $X$, if $X$ is a Hausdorff space (Problem 1). Therefore we restrict attention to closed cofibrations whenever this simplifies the exposition. A pointed space $(X, x)$ is called wellpointed and the base point nondegenerate if $\{x\} \subset X$ is a closed cofibration.
(5.1.2) Proposition. If $i: A \subset X$ is a cofibration, then there exists a retraction $r: X \times I \rightarrow X \times 0 \cup A \times I$. If $A$ is closed in $X$ and if there exists a retraction $r$, then $i$ is a cofibration.

Proof. Let $Y=X \times 0 \cup A \times I, f(x)=(x, 0)$, and $h(a, t)=(a, t)$. Apply the HEP to obtain a retraction $r=H$.

If $A$ is closed in $X$, then $g: X \times 0 \cup A \times I \rightarrow Y, g(x, 0)=f(x),(a, t)=h(a, t)$ is continuous. A suitable extension $H$ is given by $g r$.
(5.1.3) Example. Let $r: X \times I \rightarrow X \times 0 \cup A \times I$ be a retraction. Set $r(x, t)=$ $\left(r_{1}(x, t), r_{2}(x, t)\right)$. Then

$$
H: X \times I \times I \rightarrow X \times I, \quad(x, t, s) \mapsto\left(r_{1}(x, t(1-s)), s t+(1-s) r_{2}(x, t)\right)
$$

is a homotopy relative to $X \times 0 \cup A \times I$ of $r$ to the identity, i.e., a deformation retraction.
(5.1.4) Example. The inclusions $S^{n-1} \subset D^{n}$ and $\partial I^{n} \subset I^{n}$ are cofibrations. A retraction $r: D^{n} \rightarrow S^{n-1} \times I \cup D^{n} \times 0$ was constructed in (2.3.5).

It is an interesting fact that one need not assume $A$ to be closed. Strøm [180, Theorem 2] proved that an inclusion $A \subset X$ is a cofibration if and only if the subspace $X \times 0 \cup A \times I$ is a retract of $X \times I$.

If we multiply a retraction by $\operatorname{id}(Y)$ we obtain again a retraction. Hence $A \times Y \rightarrow$ $X \times Y$ is a (closed) cofibration for each $Y$, if $i: A \rightarrow X$ is a (closed) cofibration. Since we have proved (5.1.2) only for closed cofibrations, we mention another special case, to be used in a moment. Let $Y$ be locally compact and $i: A \rightarrow X$ a cofibration. Then $i \times \mathrm{id}: A \times Y \rightarrow X \times Y$ is a cofibration. For a proof use the fact that via adjunction and the exponential law for mapping spaces the HEP of $i \times \mathrm{id}$ for $Z$ corresponds to the HEP of $i$ for $Z^{Y}$.
(5.1.5) Proposition. Let $A \subset X$ and assume that $A \times I \subset X \times I$ has the HEP for $Y$. Given maps $\varphi: A \times I \times I \rightarrow Y, H: X \times I \rightarrow Y, f^{\varepsilon}: X \times I \rightarrow Y$ such that

$$
\varphi(a, s, 0)=H(a, s), \quad f^{\varepsilon}(x, 0)=H(x, \varepsilon), \quad f^{\varepsilon}(a, t)=\varphi(a, \varepsilon, t)
$$

$\varepsilon \in\{0,1\}, a \in A, x \in X, s, t \in I$. Then there exists $\Phi: X \times I \times I \rightarrow Y$ such that

$$
\Phi(a, s, t)=\varphi(a, s, t), \quad \Phi(x, s, 0)=H(x, s), \quad \Phi(x, \varepsilon, t)=f^{\varepsilon}(x, t) .
$$

Proof. $H$ and $f^{\varepsilon}$ together yield a map $\alpha: X \times(I \times 0 \cup \partial I \times I) \rightarrow Y$ defined by $\alpha(x, s, 0)=H(x, s)$ and $\alpha(x, \varepsilon, t)=f^{\varepsilon}(x, t)$. By our assumptions, $\alpha$ and $\varphi$ coincide on $A \times(I \times 0 \cup \partial I \times I)$. Let $k:(I \times I, I \times 0 \cup \partial I \times I) \rightarrow(I \times I, I \times 0)$ be a homeomorphism of pairs. Since $A \times I \rightarrow X \times I$ has the HEP for $Y$, there exists $\Psi: X \times I \times I \rightarrow Y$ which extends $\varphi \circ\left(1 \times k^{-1}\right)$ and $\alpha \circ\left(1 \times k^{-1}\right)$. The map $\Phi=\Psi \circ(1 \times k)$ solves the extension problem.
(5.1.6) Proposition. Let $i: A \subset X$ be a cofibration. Then $X \times \partial I \cup A \times I \subset X \times I$ is a cofibration.

Proof. Given $h:(A \times I \cup X \times \partial I) \times I \rightarrow Y$ and an initial condition $H: X \times I \rightarrow Y$, we set $\varphi=h \mid A \times I \times I$ and $f^{\varepsilon}(x, t)=h(x, \varepsilon, t)$. Then we apply (5.1.5).

For $A=\emptyset$ we obtain from (5.1.5) that $X \times \partial I \subset X \times I$ is a cofibration, in particular $\partial I \subset I$ and $\{0\} \subset I$ are cofibrations. Induction over $n$ shows again that $\partial I^{n} \subset I^{n}$ is a cofibration.

We list some special cases of (5.1.5) for a cofibration $A \subset X$.
(5.1.7) Corollary. (1) Let $\Phi: X \times I \rightarrow Y$ be a homotopy. Suppose $\varphi=\Phi \mid A \times I$ is homotopic rel $A \times \partial I$ to $\psi$. Then $\Phi$ is homotopic rel $X \times \partial I$ to $\Psi: X \times I \rightarrow Y$ such that $\Psi \mid A \times I=\psi$.
(2) Let $\Phi$ solve the extension problem for $(\varphi, f)$ and $\Psi$ the extension problem for $(\psi, g)$. Suppose $f \simeq g$ rel $A$ and $\varphi \simeq \psi$ rel $A \times \partial I$. Then $\Phi_{1} \simeq \Psi_{1}$ rel $A$.
(3) Let $\Phi, \Psi: X \times I \rightarrow Y$ solve the extension problem for $(h, f)$. Then there exists a homotopy $\Gamma: \Phi \simeq \Psi$ rel $X \times 0 \cup A \times I$.
(5.1.8) Proposition. Let a pushout diagram in TOP be given.


If $j$ has the HEP for $Z$, then $J$ has the HEP for $Z$. If $j$ is a cofibration, then $J$ is a cofibration.

Proof. Suppose $h: B \times I \rightarrow Z$ and $\varphi: Y \rightarrow Z$ are given such that $h(b, 0)=$ $f J(b)$ for $b \in B$. We use the fact that the product with $I$ of a pushout is again a pushout. Since $j$ is a cofibration, there exists $K_{t}: X \rightarrow Z$ such that $K_{0}=\varphi f$ and $K_{t} j=h_{t} f$. By the pushout property, there exists $H_{t}: Y \rightarrow Z$ such that $H_{t} F=K_{t}$ and $H_{t} J=h_{t}$. The uniqueness property shows $H_{0}=\varphi$, since both maps have the same composition with $F j$ and $J f$.

We call $J$ the cofibration induced from $j$ via cobase change along $f$.
Example. If $A \subset X$ is a cofibration, then $\{A\} \subset X / A$ is a cofibration. $S^{n-1} \subset D^{n}$ is a cofibration, hence $\left\{S^{n-1}\right\} \subset D^{n} / S^{n-1}$ is a cofibration. The space $D^{n} / S^{n-1}$ is homeomorphic to $S^{n}$; therefore $\left(S^{n}, *\right)$ is well-pointed.

Example. If $\left(X_{j}\right)$ is a family of well-pointed spaces, then the wedge $\bigvee_{j} X_{j}$ is well-pointed.

Our next result, the homotopy theorem for cofibration says, among other things, that homotopic maps induce h-equivalent cofibrations from a given cofibration under a cobase change.

Let $j: A \rightarrow X$ be a cofibration and $\varphi_{t}: f \simeq g: A \rightarrow B$ a homotopy. We consider two pushout diagrams.


Since $j$ is a cofibration, there exists a homotopy $\Phi_{t}: X \rightarrow Y_{f}$ with initial condition $\Phi_{0}=F$ and $\Phi_{t} j=j_{f} \varphi_{t}$. The pushout property of the $Y_{g}$-diagram provides us with a unique map $\kappa=\kappa_{\varphi}$ such that $\kappa j_{g}=j_{f}$ and $\kappa G=\Phi_{1}$. (We use the notation $\kappa_{\varphi}$ although the map depends on $\Phi_{1}$.) Thus $\kappa_{\varphi}$ is a morphism of cofibrations $\kappa: j_{g} \rightarrow j_{f}$ between objects in $\mathrm{TOP}^{B}$. Moreover $\kappa G \simeq F$. We now verify that the homotopy class of $\kappa$ is independent of some of the choices involved. Let $\psi_{t}$ be another homotopy from $f$ to $g$ which is homotopic to $\varphi_{t}$ relative to $A \times \partial I$. Let $\Psi_{t}: X \rightarrow Y_{f}$ be an extension of $j_{f} \psi_{t}$ with initial condition $\Psi_{0}=F$. Let $\gamma: A \times I \times I \rightarrow B$ be a homotopy rel $A \times \partial I$ from $\varphi$ to $\psi$. These data give us on $X \times 0 \times I \cup X \times I \times \partial I$ a map $\Gamma$ into $Y_{f}$ such that

$$
\Gamma(x, 0, t)=F(x), \quad \Gamma(x, s, 0)=\Phi(x, s), \quad \Gamma(x, s, 1)=\Psi(x, s)
$$

By (5.1.5) there exists an extension, still denoted $\Gamma$, to $X \times I \times I$ such that $j_{f} \gamma=$ $\Gamma(j \times \mathrm{id} \times \mathrm{id})$. We multiply the $Y_{g}$ diagram by $I$ and obtain again a pushout. It provides us with a unique homotopy $K: Y_{g} \times I \rightarrow Y_{f}$ such that $K \circ(G \times \mathrm{id})=\Gamma_{1}$ and $K \circ\left(j_{g} \times \mathrm{id}\right)=j_{f} \circ$ pr where $\Gamma_{1}: X \times I \rightarrow Y_{f},(x, t) \mapsto \Gamma(x, 1, t)$. By construction, $K$ is a homotopy under $B$ from $\kappa_{\varphi}$ to a corresponding map $\kappa_{\psi}$ obtained from $\psi_{t}$ and $\Psi_{t}$. We thus have shown that the homotopy class $[\kappa]^{B}$ under $B$ of $\kappa$ only depends on the morphism $[\varphi]$ from $f$ to $g$ in the groupoid $\Pi(A, B)$. Let us write $[\kappa]=\beta[\varphi]$.

We verify that $\beta$ is a functor $\beta([\psi] \circledast[\varphi])=\beta[\varphi] \circ \beta[\psi]$. Let $\psi: g \simeq h: A \rightarrow$ B. Choose a homotopy $\Psi_{t}: X \rightarrow Y_{g}$ with $\Psi_{0}=G$ and $\Psi_{t} j=j_{g} \psi_{t}$. Then $\kappa_{\psi}: Y_{h} \rightarrow Y_{g}$ is determined by $\kappa_{\psi} j_{h}=j_{g}$ and $\kappa_{\psi} H=\Psi_{1}$. (Here $\left(H, j_{h}\right)$ are the pushout data for $(j, h)$.) Since $\kappa_{\varphi} \Psi_{0}=\kappa_{\varphi} G=\Phi_{1}$, we can form the product homotopy $\Phi * \kappa_{\varphi} \Psi$. It has the initial condition $F$ and satisfies $\left(\Phi * \kappa_{\varphi} \Psi\right)(j \times \mathrm{id})=$ $j_{f} \varphi * \kappa_{\varphi} j_{g} \psi=j_{f}(\varphi * \psi)$. Hence $\kappa_{\varphi * \psi}$, constructed with this homotopy, is determined by $\kappa_{\varphi * \psi} H=\kappa_{\varphi} \Psi_{1}=\kappa_{\varphi} \kappa_{\psi} H$ and $\kappa_{\varphi * \psi} j_{h}=j_{f}=\kappa_{\varphi} j_{g}=\kappa_{\varphi} \kappa_{\psi} j_{h}$. Therefore $\kappa_{\varphi} \kappa_{\psi}$ represents $\beta([\psi] \circledast[\varphi])$.

Let h-COF ${ }^{B}$ denote the full subcategory of h-TOP ${ }^{B}$ with objects the cofibrations under $B$. Then we have shown above:
(5.1.9) Theorem. Let $j: A \rightarrow X$ be a cofibration. We assign to the object $f: A \rightarrow B$ in $\Pi(A, B)$ the induced cofibration $j_{f}: B \rightarrow Y_{f}$ and to the morphism $[\varphi]: f \rightarrow g$ in $\Pi(A, B)$ the morphism $\left[\kappa_{\varphi}\right]: j_{g} \rightarrow j_{f}$. These assignments yield a contravariant functor $\beta_{j}: \Pi(A, B) \rightarrow \mathrm{h}_{\mathrm{COF}}{ }^{B}$.

Since $\Pi(A, B)$ is a groupoid, $\left[\kappa_{\varphi}\right]$ is always an isomorphism in h-TOP ${ }^{B}$. We refer to this fact as the homotopy theorem for cofibrations.
(5.1.10) Proposition. In the pushout (5.1.8) let $j$ be a cofibration and $f$ a homotopy equivalence. Then $F$ is a homotopy equivalence.

Proof. With an h-inverse $g: B \rightarrow A$ of $f$ we form a pushout


Since $g f \simeq$ id, there exists, by (5.1.9), an h-equivalence $\kappa: Z \rightarrow X$ under $A$ such that $\kappa G F \simeq$ id. Hence $F$ has a left h-inverse and $G$ a right h-inverse. Now interchange the roles of $F$ and $G$.

## Problems

1. A cofibration is an embedding. For the proof use that $i_{1}: A \rightarrow Z(i), a \mapsto(a, 1)$ is an embedding. From $i_{1}=r s i_{1}=r i_{1}^{X} i$ then conclude that $i$ is an embedding.

Consider a cofibration as an inclusion $i: A \subset X$. The image of $s: Z(i) \rightarrow X \times I$ is the subset $X \times 0 \cup A \times I$. Since $s$ is an embedding, this subset equals the mapping cylinder, i.e., one can define a continuous map $X \times 0 \cup A \times I$ by specifying its restrictions to $X \times 0$ and $A \times I$. (This is always so if $A$ is closed in $X$, and is a special property of $i: A \subset X$ if $i$ is a cofibration.)

Let $X$ be a Hausdorff space. Then a cofibration $i: A \rightarrow X$ is a closed embedding. Let $r: X \times I \rightarrow X \times 0 \cup A \times I$ be a retraction. Then $x \in A$ is equivalent to $r(x, 1)=(x, 1)$. Hence $A$ is the coincidence set of the maps $X \rightarrow X \times I, x \mapsto(x, 1), x \mapsto r(x, 1)$ into a Hausdorff space and therefore closed.
2. If $i: K \rightarrow L, j: L \rightarrow M$ have the HEP for $Y$, then $j i$ has the HEP for $Y$. A homeomorphism is a cofibration. $\emptyset \subset X$ is a cofibration. The sum $\amalg i_{j}: \amalg A_{j} \rightarrow \amalg X_{j}$ of cofibrations $i_{j}: A_{j} \rightarrow X_{j}$ is a cofibration.
3. Let $p: P \rightarrow Q$ be an h-equivalence and $i: A \subset B$ a cofibration. Then $f: A \rightarrow P$ has an extension to $B$ if and only if $p f$ has an extension to $B$. Suppose $f_{0}, f_{1}: B \rightarrow P$ agree on $A$. If $p f_{0}$ and $p f_{1}$ are homotopic rel $A$ so are $f_{0}, f_{1}$.
4. Compression. Let $A \subset X$ be a cofibration and $f:(X, A) \rightarrow(Y, B)$ a map which is homotopic as a map of pairs to $k:(X, A) \rightarrow(B, B)$. Then $f$ is homotopic relative to $A$ to a map $g$ such that $g(X) \subset B$.
5. Let $A \subset X$ be a cofibration and $A$ contractible. Then the quotient map $X \rightarrow X / A$ is a homotopy equivalence.
6. The space $C^{\prime} X=X \times I / X \times 1$ is called the unpointed cone on $X$. We have the closed inclusions $j: X \rightarrow C^{\prime} X, x \mapsto(x, 0)$ and $b:\{*\} \rightarrow C^{\prime} X, * \mapsto\{X \times 1\}$. Both maps are cofibrations.
7. Let $f: A \subset X$ be an inclusion. We have a pushout diagram


Since $j$ is a cofibration, so is $J$. If $f$ is a cofibration, then $F$ is a cofibration. There exists a canonical homeomorphism $X \cup C^{\prime} A / C^{\prime} A \cong X / A$; it is induced by $J$. Since $C^{\prime} A$ is contractible, we obtain a homotopy equivalence $X \cup C^{\prime} A \rightarrow X \cup C^{\prime} A / C^{\prime} A \cong X / A$.
8. The unpointed suspension $\Sigma^{\prime} X$ of a space $X$ is obtained from $X \times I$ if we identify each of the sets $X \times 0$ and $X \times 1$ to a point. If $*$ is a basepoint of $X$, we have the embedding $j: I \rightarrow \Sigma^{\prime} X, t \mapsto(*, t)$. If $\{*\} \subset X$ is a closed cofibration, then $j$ is a closed (induced) cofibration. The quotient map $\Sigma^{\prime} X \rightarrow \Sigma X$ is a homotopy equivalence.

### 5.2 Transport

Let $i: K \rightarrow A$ be a cofibration and $\varphi: K \times I \rightarrow X$ a homotopy. We define a map

$$
\varphi^{\#}:\left[(A, i),\left(X, \varphi_{0}\right)\right]^{K} \rightarrow\left[(A, i),\left(X, \varphi_{1}\right)\right]^{K}
$$

called transport along $\varphi$, as follows: Let $f: A \rightarrow X$ with $f i=\varphi_{0}$ be given. Choose a homotopy $\Phi_{t}: A \rightarrow X$ with $\Phi_{0}=f$ and $\Phi_{t} i=\varphi_{t}$. We define $\varphi^{\#}[f]=\left[\Phi_{1}\right]$. Then (5.1.5) shows that $\varphi^{\#}$ is well defined and only depends on the homotopy class of $\varphi$ rel $K \times \partial I$, i.e., on the morphism $[\varphi] \in \Pi(K, X)$. From the construction we see $(\varphi * \psi)^{\#}=\psi^{\#} \varphi^{\#}$. Altogether we obtain:
(5.2.1) Proposition. Let $i: K \rightarrow A$ be a cofibration. The assignments $\varphi_{0} \mapsto$ $\left[i, \varphi_{0}\right]^{K}$ and $[\varphi] \mapsto \varphi^{\#}$ yield a transport functor from $\Pi(K, X)$ to sets. Since $\Pi(K, X)$ is a groupoid, $\varphi^{\#}$ is always bijective.

The transport functor measures the difference between "homotopic" in TOP ${ }^{K}$ and in TOP. The following is a direct consequence of the definitions.
(5.2.2) Proposition. Let $i: K \rightarrow A$ be a cofibration. Let $f:(A, i) \rightarrow(X, g)$ and $f^{\prime}:(A, i) \rightarrow\left(X, g^{\prime}\right)$ be morphisms in $\mathrm{TOP}^{K}$. Then $[f]=\left[f^{\prime}\right]$, if and only if there exists $[\varphi] \in \Pi(K, X)$ from $(X, g)$ to $\left(X, g^{\prime}\right)$ with $\left[f^{\prime}\right]^{K}=\varphi^{\#}[f]^{K}$.
(5.2.3) Proposition. Let $i: K \rightarrow A$ be a cofibration, $g: K \rightarrow X$ a map, and $\psi: X \times I \rightarrow Y$ a homotopy. Then $(\psi \circ(g \times \mathrm{id}))^{\#} \circ \psi_{0 *}=\psi_{1 *}$, if we set $\psi_{i *}[f]=\left[\psi_{i} f\right]$.

Proof. Use that $\psi_{t} f$ is an extension of $\psi_{t} g$ and apply the definition.
(5.2.4) Proposition. Let $f: X \rightarrow Y$ be an ordinary homotopy equivalence and $i: K \rightarrow A$ a cofibration. Then $f_{*}:[(A, i),(X, g)]^{K} \rightarrow[(A, i),(Y, f g)]^{K}$ is bijective.

Proof. Let $g$ be h-inverse to $f$ and choose $\varphi: \mathrm{id} \simeq g f$. Consider

$$
[i, v]^{K} \xrightarrow{f_{*}}[i, f v]^{K} \xrightarrow{g_{*}}[i, g f v]^{K} \xrightarrow{f_{*}}[i, f g f v]^{K} .
$$

Since $g_{*} f_{*}=(g f)_{*}=[\varphi(v \times \mathrm{id})]^{\#} \mathrm{id}_{*}$, we conclude from (5.2.1) and (5.2.3) that $g_{*} f_{*}$ is bijective, hence $g_{*}$ is surjective. The bijectivity of $f_{*} g_{*}$ shows that $g_{*}$ is also injective. Therefore $g_{*}$ is bijective and hence $f_{*}$ is bijective too.
(5.2.5) Proposition. Let $i: K \rightarrow X$ and $j: K \rightarrow Y$ be cofibrations and $f: X \rightarrow$ $Y$ an h-equivalence such that $f i=j$. Then $f$ is an h-equivalence under $K$.

Proof. By (5.2.4), we have a bijective map

$$
f_{*}:[(Y, j),(X, i)]^{K} \rightarrow[(Y, j),(Y, j)]^{K}
$$

Hence there exists $[g]$ with $f_{*}[g]^{K}=[f g]^{K}=[\mathrm{id}]^{K}$. Since $f$ is an h-equivalence, so is $g$. Since also $g_{*}$ is bijective, $g$ has a homotopy right inverse under $K$. Hence $g$ and $f$ are h-equivalences under $K$.
(5.2.6) Proposition. Let $i: A \rightarrow X$ be a cofibration and an h-equivalence. Then $i$ is a deformation retract.

Proof. The map $i$ is a morphism from $\operatorname{id}(A)$ to $i$. By (5.2.5), $i$ is an h-equivalence under $A$. This means: There exists a homotopy $X \times I \rightarrow X$ rel $A$ from the identity to a map $r: X \rightarrow A$ such that $r i=\operatorname{id}(A)$, and this is what was claimed.
(5.2.7) Proposition. Given a commutative diagram

with a cofibration $i$ and h-equivalences $\xi$ and $\xi^{\prime}$. Given $v: A \rightarrow X$ and $\varphi: \xi v \simeq u$. Then there exists $v^{\prime}: A^{\prime} \rightarrow X^{\prime}$ and $\varphi^{\prime}: \xi^{\prime} v^{\prime} \simeq u^{\prime}$ such that $v^{\prime} i=f v$ and $\varphi_{t}^{\prime} i=g \varphi_{t}$.

Proof. We have bijective maps (note $\xi^{\prime} f v=g \xi v \simeq g u=u^{\prime} i$ )

$$
(g \varphi)^{\#} \circ \xi_{*}^{\prime}:\left[\left(A^{\prime}, i\right),\left(X^{\prime}, f v\right)\right]^{A} \rightarrow\left[\left(A^{\prime}, i\right),\left(Y^{\prime}, \xi^{\prime} f v\right)\right]^{A} \rightarrow\left[\left(A^{\prime}, i\right),\left(Y^{\prime}, u^{\prime} i\right)\right]^{A}
$$

Let $v^{\prime}: A^{\prime} \rightarrow X^{\prime}$ be chosen such that $(g \varphi)^{\#} \xi_{*}^{\prime}\left[v^{\prime}\right]^{A}=\left[u^{\prime}\right]^{A}$. This means: $v^{\prime} i=$ $f v$; and $\xi^{\prime} v^{\prime}$ has a transport along $g \varphi$ to a map which is homotopic under $A$ to $u^{\prime}$.

This yields a homotopy $\varphi^{\prime \prime}: \xi^{\prime} v^{\prime} \simeq u^{\prime}$ such that $\varphi^{\prime \prime}(i(a), t)=g \varphi(a, \min (2 t, 1))$. The homotopy $\varphi * k:(a, t) \mapsto \varphi(a, \min (2 t, 1))$ is homotopic rel $A \times \partial I$ to $\varphi$. We now use (5.1.6) in order to change this $\varphi^{\prime \prime}$ into another homotopy $\varphi^{\prime}$ with the desired properties.

If we apply (5.2.7) in the case that $u$ and $u^{\prime}$ are the identity we obtain the next result (in different notation). It generalizes (5.2.5).
(5.2.8) Proposition. Given a commutative diagram

with cofibrations $i, j$ andh-equivalences $f$ and $F$. Given $g: B \rightarrow A$ and $\varphi: g f \simeq$ id , there exists $G: Y \rightarrow X$ and $\Phi: G F \simeq \mathrm{id}$ such that $G j=i g$ and $\Phi_{t} i=i \varphi_{t}$. In particular: $(F, f)$ is an h-equivalence of pairs, and there exists a homotopy inverse of the form $(G, g): j \rightarrow i$.
(5.2.9) Proposition. Suppose a commutative diagram

is given with cofibration $a_{j}, b_{j}$ and h-equivalences $f_{j}$. Let $X$ be the colimit of the $a_{j}$ and $Y$ the colimit of the $b_{j}$. Then the map $f: X \rightarrow Y$ induced by the $f_{j}$ is a homotopy equivalence.

Proof. We choose inductively h-equivalences $F_{n}: Y_{n} \rightarrow X_{n}$ such that $a_{n} F_{n-1}=$ $F_{n} b_{n}$ and homotopies $\varphi_{n}: X_{n} \times I \rightarrow X_{n}$ from $F_{n} f_{n}$ to $\operatorname{id}\left(X_{n}\right)$ such that $a_{n} \varphi_{n-1}=$ $\varphi_{n}\left(a_{n} \times \mathrm{id}\right)$. This is possible by (5.2.7). The $F_{n}$ and $\varphi_{n}$ induce $F: Y \rightarrow X$ and $\varphi: X \times I \rightarrow X, F f \simeq$ id. Hence $F$ is a left homotopy inverse of $f$.

## Problems

1. Let $i: K \rightarrow A$ and $j: K \rightarrow B$ be cofibrations. Let $\alpha:(B, j) \rightarrow(A, i)$ be a morphism under $K, \xi: X \rightarrow Y$ a continuous map, and $\varphi: K \times I \rightarrow X$ a homotopy. Then

commutes; here $[\alpha, \xi]^{K}[f]=[\xi f \alpha]$.
2. Apply the transport functor to pointed homotopy sets. Assume that the inclusion $\{*\} \subset A$ is a cofibration. For each path $w: I \rightarrow X$ we have the transport

$$
w^{\#}:[A,(X, w(0))]^{0} \rightarrow[A,(X, w(1))]^{0} .
$$

As a special case we obtain a right action of the fundamental group (transport along loops)

$$
[A, X]^{0} \times \pi_{1}(X, *) \rightarrow[A, X]^{0}, \quad(x, \alpha) \mapsto x \cdot \alpha=\alpha^{\#}(x)
$$

Let $v:[A, X]^{0} \rightarrow[A, X]$ denote the forgetful map which disregards the base point. The map $v$ induces an injective map from the orbits of the $\pi_{1}$-action into $[A, X]$. This map is bijective, if $X$ is path connected.

A space is said to be $\boldsymbol{A}$-simple if for each path $w$ the transport $w^{\#}$ only depends on the endpoints of $w$; equivalently, if for each $x \in X$ the fundamental group $\pi_{1}(X, x)$ acts trivially on $[A,(X, x)]^{0}$. If $A=S^{n}$, then we say $\boldsymbol{n}$-simple instead of $A$-simple. We call $X$ simple if it is $A$-simple for each well-pointed $A$.
3. The action on $[I / \partial I, X]^{0}=\pi_{1}(X)$ is given by conjugation. Hence this action is trivial if and only if the fundamental group is abelian.
4. Let $[A, X]^{0}$ carry a composition law induced by a comultiplication on $A$. Then $w^{\#}$ is a homomorphism. In particular $\pi_{1}(X)$ acts by homomorphisms. (Thus, if the composition law on $[A, X]^{0}$ is an abelian group, then this action makes this group into a right module over the integral group ring $\mathbb{Z} \pi_{1}(X)$.)
5. Write $S(1)=I / \partial I$ and $\pi_{1}(X)=[S(1), X]^{0}$. Then we can identify $[A, X]^{0} \times \pi_{1}(X, *) \cong$ $[A \vee S(1), X]^{0}$. The action of the previous problem is induced by a map $v: A \rightarrow A \vee S(1)$ which can be obtained as follows. Extend the homotopy $I \rightarrow A \vee S(1), t \mapsto t \in S(1)$ to a homotopy $\varphi: A \times I \rightarrow A \vee S(1)$ with the initial condition $A \subset A \vee S(1)$ and set $v=\varphi_{1}$. Express in terms of $v$ and the comultiplication of $S(1)$ the fact that the induced map is a group action ( $v$ is a coaction up to homotopy).
6. Let $(X, e)$ be a path connected monoid in h-TOP ${ }^{0}$. Then the $\pi_{1}(X, e)$-action on $[A, X]^{0}$ is trivial.

### 5.3 Replacing a Map by a Cofibration

We recall from Section 4.1 the construction of the mapping cylinder. Let $f: X \rightarrow Y$ be a map. We construct the mapping cylinder $Z=Z(f)$ of $f$ via the pushout


$$
\begin{gathered}
Z(f)=X \times I+Y / f(x) \sim(x, 0) \\
s(y)=y, \quad j(x)=(x, 1)
\end{gathered}
$$

Since $\left\langle i_{0}, i_{1}\right\rangle$ is a closed cofibration, the maps $\langle s, j\rangle, s$ and $j$ are closed cofibrations. We also have the projection $q: Z(f) \rightarrow Y,(x, t) \mapsto f(x), y \mapsto y$. In the case that $f: X \subset Y$, let $p: Y \rightarrow Y / X$ be the quotient map. We also have the quotient
map $P: Z(f) \rightarrow C(f)=Z(f) / j(X)$ onto the mapping cone $C(f)$. (Now we consider the unpointed situation. The "direction" of the unit interval is different from the one in the previous chapter.) We display the data in the next diagram. The map $r$ is induced by $q$.


$$
\begin{gathered}
q j=f, \quad q s=\mathrm{id} \\
P s=c(f), \quad p q=r P
\end{gathered}
$$

(5.3.1) Proposition. The following assertions hold:
(1) $j$ and $s$ are cofibrations.
(2) $s q$ is homotopic to the identity relative to $Y$. Hence $s$ is a deformation retraction with h-inverse $q$.
(3) If $f$ is a cofibration, then $q$ is a homotopy equivalence under $X$ and $r$ the induced homotopy equivalence.
(4) $c(f): Y \rightarrow C(f)$ is a cofibration.

Proof. (1) was already shown.
(2) The homotopy contracts the cylinder $X \times I$ to $X \times 0$ and leaves $Y$ fixed, $h_{t}(x, c)=(x, t c+1-t), h_{t}(y)=y$.
(3) is a consequence of (5.2.5).
(4) $c(f)$ is induced from the cofibration $i_{0}: X \rightarrow X \times I / X \times 1$ via cobase change along $f$.

We have constructed a factorization $f=q j$ into a (closed) cofibration and a homotopy equivalence $q$. Factorizations of this type are unique in the following sense. Suppose $f=q^{\prime} j^{\prime}: X \rightarrow Z^{\prime} \rightarrow Y$ is another such factorization. Then $i q^{\prime}: Z^{\prime} \rightarrow Z$ satisfies $i q^{\prime} j^{\prime} \simeq i$. Since $j^{\prime}$ is a cofibration, we can change $i q^{\prime} \simeq k$ such that $k j^{\prime}=j$. Since $i q^{\prime}$ is an h-equivalence, the map $k$ is an h-equivalence un$\operatorname{der} X$, by (5.2.5). Also $q k \simeq q^{\prime}$. This expresses a uniqueness of the factorization. If $f=q j: X \rightarrow Z \rightarrow Y$ is a factorization into a cofibration $j$ and a homotopy equivalence $q$, then $Z / j(X)$ is called the (homotopical) cofibre of $f$. The uniqueness of the factorization implies uniqueness up to homotopy equivalence of the cofibre. If $f: X \subset Y$ is already a cofibration, then $Y \rightarrow Y / X$ is the projection onto the cofibre; in this case $q: Z \rightarrow Y$ is an h-equivalence under $X$.

The factorization of a map into a cofibration and a homotopy equivalence is a useful technical tool. The proof of the next proposition is a good example.
(5.3.2) Proposition. Let a pushout diagram

with a cofibration $j$ be given. Then the diagram is a homotopy pushout.
Proof. Let $q i: A \rightarrow Z(j) \rightarrow X$ be the factorization of $j$. Since $q$ is a homotopy equivalence under $A$, it induces a homotopy equivalence

$$
q \cup_{A} \mathrm{id}: Z(f) \cup_{A} B=Z(f, j) \rightarrow X \cup_{A} B=Y
$$

of the adjunction spaces.
(5.3.3) Proposition. Let a commutative diagram

be given. Suppose the inner and the outer square are homotopy cocartesian. If $\alpha$, $\beta, \gamma$ are homotopy equivalences, then $\delta$ is a homotopy equivalence.
Proof. From the data of the diagram we obtain a commutative diagram

where $\varphi$ and $\varphi^{\prime}$ are the canonical maps. By hypothesis, $\varphi$ and $\varphi^{\prime}$ are homotopy equivalences. By (4.2.1) the map $Z(\beta, \alpha, \gamma)$ is a homotopy equivalence.
(5.3.4) Proposition. Given a commutative diagram as in the previous proposition. Assume that the squares are pushout diagrams. Then $\delta$ is induced by $\alpha, \beta, \gamma$. Suppose that $\alpha, \beta, \gamma$ are homotopy equivalences and that one of the maps $k, l$ and one of the maps $k^{\prime}, l^{\prime}$ is a cofibration. Then $\delta$ is a homotopy equivalence.
Proof. From (5.3.2) we see that the squares are homotopy cocartesian. Thus we can apply (5.3.3).

## Problems

1. A map $f: X \rightarrow Y$ has a left homotopy inverse if and only if $j: X \rightarrow Z(f)$ has a retraction $r: Z(f) \rightarrow X$. The map $f$ is a homotopy equivalence if and only if $j$ is a deformation retract.
2. In the case of a pointed map $f:(X, *) \rightarrow(Y, *)$ one has analogous factorizations into a cofibration and a homotopy equivalence. One replaces the mapping cylinder $Z(f)$ with the pointed mapping cylinder $Z^{0}(f)$ defined by the pushout

with the pointed cylinder $X I=X \times I /\{*\} \times I$. The maps $\left\langle i_{0}, i_{1}\right\rangle,\langle s, j\rangle, s$ and $j$ are pointed cofibrations. We have a diagram as for (5.3.1) with pointed homotopy equivalences $s, q$ and $C^{0}(f)=Z^{0}(f) / j(X)$ the pointed mapping cone, the pointed cofibre of $f$.
3. $\left\langle i_{0}, i_{1}\right\rangle: X \vee X \rightarrow X I$ is an embedding.
4. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be pointed maps. We have canonical maps $\alpha: C(f) \rightarrow$ $C(g f)$ and $\beta: C(g f) \rightarrow C(g) ; \alpha$ is the identity on the cone and maps $Y$ by $g$, and $\beta$ is the identity on $Z$ and maps the cone by $f \times$ id. Show that $\beta$ is the pointed homotopy cofibre of $\alpha$.

### 5.4 Characterization of Cofibrations

We look for conditions on $A \subset X$ which imply that this inclusion is a cofibration. We begin by reformulating the existence of a retraction (5.1.2).
(5.4.1) Proposition. There exists a retraction $r: X \times I \rightarrow A \times I \cup X \times 0$ if and only if the following holds: There exists a map $u: X \rightarrow[0, \infty[$ and a homotopy $\varphi: X \times I \rightarrow X$ such that:
(1) $A \subset u^{-1}(0)$
(2) $\varphi(x, 0)=x$ for $x \in X$
(3) $\varphi(a, t)=a$ for $(a, t) \in A \times I$
(4) $\varphi(x, t) \in A$ for $t>u(x)$.

Proof. Suppose we are given a retraction $r$. We set $\varphi(x, t)=\operatorname{pr}_{1} \circ r(x, t)$ and $u(x)=\max \left\{t-\operatorname{pr}_{2} \circ r(x, t) \mid t \in I\right\}$. For (4) note the following implications: $t>u(x), \operatorname{pr}_{2} r(x, t)>0, r(x, t) \in A \times I, \varphi(x, t) \in A$. The other properties are immediate from the definition. Conversely, given $u$ and $\varphi$, then $r(x, t)=$ $(\varphi(x, t), \max (t-u(x), 0))$ is a retraction.
(5.4.2) Note. Let $t_{n}>u(x)$ be a sequence which converges to $u(x)$. Then (4) implies $\varphi(x, u(x)) \in \bar{A}$. If $u(x)=0$, then $x=\varphi(x, 0)=\varphi(x, u(x)) \in \bar{A}$. Thus
$\bar{A}=u^{-1}(0)$. Therefore in a closed cofibration $A \subset X$ the subspace $A$ has the remarkable property of being the zero-set of a continuous real-valued function. $\diamond$
(5.4.3) Lemma. Let $u: X \rightarrow I$ and $A=u^{-1}(0)$. Let $\Phi: f \simeq g: X \rightarrow Z$ rel $A$. Then there exists $\tilde{\Phi}: f \simeq g$ rel $A$ such that $\tilde{\Phi}(x, t)=\tilde{\Phi}(x, u(x))=\tilde{\Phi}(x, 1)$ for $t \geq u(x)$.
Proof. We define $\tilde{\Phi}$ by $\tilde{\Phi}(x, t)=\Phi(x, 1)$ for $t \geq u(x)$ and by $\Phi\left(x, t u(x)^{-1}\right)$ for $t<u(x)$. For the continuity of $\tilde{\Phi}$ on $C=\{(x, t) \mid t \leq u(x)\}$ see Problem 1 .

We call ( $X, A$ ) a neighbourhood deformation retract (NDR), if there exist a homotopy $\psi: X \times I \rightarrow X$ and a function $v: X \rightarrow I$ such that:
(1) $A=v^{-1}(0)$
(2) $\psi(x, 0)=x$ for $x \in X$
(3) $\psi(a, t)=a$ for $(a, t) \in A \times I$
(4) $\psi(x, 1) \in A$ for $1>v(x)$.

The pair $(\psi, v)$ is said to be an NDR-presentation of $(X, A)$.
(5.4.4) Proposition. $(X, A)$ is a closed cofibration if and only if it is an NDR.

Proof. If $A \subset X$ is a closed cofibration, then an NDR-presentation is obtained from (5.4.1) and (5.4.2). For the converse, we modify an NDR-presentation ( $\psi, u$ ) by (5.4.3) and apply (5.4.1) to the result ( $\tilde{\psi}, u$ ).
(5.4.5) Theorem (Union Theorem). Let $A \subset X, B \subset X$, and $A \cap B \subset X$ be closed cofibrations. Then $A \cup B \subset X$ is a cofibration.
$\operatorname{Proof}([112])$. Let $\varphi:(A \cup B) \times I \rightarrow Z$ be a homotopy and $f: X \rightarrow Z$ an initial condition. There exist extensions $\Phi^{A}: X \times I \rightarrow Z$ of $\varphi \mid A \times I$ and $\Phi^{B}: B \times I \rightarrow Z$ of $\varphi \mid B \times I$ with initial condition $f$. The homotopies $\Phi^{A}$ and $\Phi^{B}$ coincide on $(A \cap B) \times I$. Therefore there exists $\Psi: \Phi^{A} \simeq \Phi^{B}$ rel $(A \cap B) \times I \cup X \times 0$.

Let $p: X \times I \rightarrow X \times I / \sim$ be the quotient map which identifies each interval $\{c\} \times I, c \in A \cap B$ to a point. Let $T: I \times I \rightarrow I \times I$ switch the factors. Then $\Psi \circ(\mathrm{id} \times T$ factors over $p \times$ id and yields $\Omega:(X \times I / \sim) \times I \rightarrow Z$.

Let $u: X \rightarrow I$ and $v: X \rightarrow I$ be functions such that $A=u^{-1}(0)$ and $B=$ $v^{-1}(0)$. Define $j: X \rightarrow X \times I / \sim$ by $j(x)=(x, u(x) /(u(x)+v(x)))$ for $x \notin A \cap B$ and by $j(x)=(x, 0)=(x, t)$ for $x \in A \cap B$. Using the compactness of $I$ one shows the continuity of $j$.

An extension of $\varphi$ and $f$ is now given by $\Omega \circ(j \times \mathrm{id})$.
(5.4.6) Theorem (Product Theorem). Let $A \subset X$ and $B \subset Y$ be closed cofibrations. Then the inclusion $X \times B \cup A \times Y \subset X \times Y$ is a cofibration.

Proof. $A \times X \subset X \times Y, X \times B \subset X \times Y$, and $A \times B=(A \times Y) \cap(X \times B) \subset$ $X \times B \subset X \times Y$ are cofibrations. Now apply (5.4.5).

## Problems

1. Let $C=\{(x, t) \mid t \leq u(x)\}$ and $q: X \times I \rightarrow C,(x, t) \mapsto(x, t u(x))$. Then $\tilde{\Phi} q=\Phi$. It suffices to show that $q$ is a quotient map. The map $\Gamma: X \times I \rightarrow X \times I \times I,(x, t) \mapsto$ $(x, t, u(x))$ is an embedding onto a closed subspace $D$. The map $m: I \times I \rightarrow I,(a, b) \mapsto a b$ is proper, hence $M=\mathrm{id} \times m$ is closed. The restriction of $M$ to $D$ is closed, hence $M \Gamma=q$ is closed and therefore a quotient map.
2. The inclusion $0 \cup\left\{n^{-1} \mid n \in \mathbb{N}\right\} \subset[0,1]$ is not a cofibration. The inclusions $A_{j}=$ $\left\{0, j^{-1}\right\} \subset I$ are cofibrations. Hence (5.4.5) does not hold for an infinite number of cofibrations.
3. Set $X=\{a, b\}$ with open sets $\emptyset,\{a\}, X$ for its topology. Then $A=\{a\} \subset X$ is a non-closed cofibration. The product $X \times A \cup A \times X \subset X \times X$ is not a cofibration.
4. Let $A_{j} \subset X$ be closed cofibrations $(1 \leq j \leq n)$. For all $\sigma \subset\{1, \ldots, n\}$ let $A_{\sigma}=$ $\bigcap_{j \in \sigma} A_{j} \subset X$ be a cofibration. Then $\bigcup_{1}^{n} A_{j} \subset X$ is a cofibration.
5. Let $A$ and $B$ be well-pointed spaces. Then $A \wedge B$ is well-pointed.

### 5.5 The Homotopy Lifting Property

A map $p: E \rightarrow B$ has the homotopy lifting property (HLP) for the space $X$ if the following holds: For each homotopy $h: X \times I \rightarrow B$ and each map $a: X \rightarrow E$ such that $p a(x)=h(x, 0)$ there exists a homotopy $H: X \times I \rightarrow E$ with $p H=h$ and $H(x, 0)=a(x)$. We call $H$ a lifting of $h$ with initial condition $a$. The map $p$ is called a fibration (sometimes Hurewicz fibration) if it has the HLP for all spaces. It is called a Serre fibration if it has the HLP for all cubes $I^{n}, n \in \mathbb{N}_{0}$. Serre fibrations suffice for the investigation of homotopy groups. In order to see the duality we can use the dual definition of homotopy and specify the data in the right diagram. It uses the evaluation $e_{E}^{0}: E^{I} \rightarrow E, w \mapsto w(0)$.


We begin by introducing the dual $W(p)$ of the mapping cylinder. It is defined by the pullback


$$
\begin{gathered}
W(p)=\left\{(x, w) \in E \times B^{I} \mid p(x)=w(0)\right\} \\
k(x, w)=w, \quad b(x, w)=x
\end{gathered}
$$

If we apply the pullback property to $e_{E}^{0}, p^{I}$, we obtain a unique map $r: E^{I} \rightarrow$ $W(p), v \mapsto(v(0), p v)$ such that $b r=e_{E}^{0}$ and $k r=p^{I}$. If we apply the HLP to $(W(p), b, k)$, we obtain a map $s: W(p) \rightarrow E^{I}$ such that $e_{E}^{0} s=b$ and $p^{I} s=k$. The relations $b r s=e_{E}^{0} s=b$ and $k r s=p^{I} s=k$ imply $r s=$ id, by uniqueness. Therefore $s$ is a section of $r$. Conversely, given data $(a, h)$ for a homotopy lifting problem. They combine to a map $\rho: X \rightarrow W(p)$. The composition $H=s \rho$ with a section $s$ is a solution of the lifting problem. Therefore we have shown:
(5.5.1) Proposition. The following statements about $p: E \rightarrow B$ are equivalent:
(1) $p$ is a fibration.
(2) $p$ has the HLP for $W(p)$.
(3) $r: E^{I} \rightarrow W(p)$ has a section.
(5.5.2) Proposition. Let $p: E \rightarrow B$ have the HLP for $X$. Let $i: A \subset X$ be a closed cofibration and an h-equivalence. Let $f: X \rightarrow B$ be given and $a: A \rightarrow E$ a lifting of $f$ over $A$, i.e., $p a=f i$. Then there exists a lifting $F$ of $f$ which extends a.

Proof. By (5.2.6) and (5.4.2) we know: There exists $u: X \rightarrow I$ and $\varphi: X \times I \rightarrow X$ rel $A$ such that $A=u^{-1}(0), \varphi_{1}=\operatorname{id}(X), \varphi_{0}(X) \subset A$. Set $r: X \rightarrow A, x \mapsto \varphi_{0}(x)$. Define a new homotopy $\Phi: X \times I \rightarrow X$ by $\Phi(x, t)=\varphi\left(x, t u(x)^{-1}\right)$ for $t<u(x)$ and $\Phi(x, t)=\varphi(x, 1)=x$ for $t \geq u(x)$. We have seen in (5.4.3) that $\Phi$ is continuous. Apply the HLP to $h=f \Phi$ with initial condition $b=a r: X \rightarrow E$. The verification

$$
h(x, 0)=f \Phi(x, 0)=f \varphi(x, 0)=f r(x)=\operatorname{par}(x)=p b(x)
$$

shows that $b$ is indeed an initial condition. Let $H: X \times I \rightarrow E$ solve the lifting problem for $h, b$. Then one verifies that $F: X \rightarrow E, x \mapsto H(x, u(x))$ has the desired properties.
(5.5.3) Corollary. Let $p: E \rightarrow B$ have the HLP for $X \times I$ and let $i: A \subset X$ be a closed cofibration. Then each homotopy $h: X \times I \rightarrow B$ with initial condition given on $A \times I \cup X \times 0$ has a lifting $H: X \times I \rightarrow E$ with this initial condition.

Proof. This is a consequence of (5.1.3) and (5.5.2).
(5.5.4) Proposition. Let $i: A \subset B$ be a (closed) cofibration of locally compact spaces. The restriction from $B$ to $A$ yields a fibration $p: Z^{B} \rightarrow Z^{A}$.

Let $p: X \rightarrow B$ be a fibration. Then $p^{Z}: X^{Z} \rightarrow B^{Z}$ is a fibration for locally compact $Z$.

Proof. Use adjunction and the fact that $X \times A \rightarrow X \times B$ is a cofibration for each $X$.
(5.5.5) Proposition. Let $p: E \rightarrow B$ be a fibration. Then $r: E^{I} \rightarrow W(p), v \mapsto$ $(v(0), p v)$ is a fibration.

Proof. A homotopy lifting problem for $X$ and $r$ is transformed via adjunction into a lifting problem for $p$ and $X \times I$ with initial condition given on the subspace $X \times(I \times 0 \cup 0 \times I)$.
(5.5.6) Proposition. Let $p: E \rightarrow B$ be a fibration, $B_{0} \subset B$ and $E_{0}=p^{-1}\left(B_{0}\right)$. If $B_{0} \subset B$ is a closed cofibration, then $E_{0} \subset E$ is a closed cofibration.

Proof. Let $u: B \rightarrow I$ and $h: B \times I \rightarrow B$ be an NDR-presentation of $B_{0} \subset B$. Let $H: X \times I \rightarrow X$ solve the homotopy lifting problem for $h(p \times \mathrm{id})$ with initial condition $\operatorname{id}(X)$. Define $K: X \rightarrow X$ by $K(x, t)=H(x, \min (t, u p(x)))$. Then ( $K, u p$ ) is an NDR-presentation for $X_{0} \subset X$.

The proof of the next formal proposition is again left to the reader.
(5.5.7) Proposition. Let a pullback in TOP be given.


If q has the HLP for $Z$, then so also has $p$. If p is a fibration, then $q$ is a fibration.
We call $q$ the fibration induced from the fibration $p$ via base change along $f$. In the case that $f: C \subset B$ the restriction $p: p^{-1}(C) \rightarrow C$ can be taken as the induced fibration.
(5.5.8) Example. $X^{I} \rightarrow X^{\partial I} \cong X \times X: w \mapsto(w(0), w(1))$ is a fibration (5.5.4). The evaluation $e^{1}: F Y \rightarrow Y, w \mapsto w(1)$ is a fibration (restriction to $* \times Y$ ). Hence we have the induced fibration $f^{1}: F(f) \rightarrow Y$.

The homotopy theorem for fibrations says, among other things, that homotopic maps induce $h$-equivalent fibrations.

Let $p: X \rightarrow B$ be a fibration and $\varphi: f \simeq g: C \rightarrow B$ a homotopy. We consider two pullback diagrams.


There exists a homotopy $\Phi_{t}: Y_{f} \rightarrow X$ such that $\Phi_{0}=F$ and $p \Phi_{t}=\varphi_{t} p_{f}$. The pullback property of the right square yields a map $\kappa=\kappa_{\varphi}: Y_{f} \rightarrow Y_{g}$ such that $G \kappa=\Phi_{1}$ and $p_{g} \kappa=p_{f}$. Let $\psi_{t}: f \simeq g$ be homotopic to $\varphi_{t}$ by a homotopy
$\gamma: C \times I \times I \rightarrow B$ relative to $C \times \partial I$. We obtain in a similar manner a map $\kappa_{\psi}$ from a lifting $\Psi_{t}$ of $\psi_{t} p_{f}$. Claim: The maps $\kappa_{\varphi}$ and $\kappa_{\psi}$ are homotopic over $C$. In order to verify this, we lift the homotopy $\gamma \circ\left(p_{f} \times \mathrm{id} \times \mathrm{id}\right)$ : $Y_{f} \times I \times I \rightarrow B$ to a homotopy $\Gamma$ with initial data $\Gamma(y, s, 0)=\Phi(y, s), \Gamma(y, s, 1)=\Psi(y, s)$, and $\Gamma(y, 0, t)=F(t)$ by an application of (5.1.5). The homotopy $H:(y, t) \mapsto \Gamma(y, 1, t)$ yields, by the pullback property of the right square, a homotopy $K: Y_{f} \times I \rightarrow Y_{g}$ such that $G K=H$ and $p_{g} K=\operatorname{pr} \circ p_{f}$. By construction, $K$ is a homotopy over $C$ from $\kappa_{f}$ to $\kappa_{g}$. The reader should now verify the functoriality $\left[\kappa_{\varphi * \psi}\right]=\left[\kappa_{\psi}\right]\left[\kappa_{\varphi}\right]$.

Let h-FIB $C$ be the full subcategory of h- $\mathrm{TOP}_{C}$ with objects the fibrations over $C$.
(5.5.9) Proposition. Let $p: X \rightarrow B$ be a fibration. We assign to $f: C \rightarrow B$ the induced fibration $p_{f}: Y_{f} \rightarrow C$ and to the morphism $[\varphi]: f \rightarrow g$ in $\Pi(C, B)$ the morphism $\left[\kappa_{\varphi}\right]$. This yields a functor $\Pi(C, B) \rightarrow \mathrm{h}-\mathrm{FIB}_{C}$.

Since $\Pi(C, B)$ is a groupoid, $\left[\kappa_{\varphi}\right]$ is always an isomorphism in h-TOP ${ }_{B}$. This fact we call the homotopy theorem for fibrations.

As a special case of (5.5.9) we obtain the fibre transport. It generalizes the fibre transport in coverings. Let $p: E \rightarrow B$ be a fibration and $w: I \rightarrow B$ a path from $b$ to $c$. We obtain a homotopy equivalence $T_{p}[w]: F_{b} \rightarrow F_{c}$ which only depends on the homotopy class $[w]$ of $w$, and $T_{p}[u * v]=T_{p}[v] T_{p}[u]$. This yields a functor $T_{p}: \Pi(B) \rightarrow \mathrm{h}$-TOP. In particular the fibres over points in the same path component of $B$ are h-equivalent.
(5.5.10) Proposition. In the pullback (5.5.7) let p be a fibration and $f$ a homotopy equivalence. Then $F$ is a homotopy equivalence.

Proof. The proof is based on (5.5.9) and follows the pattern of (5.1.10).
(5.5.11) Remark. The notion of fibration and cofibration are not homotopy invariant. The projection $I \times 0 \cup 0 \times I \rightarrow I,(x, t) \mapsto x$ is not a fibration, but the map is over $I$ h-equivalent to id. One definition of an $\boldsymbol{h}$-fibration $p: E \rightarrow B$ is that homotopies $X \times I \rightarrow B$ which are constant on $X \times[0, \varepsilon], \varepsilon>0$ can be lifted with a given initial condition; a similar definition for homotopy extensions gives the notion on an $\boldsymbol{h}$-cofibration. In [46] you can find details about these notions.

## Problems

1. A composition of fibrations is a fibration. A product of fibrations is a fibration. $\emptyset \rightarrow B$ is a fibration.
2. Suppose $p: E \rightarrow B$ has the HLP for $Y \times I^{n}$. Then each homotopy $h: Y \times I^{n} \times I \rightarrow B$ has a lifting to $E$ with initial condition given on $Y \times\left(I^{n} \times 0 \cup \partial I^{n} \times I\right)$.
3. Let $p: E \rightarrow B \times I$ be a fibration and $p_{0}: E_{0} \rightarrow B$ its restriction to $B \times 0=B$. Then there exists a fibrewise h-equivalence from $p_{0} \times \operatorname{id}(I)$ to $p$ which is over $B \times 0$ the inclusion $E_{0} \rightarrow E$.
4. Go through the proof of (5.5.9) and verify a relative version. Let $(C, D)$ be a closed cofibration. Consider only maps $C \rightarrow B$ with a fixed restriction $d: D \rightarrow B$ and homotopies relative to $D$. Let $p_{D}: Y_{D} \rightarrow B$ be the pullback of $p$ along $d$. Then the maps $p_{f}$ have the form $\left(p_{f}, p_{D}\right):\left(Y_{f}, Y_{D}\right) \rightarrow(C, D)$. By (5.5.6), $\left(Y_{f}, Y_{D}\right)$ is a closed cofibration, and by (5.5.3) the homotopies $\Phi_{t}$ can be chosen constant on $Y_{D}$. The maps $\kappa_{\varphi}: Y_{f} \rightarrow Y_{g}$ are then the identity on $Y_{D}$. The homotopy class of $\kappa_{\varphi}$ is unique as a map over $C$ and under $Y_{D}$.
5. Let $(B, C)$ be a closed deformation retract with retraction $r: B \rightarrow C$. Let $p: X \rightarrow B$ be a fibration and $p_{C}: X_{C} \rightarrow C$ its restriction to $C$. Then there exists a retraction $R: X \rightarrow X_{C}$ such that $p_{C} R=r p$.

### 5.6 Transport

We construct a dual transport functor. Let $p: E \rightarrow B$ be a fibration, $\varphi: Y \times I \rightarrow B$ a homotopy and $\Phi: Y \times I \rightarrow E$ a lifting along $p$ with initial condition $f$. We define

$$
\varphi^{\#}:\left[\left(Y, \varphi_{0}\right),(E, p)\right]_{B} \rightarrow\left[\left(Y, \varphi_{1}\right),(E, p)\right]_{B}, \quad[f] \mapsto\left[\Phi_{1}\right] .
$$

One shows that this map is well defined and depends only on the homotopy class of $\varphi$ relative to $Y \times \partial I$ (see the analogous situation for cofibrations). Moreover, $(\varphi * \psi)^{\#}=\psi^{\#} \varphi^{\#}$.
(5.6.1) Proposition. The assignments $f \mapsto[f, p]_{B}$ and $[\varphi] \mapsto \varphi^{\#}$ are a functor, called transport functor, from $\Pi(Y, B)$ into the category of sets. Since $\Pi(Y, B)$ is a groupoid, $\varphi^{\#}$ is always bijective.
(5.6.2) Note. Let $p: E \rightarrow B$ be a fibration and $\psi: X \times I \rightarrow Y$ be a homotopy. Then $\psi_{1}^{*}=\left[g \psi_{t}\right]^{\#} \psi_{0}^{*}$; here $\psi_{0}^{*}:[g, p] \rightarrow\left[g \psi_{0}, p\right]$ is the composition with $\psi_{0}$.
(5.6.3) Theorem. Let $f: X \rightarrow Y$ be an h-equivalence and $p: E \rightarrow B$ be a fibration. Then $f^{*}:[v, p]_{B} \rightarrow[v f, p]_{B}$ is bijective for each $v: Y \rightarrow B$.

Proof. The proof is based on (5.6.1) and (5.6.2) and formally similar to the proof of (5.2.4).
(5.6.4) Theorem. Let $p: X \rightarrow B$ and $q: Y \rightarrow B$ be fibrations. Let $h: X \rightarrow Y$ be an h-equivalence and a map over $B$. Then $f$ is an h-equivalence over $B$.

Proof. The proof is based on (5.6.3) and formally similar to the proof of (5.2.5).
(5.6.5) Corollary. Let $q: Y \rightarrow C$ be a fibration and a homotopy equivalence. Then $q$ is shrinkable.

Let $p: E \rightarrow B$ be a fibration. Then the canonical map $r: E^{I} \rightarrow W(p)$ is shrinkable (see (5.5.5)).

### 5.7 Replacing a Map by a Fibration

Let $f: X \rightarrow Y$ be a map. Consider the pullback


$$
\begin{gathered}
W(f)=\left\{(x, w) \in X \times Y^{I} \mid f(x)=w(0)\right\} \\
q(x, w)=x, \quad p(x, w)=w(1)
\end{gathered}
$$

Since $\left(e^{0}, e^{1}\right)$ is a fibration (see (5.5.8)), the maps $(q, p), q$ and $p$ are fibrations. Let $s: X \rightarrow W(f), x \mapsto\left(x, k_{f(x)}\right)$, with $k_{y}$ the constant path with value $y$. Then $q s=\mathrm{id}$ and $p s=f$. (The "direction" of the unit interval is again different from the one in the previous chapter.) We display the data and some other to be explained below in a diagram.


The map $s$ is a shrinking of $q$; a homotopy $h_{t}: s q \simeq$ id is given by $h_{t}(x, w)=$ $\left(x, w^{t}\right), w^{t}(s)=w((1-t) s)$. We therefore have a factorization $f=p s$ into a homotopy equivalence $s$ and a fibration $p$. If $f=p^{\prime} s^{\prime}$ is another factorization of this type, then there exists a fibrewise homotopy equivalence $k: W(f) \rightarrow W^{\prime}$ such that $p^{\prime} k=p$ and $k s \simeq s^{\prime}$. This expresses the uniqueness of the factorization.

Now suppose $f$ is a pointed map with base points $*$. Then $W(f)$ is given the base point $\left(*, k_{*}\right)$. The maps $p, q, s$ become pointed maps, and the homotopy $h_{t}$ is pointed too. One verifies that $q$ and $p$ are pointed fibrations. Let $F(f)=p^{-1}(*)$ and $F=f^{-1}(*)$ be the fibres over the base point, with $j$ and $J$ the inclusions. The map $q$ induces $r$. We call $F(f)$ the homotopy fibre of $f$. We use the same notion for the fibre of any replacement of $f$ by a fibration as above. If $f$ is already a fibration, then $q$ is a fibrewise homotopy equivalence (5.6.4) and $r$ the induced homotopy equivalence; hence the actual fibre is also the homotopy fibre.

A map $f: X \rightarrow Y$ has a right homotopy inverse if and only if $p: W(f) \rightarrow X$ has a section. It is a homotopy equivalence if and only if $p$ is shrinkable.

## Chapter 6

## Homotopy Groups

The first fundamental theorem of algebraic topology is the Brouwer-Hopf degree theorem. It says that the homotopy set [ $S^{n}, S^{n}$ ] has for $n \geq 1$ a homotopically defined ring structure. The ring is isomorphic to $\mathbb{Z}$, the identity map corresponds to $1 \in \mathbb{Z}$ and the constant map to $0 \in \mathbb{Z}$. The integer associated to a map $f: S^{n} \rightarrow S^{n}$ is called the degree of $f$. We have proved this already for $n=1$. Also in the general case "degree $n$ " roughly means that $f$ winds $S^{n} n$-times around itself. In order to give precision to this statement, one has to count the number of pre-images of a "regular" value with signs. This is related to a geometric interpretation of the degree in terms of differential topology.

Our homotopical proof of the degree theorem is embedded into a more general investigation of homotopy groups. It will be a simple formal consequence of the so-called excision theorem of Blakers and Massey. The elegant elementary proof of this theorem is due to Dieter Puppe. It uses only elementary concepts of homotopy theory, it does not even use the group structure. (The excision isomorphism is the basic property of the homology groups introduced later where it holds without any restrictions on the dimensions.)

Another consequence of the excision theorem is the famous suspension theorem of Freudenthal. There is a simple geometric construction (the suspension) which leads from $\left[S^{m}, S^{n}\right]$ to $\left[S^{m+1}, S^{n+1}\right]$. Freudenthal's theorem says that this process after a while is "stable", i.e., induces a bijection of homotopy sets. This is the origin of the so-called stable homotopy theory - a theory which has developed into a highly technical mathematical field of independent interest and where homotopy theory has better formal and algebraic properties. (Homology theory belongs to stable homotopy.)

The degree theorem contains the weaker statement that the identity of $S^{n}$ is not null homotopic. It has the following interpretation: If you extend the inclusion $S^{n-1} \subset \mathbb{R}^{n}$ to a continuous map $f: D^{n} \rightarrow \mathbb{R}^{n}$, then there exists a point $x$ with $f(x)=0$. For $n=1$ this is the intermediate value theorem of calculus; the higher dimensional analogue has other interesting consequences which we discuss under the heading of the Brouwer fixed point theorem.

This chapter contains the fundamental non-formal results of homotopy theory. Based on these results, one can develop algebraic topology from the view-point of homotopy theory. The chapter is essentially independent of the three previous chapters. But in the last section we refer to the definition of a cofibration and a suspension.

### 6.1 The Exact Sequence of Homotopy Groups

Let $I^{n}$ be the Cartesian product of $n$ copies of the unit interval $I=[0,1]$, and $\partial I^{n}=\left\{\left(t_{1}, \ldots, t_{n}\right) \in I^{n} \mid t_{i} \in\{0,1\}\right.$ for at least one $\left.i\right\}$ its combinatorial boundary $(n \geq 1)$. We set $I^{0}=\{z\}$, a singleton, and $\partial I^{0}=\emptyset$. In $I^{n} / \partial I^{n}$ we use $\partial I^{n}$ as base point. (For $n=0$ this yields $I^{0} / \partial I^{0}=\{z\}+\{*\}$, an additional disjoint base point $*$.) The $n$-th homotopy group of a pointed space $(X, *)$ is

$$
\pi_{n}(X, *)=\left[\left(I^{n}, \partial I^{n}\right),(X,\{*\})\right] \cong\left[I^{n} / \partial I^{n}, X\right]^{0}
$$

with the group structure defined below. For $n=1$ it is the fundamental group. The definition of the set $\pi_{n}(X, *)$ also makes sense for $n=0$, and it can be identified with the set $\pi_{0}(X)$ of path components of $X$ with $[*]$ as a base point. The composition law on $\pi_{n}(X, *)$ for $n \geq 1$ is defined as follows. Suppose [ $f$ ] and [ $g$ ] in $\pi_{n}(X, *)$ are given. Then $[f]+[g]$ is represented by $f+{ }_{i} g$ :

$$
\left(f+_{i} g\right)\left(t_{1}, \ldots, t_{n}\right)= \begin{cases}f\left(t_{1}, \ldots, t_{i-1}, 2 t_{i}, \ldots, t_{n}\right) & \text { for } t_{i} \leq \frac{1}{2}  \tag{1}\\ g\left(t_{1}, \ldots, t_{i-1}, 2 t_{i}-1, \ldots, t_{n}\right) & \text { for } \frac{1}{2} \leq t_{i}\end{cases}
$$

As in the case of the fundamental group one shows that this composition law is a group structure. The next result is a consequence of (4.3.1); a direct verification along the same lines is easy. See also (2.7.3) and the isomorphism (2) below.
(6.1.1) Proposition. For $n \geq 2$ the group $\pi_{n}(X, *)$ is abelian, and the equality $+{ }_{1}=+{ }_{i}$ holds for $i \geq 2$.

We now define relative homotopy groups (sets) $\pi_{k}(X, A, *)$ for a pointed pair $(X, A)$. For $n \geq 1$, let $J^{n}=\partial I^{n} \times I \cup I^{n} \times\{0\} \subset \partial I^{n+1} \subset I^{n} \times I$ and set $J^{0}=\{0\} \subset I$. We denote by $\pi_{n+1}(X, A, *)$ the set of homotopy classes of maps of triples $f:\left(I^{n+1}, \partial I^{n+1}, J^{n}\right) \rightarrow(X, A, *)$. (Recall that this means $f\left(\partial I^{n+1}\right) \subset A, f\left(J^{n}\right) \subset\{*\}$, and for homotopies $H$ we require $H_{t}$ for each $t \in I$ to be a map of triples.) Thus, with notation introduced earlier,

$$
\pi_{n+1}(X, A, *)=\left[\left(I^{n+1}, \partial I^{n+1}, J^{n}\right),(X, A, *)\right] .
$$

A group structure $+_{i}, 1 \leq i \leq n$ is defined again by the formula (1) above. There is no group structure in the case $n=0$.

We now consider $\pi_{n}$ as a functor. Composition with $f:(X, A, *) \rightarrow(Y, B, *)$ induces $f_{*}: \pi_{n}(X, A, *) \rightarrow \pi_{n}(Y, B, *)$; this is a homomorphism for $n \geq 2$. Similarly, $f:(X, *) \rightarrow(Y, *)$ induces for $n \geq 1$ a homomorphism $f_{*}: \pi_{n}(X, *) \rightarrow$ $\pi_{n}(Y, *)$. The functor properties $(g f)_{*}=g_{*} f_{*}$ and $\mathrm{id}_{*}=$ id are clear. The morphism $j_{*}: \pi_{n}(X, *) \rightarrow \pi_{n}(X, A, *)$ is obtained by interpreting the first group as $\pi_{n}(X,\{*\}, *)$ and then using the map induced by the inclusion $(X,\{*\}, *) \subset$ $(X, A, *)$. Maps which are pointed homotopic induce the same homomorphisms. The group $\pi_{n}(X, A, *)$ is commutative for $n \geq 3$.

Let $h:\left(I^{n+1}, \partial I^{n+1}, J^{n}\right) \rightarrow(X, A, *)$ be given. We restrict to $I^{n}=I^{n} \times\{1\}$ and obtain a map $\partial h:\left(I^{n}, \partial I^{n}\right) \rightarrow(A, *)$. Passage to homotopy classes then yields the boundary operator $\partial: \pi_{n+1}(X, A, *) \rightarrow \pi_{n}(A, *)$. The boundary operator is a homomorphism for $n \geq 1$. For $n=0$ we have $\partial[h]=[h(1)]$.

We rewrite the homotopy groups in terms of mapping spaces. This is not strictly necessary for the following investigations but sometimes technically convenient.

Let $\Omega^{k}(X, *)$ be the space of maps $I^{k} \rightarrow X$ which send $\partial I^{k}$ to the base point; the constant map is the base point. The space $\Omega^{1}(X)=\Omega(X)$ is the loop space of $X$. Given a map $\left(I^{n}, \partial I^{n}\right) \rightarrow(X, *)$ we have the induced map $\bar{f}: I^{n-k} \rightarrow \Omega^{k}(X, *)$ which sends $u \in I^{n-k}$ to $I^{k} \rightarrow X,\left(t_{1}, \ldots, t_{k}\right) \mapsto f\left(t_{1}, \ldots, t_{k}, u_{1}, \ldots, u_{n-k}\right)$. This adjunction is compatible with homotopies and induces a bijection

$$
\begin{equation*}
\pi_{n}(X, *) \cong \pi_{n-k}\left(\Omega^{k}(X, *), *\right) \tag{2}
\end{equation*}
$$

Adjunction as above also yields a bijection

$$
\begin{equation*}
\pi_{n+1}(X, A, *) \cong \pi_{n+1-k}\left(\Omega^{k}(X), \Omega(A)^{k}, *\right) \tag{3}
\end{equation*}
$$

These isomorphisms are natural in $(X, A, *)$, compatible with the boundary operators, and the group structures.
(6.1.2) Theorem (Exact homotopy sequence). The sequence

$$
\begin{aligned}
\cdots & \pi_{n}(A, *) \xrightarrow{i_{*}} \pi_{n}(X, *) \xrightarrow{j_{*}} \pi_{n}(X, A, *) \\
& \xrightarrow{\partial} \cdots \longrightarrow \pi_{1}(X, A, *) \xrightarrow{\partial} \pi_{0}(A, *) \xrightarrow{i_{*}} \pi_{0}(X, *)
\end{aligned}
$$

is exact. The maps $i_{*}$ and $j_{*}$ are induced by the inclusions.
Proof. We prove the exactness for the portion involving $\pi_{0}$ and $\pi_{1}$ in an elementary manner. Exactness at $\pi_{0}(A, *)$ and the relations $\partial j_{*}=0$ and $j_{*} i_{*}=0$ are left to the reader.

Let $w: I \rightarrow X$ represent an element in $\pi_{1}(X, A, *)$ with $\partial[w]=0$. This means: There exists a path $u: I \rightarrow A$ with $u(0)=w(1)$ and $u(1)=*$. The product $w * u$ is then a loop in $X$. The homotopy $H$ which is defined by


$$
H_{t}(s)= \begin{cases}w(2 s /(1+t)), & 2 s \leq 1+t \\ u(t+2(1-s)), & 2 s \geq 1+t\end{cases}
$$

shows $j_{*}[w * u]=[w]$. Thus we have shown exactness at $\pi_{1}(X, A, *)$.

Given a loop $w: I \rightarrow X$. Let $H:(I, \partial I, 0) \times I \rightarrow(X, A, *)$ be a homotopy from $w$ to a constant path. Then $u: s \mapsto H(1, s)$ is a loop in $A$. We restrict $H$ to the boundary of the square and compose it with a linear homotopy to prove $k_{*} * w \simeq k_{*} * u$.


Hence $i_{*}[u]=i_{*}\left[k_{*} * u\right]=\left[k_{*} * w\right]=[w]$.
We now apply this part of the exact sequence to the pairs $\left(\Omega^{n}(X), \Omega^{n}(A)\right)$ and obtain the other pieces of the sequence via adjunction.
(6.1.3) Remark. We previously introduced the mapping space

$$
F(\iota)=\left\{(a, w) \in A \times X^{I} \mid w(0)=*, w(1)=a\right\}
$$

with base point $(*, k), k: I \rightarrow\{*\}$ the constant path. This space is homeomorphic to

$$
F(X, A)=\left\{w \in X^{I} \mid w(0)=*, w(1) \in A\right\}
$$

$i(\iota)$ becomes the inclusion $\Omega(X) \subset F(X, A)$, and $\iota^{1}$ the evaluation $F(X, A) \rightarrow A$, $w \mapsto w(1)$. For $n \geq 1$ we assign to $f:\left(I^{n+1}, \partial I^{n+1}, J^{n}\right) \rightarrow(X, A, *)$ the adjoint $\operatorname{map} f^{\wedge}: I^{n} \rightarrow F(X, A)$, defined by $f^{\wedge}\left(t_{1}, \ldots, t_{\underline{n}}\right)(t)=f\left(t_{1}, \ldots, t_{n}, t\right)$. It sends $\partial I^{n}$ to the base point and induces a pointed map $\bar{f}: I^{n} / \partial I^{n} \rightarrow F(X, A)$. By standard properties of adjunction we see that the assignment $[f] \mapsto[\bar{f}]$ is a well-defined bijection

$$
\begin{equation*}
\pi_{n+1}(X, A, *) \cong \pi_{n}(F(X, A), *) \tag{4}
\end{equation*}
$$

and in fact a homomorphism with respect to the composition laws $+_{i}$ for $1 \leq i \leq n$. These considerations also make sense for $n=0$. In the case that $A=\{*\}$, the space $F(X, A)$ is the loop space $\Omega(X)$.

The exact sequence is also obtained from the fibre sequence of $\iota$. Under the identifications (4) the boundary operator is transformed into

$$
\iota_{*}^{1}:\left[I^{n} / \partial I^{n}, F(X, A)\right]^{0} \rightarrow\left[I^{n} / \partial I^{n}, A\right]^{0}
$$

and $\pi_{n+1}(X, *) \rightarrow \pi_{n+1}(X, A, *)$ is transformed into

$$
i(\iota)_{*}:\left[I^{n} / \partial I^{n}, \Omega(X)\right]^{0} \rightarrow\left[I^{n} / \partial I^{n}, F(X, A, *)\right]^{0}
$$

Now apply $B=I^{n} / \partial I^{n}$ to the fibre sequence (4.7.4) of $\iota: A \subset X$ to see the exactness of a typical portion of the homotopy sequence.

The sequence (6.1.2) is compatible with maps $f:(X, A, *) \rightarrow(Y, B, *)$. In particular $f_{*} \partial=\partial f_{*}$.
(6.1.4) Remark. In the sequel it will be useful to have different interpretations for elements in homotopy groups. (See also the discussion in Section 2.3.) We set $S(n)=I^{n} / \partial I^{n}$ and $D(n+1)=C S(n)$, the pointed cone on $S(n)$. We have homeomorphisms

$$
S(n) \rightarrow \partial I^{n+1} / J^{n}, \quad D(n+1) \rightarrow I^{n+1} / J^{n}
$$

the first one $x \mapsto(x, 1)$, the second one the identity on representatives in $I^{n} \times I$; moreover we have the embedding $S(n) \rightarrow D(n+1), x \mapsto(x, 1)$ which we consider as an inclusion. These homeomorphisms allow us to write

$$
\begin{gathered}
\pi_{n}(X, *) \cong\left[I^{n} / \partial I^{n}, X\right]^{0}=[S(n), X]^{0} \\
\pi_{n+1}(X, A, *) \cong\left[\left(I^{n+1} / J^{n}, \partial I^{n+1} / J^{n}\right),(X, A)\right]^{0} \cong[(D(n+1), S(n)),(X, A)]^{0}
\end{gathered}
$$

$$
\text { and } \partial: \pi_{n+1}(X, A, *) \rightarrow \pi_{n}(A, *) \text { is induced by the restriction from } D(n+1)
$$ to $S(n)$.

The pointed cone on $S^{n}$ is $D^{n+1}$ : We have a homeomorphism

$$
S^{n} \times I /\left(S^{n} \times 0 \cup e_{n+1} \times I\right) \rightarrow D^{n+1}, \quad(x, t) \mapsto(1-t) e_{n+1}+t x
$$

Therefore we can also represent elements in $\pi_{n+1}(X, A, *)$ by pointed maps $\left(D^{n+1}, S^{n}\right) \rightarrow(X, A)$ and elements in $\pi_{n}(X, *)$ by pointed maps $S^{n} \rightarrow X$. In comparing these different models for the homotopy groups it is important to remember the homeomorphism between the standard objects (disks and spheres), since there are two homotopy classes of homeomorphisms.

## Problems

1. $\pi_{n}(A, A, a)=0$. Given $f:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow(A, A, a)$. Then a null homotopy is $f_{t}\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}, x_{2}, \ldots,(1-t) x_{n}\right)$.
2. Let $* \in X_{0} \subset X_{1} \subset X_{2} \subset \cdots$ be a sequence of $T_{1}$-spaces (i.e., points are closed). Give $X=\bigcup_{n \geq 1} X_{n}$ the colimit topology. Then a compact subset $K \subset X$ is contained in some $X_{n}$. Use this to show that the canonical maps $\pi_{n}\left(X_{i}, *\right) \rightarrow \pi_{n}(X, *)$ induce an isomorphism $\operatorname{colim}_{i} \pi_{n}\left(X_{i}, *\right) \cong \pi_{n}(X, *)$.
3. Let $(X, A, B, b)$ be a pointed triple. Define the boundary operator $\partial: \pi_{n}(X, A, b) \rightarrow$ $\pi_{n-1}(A, b) \rightarrow \pi_{n-1}(A, B, b)$ as the composition of the previously defined operator with the map induced by the inclusion. Show that the sequence

$$
\cdots \rightarrow \pi_{n}(A, B, b) \rightarrow \pi_{n}(X, B, b) \rightarrow \pi_{n}(X, A, b) \xrightarrow{\partial} \pi_{n-1}(A, B, b) \rightarrow \cdots
$$

is exact. The sequence ends with $\pi_{1}(X, A, b)$.
4. The group structure in $\pi_{n+1}(X, A, *)$ is induced by an h-cogroup structure on $(D(n+1), S(n))$ in the category of pointed pairs.
5. Let $f:(X, x) \rightarrow(Y, y)$ be a pointed map. One can embed the induced morphism $f_{*}: \pi_{n}(X, x) \rightarrow \pi_{n}(Y, y)$ into an exact sequence which generalizes the case of an inclusion $f$. Let $Z(f)$ be the pointed mapping cylinder of $f$ and $f=p i: X \rightarrow Z(f) \rightarrow Y$ the standard factorization into an inclusion and a homotopy equivalence, as explained in (5.3.1). We can now insert the isomorphism $p_{*}: \pi_{n}(Z(f), *) \rightarrow \pi_{n}(Y, *)$ into the exact sequence of the pair and obtain an exact sequence

$$
\left.\cdots \rightarrow \pi_{n}(X, *) \xrightarrow{f_{*}} \pi_{n}(Y, *) \rightarrow \pi_{n}(Z(f), X), *\right) \rightarrow \cdots .
$$

One can define the groups $\pi_{n}(Z(f), X, *)$ without using the mapping cylinder. Consider commutative diagrams with pointed maps $\varphi$ and $\Phi$.


We consider $(\varphi, \Phi): j \rightarrow f$ as a morphism in the category of pointed arrows. Let $\pi_{n}(f)$ denote the set of homotopy classes of such morphisms. For $f: X \subset Y$ we obtain the previously defined $\pi_{n}(Y, X, *)$. The projection $p: i \rightarrow f$ induces an isomorphism $\pi_{n}(Z(f), X, *)=\pi_{n}(i) \rightarrow \pi_{n}(f)$. One can also use the fibre sequence of $f$.

### 6.2 The Role of the Base Point

We have to discuss the role of the base point. This uses the transport along paths. Let a path $v: I \rightarrow X$ and $f:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, v(0))$ be given. We consider $v$ as a homotopy $\hat{v}$ of the constant map $\partial I^{n} \rightarrow\{v(0)\}$. We extend the homotopy $v_{t}$ to a homotopy $V_{t}: I^{n} \rightarrow X$ with initial condition $f=V_{0}$. An extension exists because $\partial I^{n} \subset I^{n}$ is a cofibration. The next proposition is a special case of (5.2.1) and problems in that section. In order to be independent of that section, we also repeat a proof in the present context.
(6.2.1) Proposition. The assignment $\left[V_{0}\right] \mapsto\left[V_{1}\right]$ is a well-defined map

$$
v_{\#}: \pi_{n}(X, v(0)) \rightarrow \pi_{n}(X, v(1))
$$

which only depends on the morphism $[v]$ in the fundamental groupoid $\Pi(X)$. The relation $(v * w)_{\#}=w_{\#} \circ v_{\#}$ holds, and thus we obtain a transport functor from $\Pi(X)$ which assigns to $x_{0} \in X$ the group $\pi_{n}\left(X, x_{0}\right)$ and to a path $v$ the morphism $v_{\#}$. The map $v_{\#}$ is a homomorphism.

Proof. Let $\varphi: f \simeq g$ be a homotopy of maps $\left(I^{n}, \partial I^{n}\right) \rightarrow\left(X, x_{0}\right)$ and $\psi: v \simeq w$ a homotopy of paths from $x_{0}$ to $x_{1}$. Let $V_{t}: I^{n} \rightarrow X$ be a homotopy which extends $(f, \hat{v})$ and $W_{t}$ a homotopy which extends $(g, \hat{w})$. These data combine to a map on $T=I^{n} \times 0 \times I \cup \partial I^{n} \times I \times I \cup I^{n} \times I \partial I \subset I^{n+2}$ as follows: On $I^{n} \times 0 \times I$
we use $\varphi$, on $\partial I^{n} \times I \times I$ we use $\hat{\psi}$, on $I^{n} \times I \times 0$ we use $V$, and on $I^{n} \times I \times 1$ we use $W$. If we interchange the last two coordinates then $T$ is transformed into $J^{n+1}$. Therefore our map has an extension to $I^{n+2}$, and its restriction to $I^{n} \times 1 \times I$ is a homotopy from $V_{1}$ to $W_{1}$. This shows the independence of the representatives $f$ and $v$. The other properties are clear from the construction.

There is a similar transport functor in the relative case. We start with a function $f:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow\left(X, A, a_{0}\right)$ and a path $v: I \rightarrow A$ from $a_{0}$ to $a_{1}$. We consider the path as a homotopy of the constant map $J^{n-1} \rightarrow\left\{a_{0}\right\}$. Then we extend this homotopy to a homotopy $V_{t}:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, A)$. An extension exists because $J^{n-1} \subset \partial I^{n}$ and $\partial I^{n} \subset I^{n}$ are cofibrations.
(6.2.2) Proposition. The assignment $\left[V_{0}\right] \mapsto\left[V_{1}\right]$ is a well-defined map

$$
v_{\#}: \pi_{n}\left(X, A, a_{0}\right) \rightarrow \pi_{n}\left(X, A, a_{1}\right)
$$

which only depends on the morphism $[v]$ in the fundamental groupoid $\Pi(A)$. For $n \geq 2$ the map $v_{\#}$ is a homomorphism. As above we have a transport functor from $\Pi(A)$.

Since $v_{\#}$ is always bijective, homotopy groups associated to base points in the same path component are isomorphic.

We list some naturality properties of the transport functors. As a special case of the functor property we obtain right actions of the fundamental groups:

$$
\begin{aligned}
\pi_{n}(X, x) \times \pi_{1}(X, x) & \rightarrow \pi_{n}(X, x), \\
\pi_{n}(X, A, a) \times \pi_{1}(A, a) & \rightarrow \pi_{n}(X, A, a), \\
& (\alpha, \beta) \mapsto \alpha \cdot \beta=\beta_{\#}(\alpha) \\
& \mapsto \alpha=\beta_{\#}(\alpha)
\end{aligned}
$$

We also have an action of $\pi_{1}(A, a)$ on $\pi_{n}(X, a)$ via the natural homomorphism; more generally, we can make the $\pi_{n}(X, a)$ into a functor on $\Pi(A)$ by viewing a path in $A$ as a path in $X$. From the constructions we see:
(6.2.3) Proposition. The morphisms in the exact homotopy sequence of the pair $(X, A)$ are natural transformations of transport functors on $\Pi(A)$. In particular, they are $\pi_{1}(A, *)$-equivariant with respect to the actions above.

Continuous maps $f:(X, A) \rightarrow(Y, B)$ are compatible with the transport functors

$$
f_{*}\left(w_{\#}(\alpha)\right)=(f w)_{\#}\left(f_{*}(\alpha)\right)
$$

Let $f_{t}:(X, A) \rightarrow(Y, B)$ be a homotopy and set $w: t \mapsto f(a, t)$. Then the diagram

is commutative. As in the proof of $(2.5 .5)$ one uses this fact to show:
(6.2.4) Proposition. Let $f:(X, A) \rightarrow(Y, B)$ be an h-equivalence. Then the induced map $f_{*}: \pi_{n}(X, A, a) \rightarrow \pi_{n}(Y, B, f a)$ is bijective.

Suppose that $f$ that induces isomorphisms $\pi_{j}(A) \rightarrow \pi_{j}(B)$ and $\pi_{j}(X) \rightarrow$ $\pi_{j}(Y)$ for $j \in\{n, n+1\}, n \geq 1$. Then the Five Lemma (11.1.4) implies that $f_{*}: \pi_{n+1}(X, A, *) \rightarrow \pi_{n+1}(Y, B, *)$ is an isomorphism. With some care, this also holds for $n=0$, see Problem 3 .

Let $f:(X, A) \rightarrow(Y, B)$ be a map of pairs such that the individual maps $X \rightarrow Y$ and $A \rightarrow B$ induce for each base point in $A$ isomorphism for all $\pi_{n}$, then $f_{*}: \pi_{n}(X, A, a) \rightarrow \pi_{n}(Y, B, f(a))$ is bijective for each $n \geq 1$ and each $a \in A$. For the case $n=1$ see Problem 3 .

The transport functors have special properties in low dimensions.
(6.2.5) Proposition. Let $v: I \rightarrow X$ be given. Then $v_{\#}: \pi_{1}(X, v(0)) \rightarrow \pi_{1}(X, v(1))$ is the map $[w] \mapsto\left[v^{-}\right][w][v]$. In particular, the right action of $\pi_{1}(X, x)$ on itself is given by conjugation $\alpha \cdot \beta=\beta^{-1} \alpha \beta$.
(6.2.6) Proposition. Let $x_{1}, x_{2} \in \pi_{2}(X, A, *)$ be given. Let $z=\partial x_{2} \in \pi_{1}(A, *)$. Then $x_{1} \cdot z=\left(x_{2}\right)^{-1} x_{1} x_{2}$ (multiplicative notation for $\pi_{2}$ ).

Proof. We first prove the claim in a universal situation and then transport it by naturality to the general case. Set $D=D(2), S=S(1)$.

Let $\iota_{1}, \iota_{2} \in \pi_{2}(D \vee D, S \vee S)$ be the elements represented by the inclusions of the summands $(D, S) \rightarrow(D \vee D, S \vee S)$. Set $\zeta=\partial\left(\iota_{2}\right) \in \pi_{1}(S \vee S)$. From (6.2.3) and (6.2.5) we compute

$$
\partial\left(\iota_{1} \cdot \zeta\right)=\left(\partial \iota_{1}\right) \cdot \zeta=\zeta^{-1}\left(\partial \iota_{1}\right) \zeta=\left(\partial \iota_{2}\right)^{-1}\left(\partial \iota_{1}\right)\left(\partial \iota_{2}\right)=\partial\left(\iota_{2}^{-1} \iota_{1} \iota_{2}\right)
$$

Since $D \vee D$ is contractible, $\partial$ is an isomorphism, hence $\iota_{1} \cdot \iota_{2}=\iota_{2}^{-1} \iota_{1} \iota_{2}$.
Let now $h:(D \vee D, S \vee S) \rightarrow(X, A)$ be a map such that $h i_{k}$ represents $x_{k}$, i.e., $h_{*}\left(\iota_{k}\right)=x_{k}$. The computation

$$
x_{1} \cdot z=\left(h_{*} \iota_{1}\right) \cdot\left(\partial h_{*} \iota_{2}\right)=h_{*}\left(\iota_{1} \cdot \zeta\right)=h_{*}\left(\iota_{2}^{-1} \iota_{1} \iota_{2}\right)=x_{2}^{-1} x_{1} x_{2}
$$

proves the assertion in the general case.
(6.2.7) Corollary. The image of the natural map $\pi_{2}(X, *) \rightarrow \pi_{2}(X, A, *)$ is contained in the center.

The actions of the fundamental group also explain the difference between pointed and free ( $=$ unpointed) homotopy classes.
(6.2.8) Proposition. Let $[S(n), X]^{0} /(\sim)$ denote the orbit set of the $\pi_{1}(X, *)$-action on $[S(n), X]^{0}$. The map $[S(n), X]^{0} \rightarrow[S(n), X]$ which forgets the base point induces an injective map $v:[S(n), X]^{0} /(\sim) \rightarrow[S(n), X]$. For path connected $X$ the map $v$ is bijective. The forgetful map

$$
\pi_{n}(X, A, *)=[(D(n), S(n-1)),(X, A)]^{0} \rightarrow[(D(n), S(n-1)),(X, A)]
$$

induces an injective map of the orbits of the $\pi_{1}(A, *)$-action; this map is bijective if $A$ is path connected ( $n \geq 2$ ).

## Problems

1. Let $A$ be path connected. Each element of $\pi_{1}(X, A, a)$ is represented by a loop in $(X, a)$. The map $j_{*}: \pi_{1}(X, a) \rightarrow \pi_{1}(X, A, a)$ induces a bijection of $\pi_{1}(X, A, a)$ with the right (or left) cosets of $\pi_{1}(X, a)$ modulo the image of $i_{*}: \pi_{1}(A, a) \rightarrow \pi_{1}(X, a)$.
2. Let $x \in \pi_{1}(X, A, a)$ be represented by $v: I \rightarrow X$ with $v(1) \in A$ and $v(0)=a$. Let $w: I \rightarrow X$ be a loop in $(X, a)$. The assignment $([w],[v]) \mapsto[w * v]=[w] \cdot[v]$ defines a left action of the group $\pi_{1}(X, a)$ on the set $\pi_{1}(X, A, a)$. The orbits of this action are the pre-images of elements under $\partial: \pi_{1}(X, A, a) \rightarrow \pi_{0}(A, a)$. Let $(F, f):(X, A) \rightarrow(Y, B)$ be a map of pairs. Then $F_{*}: \pi_{1}(X, A, a) \rightarrow \pi_{1}(Y, B, f(a))$ is equivariant with respect to the homomorphism $F_{*}: \pi_{1}(X, a) \rightarrow \pi_{1}(Y, f(a))$. Let $[v] \in \pi_{1}(X, A, a)$ with $v(1)=$ $u \in A$. The isotropy group of [v] is the image of $\pi_{1}(A, u)$ in $\pi_{1}(X, a)$ with respect to $[w] \mapsto\left[v * w * v^{-}\right]$. Find an example $\alpha_{0}, \alpha_{1} \in \pi_{1}(X, A, a)$ such that $\alpha_{0}$ has trivial and $\alpha_{1}$ non-trivial isotropy group. It is in general impossible to define a group structure on $\pi_{1}(X, A, a)$ such that $\pi_{1}(X, a) \rightarrow \pi_{1}(X, A, a)$ becomes a homomorphism.
3. Although there is only a restricted algebraic structure at the beginning of the exact sequence we still have a Five Lemma type result. Let $f:(X, A) \rightarrow(Y, B)$ be a map of pairs. If $f_{*}: \pi_{0}(A) \rightarrow \pi_{0}(B)$ and $f_{*}: \pi_{1}(X, a) \rightarrow \pi_{1}(Y, f(a))$ are surjective and $f_{*}: \pi_{0}(X) \rightarrow$ $\pi_{0}(Y)$ is injective, then $f_{*}: \pi_{1}(X, A, a) \rightarrow \pi_{1}(Y, B, f(a))$ is surjective. Suppose that for each $c \in A$ the maps $f_{*}: \pi_{1}(X, c) \rightarrow \pi_{1}(Y, f(c))$ and $f_{*}: \pi_{0}(A) \rightarrow \pi_{0}(B)$ are injective and $f_{*}: \pi_{1}(A, c) \rightarrow \pi_{1}(B, f(c))$ is surjective, then $f_{*}: \pi_{1}(X, A, a) \rightarrow \pi_{1}(Y, B, f(a))$ is injective for each $a \in A$.
4. Let $(X, A)$ be a pair such that $X$ is contractible. Then $\partial: \pi_{q+1}(X, A, a) \rightarrow \pi_{q}(A, a)$ is for each $q \geq 0$ and each $a \in A$ a bijection.
5. Let $A \subset X$ be an h-equivalence. Then $\pi_{n}(X, A, a)=0$ for $n \geq 1$ and $a \in A$.
6. Let $X$ carry the structure of an h-monoid. Then $\pi_{1}(X)$ is abelian and the action of the fundamental group on $\pi_{n}(X, *)$ is trivial.
7. Give a proof of (6.2.8).
8. The $\pi_{1}(X, *)$-action on $\pi_{n}(X, *)$ is induced by a map $\mu_{n}: S(n) \rightarrow S(n) \vee S(1)$ by an application of the functor $[-, X]^{0}$. If we use the model $D^{n} / S^{n-1}$ for the $n$-sphere, then an explicit map $\mu_{n}$ is $x \mapsto(2 x, *)$ for $2\|x\| \leq 1$ and $x \mapsto(*, 2\|x\|-1)$ for $2\|x\| \geq 1$.

### 6.3 Serre Fibrations

The notion of a Serre fibration is adapted to the investigation of homotopy groups, only the homotopy lifting property for cubes is used.
(6.3.1) Theorem. Let $p: E \rightarrow B$ be a Serre fibration. For $B_{0} \subset B$ set $E_{0}=$ $p^{-1} B_{0}$. Choose base points $* \in B_{0}$ and $* \in E_{0}$ with $p(*)=*$. Then $p$ induces for $n \geq 1$ a bijection $p_{*}: \pi_{n}\left(E, E_{0}, *\right) \rightarrow \pi_{n}\left(B, B_{0}, *\right)$.

Proof. $p_{*}$ surjective. Let $x \in \pi_{n}\left(B, B_{0}, *\right)$ be represented by

$$
h:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow\left(B, B_{0}, *\right)
$$

By (3.2.4), there exists a lifting $H: I^{n} \rightarrow E$ with $H\left(J^{n-1}\right)=\{*\}$ and $p H=h$. We then have $H\left(\partial I^{n}\right) \subset E_{0}$, and therefore $H$ represents a pre-image of $x$ under $p_{*}$.
$p_{*}$ injective. Let $x_{0}, x_{1} \in \pi_{n}\left(E, E_{0}, *\right)$ be represented by $f_{0}, f_{1}$ and have the same image under $p_{*}$. Then there exists a homotopy $\phi_{t}:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow$ $\left(B, B_{0}, *\right)$ such that $\phi_{0}(u)=p f_{0}(u), \phi_{1}(u)=p f_{1}(u)$ for $u \in I^{n}$. Consider the subspace $T=I^{n} \times \partial I \cup J^{n-1} \times I$ and define $G: T \rightarrow E$ by

$$
G(u, t)= \begin{cases}f_{t}(u), & u \in I^{n}, t \in\{0,1\} \\ *, & u \in J^{n-1}, t \in I\end{cases}
$$

The set $T \subset \partial\left(I^{n} \times I\right)$ is transformed into $J^{n}$, if one interchanges the last two coordinates. By (3.2.4) again, there exists a map $H: I^{n} \times I \rightarrow E$ such that $H \mid T=G$ and $p H=\phi$. We can view $H$ as a homotopy from $f_{0}$ to $f_{1}$.

We use the isomorphism $\pi_{n}(E, F, *) \cong \pi_{n}(B, *), F=p^{-1}(*)$ in the exact sequence of the pair $(E, F, *)$ and obtain as a corollary to (6.3.1) the exact sequence of a Serre fibration:
(6.3.2) Theorem. For a Serre fibration $p: E \rightarrow B$ with inclusion $i: F=p^{-1}(b) \subset$ $E$ and $x \in F$ the sequence

$$
\cdots \rightarrow \pi_{n}(F, x) \xrightarrow{i_{*}} \pi_{n}(E, x) \xrightarrow{p_{*}} \pi_{n}(B, b) \xrightarrow{\partial} \pi_{n-1}(F, x) \rightarrow \cdots
$$

is exact. The sequence ends with $\pi_{0}(E, x) \rightarrow \pi_{0}(B, b)$.
The new map $\partial$ has the following description: Let $f:\left(I^{n}, \partial I^{n}\right) \rightarrow(B, b)$ be given. View $f$ as $I^{n-1} \times I \rightarrow B$. Lift to $\phi: I^{n} \rightarrow E$, constant on $J^{n-1}$. Then $\partial[f]$ is represented by $\phi \mid I^{n-1} \times 1$. The very end of the sequence requires a little extra argument. For additional algebraic structure at the beginning of the sequence see the discussion of the special case in (3.2.7).
(6.3.3) Theorem. Let $p: E \rightarrow B$ be a continuous map and $\mathcal{U}$ a set of subsets such that the interiors cover $B$. Assume that for $U \in U$ the map $p_{U}: p^{-1}(U) \rightarrow U$ induced by $p$ is a Serre fibration. Then $p$ is a Serre fibration.

Proof. A subdivision of width $\delta=1 / N, N \in \mathbb{N}$ of $I^{n}$ consists of the cubes $I\left(a_{1}, \ldots, a_{n}\right)=\prod_{j=1}^{n} I\left(a_{j}\right)$ where $I(k)=[k / N,(k+1) / N]$ for $0 \leq k<N$, $k \in \mathbb{Z}$. A $k$-dimensional face of $I\left(a_{1}, \ldots, a_{n}\right)$ is obtained by replacing $n-k$ of the intervals $I\left(a_{j}\right)$ by one of its boundary points. (The $a_{j}$ are integers, $0 \leq a_{j}<n$.)

It suffices to work with an open covering $\mathcal{U}$. Choose $N$ such that each cube $I\left(a_{1}, \ldots, a_{n}\right) \times I(b)$ is mapped under $h$ into some $U \in \mathcal{U}$. This is possible by
the Lebesgue lemma (2.6.4). Let $V^{k} \subset I^{n}$ denote the union of the $k$-dimensional faces of the subdivision of $I^{n}$.

We have to solve a lifting problem for the space $I^{n}$ with initial condition $a$. We begin by extending $a$ over $I^{n} \times[0, \delta]$ to a lifting of $h$. We solve the lifting problems

for $k=0, \ldots, n$ with $V^{-1}=\emptyset$ and $H(-1)=a$ by induction over $k$. Let $W$ be a $k$-dimensional cube and $\partial W$ the union of its $(k-1)$-dimensional faces. We can solve the lifting problems

by a map $H_{W}$, since $p_{U}$ is a Serre fibration; here $U \in U$ was chosen such that $h(W \times[0, \delta]) \subset U$.

The $H_{W}$ combine to a continuous map $H(k): V^{k} \times[0, \delta] \rightarrow E$ which lifts $h$ and extends $H(k-1)$. We define $H$ on the first layer $I^{n} \times[0, \delta]$ as $H(n)$. We now treat $I^{n} \times[\delta, 2 \delta]$ similarly with initial condition given by $H(n) \mid I^{n} \times\{\delta\}$ and continue in this manner inductively.
(6.3.4) Example. Since a product projection is a fibration we obtain from (6.3.3): A locally trivial map is a Serre fibration.
(6.3.5) Example. Let $p: E \rightarrow B$ be a covering with typical fibre $F$. Since each map $I^{n} \rightarrow F$ is constant, $\pi_{n}(F, *)$ is for $n \geq 1$ the trivial group. The exact sequence of $p$ then shows $p_{*}: \pi_{n}(E) \cong \pi_{n}(B)$ for $n \geq 2$. The covering $\mathbb{R} \rightarrow S^{1}$ then yields $\pi_{n}\left(S^{1}\right) \cong 0$ for $n \geq 2$. Moreover we have the exact sequence

$$
1 \rightarrow \pi_{1}(E, *) \xrightarrow{p_{*}} \pi_{1}(B, *) \xrightarrow{\partial} \pi_{0}(F, *) \xrightarrow{i_{*}} \pi_{0}(E, *) \xrightarrow{p_{*}} \pi_{0}(B, *) \rightarrow 1
$$

with the inclusion $i: F=p^{-1}(*) \subset E$ and $\pi_{0}(F, *)=F$. It yields for $p: \mathbb{R} \rightarrow S^{1}$ the bijection $\partial: \pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$. A lifting of the loop $s_{n}: I \rightarrow S^{1}$, $t \mapsto \exp (2 \pi i n t)$ with initial condition 0 is $t \mapsto n t$. Hence $\partial\left[s_{n}\right]=n$. Thus we have another method for the computation of $\pi_{1}\left(S^{1}\right)$.
(6.3.6) Example. Recall the Hopf fibration $p: S^{2 n+1} \rightarrow \mathbb{C} P^{n}$ (14.1.9). The exact sequence (6.3.2) and $\pi_{i}\left(S^{1}\right)=0$ for $i>1$ yield the isomorphisms

$$
p_{*}: \pi_{i}\left(S^{2 n+1}\right) \cong \pi_{i}\left(\mathbb{C} P^{n}\right), \quad \text { for } i \geq 3
$$

and in particular $\pi_{i}\left(S^{3}\right) \cong \pi_{i}\left(S^{2}\right)$ for $i \geq 3$, since $\mathbb{C} P^{1}$ is homeomorphic to $S^{2}$ (the Riemann sphere).
(6.3.7) Example. From linear algebra one knows a surjective homomorphism $\mathrm{SU}(2) \rightarrow \mathrm{SO}(3)$ with kernel $\{ \pm E\} \cong \mathbb{Z} / 2$. The space $\mathrm{SU}(2)$ is homeomorphic to $S^{3}$. Hence $\mathrm{SO}(3)$ is homeomorphic to $\mathbb{R} P^{3}$ and $\pi_{1}(\mathrm{SO}(3)) \cong \mathbb{Z} / 2$.
(6.3.8) Proposition. Let $p:\left(E_{1}, E_{0}\right) \rightarrow B$ be a relative Serre fibration, i.e., $p: E_{1} \rightarrow B$ is a Serre fibration and the restriction of $p$ to $E_{0}$ is also a Serre fibration. Let $\left(F_{1}^{b}, F_{0}^{b}\right)$ be the pair of fibres over $p(e)=b \in B$. Then:
(1) The inclusion induces bijections $\pi_{n}\left(F_{1}^{b}, F_{0}^{b}, e\right) \cong \pi_{n}\left(E_{1}, E_{0}, e\right)$.
(2) $\pi_{0}\left(E_{0}\right) \rightarrow \pi_{0}\left(E_{1}\right)$ is surjective if and only if $\pi_{0}\left(F_{0}^{b}\right) \rightarrow \pi_{0}\left(F_{1}^{b}\right)$ is surjective for each $b \in B$.

Proof. (1) We first prove the claim for $n=1$ and begin with the surjectivity. Let $f:(I, \partial I, 0) \rightarrow\left(E_{1}, E_{0}, e\right)$ be given. The path $(p f)^{-}: I \rightarrow B$ is lifted to $g: I \rightarrow E_{0}$ with initial point $f(1)$. Then $g(1) \in F_{0}$, and $f$ and $f * g$ represent the same element in $\pi_{1}\left(E_{1}, E_{0}, e\right)$. The projection $p(f * g)$ is a null homotopic loop with base point $b$. We lift a null homotopy to $E_{1}$ with initial condition $f * g$ on $I \times 0$ and constant on $\partial I \times I$. The lifting is a homotopy $(I, \partial I, 0) \times I \rightarrow\left(E_{1}, E_{0}, e\right)$ from $f * g$ to a map into $\left(F_{1}, F_{0}, e\right)$. This proves the surjectivity.

Suppose $f_{0}, f_{1}:(I, \partial I, 0) \rightarrow\left(F_{1}, F_{0}, e\right)$ are given, and let $K:(I, \partial I, 0) \times I \rightarrow$ $\left(E_{1}, E_{0}, e\right)$ be a homotopy from $f_{0}$ to $f_{1}$. We lift $p K^{-}$to $L: I \times I \rightarrow E_{0}$ with initial condition $L(s, 0)=K(s, 1)$ and $L(0, t)=L(1, t)=e$. The homotopy $p\left(K *_{2} L\right)$ is a homotopy of loops which is relative to $\partial I^{2}$ homotopic to the constant map. We lift a homotopy to $E_{1}$ with initial condition $K *_{2} L$ on $I^{2} \times 0$ and constant on $\partial I^{2} \times I$. The end is a homotopy from $f_{0} * k_{e}$ to $f_{1} * k_{e}$. This proves the injectivity.

The higher dimensional case is obtained by an application to the relative Serre fibration $\left(\Omega^{n} F_{1}, \Omega^{n} F_{0}\right) \rightarrow\left(\Omega^{n} E_{1}, \Omega^{n} E_{0}\right) \rightarrow B$.
(2) Suppose $\pi_{0}\left(E_{0}\right) \rightarrow \pi_{0}\left(E_{1}\right)$ is surjective. The argument above for the surjectivity is used to show the surjectivity of $\pi_{0}\left(F_{0}^{b}\right) \rightarrow \pi_{0}\left(F_{1}^{b}\right)$. The other implication is easy.

## Problems

1. The 2 -fold covering $S^{n} \rightarrow \mathbb{R} P^{n}$ yields for $n \geq 2$ the isomorphism $\pi_{1}\left(\mathbb{R} P^{n}\right) \cong \mathbb{Z} / 2$.
2. Prove directly the exactness of the sequence (6.3.2) without using (6.1.2).
3. The map $\mathbb{C} \rightarrow \mathbb{C}, z \mapsto z^{2}$ has the HLP for $I^{0}$ but not for $I^{1}$.
4. Let $p:(E, e) \rightarrow(B, b)$ be a Serre fibration with fibre $F=p^{-1}(b)$. Then

$$
\Omega^{n}(p): \Omega^{n}(E, e) \rightarrow \Omega^{n}(B, b)
$$

is a Serre fibration with fibre $\Omega^{n}(F, e)$.

### 6.4 The Excision Theorem

A basic result about homotopy groups is the excision theorem of Blakers and Massey [22].
(6.4.1) Theorem (Blakers-Massey). Let $Y$ be the union of open subspaces $Y_{1}$ and $Y_{2}$ with non-empty intersection $Y_{0}=Y_{1} \cap Y_{2}$. Suppose that

$$
\begin{aligned}
& \pi_{i}\left(Y_{1}, Y_{0}, *\right)=0 \quad \text { for } 0<i<p, p \geq 1 \\
& \pi_{i}\left(Y_{2}, Y_{0}, *\right)=0 \quad \text { for } 0<i<q, q \geq 1
\end{aligned}
$$

for each base point $* \in Y_{0}$. Then the excision map, induced by the inclusion,

$$
\iota: \pi_{n}\left(Y_{2}, Y_{0}, *\right) \rightarrow \pi_{n}\left(Y, Y_{1}, *\right)
$$

is surjective for $1 \leq n \leq p+q-2$ and bijective for $1 \leq n<p+q-2$ (for each choice of the base point $* \in Y_{0}$ ). In the case that $p=1$, there is no condition on $\pi_{i}\left(Y_{1}, Y_{0}, *\right)$.

We defer the proof of this theorem for a while and begin with some applications and examples. We state a special case which has a somewhat simpler proof and already interesting applications. It is also a special case of (6.7.9).
(6.4.2) Proposition. Let $Y$ be the union of open subspaces $Y_{1}$ and $Y_{2}$ with nonempty intersection $Y_{0}$. Suppose $\left(Y_{2}, Y_{0}\right)=0$ is $q$-connected. Then $\left(Y, Y_{1}\right)$ is $q$-connected.

We apply the excision theorem (6.4.1) to the homotopy group of spheres. We use the following subspaces of $S^{n}, n \geq 0$,

$$
D_{ \pm}^{n}=\left\{\left(x_{1}, \ldots, x_{n+1}\right) \in S^{n} \mid \pm x_{n+1} \geq 0\right\} \subset H_{ \pm}^{n}=\left\{x \in S^{n} \mid x \neq \mp e_{n+1}\right\}
$$

We use $\mathbb{R}^{n} \subset \mathbb{R}^{n+1},\left(z_{1}, \ldots, z_{n}\right) \mapsto\left(z_{1}, \ldots, z_{n}, 0\right)$ and similar inclusions for subsets of $\mathbb{R}^{n}$. We choose $*=-e_{1}$ as a base point; $e_{i}$ is the standard unit vector.
(6.4.3) Lemma. We have isomorphisms $\partial: \pi_{i+1}\left(D_{-}^{n+1}, S^{n}, *\right) \rightarrow \pi_{i}\left(S^{n}, *\right)$ for $i \geq 0, n \geq 0$ and $\pi_{i}\left(S^{n}, *\right) \rightarrow \pi_{i}\left(S^{n}, D_{ \pm}^{n}, *\right)$ for $i \geq 0, n \geq 1$.

Proof. In the first case we use the exact sequence of the pair $\left(D_{-}^{n+1}, S^{n}\right)$. The space $D_{-}^{n+1}$ is contractible and hence $\pi_{i}\left(D_{-}^{n+1}, *\right)=0$ for $i \geq 0$ and $n \geq 0$.

In the second case we consider similarly the exact sequence of $\left(S^{n}, D_{ \pm}^{n}\right)$. Note that $*=-e_{1} \in D_{ \pm}^{n}$ for $n \geq 1$.

For $n \geq 0$ we have a diagram with the isomorphisms (6.4.3)

$$
\begin{gathered}
\pi_{i}\left(S^{n}, *\right) \xrightarrow{E} \pi_{i+1}\left(S^{n+1}, *\right) \\
\cong \mid \partial \\
\pi_{i+1}\left(D_{-}^{n+1}, S^{n}, *\right) \xrightarrow{\iota} \pi_{i+1}\left(S^{n+1}, D_{+}^{n+1}, *\right) .
\end{gathered}
$$

The morphism $\iota$ is induced by the inclusion and $E$ is defined so as to make the diagram commutative. Note that the inductive proof of (1) in the next theorem only uses (6.4.2).
(6.4.4) Theorem. (1) $\pi_{i}\left(S^{n}\right)=0$ for $i<n$.
(2) The homomorphism । is an isomorphism for $i \leq 2 n-2$ and an epimorphism for $i=2 n-1$. A similar statement holds for $E$.

Proof. Let $N(n)$ be the statement (1) and $E(n)$ the statement (2). Obviously $N(1)$ holds. Assume $N(n)$ holds. We then deduce $E(n)$. We apply the excision theorem to $\left(Y, Y_{1}, Y_{2}, Y_{0}\right)=\left(S^{n+1}, D_{+}^{n+1}, D_{-}^{n+1}, S^{n}\right)$. By $N(n)$ and (6.4.3) we have $\pi_{i}\left(S^{n}\right) \cong \pi_{i+1}\left(D_{ \pm}^{n+1}, S^{n}\right)=0$ for $0 \leq i<n$. We use the excision theorem for $p=q=n+1$ and see that $\iota$ is surjective for $i+1 \leq 2 n$ and bijective for $i+1 \leq 2 n-1$. Finally, $E(n)$ and $N(n)$ imply $N(n+1)$.

In order to have the correct hypotheses for the excision theorem, we thicken the spaces, replace $D_{ \pm}^{n}$ by $H_{ \pm}^{n}$ and note that the inclusions $D^{n} \pm \subset H_{ \pm}^{n}$ and $S^{n-1} \subset H_{+}^{n} \cap H_{-}^{n}$ are h-equivalences.
(6.4.5) Proposition. The homomorphism $\pi_{i}\left(D_{-}^{n+1}, S^{n}, *\right) \rightarrow \pi_{i}\left(D_{-}^{n+1} / S^{n}, *\right)$ induced by the quotient map is an isomorphism for $i \leq 2 n-1$ and an epimorphism for $i=2 n$.

Proof. Consider the commutative diagram


The map (1) is induced by a homeomorphism and the map (2) by a homotopy equivalence, hence both are isomorphisms. Now apply (6.4.4).

The homomorphism $E$ is essentially the suspension homomorphism. In order to see this, let us work with (6.1.4). The suspension homomorphism $\Sigma_{*}$ is the composition

$$
\Sigma_{*}: \pi_{n}(X, *) \stackrel{\partial}{\cong} \pi_{n+1}(C X, X, *) \xrightarrow{q_{*}} \pi_{n+1}(C X / X, *)=\pi_{n+1}(\Sigma X, *)
$$

with the quotient map $q: D(n+1) \rightarrow D(n+1) / S(n)=S(n+1)$.
The next result is the famous suspension theorem of Freudenthal ([66]).
(6.4.6) Theorem. The suspension $\Sigma_{*}: \pi_{i}(S(n)) \rightarrow \pi_{i+1}(S(n+1))$ is an isomorphism for $i \leq 2 n-2$ and an epimorphism for $i=2 n-1$.

Proof. We have to show that $q_{*}: \pi_{i+1}(C X, X) \rightarrow \pi_{i+1}(C X / X)$ is for $X=S(n)$ an isomorphism (epimorphism) in the appropriate range. This follows from (6.4.5); one has to use that $S^{n}$ is homeomorphic to $S(n)$ and that $D_{-}^{n+1}$ is the (pointed) cone on $S^{n}$.
(6.4.7) Theorem. $\pi_{n}(S(n)) \cong \mathbb{Z}$ and $\Sigma_{*}: \pi_{n}(S(n)) \rightarrow \pi_{n+1}(S(n+1))$ is an isomorphism $(n \geq 1)$. The group $\pi_{n}(S(n))$ is generated by the identity of $S(n)$.
Proof. From the exact sequence $\pi_{2}\left(S^{3}\right) \rightarrow \pi_{2}\left(S^{2}\right) \rightarrow \pi_{1}\left(S^{1}\right) \rightarrow \pi\left(S^{3}\right)$ of the Hopf fibration $S^{1} \rightarrow S^{3} \rightarrow S^{2}$ and $\pi_{j}\left(S^{3}\right)=0$ for $j=1,2$ we obtain an isomorphism $\partial: \pi_{2}\left(S^{2}\right) \cong \pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$. From (6.4.6) we obtain a surjection $\Sigma_{*}: \pi_{1}(S(1)) \rightarrow \pi_{2}(S(2))$; this is an isomorphism, since both groups are isomorphic to $\mathbb{Z}$. For $n \geq 2$, (6.4.6) gives directly an isomorphism $\Sigma_{*}$. We know that $\pi_{1}(S(1)) \cong \mathbb{Z}$ is generated by the identity, and $\Sigma_{*}$ respects the identity.
(6.4.8) Example. We continue the discussion of the Hopf fibrations (6.3.6). The Hopf fibration $S^{1} \rightarrow S^{2 n+1} \rightarrow \mathbb{C} P^{n}$ and $\pi_{i}\left(S^{2 n+1}\right)=0$ for $i \leq 2 n$ yield $\pi_{2}\left(\mathbb{C} P^{n}\right) \cong \pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$ and $\pi_{i}\left(\mathbb{C} P^{n}\right)=0$ for $0 \leq i \leq 2 n, i \neq 2$. The inclusion $S^{2 n+1} \rightarrow S^{2 n+3}, z \mapsto(z, 0)$ induces an embedding $\mathbb{C} P^{n} \subset \mathbb{C} P^{n+1}$. We compare the corresponding Hopf fibrations and their exact sequences and conclude $\pi_{2}\left(\mathbb{C} P^{n}\right) \cong \pi_{2}\left(\mathbb{C} P^{n+1}\right)$. Let $\mathbb{C} P^{\infty}=\bigcup_{n \geq 1} \mathbb{C} P^{n}$ be the colimit. The canonical inclusion $\mathbb{C} P^{n} \subset \mathbb{C} P^{\infty}$ induces $\pi_{i}\left(\mathbb{C} P^{n}\right) \cong \pi_{i}\left(\mathbb{C} P^{\infty}\right)$ for $i \leq 2 n$. A proof uses the fact that a compact subset of $\mathbb{C} P^{\infty}$ is contained in some finite $\mathbb{C} P^{N}$. Therefore $\mathbb{C} P^{\infty}$ is a space with a single non-trivial homotopy group $\pi_{2}\left(\mathbb{C} P^{\infty}\right) \cong \mathbb{Z}$.

Note also the special case $\pi_{3}\left(S^{2}\right) \cong \pi_{3}\left(S^{3}\right) \cong \mathbb{Z}$.
We have similar results for real projective spaces. The twofold coverings $\mathbb{Z} / 2 \rightarrow S^{n} \rightarrow \mathbb{R} P^{n}$ are use to show that $\pi_{1}\left(\mathbb{R} P^{2}\right) \cong \pi_{1}\left(\mathbb{R} P^{3}\right) \cong \cdots \cong$ $\pi_{1}\left(\mathbb{R} P^{\infty}\right) \cong \mathbb{Z} / 2$, induced by the inclusions, $\pi_{i}\left(\mathbb{R} P^{n}\right) \cong \pi_{i}\left(\mathbb{R} P^{n+1}\right)$ for $i<n$ and $\pi_{i}\left(\mathbb{R} P^{n}\right)=0$ for $0 \leq i<n, i \neq 1$. The space $\mathbb{R} P^{\infty}$ has a single non-trivial homotopy group $\pi_{1}\left(\mathbb{R} P^{\infty}\right) \cong \mathbb{Z} / 2$.

### 6.5 The Degree

Let $d: \pi_{n}(S(n)) \rightarrow \mathbb{Z}$ be the isomorphism which sends [id] to 1 . If $f: S(n) \rightarrow$ $S(n)$ is a pointed map, then $f_{*}: \pi_{n}(S(n)) \rightarrow \pi_{n}(S(n))$ is the multiplication by the integer $d(f)=d\left(f_{*}[\mathrm{id}]\right)=d([f])$. Since the map $[S(n), S(n)]^{0} \rightarrow[S(n), S(n)]$ which forgets about the base point is bijective (see (6.2.8)), we can transport $d$ to a bijection $d:[S(n), S(n)] \rightarrow \mathbb{Z}$. The functoriality $f_{*} g_{*}=(f g)_{*}$ shows
$d(f g)=d(f) d(g)$; therefore $d(h)= \pm 1$ if $h$ is a homeomorphism. The suspension sends $[f]$ to $[f \wedge \mathrm{id}]$; hence $d(f)=d(f \wedge \mathrm{id})$.
(6.5.1) Proposition. Given pointed maps $f: S(m) \rightarrow S(m)$ and $g: S(n) \rightarrow S(n)$. Then $d(f \wedge g)=d(f) d(g)$.

Proof. We use the factorization $f \wedge g=(f \wedge \mathrm{id})(\mathrm{id} \wedge g)$. The map $f \wedge \mathrm{id}$ is a suspension of $f$, and suspension does not change the degree. Let $\tau: S(m) \wedge S(n) \rightarrow$ $S(n) \wedge S(m)$ interchange the factors. From $\tau(g \wedge \mathrm{id}) \tau=\mathrm{id} \wedge g$ we conclude $d(\mathrm{id} \wedge g)=d(g \wedge \mathrm{id})=d(g)$.

Let $k_{n}: S(n) \rightarrow S^{n}$ be a homeomorphism. The bijection

$$
\left[S^{n}, S^{n}\right] \rightarrow[S(n), S(n)], \quad[f] \mapsto\left[k_{n} f k_{n}^{-1}\right]
$$

is independent of the choice of $k_{n}$. We use this bijection to transport $d$ to a bijection $d:\left[S^{n}, S^{n}\right] \rightarrow \mathbb{Z}$. If $d([f])=k$ we call $k$ the degree $d(f)$ of $f$. We still have the properties $d(f) d(g)=d(f g), d(\mathrm{id})=1, d(h)= \pm 1$ for a homeomorphism $h$. By a similar procedure we define the degree $d(f)$ for any self-map $f$ of a space $S$ which is homeomorphic to $S(n)$.

Matrix multiplication $l_{A}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, x \mapsto A x$ induces for each $A \in \mathrm{GL}_{n}(\mathbb{R})$ a pointed map $L_{A}: S^{(n)} \rightarrow S^{(n)}$. For the notation see (6.1.4).
(6.5.2) Proposition. The degree of $L_{A}$ is the sign of the determinant $\operatorname{det}(A)$.

Proof. Let $w: I \rightarrow \mathrm{GL}_{n}(\mathbb{R}), t \mapsto A(t)$ be a path. Then $(x, t) \mapsto L_{A(t)} x$ is a homotopy. Hence $d\left(L_{A}\right)$ only depends on the path component of $A$ in $\mathrm{GL}_{n}(\mathbb{R})$. The group $\mathrm{GL}_{n}(\mathbb{R})$ has two path components, distinguished by the sign of the determinant. Thus it suffices to show that for some $A$ with $\operatorname{det}(A)=-1$ we have $d\left(L_{A}\right)=-1$. By the preceding discussion and (6.1.4) we see that $\left(x_{1}, \ldots, x_{n}\right) \mapsto$ $\left(-x_{1}, x_{2}, \ldots, x_{n}\right)$ has degree -1 .

The stereographic projection (6.1.4) now shows that the map $S^{n} \rightarrow S^{n}$ which changes the sign of the first coordinate has degree -1 .
(6.5.3) Proposition. Let $A \in \mathrm{O}(n+1)$. Then $\lambda_{A}: S^{n} \rightarrow S^{n}, x \mapsto$ Ax has degree $\operatorname{det}(A)$.

Proof. Again it suffices to verify this for appropriate elements in the two path components of $\mathrm{O}(n+1)$, and this we have already achieved.
(6.5.4) Corollary. The map $S^{n} \rightarrow S^{n}, x \mapsto-x$ has degree ( -1$)^{n+1}$.

A vector field on $S^{n}$ is a continuous map $F: S^{n} \rightarrow \mathbb{R}^{n+1}$ such that for each $x \in S^{n}$ the vector $F(x)$ is orthogonal to $x$. For the maximal number of linearly independent vector fields see [3].
(6.5.5) Theorem. There exists a vector field $F$ on $S^{n}$ such that $F(x) \neq 0$ for each $x \in S^{n}$ if and only if $n$ is odd.

Proof. Let $n=2 k-1$. Then

$$
\left(x_{1}, x_{2}, \ldots, x_{2 k-1}, x_{2 k}\right) \mapsto\left(x_{2},-x_{1}, \ldots, x_{2 k},-x_{2 k-1}\right)
$$

is a vector field with the desired property.
Let $F$ be a vector field such that $F(x) \neq 0$. Set $V(x)=F(x) /\|F(x)\|$. Then $(x, t) \mapsto \cos \pi t \cdot x+\sin \pi t \cdot V(x)$ is a homotopy from the identity to the antipodal map. Hence the antipodal map has degree 1. By (6.5.4), $n$ is odd.
(6.5.6) Proposition. Let $\tau: S(m) \wedge S(n) \rightarrow S(n) \wedge S(m)$ interchange the factors. Then $d(\tau)=(-1)^{m n}$.

Proof. By (6.5.2) we know the analogous assertion for the models $S^{(m)}$.

### 6.6 The Brouwer Fixed Point Theorem

We prove the fixed point theorem of Brouwer and a number of equivalent results. As an application we discuss the problem of topological dimension.

Let us first introduce some notation. Consider the cube

$$
W=W^{n}=\left\{\left(x_{i}\right) \in \mathbb{R}^{n} \mid-1 \leq x_{i} \leq 1\right\}
$$

with the faces $C_{i}( \pm)=\left\{x \in W^{n} \mid x_{i}= \pm 1\right\}$. We say, $B_{i} \subset W^{n}$ separates $C_{i}(+)$ and $C_{i}(-)$, if $B_{i}$ is closed in $W$, and if

$$
W \backslash B_{i}=B_{i}(+) \cup B_{i}(-), \quad \emptyset=B_{i}(+) \cap B_{i}(-), \quad C_{i}( \pm) \subset B_{i}( \pm),
$$

with open subsets $B_{i}(+)$ and $B_{i}(-)$ of $W \backslash B_{i}$. The $n$-dimensional standard simplex is $\Delta^{n}$. Its boundary $\partial \Delta^{n}$ is the union of the faces $\partial_{i} \Delta^{n}=\left\{\left(t_{0}, \ldots, t_{n}\right) \in\right.$ $\left.\Delta^{n} \mid t_{i}=0\right\}$.
(6.6.1) Theorem. The following statements are equivalent:
(1) A continuous map b: $D^{n} \rightarrow D^{n}$ has a fixed point (Brouwer Fixed Point Theorem).
(2) There does not exist a continuous map $r: D^{n} \rightarrow S^{n-1}$ which is the identity on $S^{n-1}$ (Retraction Theorem).
(3) The identity of $S^{n-1}$ is not null homotopic (Homotopy Theorem).
(4) Let $f: D^{n} \rightarrow \mathbb{R}^{n}$ be a continuous map such that $f(z)=z$ for $z \in S^{n-1}$. Then $D^{n}$ is contained in the image of $f$.
(5) Let $g: D^{n} \rightarrow \mathbb{R}^{n}$ be continuous. Then there exists a fixed point or there exists $z \in S^{n-1}$ such that $g(z)=\lambda z$ with $\lambda>1$.
(6) Let $v_{i}: W^{n} \rightarrow \mathbb{R}, 1 \leq i \leq n$ be functions such that $v_{i}(x)<0$ for $x \in C_{i}(-)$ and $v_{i}(x)>0$ for $x \in C_{i}(+)$. Then there exists $x \in W^{n}$ such that $v_{i}(x)=0$ for each $i$ (Intermediate Value Theorem).
(7) Suppose $B_{i}$ separates $C_{i}(-)$ and $C_{i}(+)$ for $1 \leq i \leq n$. Then the intersection $B_{1} \cap B_{2} \cap \cdots \cap B_{n}$ is non-empty.
(8) Let $B_{0}, \ldots, B_{n}$ be a closed covering of $\Delta^{n}$ such that $e_{i} \notin B_{i}$ and $\partial_{i} \Delta^{n} \subset B_{i}$. Then $\bigcap_{i=0}^{n} B_{i} \neq \emptyset$. The same conclusion holds if we assume that the $B_{i}$ are open.
(9) Let $B_{0}, \ldots, B_{n}$ be a closed covering of $\Delta^{n}$ such that $e_{i} \in B_{i}$ and $\partial_{i} \Delta^{n} \cap B_{i}=$ $\emptyset$. Then $\bigcap_{i=0}^{n} B_{i} \neq \emptyset$.

The fixed point theorem expresses a topological property of $D^{n}$. If $h: X \rightarrow D^{n}$ is a homeomorphism and $f: X \rightarrow X$ a self-map, then $h f h^{-1}$ has a fixed point $z$ and therefore $f$ has the fixed point $h(z)$. We can apply (2) to the pairs ( $W^{n}, \partial W^{n}$ ) and $\left(\Delta^{n}, \partial \Delta^{n}\right)$, since they are homeomorphic to $\left(D^{n}, S^{n-1}\right)$. Statement (3) is also equivalent to the inclusion $S^{n-1} \subset \mathbb{R}^{n} \backslash\{0\}$ not being null homotopic (similarly for $\partial W^{n}$ in place of $S^{n-1}$ ).

Proof. (1) $\Rightarrow$ (2). Suppose $r$ is a retraction. Then $x \mapsto-r(x)$ is a map without fixed point.
(2) $\Rightarrow$ (3). The map $r: D^{n} \rightarrow S^{n-1}$ which corresponds by (2.3.4) to a null homotopy of the identity is a retraction.
$(3) \Rightarrow(1)$. Suppose $b$ has no fixed point. Then

$$
S^{n-1} \times I \rightarrow S^{n-1}, \quad(x, t) \mapsto \frac{x-t b(x)}{\|x-t b(x)\|}=N(x-t b(x))
$$

is a homotopy from the identity to the map $f: x \mapsto N(x-b(x))$. Since $b$ has no fixed point, the formula for $f$ defines a map on the whole of $D^{n}$, and then $(x, t) \mapsto f(t x)$ is a homotopy from the constant map to $f$. Thus $f$ is null homotopic, and therefore also $\operatorname{id}\left(S^{n-1}\right)$.
$(2) \Rightarrow(4)$. If $x$ is contained in the interior of $D^{n}$, then there exists a retraction $r: \mathbb{R}^{n} \backslash x \rightarrow S^{n-1}$ of $S^{n-1} \subset \mathbb{R}^{n} \backslash x$. If $x$ is not contained in the image of $f$, then $r \circ f: D^{n} \rightarrow S^{n-1}$ contradicts the retraction theorem.
$(4) \Rightarrow(5)$. Define a map $f: D^{n} \rightarrow \mathbb{R}^{n}$ by

$$
\begin{align*}
\text { (i) } & f(x) & =2 x-g(2 x), & \tag{i}
\end{align*}
$$

For $\|x\|=\frac{1}{2}$ we obtain in both cases $2 x-g(2 x)$. Thus $f$ is a well-defined continuous map.

For $\|x\|=1$ we have $f(x)=x$. By (4), there exists $y$ with $f(y)=0$. If $\|y\| \leq \frac{1}{2}$, then (i) shows that $2 y$ is a fixed point. If $\|y\|>\frac{1}{2}$, then $\|y\| \neq 1$, and (ii) shows the second case with $\lambda=(2-2\|y\|)^{-1}>1$.
$(5) \Rightarrow(1)$. A special case.
(3) $\Rightarrow$ (6). Set $v: W^{n} \rightarrow \mathbb{R}^{n}, x \mapsto\left(v_{1}(x), \ldots, v_{n}(x)\right)$. Suppose $v(x) \neq 0$ for each $x \in W^{n}$. Then $v: W^{n} \rightarrow \mathbb{R}^{n} \backslash 0$. Consider $h:(t, x) \mapsto(1-t) x+t v(x)$. If $x \in C_{i}(-)$, i.e., $x_{i}<0$, then $(1-t) x_{i}+t v_{i}(x)<0$ for each $t \in I$. Hence $h_{t}: \partial W^{n} \rightarrow \mathbb{R}^{n} \backslash 0$ is a homotopy from the inclusion to $v$. Since $v$ has an extension to $W^{n}$, it is null homotopic, but the inclusion is not null homotopic. A contradiction.
$(6) \Rightarrow(7)$. Let $d$ denote the Euclidean distance. Define $v_{i}: W \rightarrow \mathbb{R}$ by

$$
v_{i}(x)= \begin{cases}-d\left(x, B_{i}\right), & x \in B_{i}(-) \\ d\left(x, B_{i}\right), & x \in B_{i}(+) \cup B_{i}\end{cases}
$$

and apply (6).
(7) $\Rightarrow$ (2). Let $r: W^{n} \rightarrow \partial W^{n}$ be a retraction. We define $B_{i}( \pm)=$ $r^{-1}\left( \pm x_{i}>0\right)$ and $B_{i}=r^{-1}\left(x_{i}=0\right)$. We apply (7) and obtain a contradiction.
(3) $\Rightarrow$ (8). We use the functions $v_{i}(x)=d\left(x, B_{i}\right)$. Our assumptions imply $v_{i}\left(e_{i}\right)>0$, and $v_{i}(x)=0$ provided $x \in \partial_{i} \Delta^{n}$. If the $B_{i}$ have empty intersection, then $v(x)=\left(v_{0}(x), \ldots, v_{n}(x)\right) \neq 0$ for every $x \in \Delta^{n}$. This gives us a map

$$
\alpha: \Delta^{n} \rightarrow \partial \Delta^{n}, \quad x \mapsto\left(\sum v_{i}(x)\right)^{-1} v(x)
$$

because, since the $B_{i}$ cover $\Delta^{n}$, for each $x$ at least one coordinate $v_{i}(x)$ is zero. If $x \in \partial_{i} \Delta^{n}$, then $\alpha(x) \in \partial_{i} \Delta^{n}$, hence $(1-t) x+t v(x) \in \partial_{i} \Delta^{n}$ for each $t \in[0,1]$. The identity of $\partial \Delta^{n}$ is therefore homotopic to $\beta=\alpha \mid \partial \Delta^{n}$. Since $\beta$ has the extension $\alpha$ it is null homotopic, and therefore also $\operatorname{id}\left(\partial \Delta^{n}\right)$ is null homotopic. This contradicts (3).

Now suppose the $B_{i}$ are open. By a general result of point-set topology there exist closed sets $C_{i} \subset B_{i}$ and the $C_{i}$ still form a covering. In order to make sure that the $C_{i}$ satisfy the hypotheses of (8) we can replace the $C_{i}$ by $C_{i} \cup \partial_{i} \Delta^{n}$. The first part of the proof now shows that the $C_{i}$ have non-empty intersection.
(8) $\Rightarrow$ (9). Set $U_{i}=\Delta^{n} \backslash B_{i}$. Suppose the $B_{i}$ have empty intersection. Then the $U_{i}$ cover $\Delta^{n}$. Since the $B_{i}$ are a covering, the $U_{i}$ have empty intersection. By construction, $e_{i} \notin U_{i}$ and $\partial_{i} \Delta^{n} \subset U_{i}$. We therefore can apply (8) in the case of the open covering by the $U_{i}$ and see that the $U_{i}$ have non-empty intersection. Contradiction.
(9) $\Rightarrow$ (2). Let $A_{j}=\left\{\left(t_{0}, \ldots, t_{n}\right) \in \partial \Delta^{n} \mid t_{j} \geq 1 / n\right\}$. Let $r: \Delta^{n} \rightarrow \partial \Delta^{n}$ be a retraction and set $B_{j}=r^{-1}\left(A_{j}\right)$. Then (9) tells us that the $B_{j}$ have non-empty intersection, and this is impossible.

Theorem (6.6.1) has many different proofs. For a proof which uses only basic results in differential topology see [79]. Another interesting proof is based on a combinatorial result, called Sperner's Lemma [173].

The retraction theorem does not hold for infinite-dimensional spaces. In [70, Chapter 19] you can find a proof that the unit disk of an infinite-dimensional Banach space admits a retraction onto its unit sphere.

Does there exist a sensible topological notion of dimension for suitable classes of spaces? Greatest generality is not necessary at this point. As an example we introduce the covering dimension of compact metric spaces $X$. (For dimension theory in general see [94].) Let $\mathcal{C}$ be a finite covering of $X$ and $\varepsilon>0$ a real number. We call $\mathscr{C}$ an $\varepsilon$-covering, if each member of $\mathscr{C}$ has diameter less than $\varepsilon$. We say $\mathscr{C}$ has order $m$, if at least one point is contained in $m$ members but no point in $m+1$. The compact metric space $X$ has covering dimension $\operatorname{dim} X=k$, if there exists for each $\varepsilon>0$ a finite closed $\varepsilon$-covering of $X$ of order $k+1$ and $k \in \mathbb{N}_{0}$ is minimal with this property. Thus $X$ is zero-dimensional in this sense, if there exists for each $\varepsilon>0$ a finite partition of $X$ into closed sets of diameter at most $\varepsilon$. We verify that this notion of dimension is a topological property.
(6.6.2) Proposition. Let $X$ and $Y$ be homeomorphic compact metric spaces. If $X$ is $k$-dimensional then also is $Y$.

Proof. Let $h: X \rightarrow Y$ be a homeomorphism. Fix $\varepsilon>0$ and let $U$ be the covering of $Y$ by the open $\varepsilon$-balls $U_{\varepsilon}(y)=\{x \mid d(x, y)<\varepsilon\}$. (We use $d$ for the metrics.) Let $\delta$ be a Lebesgue number of the covering $\left(h^{-1}(U) \mid U \in \mathcal{U}\right)$. Since $\operatorname{dim} X=k$, there exists a finite closed $\delta$-covering $\zeta$ of $X$ of order $k+1$. The finite closed covering $\mathscr{D}=(h(C) \mid C \in \mathscr{C})$ of $Y$ has then the order $k+1$, and since each member of $C$ is contained in a set $h^{-1}(U)$, the covering $\mathscr{D}$ is an $\varepsilon$-covering. Thus we have shown $\operatorname{dim} Y \leq k$.

We now show that $\operatorname{dim} Y \geq k$, i.e., there exists $\delta>0$ such that each finite closed $\delta$-covering has order at least $k+1$. Let $\varepsilon>0$ be a corresponding number for $X$. A homeomorphism $g: Y \rightarrow X$ is uniformly continuous: There exists a $\delta>0$ such that $d\left(y_{1}, y_{2}\right)<\delta$ implies $d\left(g\left(y_{1}\right), g\left(y_{2}\right)\right)<\varepsilon$. So if $\mathcal{C}$ is a $\delta$-covering of $Y$, then $\mathscr{D}=(g(C) \mid C \in \mathscr{C})$ is an $\varepsilon$-covering of $X$. Since $\mathscr{D}$ has order at least $k+1$, so has $e$.
(6.6.3) Proposition. There exists $\varepsilon>0$ such that each finite closed $\varepsilon$-covering $\left(B_{j} \mid j \in J\right)$ of $\Delta^{n}$ has order at least $n+1$.

Proof. Let $\varepsilon$ be a Lebesgue number of the covering $U_{i}=\Delta^{n} \backslash \partial_{i} \Delta^{n}, i=0, \ldots, n$. Hence for each $j \in J$ there exist $i$ such that $B_{j} \subset U_{i}$, and the latter is equivalent to $B_{j} \cap \partial_{i} \Delta^{n}=\emptyset$. Suppose $e_{k} \in B_{j}$. Since $e_{k} \in \partial_{i} \Delta^{n}$ for $i \neq k$, we cannot have $B_{j} \subset U_{i}$; thus $e_{k} \in B_{j}$ implies $B_{j} \subset U_{k}$. Since each $e_{k}$ is contained in at least one of the sets $B_{j}$ we conclude $|J| \geq n+1$. For each $j \in J$ we now choose $g(j) \in\{0, \ldots, n\}$ such that $B_{j} \cap \partial_{g(j)} \Delta^{n}=\emptyset$ and set $A_{k}=\cup\left\{B_{j} \mid g(j)=k\right\} ;$ this is a closed set because $J$ is finite. Each $B_{j}$ is contained in some $A_{k}$, hence the $A_{k}$ cover $\Delta^{n}$. Moreover, by construction, $A_{k} \cap \partial_{k} \Delta^{n}=\emptyset$. We can therefore apply part (9) of (6.6.1) and find an $x$ in the intersection of the $A_{k}$. Hence for each
$k$ there exists $i_{k}$ such that $x \in B_{i_{k}}$. Since each $B_{j}$ is contained in exactly one of the sets $A_{k}$, the element $x$ is contained in the $n+1$ members $B_{i_{k}}, k=0, \ldots, n$ of the covering.

We can now compare the covering dimension and the algebraic dimension.
(6.6.4) Theorem. $\Delta^{n}$ has covering dimension $n$. A compact subset of $\mathbb{R}^{n}$ has covering dimension at most $n$.

Proof. By (6.6.3), $\Delta^{n}$ has covering dimension at least $n$. It remains to construct finite closed $\varepsilon$-coverings of order $n+1$ for each $\varepsilon$. See Problem 4.

## Problems

1. Let $U, V$ be an open covering of $I^{2}$. Then there exists either a path $u: I \rightarrow U$ such that $u(0) \in I \times 0, u(1) \in I \times 1$ or a path $v: I \rightarrow V$ such that $v(0) \in 0 \times I, v(1) \in 1 \times I$.
2. Let $U, V$ be an open covering of $\Delta^{2}$. Then there exists a path component $\tilde{U}$ of $U$ such that $\tilde{U} \cap \partial_{i} \Delta^{2} \neq \emptyset$ for each $i$ or a path component of $V$ with a similar property.
3. Generalize the preceding two exercises to $n$ dimensions.
4. The following figure indicates the construction of closed $\varepsilon$-coverings of order 3 for the square.


Generalize this construction to the cube $I^{n}$ by a suitable induction.
5. Suppose $I^{n}$ is the union of a finite number of closed sets, none of which contains points of two opposite faces. Then at least $n+1$ of these closed sets have a common point.

### 6.7 Higher Connectivity

For many applications it is important to know that the homotopy groups of a space vanish in a certain range. We discuss several reformulations of this fact. In the following $\pi_{0}(X, x)=\pi_{0}(X)$ with base point $[x]$. The space $D^{0}$ is a singleton and $S^{-1}=\emptyset$.
(6.7.1) Proposition. Let $n \geq 0$. The following are equivalent:
(1) $\pi_{n}(X, x)=0$ for each $x \in X$.
(2) Each map $S^{n} \rightarrow X$ has an extension to $D^{n+1}$.
(3) Each map $\partial I^{n+1} \rightarrow X$ has an extension to $I^{n+1}$.

Proof. The case $n=0$ is trivial. The equivalence of (2) and (3) is a consequence of the homeomorphism $\left(D^{n+1}, S^{n}\right) \cong\left(I^{n+1}, \partial I^{n+1}\right)$. Suppose $f: S^{n} \rightarrow X$ is given. Use $e_{1}=(1,0, \ldots) \in S^{n}$ as a base point and think of $f$ representing an element in $\pi_{n}(X, x)$. If (1) holds, then $f$ is pointed null homotopic. A null homotopy $S^{n} \times I \rightarrow X$ factors over the quotient map $S^{n} \times I \rightarrow D^{n+1},(x, t) \mapsto$ $(1-t) e_{1}+t x$ and yields an extension of $f$. Conversely, let an element $\alpha$ of $\pi_{n}(X, x)$ be represented by a pointed map $f:\left(S^{n}, e_{1}\right) \rightarrow(X, x)$. If this map has an extension $F$ to $D^{n+1}$, then $(F, f)$ represents $\beta \in \pi_{n+1}(X, X, x)=0$ with $\partial \beta=\alpha$.
(6.7.2) Proposition. Let $n \geq 0$. Let $f:\left(D^{n}, S^{n-1}\right) \rightarrow(X, A)$ be homotopic as a map of pairs to a map $k:\left(D^{n}, S^{n-1}\right) \rightarrow(A, A)$. Then $f$ is relative to $S^{n-1}$ homotopic to a map $g$ such that $g\left(D^{n}\right) \subset A$.

Proof. The case $n=0$ is trivial. Let $G_{t}:\left(D^{n}, S^{n-1}\right) \rightarrow(X, A)$ be a homotopy from $f$ to $k$ according to the assumption. Define $\lambda: D^{n} \times I \rightarrow D^{n} \times I$ by $\lambda(x, t)=\left(2 \alpha(x, t)^{-1} \cdot x, 2-\alpha(x, t)\right)$ with the function $\alpha(x, t)=\max (2\|x\|, 2-t)$. Then $H=G \circ \lambda$ is a homotopy with the desired property from $f$ to $g=H_{1}$.

(6.7.3) Proposition. Let $n \geq 1$. The following assertions about $(X, A)$ are equivalent:
(1) $\pi_{n}(X, A, *)=0$ for each choice of $* \in A$.
(2) Each map $f:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, A)$ is as a map of pairs homotopic to a constant map.
(3) Each map $f:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, A)$ is homotopic rel $\partial I^{n}$ to a map into $A$.

Proof. (1) $\Rightarrow(2)$. Let $f:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, A)$ be given. Since $J^{n-1}$ is contractible, there exists a homotopy of the restriction $f: J^{n-1} \rightarrow A$ to a constant map. Since $J^{n-1} \subset \partial I^{n}$ and $\partial I^{n} \subset I^{n}$ are cofibrations, $f$ is as a map of pairs homotopic to $g:\left(I^{n}, \partial I^{n}\right) \rightarrow(X, A)$ such that $g\left(J^{n-1}\right)=\left\{a_{0}\right\}$. Since $\pi_{n}\left(X, A, a_{0}\right)=0$, the map $g:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow\left(X, A, a_{0}\right)$ is null homotopic as a map of triples.
$(2) \Rightarrow(3)$. (6.7.2).
$(3) \Rightarrow(1)$. Let $f:\left(I^{n}, \partial I^{n}, J^{n-1}\right) \rightarrow(X, A, *)$ be given. By assumption (3) $[f]$ is contained in the image of $\pi_{n}(A, A, *) \rightarrow \pi(X, A, *)$. Now use $\pi_{n}(A, A, *)=0$.

We call ( $X, A$ ) n-compressible if one of the assertions in (6.7.3) holds. More generally, we call a map $f: X \rightarrow Y n$-compressible if the following holds: For each commutative diagram

there exists $\Psi: I^{n} \rightarrow X$ such that $\Psi \mid \partial I^{n}=\varphi$ and $f \Psi \simeq \Phi$ relative to $\partial I^{n}$. (This amounts to part (3) in (6.7.3).) This notion is homotopy invariant in the following sense:
(6.7.4) Proposition. Given $f: X \rightarrow Y$ and a homotopy equivalence $p: Y \rightarrow Z$. Then $f$ is $n$-compressible if and only $p f$ is $n$-compressible.
(6.7.5) Proposition. Let $n \geq 0$. The following assertions about $(X, A)$ are equivalent:
(1) Each map $f:\left(I^{q}, \partial I^{q}\right) \rightarrow(X, A), q \in\{0, \ldots, n\}$ is relative to $\partial I^{q}$ homotopic to a map into $A$.
(2) The inclusion $j: A \rightarrow X$ induces for each base point $a \in A$ a bijection $j_{*}: \pi_{q}(A, a) \rightarrow \pi_{q}(X, a)$ for $q<n$ and a surjection for $q=n$.
(3) $\pi_{0}(A) \rightarrow \pi_{0}(X)$ is surjective, and $\pi_{q}(X, A, a)=0$ for $q \in\{1, \ldots, n\}$ and each $a \in A$.

Proof. (1) $\Leftrightarrow$ (3). The surjectivity of $\pi_{0}(A) \rightarrow \pi_{0}(X)$ is equivalent to (1) for $q=0$. The other cases follow from (6.7.3).
$(2) \Leftrightarrow(3)$. This follows from the exact sequence (6.1.2).
A pair $(X, A)$ is called $\boldsymbol{n}$-connected if (1)-(3) in (6.7.5) hold. We call $(X, A)$ $\infty$-connected if the pair is $n$-connected for each $n$. A pair is $\infty$-connected if and only if $j_{*}: \pi_{n}(A, a) \rightarrow \pi_{n}(X, a)$ is always bijective. If $X \neq \emptyset$ but $A=\emptyset$ we say that $(X, A)$ is $(-1)$-connected, and $(\emptyset, \emptyset)$ is $\infty$-connected.
(6.7.6) Proposition. Let $n \geq 0$. The following assertions about $X$ are equivalent:
(1) $\pi_{q}(X, x)=0$ for $0 \leq q \leq n$ and $x \in X$.
(2) The pair $(C X, X)$ is $(n+1)$-connected.
(3) Each map $f: \partial I^{q} \rightarrow X, 0 \leq q \leq n+1$ has an extension to $I^{q}$.

Proof. The cone $C X$ is contractible. Therefore $\partial: \pi_{q+1}(C X, X, *) \cong \pi_{q}(X, *)$. This and (6.7.5) shows the equivalence of (1) and (2). The equivalence of (1) and (3) uses (6.7.1).

A space $X$ is $\boldsymbol{n}$-connected if (1)-(3) in (6.7.6) hold for $X$. Note that this is compatible with our previous definitions for $n=0,1$.

Let $f: X \rightarrow Y$ be a map and $X \subset Z(f)$ the inclusion into the mapping cylinder. Then $f$ is said to be $n$-connected if $(Z(f), X)$ is $n$-connected. We then also say that $f$ is an $n$-equivalence. Thus $f$ is $n$-connected if and only if $f_{*}: \pi_{q}(X, x) \rightarrow \pi_{q}(Y, f(x))$ is for each $x \in X$ bijective (surjective) for $q<n$ ( $q=n$ ). If $f$ is an $\infty$-equivalence we also say that $f$ is a weak (homotopy) equivalence. Thus $f$ is a weak equivalence if and only if $f_{*}: \pi_{n}(X, x) \rightarrow$ $\pi_{n}(Y, f(x))$ is bijective for each $n \geq 0$ and each $x \in X$.
(6.7.7) Proposition. Let $\left(p_{1}, p_{0}\right):\left(E_{1}, E_{0}\right) \rightarrow B$ be a relative Serre fibration. Let $F_{j}^{b}$ denote the fibre of $p_{j}$ over $b$. Then the following are equivalent:
(1) $\left(E_{1}, E_{0}\right)$ is $n$-connected.
(2) $\left(F_{1}^{b}, F_{0}^{b}\right)$ is $n$-connected for each $b \in B$.

Proof. This is a direct consequence of (6.3.8).
The compression properties of an $n$-connected map can be generalized to pairs of spaces which are regular unions of cubes of dimension at most $n$. We use this generalization in the proof of theorem (6.7.9). Consider a subdivision of a cube $I^{n}$. Let us call $B$ a cube-complex if $B$ is the union of cubes of this subdivision. A subcomplex $A$ of $B$ is then the union of a subset of the cubes in $B$. We understand that $B$ and $A$ contain with each cube all of its faces. The $k$-skeleton $B(k)$ of $B$ consists of the cubes in $B$ of dimension $\leq k$; thus $A(k)=B(k) \cap B$.
(6.7.8) Proposition. Let $f: X \rightarrow Y$ be n-connected. Suppose $(C, A)$ is a pair of cube-complexes of dimension at most $n$. Then to each commutative diagram

there exists $\Psi: C \rightarrow X$ such that $\Psi \mid A=\varphi$ and $f \Psi \simeq \Phi$ relative to $A$.
Proof. Induction over the number of cubes. Let $A \subset B \subset C$ such that $C$ is obtained from $B$ by adding a cube $W$ of highest dimension. Then $\partial W \subset B$. By induction there exists $\Psi^{\prime}: B \rightarrow X$ such that $\Psi^{\prime} \mid A=\varphi$ and a homotopy $H: f \Psi^{\prime} \simeq \Phi \mid B$ relative to $A$. Extend $H$ to a homotopy of $\Phi$. The end $\Phi_{1}$ of this homotopy satisfies $\Phi_{1} \mid B=f \Psi^{\prime}$. We now use that $f$ is $n$-connected and extend $\Psi^{\prime}$ over $W$ to $\Psi: C \rightarrow X$ such that $f \Psi \simeq \Phi_{1}$ relative to $B$. Altogether we have $f \Psi \simeq_{B} \Phi_{1} \simeq_{A} \Phi$ and $\Phi\left|A=\Psi^{\prime}\right| A=\varphi$.
(6.7.9) Theorem. Let $\varphi:\left(X, X_{0}, X_{1}\right) \rightarrow\left(Y, Y_{0}, Y_{1}\right)$ be a map such that the restrictions $\varphi_{i}: X_{i} \rightarrow Y_{i}$ are $n$-connected and $\varphi_{01}: X_{0} \cap X_{1} \rightarrow Y_{0} \cap Y_{1}$ is $(n-1)$ connected. Suppose $X=X_{0}^{\circ} \cup X_{1}^{\circ}$ and $Y=Y_{0}^{\circ} \cup Y_{1}^{\circ}$. Then $\varphi$ is an $n$-equivalence.

Proof. We use mapping cylinders to reduce to the case of inclusions $\varphi: X \subset$ $Y, \varphi_{i}: X_{i} \subset Y_{i}$. Let $(F, f):\left(I^{n}, \partial I^{n}\right) \rightarrow(Y, X)$ be given. We have to show that this map is homotopic relative to $\partial I^{n}$ to a map into $X$. Let

$$
A_{i}=F^{-1}\left(Y \backslash Y_{i}^{\circ}\right) \cup f^{-1}\left(X \backslash X_{i}^{\circ}\right)
$$

These sets are closed and disjoint. By the Lebesgue lemma we choose a cubical subdivision of $I^{n}$ such that no cube $W$ of the subdivision intersects both $A_{0}$ and $A_{1}$. Let $K_{j}$ be the union of the cubes $W$ which satisfy

$$
F(W) \subset Y_{i}^{\circ}, \quad f\left(W \cap \partial I^{n}\right) \subset X_{i}^{\circ}
$$

Then $K_{i}$ is a cubical subcomplex and

$$
I^{n}=K_{0} \cup K_{1}, \quad F\left(K_{i}\right) \subset Y_{i}^{\circ}, \quad f\left(K_{i} \cap \partial I^{n}\right) \subset X_{i}^{\circ}
$$

We denote by $K^{\bullet}$ the $(n-1)$-skeleton of a cubical complex; then $K \cap \partial I^{n}=$ $K^{\bullet} \cap \partial I^{n}$ and $K_{0} \cap K_{1}^{\bullet}=K_{0}^{\bullet} \cap K_{1}^{\bullet}$. We have a commutative square


Since $\left(Y_{01}, X_{01}\right)$ is $(n-1)$-connected there exists a homotopy relative to $\partial I^{n} \cap K_{01}$ from $F_{01}$ to a map $g_{01}: K_{01}^{\bullet} \rightarrow X_{01}$. Define $g_{0}: K_{0} \cap\left(\partial I^{n} \cup K_{\bullet}\right) \rightarrow X_{0}$ by

$$
g_{0}\left|K_{0} \cap \partial I^{n}=f_{0}, \quad g_{0}\right| K_{0} \cap K_{1}^{\bullet}=g_{01}
$$

(Both maps agree on the intersection.) The homotopy $F_{01} \simeq g_{01}$ and the constant homotopy of $f_{0}$ combine to a homotopy of $F_{0} \mid K_{0} \cap\left(\partial I^{n} \cup K_{1}^{\bullet}\right)$ to $g_{0}$ which is constant on $K_{0} \cap \partial I^{n}$. Since the inclusion of a cube complex into another one is a cofibration, this homotopy can be extended to a homotopy $\psi: K_{0} \times I \rightarrow Y_{0}$ from $F_{0}$ to $H_{0}$. We obtain a diagram

where $H_{0}$ is homotopic to $h_{0}: K_{0} \rightarrow X_{1}$ relative to $K_{0} \cap\left(\partial I^{n} \cup K_{1}^{\bullet}\right)$, since $\left(Y_{0}, X_{0}\right)$ is $n$-connected.

We prove the second part similarly. We obtain a map $g_{1}: K_{1} \cap\left(\partial I^{n} \cup K_{0}^{\bullet}\right) \rightarrow Y_{1}$ with $g_{1} \mid K_{1} \cap \partial I^{n}=f_{1}$ and $g_{1} \mid K_{1} \cap K_{0}^{\bullet}=g_{01}$ and then


The maps $h_{0}$ and $h_{1}$ coincide on $K_{01}^{\bullet}$ and yield a map $h: K_{0}^{\bullet} \cup K_{1}^{\bullet} \rightarrow X$ which is homotopic relative $\partial I^{n}$ to $F \mid K_{0}^{\bullet} \cup K_{1}^{\bullet}$; moreover $h \mid \partial I^{n}=f$. Let now $W$ be an $n$-dimensional cube, say with $W \subset K_{0}$. Then $\partial W \subset K_{0}^{\bullet}$ and $h(\partial W)=h_{0}(\partial W) \subset$ $X_{0}$. Since $\left(Y_{0}, X_{0}\right)$ is $n$-connected, we can deform the map relative to $\partial W$ to a map into $X_{0}$.
(6.7.10) Corollary. Let $f: X \rightarrow Y$ be an $n$-connected map between well-pointed spaces. Then $\Sigma f: \Sigma X \rightarrow \Sigma Y$ is $(n+1)$-connected. If $X$ is $n$-connected, then $\Sigma X$ is $(n+1)$-connected. The sphere $S^{k+1}$ is $k$-connected.

Proof. Let $\Sigma^{\prime} X$ denote the unpointed suspension of $X$. This is a quotient of $X \times I$ and covered by the open cones $C_{0}=X \times\left[0,1\left[/ X \times 0\right.\right.$ and $\left.\left.C_{1}=X \times\right] 0,1\right] / X \times 1$ with intersection $X \times] 0,1[$. We can apply (6.7.7) directly; the cones are contractible and therefore the induced maps $C_{j}(X) \rightarrow C_{j}(Y) \infty$-connected. In the case of a well-pointed space $X$ the quotient map $\Sigma^{\prime} X \rightarrow \Sigma X$ is an h-equivalence.
(6.7.11) Theorem. Let $f: X \rightarrow Y$ be a continuous map. Let $\left(U_{j} \mid j \in J\right)$ and $\left(V_{j} \mid j \in J\right)$ open coverings of $X$ and $Y$ such that $f\left(U_{j}\right) \subset V_{j}$. Suppose that for each finite $E \subset J$ the induced map $f_{E}: \bigcap_{j \in E} U_{j} \rightarrow \bigcap_{j \in E} V_{j}$ is a weak equivalence. Then $f$ is a weak equivalence

Proof. By passage to the mapping cylinder we can assume that $f$ is an inclusion. Let $h:\left(I^{n}, \partial I^{n}\right) \rightarrow(Y, X)$ be given. We have to deform $h$ relative to $\partial I^{n}$ into $X$. By compactness of $I^{n}$ it suffices to work with finite $J$. A simple induction reduces the problem to $J=\{0,1\}$. Then we apply (6.7.9).

## Problems

1. Let $Y=\{0\} \cup\left\{n^{-1} \mid n \in \mathbb{N}\right\}$ and $X$ the same set with the discrete topology. Then the identity $X \rightarrow Y$ is a weak equivalence but there does not exist a weak equivalence $Y \rightarrow X$. 2. Identify in $S^{1}$ the open sets $\{(x, y) \mid y>0\}$ and $\{(x, y) \mid y<0\}$ to a point. The quotient map $S^{1} \rightarrow S$ onto the quotient space $S$, consisting of four points, is a weak equivalence (but not a homotopy equivalence). In particular $\pi_{1}(S) \cong \mathbb{Z}$. Show that $S$ has a universal covering.

### 6.8 Classical Groups

We use exact sequences of Serre fibrations and deduce from our knowledge of $\pi_{i}\left(S^{n}\right)$ other results about homotopy groups of classical groups and Stiefel manifolds. We use a uniform notation for the (skew) fields $\mathbb{F}=\mathbb{R}, \mathbb{C}, \mathbb{H}$ and the
corresponding groups (orthogonal, unitary, symplectic)

$$
\begin{aligned}
& \mathrm{O}(n)=\mathrm{O}(n, \mathbb{R}), \\
& \mathrm{SO}(n)=\mathrm{SO}(n, \mathbb{R}), \\
& \mathrm{U}(n)=\mathrm{O}(n, \mathbb{C}), \\
& \mathrm{Sp}(n)=\mathrm{O}(n)=\mathrm{SO}(n, \mathbb{C}), \\
&\mathrm{Sp}) .
\end{aligned}
$$

Let $d=\operatorname{dim}_{\mathbb{R}} \mathbb{F}$. The starting point are the (Serre) fibrations which arise from the action of the orthogonal groups on the unit spheres by matrix multiplication

$$
\begin{gathered}
\mathrm{O}(n, \mathbb{F}) \xrightarrow{j} \mathrm{O}(n+1, \mathbb{F}) \rightarrow S^{d(n+1)-1} \\
\mathrm{SO}(n, \mathbb{F}) \xrightarrow{j} \mathrm{SO}(n+1, \mathbb{F}) \rightarrow S^{d(n+1)-1} .
\end{gathered}
$$

The inclusions $j$ of the groups arise from $A \mapsto\left(\begin{array}{cc}A & 0 \\ 0 & 1\end{array}\right)$. We also pass to the colimit and obtain $\mathrm{O}(\infty, \mathbb{F})=\operatorname{colim}_{n} \mathrm{O}(n, \mathbb{F})$ and $\mathrm{SO}(\infty, \mathbb{F})=\operatorname{colim}_{n} \mathrm{SO}(n, \mathbb{F})$. From $\pi_{i}\left(S^{n}\right)=0, i<n$ and the exact homotopy sequences of the fibrations we deduce that the inclusions $j: \mathrm{O}(n, \mathbb{F}) \rightarrow \mathrm{O}(n+1, \mathbb{F})$ and $j: \mathrm{SO}(n, \mathbb{F}) \rightarrow \mathrm{SO}(n+1, \mathbb{F})$ are $d(n+1)-2$ connected. By induction and passage to the colimit we obtain
(6.8.1) Proposition. For $n<m \leq \infty$, the inclusions $\mathrm{O}(n, \mathbb{F}) \rightarrow \mathrm{O}(m, \mathbb{F})$ and $\mathrm{SO}(n, \mathbb{F}) \rightarrow \mathrm{SO}(m, \mathbb{F})$ are $d(n+1)-2$ connected; in particular, the homomorphisms $\pi_{i}(\mathrm{O}(n, \mathbb{F})) \rightarrow \pi_{i}(\mathrm{O}(m, \mathbb{F}))$ are isomorphisms in the range $i \leq n-2(\mathbb{R})$, $i \leq 2 n-1(\mathbb{C})$, and $i \leq 4 n+1(\mathbb{H})$.

We turn our attention to Stiefel manifolds of orthonormal $k$-frames in $\mathbb{F}^{n}$ :

$$
\begin{aligned}
V_{k}\left(\mathbb{R}^{n}\right) & \cong \mathrm{O}(n) / \mathrm{O}(n-k) \cong \mathrm{SO}(n) / \mathrm{SO}(n-k), \\
V_{k}\left(\mathbb{C}^{n}\right) & \cong \mathrm{U}(n) / \mathrm{U}(n-k) \cong \mathrm{SU}(n) / \mathrm{SU}(n-k), \\
V_{k}\left(\mathbb{H}^{n}\right) & \cong \mathrm{Sp}(n) / \mathrm{Sp}(n-k) .
\end{aligned}
$$

We have the corresponding (Serre) fibrations of the type $H \rightarrow G \rightarrow G / H$ for these homogeneous spaces. We use (6.8.1) in the exact homotopy sequences of these fibrations and obtain:
(6.8.2) Proposition. $\pi_{i}\left(V_{k}\left(\mathbb{F}^{n}\right)\right)=0$ for $i \leq d(n-k+1)-2$.

We have the fibration

$$
p: V_{k+1}\left(\mathbb{F}^{n+1}\right) \rightarrow V_{1}\left(\mathbb{F}^{n+1}\right), \quad\left(v_{1}, \ldots, v_{k+1}\right) \mapsto v_{k+1}
$$

The fibre over $e_{k+1}$ is homeomorphic to $V_{k}\left(\mathbb{F}^{n}\right)$; with $\iota: v \mapsto(v, 0)$ we obtain a homeomorphism $j:\left(v_{1}, \ldots, v_{k}\right) \mapsto\left(v_{1}, \ldots, \iota v_{k}, e_{k+1}\right)$ onto this fibre. From the homotopy sequence of this fibration we obtain
(6.8.3) Proposition. $j_{*}: \pi_{i}\left(V_{k}\left(\mathbb{F}^{n}\right)\right) \rightarrow \pi_{i}\left(V_{k+1}\left(\mathbb{F}^{n+1}\right)\right)$ is an isomorphism for $i \leq d(n+1)-3$.

We use $V_{1}\left(\mathbb{F}^{n}\right)=S^{d m-1}$ and $\pi_{t}\left(S^{t}\right) \cong \mathbb{Z}$ and obtain from (6.8.3) by induction
(6.8.4) Proposition. $\pi_{2(n-k)+1}\left(V_{k}\left(\mathbb{C}^{n}\right)\right) \cong \mathbb{Z}, \pi_{4(n-k)+3}\left(V_{k}\left(\mathbb{M}^{n}\right)\right) \cong \mathbb{Z}$.

The real case is more complicated. The result is

## (6.8.5) Proposition.

$$
\pi_{n-k}\left(V_{k}\left(\mathbb{R}^{n}\right)\right) \cong \begin{cases}\mathbb{Z}, & k=1, \text { or } n-k \text { even } \\ \mathbb{Z} / 2, & k \geq 2, n-k \text { odd }\end{cases}
$$

Proof. By (6.8.3) and induction it suffices to consider the case $k=2$. Later we compute the homology groups of $V_{2}\left(\mathbb{R}^{n}\right)$, and the theorem of Hurewicz will then give us the desired result.

## Problems

1. The group $\mathrm{O}(n)$ has two path components. The groups $\mathrm{SO}(n), \mathrm{U}(n), \mathrm{SU}(n)$, and $\mathrm{Sp}(n)$ are path connected.
2. In low dimensions we have some special situations, namely

$$
\begin{aligned}
\mathrm{U}(1) & \cong \mathrm{SO}(2) \cong S^{1} \\
\mathrm{Spin}(3) & \cong \mathrm{SU}(2) \cong \mathrm{Sp}(1) \cong S^{3} \\
\mathbb{Z} / 2 & \rightarrow \mathrm{SU}(2) \rightarrow \mathrm{SO}(3), \text { a } 2 \text {-fold covering } \\
\mathrm{SU}(n) & \rightarrow \mathrm{U}(n) \rightarrow S^{1}, \text { a fibration. }
\end{aligned}
$$

Use these data in order to verify

$$
\begin{array}{rlrl}
\pi_{1}(\mathrm{SO}(2)) & \cong \pi_{1}(\mathrm{O}(2)) \cong \mathbb{Z}, & & \\
\pi_{1}(\mathrm{SO}(3)) \cong \pi_{1}(\mathrm{SO}(n)) \cong \mathbb{Z} / 2, & & m \geq 3, \\
\pi_{1}(\mathrm{U}(1)) \cong \pi_{1}(\mathrm{U}(n)) \cong \mathbb{Z}, & & n \geq 1, \\
\pi_{1}(\mathrm{SU}(n)) \cong \pi_{1}(\mathrm{Sp}(n)) \cong 0, & & n \geq 1, \\
\pi_{2}(\mathrm{SU}(n)) \cong \pi_{2}(\mathrm{U}(n)) \cong \pi_{2}(\mathrm{Sp}(n)) \cong 0, & & n \geq 1, \\
\pi_{2}(\mathrm{SO}(n)) \cong 0, & & n \geq 3, \\
\pi_{3}(\mathrm{U}(2)) \cong \pi_{3}(\mathrm{U}(k)) \cong \mathbb{Z}, & & k \geq 2, \\
\pi_{3}(\mathrm{SU}(2)) \cong \pi_{3}(\mathrm{SU}(k)) \cong \mathbb{Z}, & & k \geq 2, \\
\pi_{3}(\mathrm{Sp}(1)) \cong \pi_{3}(\mathrm{Sp}(k)) \cong \mathbb{Z}, & & k \geq 1, \\
\pi_{3}(\mathrm{SO}(3)) \cong \mathbb{Z} . & &
\end{array}
$$

### 6.9 Proof of the Excision Theorem

In this section we present an elementary proof of the excision theorem (6.4.1). The proof is due to D. Puppe [46]. We derive the excision theorem from a more
conceptual reformulation (6.9.3). The reformulation is more satisfactory, because it is "symmetric" in $Y_{1}, Y_{2}$. In (6.4.1) we have a second conclusion with the roles of $Y_{1}$ and $Y_{2}$ interchanged.

We begin with a technical lemma used in the proof.
A cube in $\mathbb{R}^{n}, n \geq 1$ will be a subset of the form

$$
W=W(a, \delta, L)=\left\{x \in \mathbb{R}^{n} \mid a_{i} \leq x_{i} \leq a_{i}+\delta \text { for } i \in L, a_{i}=x_{i} \text { for } i \notin L\right\}
$$

for $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{R}^{n}, \delta>0, L \subset\{1, \ldots, n\}$. ( $L$ can be empty.) We set $\operatorname{dim} W=|L|$. A face of $W$ is a subset of the form

$$
W^{\prime}=\left\{x \in W \mid x_{i}=a_{i} \quad \text { for } i \in L_{0}, x_{j}=a_{j}+\delta \quad \text { for } j \in L_{1}\right\}
$$

for some $L_{0} \subset L, L_{1} \subset L$. ( $W^{\prime}$ can be empty.) Let $\partial W$ denote the union of all faces of $W$ which are different from $W$. We use the following subsets of $W=W(a, \delta, L)$ :

$$
\begin{aligned}
& K_{p}(W)=\left\{x \in W \left\lvert\, x_{i}<a_{i}+\frac{\delta}{2}\right. \text { for at least } p \text { values } i \in L\right\}, \\
& G_{p}(W)=\left\{x \in W \left\lvert\, x_{i}>a_{i}+\frac{\delta}{2}\right. \text { for at least } p \text { values } i \in L\right\} .
\end{aligned}
$$

Here $1 \leq p \leq n$. For $p>\operatorname{dim} W$ we let $K_{p}(W)$ and $G_{p}(W)$ be the empty set.
(6.9.1) Lemma. Let $f: W \rightarrow Y$ and $A \subset Y$ be given. Suppose that for $p \leq$ $\operatorname{dim} W$ the inclusions

$$
f^{-1}(A) \cap W^{\prime} \subset K_{p}\left(W^{\prime}\right) \text { for all } W^{\prime} \subset \partial W
$$

hold. Then there exists a map $g$ which is homotopic to $f$ relative to $\partial W$ such that $g^{-1}(A) \subset K_{p}(W)$. (Similarly for $G_{p}$ in place of $K_{p}$.)

Proof. We can assume that $W=I^{n}, n \geq 1$. We define $h: I^{n} \rightarrow I^{n}$ in the following manner: Let $x=\left(\frac{1}{4}, \ldots, \frac{1}{4}\right)$. For a ray $y$ which begins in $x$ we consider its intersection $P(y)$ with $\partial\left[0, \frac{1}{2}\right]^{n}$ and its intersection $Q(y)$ with $\partial I^{n}$. Let $h$ map the segment from $P(y)$ to $Q(y)$ onto the single point $Q(y)$ and the segment from $x$ to $P(y)$ affinely to the segment from $x$ to $Q(y)$. Then $h$ is homotopic relative to $\partial I^{n}$ to the identity. We set $g=f h$. Let $z \in I^{n}$ and $g(z) \in A$. If $z_{i}<\frac{1}{2}$ for all $i$, then $z \in K_{n}\left(I^{n}\right) \subset K_{p}\left(I^{n}\right)$. Suppose now that for at least one $i$ we have $z_{i} \geq \frac{1}{2}$, then $h(z) \in \partial I^{n}$ and hence $h(z) \in W^{\prime}$ for some face $W^{\prime}$ with $\operatorname{dim} W^{\prime}=n-1$. Since also $h(z) \in f^{-1}(A)$, by assumption $h(z) \in K_{p}\left(W^{\prime}\right)$. Hence we have for at least $p$ coordinates $\frac{1}{2}>h(z)_{i}$. By definition of $h$, we have $h(z)_{i}=\frac{1}{4}+t\left(z_{i}-\frac{1}{4}\right)$ with $t \geq 1$. We conclude that for at least $p$ coordinates $\frac{1}{2}>z_{i}$.

The next theorem is the basic technical result. In it we deform a map $I^{n} \rightarrow Y$ into a kind of normal form. We call it the preparation theorem. Let $Y$ be the union
of open subspaces $Y_{1}, Y_{2}$ with non-empty intersection $Y_{0}$. Let $f: I^{n} \rightarrow Y$ be given. By the Lebesgue lemma (2.6.4) there exists a subdivision of $I^{n}$ into cubes $W$ such that either $f(W) \subset Y_{1}$ or $f(W) \subset Y_{2}$ for each cube. In this situation we claim:
(6.9.2) Theorem. Suppose $\left(Y_{1}, Y_{0}\right)$ is $p$-connected and $\left(Y_{2}, Y_{0}\right)$ is q-connected $(p, q \geq 0)$. Then there exists a homotopy $f_{t}$ of $f$ with the following properties:
(1) If $f(W) \subset Y_{j}$, then $f_{t}(W) \subset Y_{j}$.
(2) If $f(W) \subset Y_{0}$, then $f_{t}$ is constant on $W$.
(3) If $f(W) \subset Y_{1}$, then $f_{1}^{-1}\left(Y_{1} \backslash Y_{0}\right) \cap W \subset K_{p+1}(W)$.
(4) If $f(W) \subset Y_{2}$, then $f_{1}^{-1}\left(Y_{2} \backslash Y_{0}\right) \cap W \subset G_{q+1}(W)$.

Here $W$ is any cube of the subdivision.
Proof. Let $C^{k}$ be the union of the cubes $W$ with $\operatorname{dim} W \leq k$. We construct the homotopy inductively over $C^{k} \times I$.

Let $\operatorname{dim} W=0$. If $f(W) \subset Y_{0}$ we use condition (2). If $f(W) \subset Y_{1}, f(W) \not \subset$ $Y_{2}$, there exists a path in $Y_{1}$ from $f(W)$ to a point in $Y_{0}$, since $\left(Y_{1}, Y_{0}\right)$ is 0 connected. We use this path as our homotopy on $W$. Then (1) and (3) hold. Similarly if $f(W) \subset Y_{2}, f(W) \not \subset Y_{1}$. Thus we have found a suitable homotopy on $C^{0}$. We extend this homotopy to the higher dimensional cubes by induction over the dimension; we use that $\partial W \subset W$ is a cofibration, and we take care of (1) and (2).

Suppose we have changed $f$ by a homotopy such that (1) and (2) hold and (3), (4) for cubes of dimension less than $k$. Call this map again $f$. Let $\operatorname{dim} W=k$. If $f(W) \subset Y_{0}$, we can use (2) for our homotopy. Let $f(W) \subset Y_{1}, f(W) \not \subset Y_{2}$. If $\operatorname{dim} W \leq p$, there exists a homotopy $f_{t}^{W}: W \rightarrow Y_{1}$ relative to $\partial W$ of $f \mid W$ with $f_{1}^{W}(W) \subset Y_{0}$, since $\left(Y_{1}, Y_{0}\right)$ is $p$-connected. If $\operatorname{dim} W>p$ we use (6.9.1) in order to find a suitable homotopy of $f \mid W$. We treat the case $f(W) \subset Y_{2}, f(W) \not \subset Y_{1}$ in a similar manner. Again we extend the homotopy to the higher dimensional cubes. This finishes the induction step.

Let us denote by $F\left(Y_{1}, Y, Y_{2}\right)$ the path space $\left\{w \in Y^{I} \mid w(0) \in Y_{1}, w(1) \in Y_{2}\right\}$. We have the subspace $F\left(Y_{1}, Y_{1}, Y_{0}\right)$.
(6.9.3) Theorem. Under the hypothesis of the previous theorem the inclusion $F\left(Y_{1}, Y_{1}, Y_{0}\right) \subset F\left(Y_{1}, Y, Y_{2}\right)$ is $(p+q-1)$-connected.

Proof. Let a map $\varphi:\left(I_{n}, \partial I_{n}\right) \rightarrow\left(F\left(Y_{1}, Y, Y_{2}\right), F\left(Y_{1}, Y_{1}, Y_{0}\right)\right)$ be given where $n \leq p+q-1$. We have to deform this map of pairs into the subspace. By adjunction, a map of this type corresponds to a map $\Phi: I^{n} \times I \rightarrow Y$ with the following properties:
(1) $\Phi(x, 0) \in Y_{1}$ for $x \in I^{n}$,
(2) $\Phi(X, 1) \in Y_{2}$ for $x \in I^{n}$,
(3) $\Phi(y, t) \in Y_{1}$ for $y \in \partial I^{n}$ and $t \in I$.

Let us call maps of this type admissible. The claim of the theorem is equivalent to the statement, that $\Phi$ can be deformed as an admissible map into a map with image in $Y_{1}$. We apply the preparation theorem to $\Phi$ and obtain a certain map $\Psi$. The deformation in (6.9.2) stays inside admissible maps. Consider the projection $\pi: I^{n} \times I \rightarrow I^{n}$. We claim that the images of $\Psi^{-1}\left(Y \backslash Y_{1}\right)$ and $\Phi^{-1}\left(Y \backslash Y_{2}\right)$ under $\pi$ are disjoint. Let $y \in \pi \Psi^{-1}\left(Y \backslash Y_{2}\right), y=\pi(z)$ and $z \in \Psi^{-1}\left(Y \backslash Y_{2}\right) \cap W$ for a cube $W$. Then $z \in K_{p+1}(W)$ and hence $y$ has at least $p$ small coordinates. In a similar manner we conclude from $y \in \pi \Psi^{-1}\left(Y \backslash Y_{1}\right)$ that $y$ has at least $q$ large coordinates. In the case that $n<p+q$ the point $y$ cannot have $p$ small and $q$ large coordinates.

The set $\pi \Psi^{-1}\left(Y \backslash Y_{1}\right)$ is disjoint to $\partial I^{n}$, since $\left.\Psi\left(\partial I^{n}\right) \times I\right) \subset A$. There exists a continuous function $\tau: I^{n} \rightarrow I$ which assumes the value 0 on $\pi \Psi^{-1}\left(Y \backslash Y_{1}\right)$ and the value 1 on $\partial I^{n} \cup \pi \Psi\left(Y \backslash Y_{2}\right)$. The homotopy

$$
((x, t), s) \mapsto \Psi(x,(1-s) t+s t \tau(x))
$$

is a homotopy of admissible maps from $\Psi$ to a map with image in $Y_{1}$.
(6.9.4) Theorem. Under the hypothesis of (6.9.2) the inclusion induces an isomorphism $\pi_{j}\left(Y_{1}, Y_{0}\right) \rightarrow \pi_{j}\left(Y, Y_{2}\right)$ for $j<p+q$ and an epimorphism for $j=p+q$.

Proof. We have the path fibration $F\left(Y, Y, Y_{2}\right) \rightarrow Y, w \mapsto w(0)$. The pullback along $Y_{1} \subset Y$ yields the fibration $F\left(Y_{1}, Y, Y_{2}\right) \rightarrow Y_{1}, w \mapsto w(0)$. The fibre over $*$ is $F\left(*, Y, Y_{2}\right)$. We obtain a commutative diagram of fibrations:


The inclusion $\alpha$ is $(p+q-1)$-connected (see (6.9.3)). Hence $\beta$ has the same connectivity (see (6.7.8)), i.e., the inclusion $\left(Y_{1}, Y_{0}\right) \subset\left(Y, Y_{2}\right)$,

induces an isomorphism for $n<p+q-1$ and an epimorphism for $n=p+q-1$.

## Problems

1. The hypothesis of (6.4.1) is a little different from the hypothesis of (6.9.4), since we did not assume in (6.4.1) that $\left(Y_{1}, Y_{0}\right)$ and $\left(Y_{2}, Y_{0}\right)$ are 0 -connected. Let $Y^{\prime}$ be the subset of points that can be connected by a path to $Y_{0}$. Show that $Y^{\prime}$ has the open cover $Y_{1}^{\prime}, Y_{2}^{\prime}$ and the inclusion induces isomorphisms $\pi_{*}\left(Y_{1}^{\prime}, Y_{0}\right) \cong \pi_{*}\left(Y_{1}, Y_{0}\right)$ and $\pi_{*}\left(Y, Y_{2}\right) \cong \pi_{*}\left(Y^{\prime}, Y_{2}^{\prime}\right)$. This reduces (6.4.1) to (6.9.4).
2. The map $Y_{0} \rightarrow F\left(Y_{1}, Y_{1}, Y_{0}\right)$ which sends $y \in Y_{0}$ to the constant path with value $y$ is an h-equivalence.
3. The map $a_{1}: F\left(Y, Y, Y_{1}\right) \rightarrow Y, w \mapsto w(0)$ replaces the inclusion $Y_{1} \rightarrow Y$ by a fibration. There is a pullback diagram


Thus (6.9.3) compares the pushout $Y$ of $Y_{1} \leftarrow Y_{0} \rightarrow Y_{2}$ and the pullback of $a_{1}, a_{2}$ with $Y_{0}$. For generalizations see [73].
4. Show that the proof of (6.4.2) along the lines of this section does not need (6.9.1).

### 6.10 Further Applications of Excision

The excision theorem is a fundamental result in homotopy theory. For its applications it is useful to verify that it holds under different hypotheses. In the next proposition we show and use that $Y$ is the homotopy pushout.
(6.10.1) Proposition. Let a pushout diagram be given with a cofibration $j$,


Suppose $\pi_{i}(X, A, a)=0$ for $0<i<p$ and each $a \in A$, and $\pi_{i}(f, a)=0$ for $0<i<q$ and each $a \in A$. Then the map $(F, f)_{*}: \pi_{n}(X, A, a) \rightarrow \pi_{n}(Y, B, f(a))$ is surjective for $1 \leq n \leq p+q-2$ and bijective for $1 \leq n<p+q-2$.

Proof. We modify the spaces up to h-equivalence such that (6.4.1) can be applied. Let $Z(f)=B \cup_{f} A \times[0,1]=B+A \times[0,1] / f(a) \sim(a, 0)$ be the mapping cylinder of $f$ with inclusion $k: A \rightarrow Z(f), a \mapsto(a, 1)$ and projection $p: Z(f) \rightarrow B$ a homotopy equivalence. We form the pushout diagrams

with $p k=f$ and $P K=F$. Then $P$ is a homotopy equivalence by (5.1.10) and $(P, p)$ induces an isomorphism of homotopy groups. Therefore it suffices to analyze $(K, k)_{*}$. The space $Z$ can be constructed as

$$
Z=B \cup_{f} A \times[0,1] \cup X=Z(f)+X /(a, 1) \sim a
$$

The map $(K, k)$ is the composition of

$$
(X, A, a) \rightarrow(A \times] 0,1] \cup X, A \times] 0,1],(a, 1)), \quad x \mapsto(x, 1)
$$

with the inclusion $\iota$ into $(Z, Z(f),(a, 1))$. The first map induces an isomorphism of homotopy groups, by homotopy equivalence. In order to exhibit $\pi_{n}(\iota)$ as an isomorphism, we can pass to the base point $(a, 1 / 2)$, by naturality of transport. With this base point we have a commutative diagram


The vertical maps are isomorphism, by homotopy invariance. We apply (6.4.1) to the bottom map. Note that $\left.\left.\left.\left.\pi_{i}(A \times] 0,1\right] \cup X, A \times\right] 0,1\right]\right) \cong \pi_{i}(X, A)$ and

$$
\pi_{i}\left(B \cup A \times\left[0,1[, A \times] 0,1[) \cong \pi_{i}(Z(f), A)\right.\right.
$$

again by homotopy invariance.
(6.10.2) Theorem (Quotient Theorem). Let $A \subset X$ be a cofibration. Let further $p:(X, A) \rightarrow(X / A, *)$ be the map which collapses $A$ to a point. Suppose that for each base point $a \in A$,

$$
\pi_{i}(C A, A, a)=0 \text { for } 0<i<m, \quad \pi_{i}(X, A, a)=0 \text { for } 0<i<n
$$

Then $p_{*}: \pi_{i}(X, A, a) \rightarrow \pi_{i}(X / A, *)$ is bijective for $0<i<m+n-2$ and surjective for $i=n+m-2$.

Proof. By pushout excision, $\pi_{i}(X, A) \rightarrow \pi_{i}(X \cup C A, C A)$ is bijective (surjective) in the indicated range. Note that $\partial: \pi_{i}(C A, A, a) \cong \pi_{i-1}(A, a)$, so that the first hypothesis is a property of $A$. The inclusion $C A \subset X \cup C A$ is an induced cofibration. Since $C A$ is contractible, the projection $p: X \cup C A \rightarrow X \cup C A / C A \cong X / A$ is a homotopy equivalence.
(6.10.3) Corollary. Let $A \subset X$ be a cofibration. Assume that $\pi_{i}(A)=0$ for $0 \leq i \leq m-1$ and $\pi_{i}(X)=0$ for $0 \leq i \leq m \geq 2$. Then $\pi_{i}(X, A) \rightarrow \pi_{i}(X / A)$
is an isomorphism for $0<i \leq 2 m-1$. We use this isomorphism in the exact sequence of the pair $(X, A)$ and obtain an exact sequence

$$
\begin{aligned}
\pi_{2 m-1}(A) & \rightarrow \pi_{2 m-1}(X)
\end{aligned} \rightarrow \pi_{2 m-1}(X / A) \rightarrow \pi_{2 m-2}(A), ~(X) \rightarrow \pi_{m+1}(X) \rightarrow \pi_{m+1}(X / A) \rightarrow \pi_{m}(A) \rightarrow 0 .
$$

A similar exact sequence exists for an arbitrary pointed map $f: A X$ where a typical portion comes from the cofibre sequence $\pi_{i}(A) \xrightarrow{f_{*}} \pi_{i}(X) \xrightarrow{f_{1 *}} \pi_{i}(C(f))$.

We now generalize the suspension theorem. Let $(X, *)$ be a pointed space. Recall the suspension $\Sigma X$ and the homomorphism $\Sigma_{*}: \pi_{n}(X) \rightarrow \pi_{n+1}(\Sigma X)$.
(6.10.4) Theorem. Let $X$ be a well-pointed space. Suppose $\pi_{i}(X)=0$ for $0 \leq$ $i \leq n$. Then $\Sigma_{*}: \pi_{j}(X) \rightarrow \pi_{j+1}(\Sigma X)$ is bijective for $0 \leq j \leq 2 n$ and surjective for $j=2 n+1$.

Proof. Let $C X=X \times I /(X \times 1 \cup\{*\} \times I)$ be the cone on $X$. We have an embedding $i: X \rightarrow C X, x \mapsto[x, 0]$ which we consider as an inclusion. The quotient $C X / X$ can be identified with $\Sigma X$. From the assumption that $\{*\} \subset X$ is a cofibration one concludes that $i$ is a cofibration (Problem 1). Since $C X$ is contractible, the exact sequence of the pair $(C X, X)$ yields an isomorphism $\partial: \pi_{j+1}(C X, X) \simeq \pi_{j}(X)$. The inverse isomorphism sends an element represented by $f: I^{n} \rightarrow X$ to the element represented by $f \times \operatorname{id}(I)$. From this fact we see

$$
\Sigma_{*}=p_{*} \circ \partial^{-1}: \pi_{j}(X) \stackrel{\partial}{\longleftarrow} \pi_{j+1}(C X, X) \xrightarrow{p_{*}} \pi_{j+1}(\Sigma X),
$$

with the quotient map $p: C X \rightarrow C X / X=\Sigma X$. We can therefore prove the theorem by showing that $p_{*}$ is bijective or surjective in the same range. This follows from the quotient theorem (6.10.2).
(6.10.5) Theorem. Let $X$ and $Y$ be well-pointed spaces. Assume $\pi_{i}(X)=0$ for $i<p(\geq 2)$ and $\pi_{i}(Y)=0$ for $i<q(\geq 2)$. Then the inclusion $X \vee Y \rightarrow$ $X \times Y$ induces an isomorphism of the $\pi_{i}$-groups for $i \leq p+q-2$. The groups $\pi_{i}(X \times Y, X \vee Y)$ and $\pi_{i}(X \wedge Y)$ are zero for $i \leq p+q-1$.

Proof. We first observe that $j: \pi_{i}(X \vee Y) \rightarrow \pi_{i}(X \times Y)$, induced by the inclusion, is always surjective. The projections onto the factors induce isomorphisms $k: \pi_{i}(X \times Y) \cong \pi_{i}(X) \times \pi_{i}(Y)$. Let $j^{X}: X \rightarrow X \vee Y$ and $j^{Y}: Y \rightarrow X \vee Y$ denote the inclusions. Let

$$
s: \pi_{i}(X) \times \pi_{i}(Y) \rightarrow \pi_{i}(X \vee Y), \quad(x, y) \mapsto j_{*}^{X}(x)+j_{*}^{Y}(y)
$$

Then $s k$ is right inverse to $j$. Hence the exact sequence of the pair $(X \times Y, X \vee Y)$ yields an exact sequence

$$
\begin{equation*}
0 \rightarrow \pi_{i+1}(X \times Y, X \vee Y) \rightarrow \pi_{i}(X \vee Y) \rightarrow \pi_{i}(X \times Y) \rightarrow 0 \tag{*}
\end{equation*}
$$

In the case that $i \geq 2$, the sequence splits, since we are then working with abelian groups; hence

$$
\pi_{i}(X \vee Y) \cong \pi_{i}(X) \oplus \pi_{i}(Y) \oplus \pi_{i+1}(X \times Y, X \vee Y), \quad i \geq 2
$$

Since the spaces are well-pointed, we can apply the theorem of Seifert-van Kampen to $(X \vee Y, X, Y)$ and see that $\pi_{1}(X \vee Y)=0$. We now consider the diagram

with exact row and column. The diagonal arrows are always injective and split; this is seen by composing with the projections.

Since the spaces are well-pointed, we can apply the pushout excision to the triad ( $X \vee Y, X, Y, *$ ). It says that (1) and (2) are surjective for $i \leq p+q-2$, and hence bijective (since we already know the injectivity).

We now apply the Sum Lemma (11.1.2) to the diagram and conclude that $\left\langle j_{*}^{X}, j_{*}^{Y}\right\rangle$ is an isomorphism, and therefore also the map of the theorem is an isomorphism. The exact sequence now yields $\pi_{i}(X \times Y, X \vee Y)=0$ for $i \leq p+q-1$.

We apply (6.10.2) to $\pi_{i}(X \times Y, X \vee Y) \rightarrow \pi_{i}(X \wedge Y)$. By what we have already proved, we can apply this theorem with the data $n=p+q-1$ and $m=\min (p-1, q-1)$. We also need that $X \vee Y \rightarrow X \times Y$ is a cofibration. This is a consequence of the product theorem for cofibrations.
(6.10.6) Proposition. Let $\left(Y_{j} \mid j \in J\right)$ be the family of path components of $Y$ and $c^{j}: Y_{j} \rightarrow Y$ the inclusion. Then

$$
\left\langle c_{*}^{j}\right\rangle: \bigoplus_{j \in J} \pi_{k}\left(Y_{j}^{+} \wedge S^{n}\right) \rightarrow \pi_{k}\left(Y^{+} \wedge S^{n}\right)
$$

is an isomorphism for $k \leq n$.
Proof. Suppose $Y$ is the topological sum of its path components. Then we have a homeomorphism $Y^{+} \wedge S^{n} \cong \bigvee_{j \in J} Y_{j}^{+} \wedge S^{n}$, and the assertion follows for finite $J$ by induction on the cardinality of $J$ from (6.10.5) and for general $J$ then by a compactness argument. For general $Y$ it suffices to find a 1-connected map $X \rightarrow Y$ such that $X$ is the topological sum of its path components, because then $X^{+} \wedge S^{n} \rightarrow Y^{+} \wedge S^{n}$ is ( $n+1$ )-connected by (6.7.10) (and similarly for the path components).
(6.10.7) Proposition. Let $Y$ be $k$-connected $(k \geq 0)$ and $Z$ be $l$-connected $(l \geq-1)$ and well-pointed. Then the natural maps

$$
\pi_{j}(Z) \rightarrow \pi_{j}(Y \times Z, Y \times *) \rightarrow \pi_{j}(Y \times Z / Y \times *) \rightarrow \pi_{j}(Z)
$$

are isomorphisms for $0<j \leq k+l+1$.
Proof. The first map is always bijective for $j \geq 1$; this is a consequence of the exact sequence of the pair $(Y \times Z, Y \times *)$ and the isomorphism $\pi_{j}(Y) \times \pi_{j}(Z) \cong$ $\pi_{j}(Y \times Z)$. Since the composition of the maps is the identity, we see that the second map is always injective and the third one surjective. Thus if $p_{*}: \pi_{j}(Y \times Z, Y \times *) \rightarrow$ $\pi_{j}(Y \times Z / Y \times *$ is surjective, then all maps are bijective. From our assumption about $Z$ we conclude that $\pi_{j}(Y \times Z, Y \times *)=0$ for $0<j \leq l$ (thus there is no condition for $l=0,-1$ ). The quotient theorem now tells us that $p_{*}$ is surjective for $0<j \leq k+l+1$.
(6.10.8) Corollary. Let $Y$ be path connected. The natural maps

$$
\pi_{k}\left(S^{n}\right) \rightarrow \pi_{k}\left(Y \times S^{n}, * \times S^{n}\right) \rightarrow \pi_{k}\left(Y \times S^{n} / * \times S^{n}\right) \rightarrow \pi_{k}\left(S^{n}\right)
$$

are isomorphisms for $1 \leq k \leq n$.
(6.10.9) Proposition. Suppose $\pi_{i}(X)=0$ for $i<p(\geq 0)$ and $\pi_{i}(Y)=0$ for $i<q(\geq 0)$. Then $\pi_{i}(X \star Y)=0$ for $i<p+q+1$.

Proof. In the case that $p=0$ there is no condition on $X$. From the definition of the join we see that $X \star Y$ is always path connected. For $p=0$ we claim that $\pi_{i}(X \star Y)=0$ for $i<q+1$. Consider the diagram

and apply (6.7.9). In the general case the excision theorem says that the map $\pi_{i}(C X \times Y, X \times Y) \rightarrow \pi_{i}(X \star Y, X \times C Y)$ is an epimorphism for $i<p+q+1$. Now use diagram chasing in the diagram

(a morphism between exact homotopy sequences).

The excision theorem in the formulation of (6.9.4) has a dual. Suppose given a pullback diagram

with fibrations $f$ and $g$. The double mapping cylinder $Z(F, G)$ can be considered as the fibrewise join of $f$ and $g$. It has a canonical map $\rho: Z(F, G) \rightarrow B$.
(6.10.10) Proposition. Suppose $f$ is $p$-connected and $g$ is $q$-connected. Then $\rho$ is $p+q+1$-connected.

Proof. Use fibre sequences and (6.10.9).

## Problems

1. Let $\pi_{0}(X)=0$ and $\pi_{i}(Y)=0$ for $i<q(\geq 2)$. Then $\pi_{i}(X) \rightarrow \pi_{i}(X \vee Y)$ is an isomorphism for $i<q$. Show also $\pi_{2}(X \times Y, X \vee Y)=0$.
2. Let $X$ and $Y$ be 0 -connected and well-pointed. Show $\pi_{1}(X \wedge Y)=0$.
3. Show that $\pi_{3}\left(D^{2}, S^{1}\right) \rightarrow \pi_{3}\left(D^{2} / S^{1}\right)$ is not surjective.
4. Show $\pi_{1}\left(S^{2} \vee S^{1}, S^{1}\right)=0$. Show that $\pi_{2}\left(S^{2} \vee S^{1}, S^{1}\right) \rightarrow \pi_{2}\left(S^{2} \vee S^{1} / S^{1}\right) \cong \pi_{2}\left(S^{2}\right)$ is surjective but not injective.
5. For $X=Y=S^{1}$ and $i=1$ the sequence (*) does not split. The fundamental group $\pi_{1}\left(S^{1} \vee S^{1}\right)=\mathbb{Z} * \mathbb{Z}$ has no subgroup isomorphic to $\mathbb{Z} \oplus \mathbb{Z}$.
6. Show that the diagram

with $p(x, 0)=x, p(x, 1)=*, p(*, t)=*$ is a pushout.
7. If $X$ is well-pointed, then $\Sigma X$ is well-pointed.
8. Some hypothesis like e.g. well-pointed is necessary in both (6.10.1) and (6.10.4). Let $A=\{0\} \cup\left\{n^{-1} \mid n \in \mathbb{Z}\right\}$ and $A=A \times 0 \subset X=A \times I / A \times 1$ with base point $(0,0)$. Then $\pi_{1}(\Sigma X)$ and $\pi_{1}(A)$ are uncountable; $\Sigma_{*}: \pi_{0}(X) \rightarrow \pi_{1}(\Sigma X)$ is not surjective. Note: $A \subset X$ is a cofibration and $X / A$ is well-pointed.
9. Let $e_{1}, \ldots, e_{n+1}$ be the standard basis of unit vectors in $\mathbb{R}^{n+1}$, and let $e_{1}$ be the base point of $S^{n}$. A pointed homeomorphism $h_{n}: \Sigma S^{n} \cong S^{n+1}$ is
$h_{n}: \Sigma S^{n} \rightarrow S^{n+1},(x, t) \mapsto \frac{1}{2}\left(e_{1}+x\right)+\frac{1}{2} \cos 2 \pi t \cdot\left(e_{1}-x\right)+\frac{1}{2}\left|e_{1}-x\right| \sin 2 \pi t \cdot e_{n+2}$ where $\mathbb{R}^{n+1}=\mathbb{R}^{n+1} \times 0 \subset \mathbb{R}^{n+2}$.
10. Let $K \subset \mathbb{R}^{n+1}$ be compact. Show that each map $f: K \rightarrow S^{n}$ has an extension to the complement $\mathbb{R}^{n+1} \backslash E$ of a finite set $E$. One can choose $E$ such that each component of $\mathbb{R}^{n+1} \backslash K$ contains at most one point of $E$.
11. Determine $\pi_{2 n-1}\left(S^{n} \vee S^{n}\right)$ for $n \geq 2$.
12. Let $f_{j}$ be a self-map of $S^{n(j)}$. Show $d\left(f_{1} \star f_{2}\right)=d\left(f_{1}\right) d\left(f_{2}\right)$.
13. Let $H: \pi_{3}\left(S^{2}\right) \rightarrow \mathbb{Z}$ be the isomorphism which sends (the class of the) Hopf map $\eta: S^{3} \rightarrow S^{2}$ to 1 (the Hopf invariant). Show that for $f: S^{3} \rightarrow S^{3}$ and $g: S^{2} \rightarrow S^{2}$ the relations $H(\alpha \circ f)=d(f) H(\alpha)$ and $H(g \circ \alpha)=d(g)^{2} H(\alpha)$ hold.

## Chapter 7 <br> Stable Homotopy. Duality

The suspension theorem of Freudenthal indicates that homotopy theory simplifies by use of iterated suspensions. We use this idea to construct the simplest stable homotopy category. Its construction does not need extensive technical considerations, yet it has interesting applications. The term "stable" refers to the fact that iteration of suspension induces after a while a bijection of homotopy classes.

We use the stable category to give an introduction to homotopical duality theory. In this theory the stable homotopy type of a closed subspace $X \subset \mathbb{R}^{n}$ and its complement $\mathbb{R}^{n} \backslash X$ are compared. This elementary treatment of duality theory is based on ideas of Albrecht Dold and Dieter Puppe; see in particular [54]. It is related to the classical Alexander duality of homology theory and to Spanier-Whitehead duality.

We introduced a naive form of spectra and us them to define spectral homology and cohomology theories. The homotopical Euclidean complement duality is then used to give a simple proof for the Alexander duality isomorphism. In a later chapter we reconsider duality theory in the context of product structures.

### 7.1 A Stable Category

Pointed spaces $X$ and $Y$ are called stably homotopy equivalent, in symbols $X \simeq_{s} Y$, if there exists an integer $k \geq 0$ such that the suspensions $\Sigma^{k} X$ and $\Sigma^{k} Y$ are homotopy equivalent. Pointed maps $f, g: X \rightarrow Y$ are called stably homotopic, in symbols $f \simeq_{s} g$, if for some integer $k$ the suspensions $\Sigma^{k} f$ and $\Sigma^{k} g$ are homotopic. We state some of the results to be proved in this chapter which use these notions.
(7.1.1) Theorem (Stable Complement Theorem). Let $X$ and $Y$ be homeomorphic closed subsets of the Euclidean space $\mathbb{R}^{n}$. Then the complements $\mathbb{R}^{n} \backslash X$ and $\mathbb{R}^{n} \backslash Y$ are either both empty or they have the same stable homotopy type with respect to arbitrary base points.

In general the complements themselves can have quite different homotopy type. A typical example occurs in knot theory, the case that $X \cong Y \cong S^{1}$ are subsets of $\mathbb{R}^{3}$. On the other hand the stable homotopy type still carries some interesting geometric information: see (7.1.10).
(7.1.2) Theorem (Component Theorem). Let $X$ and $Y$ be closed homeomorphic subsets of $\mathbb{R}^{n}$. Then $\pi_{0}\left(\mathbb{R}^{n} \backslash X\right)$ and $\pi_{0}\left(\mathbb{R}^{n} \backslash Y\right)$ have the same cardinality.

Later we give another proof of Theorem (7.1.2) based on homology theory, see (10.3.3). From the component theorem one can deduce classical results: The Jordan separation theorem (10.3.4) and the invariance of domain (10.3.7).

Theorem (7.1.1) is a direct consequence of (7.1.3). One can also compare complements in different Euclidean spaces. The next result gives some information about how many suspensions suffice.
(7.1.3) Theorem. Let $X \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}^{m}$ be closed subsets and $h: X \rightarrow Y a$ homeomorphism. Suppose $n \leq m$. Then the following holds:
(1) If $\mathbb{R}^{n} \neq X$, then $\mathbb{R}^{m} \neq Y$, and $h$ induces a canonical homotopy equivalence $\Sigma^{m+1}\left(\mathbb{R}^{n} \backslash X\right) \simeq \Sigma^{n+1}\left(\mathbb{R}^{m} \backslash Y\right)$ with respect to arbitrary base points.
(2) If $\mathbb{R}^{n}=X$ and $\mathbb{R}^{m} \neq Y$, then $n<m$ and $\Sigma^{n+1}\left(\mathbb{R}^{m} \backslash Y\right) \simeq S^{m}$, i.e., $\mathbb{R}^{m} \backslash Y$ has the stable homotopy type of $S^{m-n-1}$.
(3) If $\mathbb{R}^{n}=X$ and $\mathbb{R}^{m}=Y$, then $n=m$.

In many cases the number of suspensions is not important. Since it also depends on the situation, it is convenient to pass from homotopy classes to stable homotopy classes. This idea leads to the simplest stable category.

The objects of our new category ST are pairs $(X, n)$ of pointed spaces $X$ and integers $n \in \mathbb{Z}$. The consideration of pairs is a technical device which allows for a better formulation of some results. Thus we should comment on it right now.

The pair $(X, 0)$ will be identified with $X$. The subcategory of the objects $(X, 0)=X$ with morphisms the so-called stable homotopy classes is the geometric input. For positive $n$ the pair $(X, n)$ replaces the $n$-fold suspension $\Sigma^{n} X$. But it will be convenient to have the object $(X, n)$ also for negative $n$ ("desuspension"). Here is an interesting example. In the situation of (7.1.3) the homotopy equivalence $\Sigma^{m+1}\left(\mathbb{R}^{n} \backslash X\right) \rightarrow \Sigma^{n+1}\left(\mathbb{R}^{m} \backslash Y\right)$ induced by $h$ represents in the category ST an isomorphism $h_{\bullet}:\left(\mathbb{R}^{n} \backslash X,-n\right) \rightarrow\left(\mathbb{R}^{m} \backslash Y,-m\right)$. In this formulation it then makes sense to say that the assignment $h \mapsto h_{\bullet}$ is functor. (Otherwise we would have to use a mess of different suspensions.) Thus if $X$ is a space which admits an embedding $i: X \rightarrow \mathbb{R}^{n}$ as a proper closed subset for some $n$, then the isomorphism type of $\left(\mathbb{R}^{n} \backslash i(X),-n\right)$ in ST is independent of the choice of the embedding. Hence we have associated to $X$ a "dual object" in ST (up to canonical isomorphism).

Let $\Sigma^{t} X=X \wedge S^{t}$ be the $t$-fold suspension of $X$. As a model for the sphere $S^{t}$ we use either the one-point compactification $\mathbb{R}^{t} \cup\{\infty\}$ or the quotient space $S(t)=I^{t} / \partial I^{t}$. In these cases we have a canonical associative homeomorphism $S^{a} \wedge S^{b} \cong S^{a+b}$ which we usually treat as identity. Suppose $n, m, k \in \mathbb{Z}$ are integers such that $n+k \geq 0, m+k \geq 0$. Then we have the suspension morphism
$\Sigma:\left[X \wedge S^{n+k}, Y \wedge S^{m+k}\right]^{0} \rightarrow\left[X \wedge S^{n+k+1}, Y \wedge S^{m+k+1}\right]^{0}, \quad f \mapsto f \wedge \operatorname{id}\left(S^{1}\right)$.
We form the colimit over these morphisms, $\operatorname{colim}_{k}\left[X \wedge S^{n+k}, Y \wedge S^{m+k}\right]^{0}$. For $n+k \geq 2$ the $\operatorname{set}\left[X \wedge S^{n+k}, Y \wedge S^{m+k}\right]^{0}$ carries the structure of an abelian group
and $\Sigma$ is a homomorphism. The colimit inherits the structure of an abelian group. We define as morphism group in our category ST

$$
\operatorname{ST}((X, n),(Y, m))=\operatorname{colim}_{k}\left[X \wedge S^{n+k}, Y \wedge S^{m+k}\right]^{0}
$$

Formation of the colimit means the following: An element of $\mathrm{ST}((X, n),(Y, m))$ is represented by pointed maps $f_{k}: X \wedge S^{n+k} \rightarrow Y \wedge S^{m+k}$, and $f_{k}, f_{l}, l \geq$ $k$ represent the same element of the colimit if $\Sigma^{l-k} f_{k} \simeq f_{l}$. Composition of morphisms is defined by composition of representatives. Let $f_{k}: X \wedge S^{n+k} \rightarrow$ $Y \wedge S^{m+k}$ and $g_{l}: Y \wedge S^{m+l} \rightarrow Z \wedge S^{p+l}$ be representatives of morphisms and let $r \geq k, l$. Then the following composition of maps represents the composition of the morphisms (dotted arrow):

$$
\begin{aligned}
& X \wedge S^{n+r}=X \wedge S^{n+k} \wedge S^{r-k} \stackrel{\Sigma^{r-k} f_{k}}{\longrightarrow} Y \wedge S^{m+k} \wedge S^{r-k} \\
& Z \wedge S^{p+r}=Z^{2} \wedge S^{p+l} \wedge S^{r-l} \stackrel{\Sigma^{r-l} g_{l}}{\underbrace{\prime}} Y \wedge S^{m+l} \wedge S^{r-l}
\end{aligned}
$$

One verifies that this definition does not depend on the choice of representatives. The group structure is compatible with the composition

$$
\beta \circ\left(\alpha_{1}+\alpha_{2}\right)=\beta \circ \alpha_{1}+\beta \circ \alpha_{2}, \quad\left(\beta_{1}+\beta_{2}\right) \circ \alpha=\beta_{1} \circ \alpha+\beta_{2} \circ \alpha .
$$

The category ST has formal suspension automorphisms $\Sigma^{p}: \mathrm{ST} \rightarrow \mathrm{ST}, p \in \mathbb{Z}$

$$
(X, n) \mapsto(X, n+p), \quad f \mapsto \Sigma^{p} f
$$

If $f:(X, n) \rightarrow(Y, m)$ is represented by $f_{k}: \Sigma^{n+k} X \rightarrow \Sigma^{m+k} Y$ (with $n+k \geq 0$, $m+k \geq 0, k \geq|p|)$, then $\Sigma^{p} f$ is represented by

$$
\begin{aligned}
\left(\Sigma^{p} f\right)_{k} & =\Sigma^{p}\left(f_{k}\right): \Sigma^{n+k+p} X \rightarrow \Sigma^{m+k+p} Y, & & p \geq 0, \\
\left(\Sigma^{p} f\right)_{k+|p|} & =f_{k}: \Sigma^{n+k+p+|p|} X \rightarrow \Sigma^{m+k+p+|p|} Y, & & p \leq 0 .
\end{aligned}
$$

The rules $\Sigma^{0}=\operatorname{id}(\mathrm{ST})$ and $\Sigma^{p} \circ \Sigma^{q}=\Sigma^{p+q}$ show that $\Sigma^{p}$ is an automorphism. For $p>0$ we call $\Sigma^{p}$ the $p$-fold suspension and for $p<0$ the $p$-fold desuspension. We have a canonical isomorphism $\kappa^{p}:(X, n) \rightarrow\left(\Sigma^{p} X, n-p\right)$; it is represented by the identity $X \wedge S^{n+k} \rightarrow\left(X \wedge S^{p}\right) \wedge S^{n+k-p}$ for $n+k \geq p \geq 0$. We write $X$ for the object $(X, 0)$. Thus for positive $n$ the object $(X, n)$ can be replaced by $\Sigma^{n} X$.
(7.1.4) Example. Pointed spaces $X, Y$ are stably homotopy equivalent if and only if they are isomorphic in ST. The image $\mathrm{ST}(f)$ of $f: X \rightarrow Y$ in $\operatorname{ST}(X, Y)$ is called the stable homotopy class of $f$. Maps $f, g: X \rightarrow Y$ are stably homotopic if and only if they represent the same element in $\operatorname{ST}(X, Y)$. The groups $\operatorname{ST}\left(S^{k}, S^{0}\right)=$ colim $n_{n+k}\left(S^{n}\right)$ are the stable homotopy groups of the spheres.
(7.1.5) Example. It is in general difficult to determine morphism groups in ST. But we know that the category in non-trivial. The suspension theorem and the degree theorem yield

$$
\operatorname{ST}\left(S^{n}, S^{n}\right)=\operatorname{colim}_{k}\left[S^{n+k}, S^{n+k}\right]^{0} \cong \mathbb{Z}
$$

The composition of morphisms corresponds to multiplication of integers.
(7.1.6) Proposition. Let $Y$ be pathwise connected. We have the embedding $i: S^{n} \rightarrow$ $Y^{+} \wedge S^{n}, x \mapsto(*, x)$ and the projection $p: Y^{+} \wedge S^{n} \rightarrow S^{n},(y, x) \mapsto x$ with pi $=\mathrm{id}$. They induce isomorphisms of the $\pi_{k}$-groups for $k \leq n \geq 1$.

Proof. Let $n=1$. Then $Y^{+} \wedge S^{1} \cong Y \times S^{1} / Y \times\{*\}$ is path connected. The base point of $Y^{+}$is non-degenerate. Hence the quotient $\Sigma^{\prime}\left(Y^{+}\right) \rightarrow \Sigma\left(Y^{+}\right)$from the unreduced suspension to the reduced suspension is an h-equivalence. The projection $Y \rightarrow P$ onto a point induces a 2-connected map between double mapping cylinders

$$
\Sigma^{\prime}\left(Y^{+}\right)=Z(* \leftarrow Y+\{*\} \rightarrow *) \rightarrow Z^{\prime}(* \leftarrow P+\{*\} \rightarrow *)=\Sigma^{\prime}\left(P^{+}\right) \cong S^{1}
$$

From this fact one deduces the assertion for $n=1$.
We now consider suspensions


The vertical morphisms are bijective (surjective) for $k \leq 2 n-2(k=2 n-1)$. For $n=1 \pi_{1}\left(Y^{+} \wedge S^{1}\right) \cong \mathbb{Z}$. Since $\pi_{2}\left(Y^{+} \wedge S^{2}\right)$ contains $\pi_{2}\left(S^{2}\right) \cong \mathbb{Z}$ as a direct summand, we conclude that $\Sigma_{Y}$ is an isomorphism. For $n \geq 2$ we can use directly the suspension theorem (6.10.4).
(7.1.7) Proposition. Let $\left(Y_{j} \mid j \in J\right)$ be the family of path components of $Y$ and $c^{j}: Y_{j} \rightarrow Y$ the inclusion. Let $n \geq 2$. Then

$$
\left\langle c_{*}^{j}\right\rangle: \bigoplus_{j \in J} \pi_{k}\left(Y_{j}^{+} \wedge S^{n}\right) \rightarrow \pi_{k}\left(Y^{+} \wedge S^{n}\right)
$$

is an isomorphism for $0 \leq k \leq n$. In particular $\pi_{n}\left(Y^{+} \wedge S^{n}\right)$ is a free abelian group of rank $\left|\pi_{0}(Y)\right|$.

Proof. (7.1.6) and (6.10.6).
(7.1.8) Proposition. Let $Y$ be well-pointed and $n \geq 2$. Then $\pi_{n}\left(Y \wedge S^{n}\right)$ is a free abelian group of rank $\left|\pi_{0}(Y)\right|-1$ and the suspension $\pi_{n}\left(Y \wedge S^{n}\right) \rightarrow$ $\pi_{n+1}\left(Y \wedge S^{n+1}\right)$ is an isomorphism.

From the exact homotopy sequence of the pair $\left(Y^{+} \wedge S^{n}, S^{n}\right)$ we conclude that $\pi_{k}\left(Y^{+} \wedge S^{n}, S^{n}\right)=0$ for $0<k<n$. The quotient theorem (6.10.2) shows that $\pi_{k}\left(Y^{+} \wedge S^{n}, S^{n}\right) \rightarrow \pi_{k}\left(Y^{+} \wedge S^{n} / S^{n}\right) \cong \pi_{k}\left(Y \wedge S^{n}\right)$ is bijective (surjective) for $0<k \leq 2 n-2(k=2 n-1)$. From the exact sequence $0 \rightarrow \pi_{n}\left(S^{n}\right) \rightarrow$ $\pi_{n}\left(Y^{+} \wedge S^{n}\right) \rightarrow \pi_{n}\left(Y^{+} \wedge S^{n}, S^{n}\right) \rightarrow 0$ we deduce a similar exact sequence where the relative group is replaced by $\pi_{n}\left(Y \wedge S^{n}\right)$. The inclusion of $\pi_{n}\left(S^{n}\right)$ splits. Now we can use (7.1.7).
(7.1.9) Corollary. Let $X$ be a well-pointed space. Then $\operatorname{ST}\left(S^{0}, X\right)$ is a free abelian group of rank $\left|\pi_{0}(X)\right|-1$.

The group $\mathrm{ST}\left(S^{0}, X\right)$ only depends on the stable homotopy type of $X$. Therefore we can state:
(7.1.10) Corollary. Let $X$ and $Y$ be well-pointed spaces of the same stable homotopy type. Then $\left|\pi_{0}(X)\right|=\left|\pi_{0}(Y)\right|$. Therefore (7.1.2) is a consequence of (7.1.3).

The category ST has a "product structure" induced by the smash product. The category ST together with this additional structure is called in category theory a symmetric tensor category (also called a symmetric monoidal category). The tensor product of objects is defined by

$$
(X, m) \otimes(Y, n)=(X \wedge Y, m+n)
$$

Let

$$
f_{k}: X \wedge S^{m+k} \rightarrow X^{\prime} \wedge S^{m^{\prime}+k}, \quad g_{l}: Y \wedge S^{n+l} \rightarrow Y^{\prime} \wedge S^{n^{\prime}+l}
$$

be representing maps for morphisms $f:(X, m) \rightarrow\left(X^{\prime}, m^{\prime}\right)$ and $g:(Y, n) \rightarrow$ $\left(Y^{\prime}, n^{\prime}\right)$. A representing morphism $(f \otimes g)_{k+l}$ is defined to be $(-1)^{k\left(n+n^{\prime}\right)}$ times the composition $\tau^{\prime} \circ\left(f_{k} \wedge g_{l}\right) \circ \tau$ (dotted arrow)

$$
\begin{gathered}
X \wedge Y \wedge S^{m+k+n+l} \xrightarrow{\tau} X \wedge S^{m+k} \wedge Y \wedge S^{n+l} \\
X^{\prime} \wedge Y^{\prime} \wedge \stackrel{{ }^{\prime}}{S^{\prime}+k \wedge g_{l}}
\end{gathered}
$$

where $\tau$ and $\tau^{\prime}$ interchange two factors in the middle. Now one has to verify: (1) The definition does not depend on the representatives; (2) the functor property $\left(f^{\prime} \otimes g^{\prime}\right)(f \otimes g)=f^{\prime} f \otimes g^{\prime} g$ holds; (3) the tensor product is associative. These requirements make it necessary to introduce signs in the definition. The neutral object is $\left(S^{0}, 0\right)$. The symmetry $c:(X, m) \otimes(Y, n) \rightarrow(Y, n) \otimes(X, m)$ is $(-1)^{m n}$ times the morphism represented by the interchange map $X \wedge Y \rightarrow Y \wedge X$.

## Problems

1. The spaces $S^{1} \times S^{1}$ and $S^{1} \vee S^{1} \vee S^{2}$ are not homotopy equivalent. They have different fundamental group. Their suspensions are homotopy equivalent.
2. The inclusion $X \times Y \rightarrow X^{+} \times Y$ induces for each pointed space $Y$ a homeomorphism $(X \times Y) /(X \times\{*\})$.
3. Let $X$ and $Y$ be well-pointed spaces. Then $Y \rightarrow(X \times Y) /(X \times\{*\}), y \mapsto(*, y)$ is a cofibration.
4. Let $P$ be a point. We have an embedding $P^{+} \wedge Y \rightarrow X^{+} \wedge Y$ and a canonical homeomorphism $X \wedge Y \rightarrow X^{+} \wedge Y / P^{+} \wedge Y$.

### 7.2 Mapping Cones

We need a few technical results about mapping cones. Let $f: X \rightarrow Y$ be a pointed map. We use as a model for the (unpointed) mapping cone $C(f)$ the double mapping cylinder $Z(Y \leftarrow X \rightarrow *)$; it is the quotient of $Y+X \times I+\{*\}$ under the relations $f(x) \sim(x, 0),(x, 1) \sim *$. The image of $*$ is the basepoint. For an inclusion $\iota: A \subset X$ we write $C(X, A)=C(\iota)$. For empty $A$ we have $C(X, \emptyset)=X^{+}$. Since we will meet situations where products of quotient maps occur, we work in the category of compactly generated spaces where such products are again quotient maps. The mapping cone is a functor $C: \operatorname{TOP}(2) \rightarrow \mathrm{TOP}^{0}$; a map of pairs $(F, f):(X, A) \rightarrow(Y, B)$ induces a pointed map $C(F, f): C(X, A) \rightarrow C(Y, B)$, and a homotopy $\left(F_{t}, f_{t}\right)$ induces a pointed homotopy $C\left(F_{t}, f_{t}\right)$. We note for further use a consequence of (4.2.1):
(7.2.1) Proposition. If $F$ and $f$ are h-equivalences, then $C(F, f)$ is a pointed h-equivalence.
(7.2.2) Example. We write $C^{n}=C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$. This space will be our model for the homotopy type of $S^{n}$. In order to get a homotopy equivalence $C^{n} \rightarrow S^{n}$, we observe that $S^{n}$ is homeomorphic to the double mapping cylinder $Z\left(* \leftarrow S^{n-1} \rightarrow *\right)$. We have the canonical projection from $C^{n}=Z\left(\mathbb{R}^{n} \leftarrow \mathbb{R}^{n} \backslash 0 \rightarrow *\right)$. An explicit homotopy equivalence is $(x, t) \mapsto\left(\sin \pi t \frac{x}{\|x\|}, \cos \pi t\right), x \mapsto(0, \ldots, 0,1)$.
(7.2.3) Example. Let $X \subset \mathbb{R}^{n}$ be a closed subspace. Then
$C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right)=Z\left(\mathbb{R}^{n} \leftarrow \mathbb{R}^{n} \backslash X \rightarrow *\right) \simeq Z\left(* \leftarrow \mathbb{R}^{n} \backslash X \rightarrow *\right)=\Sigma^{\prime}\left(\mathbb{R}^{n} \backslash X\right)$,
the unpointed suspension. If $X=\mathbb{R}^{n}$, then this space is h-equivalent to $S^{0}$. If $X \neq \mathbb{R}^{n}$, then $\mathbb{R}^{n} \backslash X$ is well-pointed with respect to any point and $\Sigma^{\prime}\left(\mathbb{R}^{n} \backslash X\right)$ is h-equivalent to the pointed suspension $\Sigma\left(\mathbb{R}^{n} \backslash X\right)$.

We are mainly interested in the homotopy type of $C(X, A)$ (under $\{*\}+X)$. It is sometimes convenient to provide the set $C(X, A)$ with a possibly different
topology which does not change the homotopy type. Set theoretically we can view $C(X, A)$ as the quotients $C_{1}(X, A)=(X \times 0 \cup A \times I) / A \times 1$ or $C_{2}(X, A)=$ $(X \times 0 \cup A \times I \cup X \times 1) / X \times 1$. We can provide $C_{1}$ and $C_{2}$ with the quotient topology. Then we have canonical continuous maps $p: C(X, A) \rightarrow C_{1}(X, A)$ and $q: C_{1}(X, A) \rightarrow C_{2}(X, A)$ which are the identity on representative elements.
(7.2.4) Lemma. The maps $p$ and $q$ are homotopy equivalences under $\{*\}+X$.

Proof. Define $\bar{p}: C_{1}(X, A) \rightarrow C(X, A)$ by

$$
\bar{p}(x, t)=x, t \leq 1 / 2, \quad \bar{p}(a, t)=(a, \max (2 t-1,0)), \quad \bar{p}(a, 1)=*
$$

One verifies that this assignment is well-defined and continuous. A homotopy $p \bar{p} \simeq$ id is given by $((x, t), s) \mapsto(x, s t+(1-s) \max (2 t-1,0))$. A similar formula works for $\bar{p} p \simeq$ id. Define $\bar{q}: C_{2}(X, A) \rightarrow C_{1}(X, A)$ by

$$
\bar{q}(x, t)=(x, \min (2 t, 1)), \quad t<1, \quad \bar{q}(x, t)=*=\{A \times 1\}, \quad t \geq 1 / 2
$$

Again linear homotopies in the $t$-coordinate yield homotopies from $q \bar{q}$ and $\bar{q} q$ to the identity.
(7.2.5) Proposition (Excision). Let $U \subset A \subset X$ and suppose there exists a function $\tau: X \rightarrow I$ such that $U \subset \tau^{-1}(0)$ and $\overline{\tau^{-1}[0,1[ } \subset A$. Then the inclusion of pairs induces a pointed h-equivalence $g: C(X \backslash U, A \backslash U) \rightarrow C(X, A)$.

Proof. Set $\sigma(x)=\max (2 \tau(x)-1,0)$. A homotopy inverse of $g$ is the map $f:(x, t) \mapsto(x, \sigma(x) t)$. The definition of $f$ uses the notation $C_{2}$ for the mapping cone. The homotopies from $f g$ and $g f$ to the identity are obtained by a linear homotopy in the $t$-coordinate.
(7.2.6) Remark. Mapping cones of inclusions are used at various occasions to relate the category TOP (2) of pairs with the category TOP ${ }^{0}$ of pointed spaces. We make some general remarks which concern the relations. They will be relevant for the investigation of homology and cohomology theories.

Let $\tilde{h}: \mathrm{TOP}_{\tilde{\sim}}^{0} \rightarrow \bigodot$ be a homotopy invariant functor. We define an associated functor $h=P \tilde{h}: \operatorname{TOP}(2) \rightarrow \bigodot$ by composition with the mapping cone functor $(X, A) \mapsto C(X, A)$. The functor $P \tilde{h}$ is homotopy invariant in a stronger sense: If $f:(X, A) \rightarrow(Y, B)$ is a map of pairs such that the components $f: X \rightarrow Y$ and $f: A \rightarrow B$ are h-equivalences, then the induced map $h(X, A) \rightarrow h(Y, B)$ is an isomorphism (see (7.2.1)). Moreover $h$ satisfies excision: Under the hypothesis of (7.2.5) the inclusion induces an isomorphism $h(X \backslash U, A \backslash U) \cong h(X, A)$.

Conversely, let $h: \operatorname{TOP}(2) \rightarrow \zeta$ be a functor. We define an associated functor $R h=\tilde{h}$ on objects by $R h(X)=h(X, *)$ and with the obvious induced morphisms. If $h$ is homotopy invariant, then also $R h$.

The composition $P R$ is given by $P R h(X, A)=h(C(X, A), *)$. We have natural morphisms

$$
h(C(X, A), *) \rightarrow h(C(X, A), C A) \leftarrow h(C(X, A) \backslash U, C A \backslash U) \leftarrow h(X, A)
$$

Here $C A$ is the cone on $A$ and $U \subset C A$ is the subspace with $t$-coordinates in $[1 / 2,1]$. If $h$ is strongly homotopy invariant and satisfies excision, then these morphisms are isomorphisms, i.e., $P R$ is naturally isomorphic to the identity.

The composition $R P$ is given by $R P \tilde{h}(X)=\tilde{h}(C(X, *))$. There is a canonical projection $C(X, *) \rightarrow X$. It is a pointed h-equivalence, if the inclusion $\{*\} \rightarrow X$ is a cofibration. Thus if $\tilde{h}$ is homotopy invariant, the composition $R P$ is naturally isomorphic to the identity on the subcategory of well-pointed spaces.

Let $(X, A)$ and $(Y, B)$ be two pairs. We call $A \times Y, X \times B$ excisive in $X \times Y$ if the canonical map $p: Z(A \times Y \leftarrow A \times B \rightarrow X \times B) \rightarrow A \times Y \cup X \times B$ is a homotopy equivalence.
(7.2.7) Proposition (Products). Let $(A \times Y, X \times B)$ be excisive. Then there exists a natural pointed homotopy equivalence

$$
\alpha: C(X, A) \wedge C(Y, B) \rightarrow C((X, A) \times(Y, B))
$$

It is defined by the assignments

$$
\begin{aligned}
(x, y) & \mapsto(x, y), \\
(a, s, y) & \mapsto(a, y, s), \\
(x, b, s) & \mapsto(x, b, s), \\
(a, s, b, t) & \mapsto(a, b, \max (s, t)) .
\end{aligned}
$$

(See the proof for an explanation of notation).
Proof. In the category of compactly generated spaces $C(X, A) \wedge C(Y, B)$ is a quotient of

$$
X \times Y+A \times I \times Y+X \times B \times I+A \times I \times B \times I
$$

under the following relations: $(a, 0, y) \sim(a, y),(x, b, 0) \sim(x, b),(a, 0, b, t) \sim$ $(a, b, t),(a, s, b, 0) \sim(a, s, b)$, and $A \times 1 \times B \times I \cup A \times I \times B \times 1$ is identified to a base point $*$.

In a first step we show that the smash product is homeomorphic to the double mapping cylinder $Z(X \times Y \stackrel{\iota p}{\longleftarrow} Z \rightarrow\{*\})$ where

$$
Z=Z(A \times Y \leftarrow A \times B \rightarrow X \times B)
$$

This space is the quotient of

$$
X \times Y+(A \times Y+A \times B \times I+X \times B) \times I+A \times B \times(I \times I / I \times 0)
$$

under the following relations: $(x, b, 0) \sim(x, b),(a, y, 0) \sim(a, y),(a, b, t, 0) \sim$ $(a, b),(a, b, 1, s) \sim(a, b, s)$, and $(A \times Y+A \times B \times I+X \times B) \times 1$ is identified to a base point $*$.

The assignment

$$
I \times I \rightarrow I \times I, \quad(u, v) \mapsto \begin{cases}(2 u v, v), & u \leq 1 / 2 \\ (v, 2 v(1-u)), & u \geq 1 / 2\end{cases}
$$

induces a homeomorphism $\gamma_{0}: I \times I /(I \times 0) \rightarrow I \times I$. Its inverse $\beta_{0}$ has the form

$$
I \times I \backslash\{(0,0)\} \rightarrow I \times(I \backslash\{0\}), \quad(s, t) \mapsto \begin{cases}(1-t / 2 s, s), & s \geq t, \\ (s / 2 t, t), & s \leq t .\end{cases}
$$

A homeomorphism $\beta: C(X, A) \wedge C(Y, B) \rightarrow C(\iota p)$ is now defined by $\beta(x, y)=$ $(x, y), \beta(a, s, y)=(a, y, s), \beta(x, b, t)=(x, b, t), \beta(a, s, b, t)=\left(a, b, \beta_{0}(s, t)\right)$. The diagram

induces $\pi: C(\iota p) \rightarrow C(\iota)$. It is a pointed h-equivalence if $p$ is an h-equivalence. One verifies that $\alpha=\pi \beta$.
(7.2.8) Remark. The maps $\alpha$ are associative: For three pairs $(X, A),(Y, B),(Z, C)$ the relation $\alpha(\alpha \wedge \mathrm{id})=\alpha(\mathrm{id} \wedge \alpha)$ holds. They are also compatible with the interchange map. Finally, they yield a natural transformation.

## Problems

1. Verify that the map $f$ in the proof of 7.2 .5 is continuous. Similar problem for the homotopies.
2. Let $(F, f):(X, A) \rightarrow(Y, B)$ be a map of pairs. If $F$ is $n$-connected and $f(n-1)$ connected, then $C(F, f)$ is $n$-connected.
3. Let $X=A \cup B$ and suppose that the interiors $A^{\circ}, B^{\circ}$ still cover $X$. Then the inclusion induces a weak homotopy equivalence $C(B, A \cap B) \rightarrow C(X, A)$.
4. Construct explicit h-equivalences $C^{n} \rightarrow \mathbb{R}^{n} \cup\{\infty\}=S^{(n)}$ such that

is homotopy commutative.

### 7.3 Euclidean Complements

This section is devoted to the proof of (7.1.3). We need an interesting result from general topology.
(7.3.1) Proposition. Let $A \subset \mathbb{R}^{m}$ and $B \subset \mathbb{R}^{n}$ be closed subsets and let $f: A \rightarrow B$ be a homeomorphism. Then there exists a homeomorphism of pairs

$$
F:\left(\mathbb{R}^{m} \times \mathbb{R}^{n}, A \times 0\right) \rightarrow\left(\mathbb{R}^{n} \times \mathbb{R}^{m}, B \times 0\right)
$$

such that $F(a, 0)=(f(a), 0)$ for $a \in A$.
Proof. By the extension theorem of Tietze (1.1.2) there exists a continuous exten$\operatorname{sion} \varphi: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ of $f: A \rightarrow B \subset \mathbb{R}^{n}$. The maps

$$
\Phi_{ \pm}: \mathbb{R}^{m} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \times \mathbb{R}^{n}, \quad(x, y) \mapsto(x, y \pm \varphi(x))
$$

are inverse homeomorphisms. Let $G(f)=\{(a, f(a)) \mid a \in A\}$ denote the graph of $f$. Then $\Phi_{+}$sends $A \times 0$ homeomorphically to $G(f)$ by $(a, 0) \mapsto(a, f(a))$.

Let $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a Tietze extension of the inverse $g$ of $f$. Then we have similar homeomorphisms

$$
\Psi_{ \pm}: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{m}, \quad(y, x) \mapsto(y, x \pm \psi(y))
$$

The desired homeomorphism $F$ is the composition $\Psi_{-} \circ \tau \circ \Phi_{+}$where $\tau$ interchanges $\mathbb{R}^{m}$ and $\mathbb{R}^{n}$ (and sends $G(f)$ to $G(g)$ ).

Let $X \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}^{m}$ be closed subsets and $f: X \rightarrow Y$ a homeomorphism. The induced homeomorphism $F$ from (7.3.1) can be written as a homeomorphism

$$
F:\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \times\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash 0\right) \rightarrow\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash Y\right) \times\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)
$$

We apply the mapping cone functor to $F$ and use (7.2.2) and (7.2.7). The result is a homotopy equivalence

$$
C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \wedge S^{m} \simeq C\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash Y\right) \wedge S^{n}
$$

If $X \neq \mathbb{R}^{m}$ and $Y \neq \mathbb{R}^{m}$ we obtain together with (7.2.3)

$$
\Sigma^{m+1}\left(\mathbb{R}^{n} \backslash X\right) \simeq \Sigma^{n+1}\left(\mathbb{R}^{m} \backslash Y\right)
$$

If $X \neq \mathbb{R}^{n}$ then we have $C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \simeq \Sigma\left(\mathbb{R}^{n} \backslash X\right)$, and if $X=\mathbb{R}^{n}$ then we have $C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \simeq S^{0}$.

Suppose $X \neq \mathbb{R}^{n}$ but $Y=\mathbb{R}^{m}$. Then $\Sigma^{m+1}\left(\mathbb{R}^{n} \backslash X\right) \simeq S^{n}$. Since $n \leq m$ the homotopy group $\pi_{n}\left(\Sigma^{m+1}\left(\mathbb{R}^{n} \backslash X\right)\right)=0$ and $\pi_{n}\left(S^{n}\right) \cong \mathbb{Z}$. This contradiction shows that $Y \neq \mathbb{R}^{m}$.

Suppose $X=\mathbb{R}^{n}$ and $Y \neq \mathbb{R}^{m}$. Then $n=m$ is excluded by the previous proof. Thus

$$
S^{m} \simeq C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \wedge S^{m} \simeq C\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash Y\right) \wedge S^{n} \simeq \Sigma^{m+1}\left(\mathbb{R}^{m} \backslash Y\right)
$$

If $X=\mathbb{R}^{n}$ and $Y=\mathbb{R}^{m}$, then

$$
S^{n} \simeq \Sigma^{n} C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \simeq \Sigma^{m} C\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash Y\right) \simeq S^{m}
$$

and therefore $m=n$.
This finishes the proof of (7.1.3).

### 7.4 The Complement Duality Functor

The complement duality functor is concerned with the stable homotopy type of Euclidean complements $\mathbb{R}^{n} \backslash X$ for closed subsets $X \subset \mathbb{R}^{n}$. We consider an associated category $\mathcal{E}$. The objects are pairs $\left(\mathbb{R}^{n}, X\right)$ where $X$ is closed in $\mathbb{R}^{n}$. A morphism $\left(\mathbb{R}^{n}, X\right) \rightarrow\left(\mathbb{R}^{m}, Y\right)$ is a proper map $f: X \rightarrow Y$. The duality functor is a contravariant functor $D: \mathcal{E} \rightarrow \mathrm{ST}$ which assigns to $\left(\mathbb{R}^{n}, X\right)$ the object $\Sigma^{-n} C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right)=\left(C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right),-n\right)$. The associated morphism $D(f): \Sigma^{-m} C\left(\mathbb{R}^{m}, \mathbb{R}^{m} \backslash Y\right) \rightarrow \Sigma^{-n} C\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right)$ will be constructed via a representing morphism $D(f)_{m+n}$. Its construction needs some preparation.

Given the data $X \subset \mathbb{R}^{n}, Y \subset \mathbb{R}^{m}$ and a proper map $f: X \rightarrow Y$. Henceforth we use the notation $A \mid B=(A, A \backslash B)$ for pairs $B \subset A$. Note that in this notation $A|B \times C| D=A \times B \mid C \times D$. The basic step in the construction of the functor will be an associated homotopy class

$$
D_{\#} f: \mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y \rightarrow \mathbb{R}^{n}\left|X \times \mathbb{R}^{m}\right| 0 .
$$

Here $D^{n}$ again denotes the $n$-dimensional standard disk. A scaling function for a proper map $f: X \rightarrow Y$ is a continuous function $\varphi: Y \rightarrow] 0, \infty[$ with the property

$$
\varphi(f(x)) \geq\|x\|, \quad x \in X .
$$

The next lemma shows the existence of scaling functions with an additional property.
(7.4.1) Lemma. There exists a positive continuous function $\psi:[0, \infty[\rightarrow] 0, \infty[$ such that the inequality $\psi(\|f x\|) \geq\|x\|$ holds for $x \in X$. A scaling function in the sense of the definition is then $y \mapsto \psi(\|y\|)$.
Proof. The set $f^{-1} D(t)=\max \{x \in X \mid\|f x\| \leq t\}$ is compact, since $f$ is proper. Let $\tilde{\psi}(t)$ be its norm maximum $\max \{\|x\| \mid x \in X,\|f x\| \leq t\}$. Then $\tilde{\psi}(\|f x\|)=$ $\max \{\|a\| \mid a \in X,\|f a\| \leq\|f x\|\} \geq\|x\|$. The function $\tilde{\psi}:[0, \infty[\rightarrow[0, \infty[$ is increasing. There exists a continuous increasing function $\psi:[0, \infty[\rightarrow] 0, \infty[$ such that $\psi(t) \geq \tilde{\psi}(t)$ for each $t \geq 0$.

The set of scaling functions is a positive convex cone. Let $\varphi_{1}, \varphi_{2}$ be scaling functions and $0 \leq \lambda \leq 1$; then $\lambda \varphi_{1}+(1-\lambda) \varphi_{2}$ is a scaling function. Let $\tilde{\varphi} \geq \varphi$; if $\varphi$ is a scaling function then also $\tilde{\varphi}$.

Let $\varphi$ be a scaling function and set $M(\varphi)=\{(x, y) \mid \varphi(y) \geq\|x\|\}$. Then we have a homeomorphism

$$
\mathbb{R}^{n+m}\left|D^{n} \times Y \rightarrow \mathbb{R}^{n+m}\right| M(\varphi), \quad(x, y) \mapsto(\varphi(y) \cdot x, y)
$$

The graph $G(f)=\{(x, f x) \mid x \in X\}$ of $f$ is contained in $M(\varphi)$. We thus can continue with the inclusion and obtain a map $D_{1}(f, \varphi)$ of pairs

$$
\mathbb{R}^{n+m}\left|D^{n} \times Y \rightarrow \mathbb{R}^{n+m}\right| G(f), \quad(x, y) \mapsto(\varphi(y) \cdot x, y)
$$

The homotopy class of $D_{1}(f, \varphi)$ does not depend on the choice of the scaling function: If $\varphi_{1}, \varphi_{2}$ are scaling functions, then

$$
(x, y, t) \mapsto\left(\left(t \varphi_{1}(y)+(1-t) \varphi_{2}(y)\right) \cdot x, y\right)
$$

is a homotopy from $D_{1}\left(f, \varphi_{2}\right)$ to $D_{1}\left(f, \varphi_{1}\right)$. A continuous map $f: X \rightarrow \underset{\tilde{f}}{ }$ has a Tietze extension $\tilde{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$. The homeomorphism $(x, y) \mapsto(x, y-\tilde{f}(x))$ of $\mathbb{R}^{n+m}$ sends $(x, f(x))$ to $(x, 0)$. We obtain a homeomorphism of pairs

$$
D_{2}(f, \tilde{f}): \mathbb{R}^{n+m}\left|G(f) \rightarrow \mathbb{R}^{n+m}\right| X \times 0 .
$$

The homotopy class is independent of the choice of the Tietze extension: The homotopy $(x, y, t) \mapsto\left(x, y-(1-t) \tilde{f}_{1}(x)-t \tilde{f}_{2}(x)\right)$ proves this assertion. The duality functor will be based on the composition

$$
D_{\#}(f)=D_{2}(f, \tilde{f}) \circ D_{1}(f, \varphi): \mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y \rightarrow \mathbb{R}^{n}\left|X \times \mathbb{R}^{m}\right| 0 .
$$

We have written $D_{\#}(f)$, since the homotopy class is independent of the choice of the scaling function and the Tietze extension. The morphism $D f: \Sigma^{-m} C\left(\mathbb{R}^{m} \mid Y\right) \rightarrow$ $\Sigma^{-n} C\left(\mathbb{R}^{n} \mid X\right)$ is defined by a representative of the colimit:

$$
(D f)_{n+m}: \Sigma^{n} C\left(\mathbb{R}^{m} \mid Y\right) \rightarrow \Sigma^{m} C\left(\mathbb{R}^{n} \mid X\right) .
$$

Consider the composition

$$
\begin{gathered}
C\left(\mathbb{R}^{m} \mid Y\right) \wedge C^{n} \xrightarrow{\tau} C^{n} \wedge C\left(\mathbb{R}^{m} \mid Y\right) \longleftarrow C\left(\mathbb{R}^{n} \mid D^{n}\right) \wedge C\left(\mathbb{R}^{m} \mid Y\right) \\
(-1)^{n m}(D f)_{n+m} \\
C\left(\mathbb{R}^{n} \mid X\right) \wedge C^{m} \stackrel{\alpha^{-1}}{\longleftarrow} C\left(\mathbb{R}^{n}\left|X \times \mathbb{R}^{m}\right| 0\right) \stackrel{C D_{\#} f}{\longleftarrow} C\left(\mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y\right) .
\end{gathered}
$$

Explanation. $\tau$ interchanges the factors; the inclusion $\mathbb{R}\left|D^{n} \rightarrow \mathbb{R}^{n}\right| 0$ induces a homotopy equivalence $C\left(\mathbb{R}^{n} \mid D^{n}\right) \rightarrow C^{n}$; the morphisms $\alpha$ comes from (7.2.7); and $C D_{\#} f$ is obtained by applying the mapping cone to $D_{\#} f$; finally, we multiply the homotopy class of the composition by $(-1)^{n m}$. We take the freedom to use $(D f)_{n+m}: C\left(\mathbb{R}^{m} \mid Y\right) \wedge C^{n} \rightarrow C\left(\mathbb{R}^{n} \mid X\right) \wedge C^{m}$ as our model for $D f$, i.e., we do not compose with the h-equivalences of the type $C^{n} \rightarrow S^{n}$ obtained in (7.2.2).
(7.4.2) Lemma. Let $f$ be an inclusion, $f: X \subset Y \subset \mathbb{R}^{n}$. Then Df has as a representative the map $C\left(\mathbb{R}^{n} \mid Y\right) \rightarrow C\left(\mathbb{R}^{n} \mid X\right)$ induced by the inclusion. In particular the identity of $X$ is send to the identity.

Proof. We take the scaling function $y \mapsto\|y\|+1$ and extend $f$ by the identity. Then $D_{\#}(f)$ is the map $(x, y) \mapsto((\|y\|+1) \cdot x, y-(\|y\|+1) \cdot x)$. The map $D_{1}$ is $(x, y) \mapsto((\|y\|+1) \cdot x, y)$ and the homotopy

$$
(x, y, t) \mapsto((1-t)(\|y\|+1) \cdot x+t(x+y), y)
$$

is a homotopy of pairs from $D_{1}$ to $(x, y) \mapsto(x+y, y)$. Hence $D_{2} \circ D_{1}$ is homotopic to $(x, y) \mapsto(x+y,-x)$ and the homotopy $(x, y, t) \mapsto((1-t) x+y,-x)$ shows it to be homotopic to $(x, y) \mapsto(y,-x)$. Now interchange the factors and observe that $x \mapsto-x$ has the degree $(-1)^{n}=(-1)^{n \cdot n}$.

Next we consider the case of a homeomorphism $f: X \rightarrow Y$ with inverse $g$. Let $\tilde{g}: \mathbb{R}^{m} \rightarrow \mathbb{R}^{n}$ be a Tietze extension of $g$. Then:
(7.4.3) Lemma. The maps $(x, y) \mapsto(\varphi(\|y\| \cdot x, y)$ and $(x, y) \mapsto(x+\tilde{g}(y), y)$ are as maps of pairs $\mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y \rightarrow \mathbb{R}^{n+m} \mid G(f)$ homotopic. Here $\psi:[0, \infty[\rightarrow$ $] 0, \infty[$ is a function such that $\psi(\|f x\|) \geq\|x\|$ and $\varphi(r)=1+\psi(r)$.

Proof. We use the linear homotopy $((1-t)(x+\tilde{g}(y))+t \varphi(\|y\|) \cdot x, y)$. Suppose this element is contained in $G(f)$. Then $y \in Y$ and hence $g(y)=\tilde{g}(y)$, and the first component equals $g(y)$. We solve for $x$ and obtain

$$
x=\frac{t}{1+t \psi(\|y\|)} g(y) .
$$

Then we take the norm

$$
\|x\|=\frac{t}{1+t \psi(\|y\|)}\|g y\| \leq \frac{t \psi(\|y\|)}{1+t \psi(\|y\|)}<1 .
$$

Hence $(x, y) \in D^{n} \times Y$.
In the situation of the previous lemma the map $D_{\#}(f)$ is homotopic to the restriction of the homeomorphism $\mathbb{R}^{n}\left|0 \times \mathbb{R}^{m}\right| Y \rightarrow \mathbb{R}^{n}\left|X \times \mathbb{R}^{m}\right| 0$ obtainable from (7.3.1). Another special case is obtained from a homeomorphism $h$ of $\mathbb{R}^{m}$ and $X \subset \mathbb{R}^{m}, Y=h(X) \subset \mathbb{R}^{m}$. In this case $h$ and $h^{-1}$ are Tietze extensions.

For the verification of the functor property we start with the following data: $\left(\mathbb{R}^{n}, X\right),\left(\mathbb{R}^{m}, Y\right),\left(\mathbb{R}^{p}, Z\right)$ and proper maps $f: X \rightarrow Y, g: Y \rightarrow Z$. We have the inclusion $G(g) \subset \mathbb{R}^{m} \times \mathbb{R}^{p}$ and the proper map $h: X \rightarrow G(g), x \mapsto(f x, g f x)$.

## (7.4.4) Proposition. The diagram


is homotopy commutative. Here $\tau_{n m}$ are the appropriate interchange maps.
Proof. For the proof we use the intermediate morphism $D_{\#}(h)$. In the sequel we skip the notation for the scaling function and the Tietze extension. If $\varphi_{f}$ is a scaling function for $f$ and $\varphi_{g f}$ a scaling function for $g f$, then
$\left.\psi_{1}: Y \times Z \rightarrow\right] 0, \infty\left[,(y, z) \mapsto \varphi_{f}(y), \quad \psi_{2}: Y \times Z \rightarrow\right] 0, \infty\left[,(y, z) \mapsto \varphi_{g f}(z)\right.$
are scaling functions for $h$. We have a factorization $D_{2}(h)=D_{2}^{2}(h) D_{2}^{1}(h)$ where $D_{2}^{1}(h)(x, y, z)=(x, y-\tilde{f}(x), z)$ and $D_{2}^{2}(h)(x, y, z)=(x, y, z-\widetilde{g f}(x))$ and we use $\tilde{h}=(\tilde{f}, \widetilde{g f})$ with $\widetilde{g f}=\tilde{g} \tilde{f}$. The diagram

$$
\begin{aligned}
& \mathbb{R}^{n+m+p}\left|\{x, 0, g f x\} \xrightarrow{\tau_{n m} \times 1} \mathbb{R}^{m+n+p}\right|\{0, x, g f x\} \\
& \underset{p \mid\{x, 0,0\} \xrightarrow{\downarrow} \xrightarrow{\tau_{n m}^{2}(h) \times 1}}{\longrightarrow} \mathbb{R}^{m+n+p} \underset{\mid\{0, x, 0\}}{\downarrow} 1 \times D_{2}(g f)
\end{aligned}
$$

commutes. The notation $\{(x, 0, g f x)\}$ means that we take the set of all element of the given form where $x \in X$. We verify that the diagram

with $\zeta=D_{2}^{1} h \circ D_{1} h \circ\left(1 \times D_{1} g\right)$ and $\iota: \mathbb{R}^{m}\left|D^{m} \subset \mathbb{R}^{m}\right| 0$ commutes up to homotopy. The $\operatorname{map} \zeta$ is, with the choice $\varphi_{h}=\varphi_{g f}$, the assignment

$$
(x, y, z) \mapsto\left(\varphi_{g f}(z) \cdot x, \varphi_{g}(z) \cdot y-\tilde{f}\left(\varphi_{g f}(z) \cdot x\right), z\right)
$$

We use the linear homotopy $\left(\varphi_{g f}(z) \cdot x, s\left(\varphi_{g}(z) \cdot y-\tilde{f}\left(\varphi_{g f}(z) \cdot x\right)+(1-s) y, z\right)\right.$. We verify that this is a homotopy of pairs, i.e., an element $\{\tilde{x}, 0, g f(\tilde{x})\}$ only occurs as the image of an element $(x, y, z) \in D^{n} \times D^{m} \times Z$. Thus assume
(i) $\tilde{x}=\varphi_{g f}(z) \cdot x \in X$;
(ii) $s \varphi_{g}(z) \cdot y-s \tilde{f}\left(\varphi_{g f}(z) \cdot x\right)+(1-s) y=0$;
(iii) $z=g f(\tilde{x})$.

Since $\varphi_{g f}(z) \cdot x \in X$, we can replace in (ii) $\tilde{f}$ by $f$. We apply $\varphi_{g f}$ to (iii) and obtain

$$
\varphi_{g f}(z)=\varphi_{g f}\left(g f\left(\varphi_{g f}(z) \cdot x\right)\right) \geq \varphi_{g f}(z) \cdot\|x\|
$$

hence $\|x\| \leq 1$. The equation (ii) for $s=0$ says $y=0$, hence $y \in D^{m}$. Thus assume $s \neq 0$. Then $f\left(\varphi_{g f}(z) \cdot x\right)=\left(\varphi_{g}(z)+s^{-1}-1\right) \cdot y$. We apply $g$ to this equation and use (ii):

$$
z=g f\left(\varphi_{g f}(z) \cdot x\right)=g\left(\left(\varphi_{g}(z)+s^{-1}-1\right) \cdot y\right)
$$

Finally we apply $\varphi_{g}$ to this equation and obtain

$$
\varphi_{g}(z)=\varphi_{g} g\left(\left(\varphi_{g}(z)+s^{-1}-1\right) \cdot y\right) \geq\left(\varphi_{g}(z)+s^{-1}-1\right)\|y\| \geq \varphi_{g}(z)\|y\|
$$

and therefore $\|y\| \leq 1$.
Finally we show that the diagram

commutes up to homotopy. In this case we use for $h$ the scaling function $\psi_{1}$. Then $D_{1} h:(x, y, z) \mapsto\left(\varphi_{f}(y) \cdot x, y, z\right)$ and

$$
\begin{gathered}
\left(D_{\#} f \times 1\right) \circ\left(1 \circ D_{2} g\right)(x, y, z)=\left(\varphi_{f}(y) \cdot x, y-\tilde{f}\left(\varphi_{f}(y) \cdot x\right), z-\tilde{g}(y)\right), \\
D_{\#}(h)(x, y, z)=\left(\varphi_{f}(y) \cdot x, y-\tilde{f}\left(\varphi_{f}(y) \cdot x\right), z-\tilde{g} \tilde{f}\left(\varphi_{f}(y) \cdot x\right)\right)
\end{gathered}
$$

Again we use a linear homotopy with $z-\tilde{g}\left((1-t) y+t \tilde{f}\left(\varphi_{f}(y) \cdot x\right)\right)$ as the third component and have to verify that it is a homotopy of pairs. Suppose the image is contained in $\{x, 0,0\}$. Then
(i) $\varphi_{f}(y) \cdot x \in X$;
(ii) $y=\tilde{f}\left(\varphi_{f}(y) \cdot x\right) \stackrel{(\mathrm{i})}{=} f\left(\varphi_{f}(y) \cdot x\right) \in Y$;
(iii) $z=\tilde{g}\left((1-t) y+t f\left(\varphi_{f}(y) \cdot x\right)\right) \stackrel{(\text { ii) }}{=} g(y)$.
(iii) shows that $(y, z) \in G(g)$. We apply $\varphi_{f}$ to (ii) and see that $\|x\| \leq 1$. The three diagrams in this proof combine to the h-commutativity of the diagram in (7.4.4).
(7.4.5) Proposition. Suppose that $h: X \times I \rightarrow Y$ is a proper homotopy. Then $D\left(h_{0}\right)=D\left(h_{1}\right)$.

Proof. Let $j_{0}: X \rightarrow X \times I, x \mapsto(x, 0)$. The map is the composition of the homeomorphism $a: X \rightarrow X \times 0$ and the inclusion $b: X \times 0 \subset X \times I$. Thus $D a$ is an isomorphism and $D b$ is induced by the inclusion $\mathbb{R}^{n+1}\left|X \times I \subset \mathbb{R}^{n+1}\right| X \times 0$; hence $D b$ is an isomorphism, since induced by a homotopy equivalence (use (7.4.2)). Thus $D j_{0}$ is an isomorphism. The composition $\mathrm{pr} \circ j_{0}$ is the identity; hence $D(\mathrm{pr})$ is inverse to $D\left(j_{0}\right)$. A similar argument for $j_{1}$ shows that $D j_{0}=D j_{1}$. We conclude that the maps $h_{t}=h \circ j_{t}$ have the same image under $D$.
(7.4.6) Remark. The construction of the dual morphism is a little simpler for a map between compact subsets of Euclidean spaces. Let $X \subset \mathbb{R}^{n}$ be compact. Choose a disk $D$ such that $X \subset D$. Then the dual morphism is obtained from

$$
R^{n}\left|0 \times R^{m}\right| Y \supset \mathbb{R}^{n}\left|D \times \mathbb{R}^{m}\right| Y \subset \mathbb{R}^{n+m}\left|G(f) \rightarrow \mathbb{R}^{n}\right| X \times \mathbb{R}^{m} \mid 0
$$

where the last morphism is as before $(x, y) \mapsto(x, y-\tilde{f}(x))$. Also the proof of the functoriality (7.4.4) is simpler in this case.

The composition $\left(D_{\#} f \times 1\right)\left(1 \times D_{\#} g\right)$ is $(x, y, z) \mapsto(x, y-\tilde{f}(x), z-\tilde{g}(y))$. The other composition is $(x, y, z) \mapsto(x, y, z-\tilde{g} \tilde{f}(x))$. Then we use the homotopies of pairs $(x, y-\tilde{f}(x), z-\tilde{g}((1-t) y+t \tilde{f}(x)))$ and $(x, y-t \tilde{f}(x), z-\tilde{g} \tilde{f}(x))$.

## Problems

1. Verify in detail that the commutativity of the diagram in (7.4.4) implies that $D$ is a functor.
2. Use the homotopy invariance of the duality functor and generalize (7.1.3) as follows. Suppose $X \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}^{m}$ are closed subsets which are properly homotopy equivalent. Let $n \leq m$.
(1) If $\mathbb{R}^{n} \backslash X \neq \emptyset$, then $\mathbb{R}^{m} \backslash Y \neq \emptyset$.
(2) Let $\mathbb{R}^{n} \neq X$. For each choice of a base point $\mathbb{R}^{m} \backslash Y$ has the same stable homotopy type as $\Sigma^{n-m}\left(\mathbb{R}^{n} \backslash X\right)$.
(3) If $\mathbb{R}^{n} \backslash X$ is empty and $\mathbb{R}^{m} \backslash Y$ is non-empty, then $\mathbb{R}^{m} \backslash Y$ has the stable homotopy type of $S^{m-n-1}$.
(4) If $n=m$ then the complements of $X$ and $Y$ have the same number of path components.
3. Let $X \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}^{m}$ be closed subsets and $f: X \rightarrow Y$ a proper map. Consider the closed subspace $W \subset \mathbb{R}^{m} \times \mathbb{R} \times \mathbb{R}^{n}$ of points

$$
(y, t, x)=\left\{\begin{array}{l}
y \in Y, t=0, x=0 \\
((1-t) f(x), t, t x), \quad x \in X, t \in I
\end{array}\right.
$$

Then $W$ is homeomorphic to the mapping cylinder $Z(f)$ of $f$.
4. Let $X \subset \mathbb{R}^{n}$ and $f: X \rightarrow \mathbb{R}^{n} \times \mathbb{R}^{m}$ the standard embedding $x \mapsto(x, 0)$. Then $D f$ is represented by the homotopy equivalence

$$
C\left(\mathbb{R}^{n}\left|X \times \mathbb{R}^{m}\right| 0\right) \stackrel{\alpha}{\longleftarrow} C\left(\mathbb{R}^{n} \mid X\right) \wedge C^{m} \simeq C\left(\mathbb{R}^{n} \mid X\right) \wedge S^{m}
$$

(Direct proof or an application of (7.4.3).)
5. Let $X \subset \mathbb{R}^{n}$ be compact. Suppose $\|x\| \leq r>0$ for $x \in X$. Then the constant function $\varphi(t)=r$ is a scaling function for each $f: X \rightarrow Y$. Show that the map

$$
C\left(\mathbb{R}^{m} \mid Y\right) \wedge C^{n} \xrightarrow{\tau} C^{n} \wedge C\left(\mathbb{R}^{m} \mid Y\right) \rightarrow C\left(\mathbb{R}^{n} \mid X\right) \wedge C^{m}
$$

which is obtained from the definition in (7.4.6) is homotopic to the map $C\left(D_{\#} f\right)$ of the general definition.

### 7.5 Duality

We have associated to a proper map between closed subsets of Euclidean spaces a dual morphism in the stable category ST. If $X \subset \mathbb{R}^{n}$ then the stable homotopy type of $\mathbb{R}^{n} \backslash X$ or $C\left(\mathbb{R}^{n} \mid X\right)$ is to be considered as a dual object of $X$. There is a categorical notion of duality in tensor categories.

Let $A$ and $B$ be pointed spaces. An $\boldsymbol{n}$-duality between $(A, B)$ consists of an evaluation

$$
\varepsilon: B \wedge A \rightarrow S^{n}
$$

and a coevaluation

$$
\eta: S^{n} \rightarrow A \wedge B
$$

such that the following holds:
(1) The composition

$$
(1 \wedge \varepsilon)(\eta \wedge 1): S^{n} \wedge A \rightarrow A \wedge B \wedge A \rightarrow A \wedge S^{n}
$$

is homotopic to the interchange map $\tau$.
(2) The composition

$$
(\varepsilon \wedge 1)(1 \wedge \eta): B \wedge S^{n} \rightarrow B \wedge A \wedge B \rightarrow S^{n} \wedge B
$$

is homotopic to $(-1)^{n} \tau$.
We now construct an $n$-duality for $(B, A)=\left(C\left(\mathbb{R}^{n} \mid K\right), K^{+}\right)$where $K \subset \mathbb{R}^{n}$ is a suitable space. In the general definition of an $n$-duality above we now replace $S^{n}$ by $C^{n}$. The evaluation is defined to be

$$
\varepsilon: C\left(\mathbb{R}^{n} \mid K\right) \wedge C(K, \emptyset) \rightarrow C\left(\mathbb{R}^{n}|K \times K| K\right) \xrightarrow{C(d)} C\left(\mathbb{R}^{n} \mid 0\right)
$$

where $d$ is the difference map

$$
d:\left(\mathbb{R}^{n} \times K,\left(\mathbb{R}^{n} \backslash K\right) \times K\right) \rightarrow\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right), \quad(x, k) \mapsto x-k
$$

as a map of pairs. This definition works for arbitrary $K \subset \mathbb{R}^{n}$.

Let $K \subset \mathbb{R}^{n}$ be compact and $D \subset \mathbb{R}^{n}$ a large disk which contains $K$. Let $V$ be an open neighbourhood of $K$. Consider the following diagram

with the diagonal $\Delta: x \mapsto(x, x)$. We apply the mapping cone functor and (7.2.1), (7.2.7). The maps $i$ and $j$ induce h-equivalences. We obtain

$$
\eta_{V}: C^{n} \rightarrow V^{+} \wedge C\left(\mathbb{R}^{n} \mid K\right)
$$

We want to replace $V$ by $K$ in order to obtain the desired map. This can be done if we assume that there exists a retraction $r: V \rightarrow K$ of $K \subset V$. Then we can compose with $r^{+}: V^{+} \rightarrow K^{+}$and obtain a coevaluation

$$
\eta: C^{n} \rightarrow C(K, \emptyset) \wedge C\left(\mathbb{R}^{n} \mid K\right)
$$

We call a closed subspace $K \subset \mathbb{R}^{n}$ a Euclidean neighbourhood retract ( $=\mathrm{ENR}$ ) if there exists a retraction $r: V \rightarrow K$ from a suitable neighbourhood $V$ of $K$ in $\mathbb{R}^{n}$. We mention here that this is a property of $K$ that does not depend on the particular embedding into a Euclidean space; see (18.4.1).

The basic duality properties of $\varepsilon$ and $\eta$ are:
(7.5.1) Proposition. The maps $\varepsilon$ and $\eta$ are an $n$-duality for the pair $\left(K^{+}, C\left(\mathbb{R}^{n} \mid K\right)\right)$.

Proof. For the proof of the first assertion we consider the diagram

with $\alpha(x, y)=(y, x), \beta(x, y)=(y, x-y)$, and $\gamma=(1 \times d)(\Delta \times 1):(x, y) \mapsto$ $(x, x-y)$. The homotopy $(x, y, t) \mapsto(t x+(1-t) y, x-y)$ shows that the right square is h-commutative and the homotopy $(x, y, t) \mapsto(y, x-t y)$ shows that the triangle is h-commutative. The axiom (1) of an $n$-duality now follows if we write out the morphisms according to their definition and use the result just proved.

For the proof of the axiom (2) we start with the diagram

with $\alpha(x, y)=(-y, x), \beta(x, y)=(x-y, x)$, and $\gamma(x, y)=(x-y, y)$. The homotopy $(x, y, t) \mapsto(x-t y-(1-t) r(y), y)$ shows that the bottom triangle is h commutative; the homotopy $(x, y, t) \mapsto(x-y,(1-t) x+t y)$ shows $\gamma \simeq \beta(1 \times j)$; the homotopy $(x, y, t) \mapsto(t x-y, x)$ shows $\alpha \simeq \beta\left(1 \times j^{\prime}\right)$. Again we write out the morphisms according to their definition and use this result.

Given a natural duality for objects via evaluations and coevaluations one can define the dual of an induced map. We verify that we recover in the case of compact ENR the morphisms constructed in the previous section. The following three proposition verify that the duality maps have the properties predicted by the categorical duality theory.
(7.5.2) Proposition. Let $X \subset \mathbb{R}^{n}$ be compact and a retract of a neighbourhood $V$. The following diagram is homotopy commutative

$$
\begin{gathered}
C\left(\mathbb{R}^{m} \mid Y\right) \wedge C^{n} \xrightarrow{1 \wedge \eta_{X}} C\left(\mathbb{R}^{m} \mid Y\right) \wedge C(X, \emptyset) \wedge C\left(\mathbb{R}^{n} \mid X\right) \\
\\
C^{m} \wedge \tau\left(D f_{m+n}\right) \tau \\
C\left(\mathbb{R}^{n} \mid X\right) \stackrel{\varepsilon_{Y} \wedge 1}{\stackrel{\varepsilon_{Y}}{4}} C\left(\mathbb{R}^{m} \mid Y\right) \wedge C(f) \wedge 1
\end{gathered}
$$

Proof. We reduce the problem to maps of pairs. We use the simplified definition (7.4.6) of the duality map. First we have the basic reduction

$$
\mathbb{R}^{m}\left|Y \times \mathbb{R}^{n}\right| 0 \leftarrow \mathbb{R}^{m}\left|Y \times \mathbb{R}^{n}\right| D \rightarrow \mathbb{R}^{m}\left|Y \times \mathbb{R}^{n}\right| X \leftarrow \mathbb{R}^{m}|Y \times V| X
$$

Then the remaining composition $\mathbb{R}^{m}|Y \times V| X \rightarrow \mathbb{R}^{m}\left|0 \times \mathbb{R}^{n}\right| X$ which involves $\eta$, $C(f), \varepsilon$ is the assignment $(y, x) \mapsto(y-f r(x), x)$. The other map is $(y, x) \mapsto$ $(y-\tilde{f}(x), x)$. Now we observe that we can arrange that $\tilde{f} \mid V=f r$ (by possibly passing to a smaller neighbourhood, see Problem 1).

Dual maps are adjoint with respect to evaluation and coevaluation. This is the content of (7.5.3) and (7.5.4).
(7.5.3) Proposition. The following diagram is homotopy commutative


Proof. Consider the diagram

$$
\begin{aligned}
& \mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y \times X\left|X \xrightarrow{D_{\#} f \times 1} \mathbb{R}^{n}\right| X \times \mathbb{R}^{m}|0 \times X| X \\
& \downarrow 1 \times 1 \times f \quad \downarrow(d \times 1) \tau \\
& \mathbb{R}^{n}\left|D^{n} \times \mathbb{R}^{m}\right| Y \times Y\left|Y \xrightarrow{i \times d} \mathbb{R}^{n}\right| 0 \times \mathbb{R}^{m} \mid 0 .
\end{aligned}
$$

The composition down-right sends the element $(a, b, x)$ to $(a, b-f(x))$ and the composition right-down to $(\varphi(b) \cdot a-x, b-\tilde{f}(\varphi(b) \cdot a))$. We use the homotopies $(\varphi(b) \cdot a-x, b-\tilde{f}(t \varphi(b) \cdot a+(1-t) x))$ and then $((1-t) a+t(\varphi(b) \cdot a-x), b-f(x))$.
(7.5.4) Proposition. Let $X$ and $Y$ be compact and retracts of open neighbourhoods. Then the following diagram is homotopy commutative


Proof. We unravel the definitions and deform suitable maps between pairs. The composition $\left(1 \wedge D_{\#} f\right)(\tau \wedge 1)(1 \wedge \eta)$ is induced by maps

$$
\mathbb{R}^{n}\left|0 \times \mathbb{R}^{m}\right| 0 \longleftarrow \mathbb{R}^{n}\left|D \times \mathbb{R}^{m}\right| D \longrightarrow \mathbb{R}^{n}\left|D \times \mathbb{R}^{m}\right| Y
$$

$$
Y\left|Y \times \mathbb{R}^{n}\right| X \times \mathbb{R}^{m} \mid 0 \longleftarrow \alpha
$$

with $\alpha(x, y)=\left(r_{Y}(y), x, y-\tilde{f}(x)\right)$. Further investigations concern $\alpha$. We use the next diagram


Let

$$
\lambda: V \times W \times I \rightarrow \mathbb{R}^{m}, \quad(x, y, t) \mapsto t y+(1-t) f r_{X}(x)
$$

This homotopy is constant on $G(f)$. Hence there exists an open neighbourhood $U$ of $G(f)$ such that $\lambda(U \times I) \subset W$. On $U$ we consider the homotopy of $\alpha$ given by $\left(r_{Y}\left(t y+(1-t) f r_{X}(x)\right), x, y-\tilde{f}(x)\right)$. For $t=0$ we obtain the morphism ( $\left.f r_{X}(x), x, y-\tilde{f}(x)\right)$ which is defined on $V\left|X \times \mathbb{R}^{m}\right| Y$. Consider the composition $(C(f) \wedge 1 \wedge 1)(\eta \wedge 1)$. It is induced by

$$
V\left|X \times \mathbb{R}^{m}\right| 0 \rightarrow Y\left|Y \times \mathbb{R}^{n}\right| X \times \mathbb{R}^{m} \mid 0, \quad(x, y) \mapsto\left(f r_{X}(x), x, y\right)
$$

Now we use the homotopy $\left(f r_{X}(x), x, y-t \tilde{f}(x)\right)$. For $t=1$ this homotopy is defined on $V\left|X \times \mathbb{R}^{m}\right| Y$.
(7.5.5) Remark. Let $X \subset \mathbb{R}^{n}$ be a compact ENR and $f: X \rightarrow X$ a continuous map. From the associated $n$-duality we obtain a homotopy class

$$
\lambda_{f}: S^{n} \xrightarrow{\eta} X^{+} \wedge C\left(\mathbb{R}^{n} \mid X\right) \xrightarrow{\tau} C\left(\mathbb{R}^{n} \mid X\right) \wedge X^{+} \xrightarrow{1 \wedge f^{+}} C\left(\mathbb{R}^{n} \mid X\right) \wedge X^{+} \xrightarrow{\varepsilon} S^{n}
$$

The degree $d\left(\lambda_{f}\right)=L(f) \in \mathbb{Z}$ is an interesting invariant of the map $f$, the Lefschetzfixed point index. If $f$ is the identity, then $L(\mathrm{id})$ is the Euler characteristic of $X$. [51] [54]

## Problems

1. Let $A$ be a closed subset of a normal space $X$. Let $r: W \rightarrow A$ be a retraction of an open neighbourhood. Choose open sets $U, V$ such that

$$
A \subset U \subset \bar{U} \subset V \subset \bar{V} \subset W
$$

Choose a continuous function $\varphi: X \rightarrow[0,1]$ such that $\varphi(U)=\{1\}$ and $\varphi(X \backslash V)=\{0\}$. Let $f: A \rightarrow[0,1]$ be continuous. Define $F: X \rightarrow[0,1]$ by $F(x)=\varphi(x) \cdot f r(x)$ for $x \in \bar{V}$ and $F(x)=0$ for $x \in X \backslash V$. Then $F$ is a Tietze extension of $f$ and $F|U=f r| U$. 2. Verify directly that the homotopy class of the coevaluation $\eta$ does not depend on the choice of the retraction $r: V \rightarrow X$.
3. The $n$-dualities which we have constructed can be interpreted as representative elements for morphisms in the category ST. We obtain

$$
\begin{aligned}
& \varepsilon:\left(C\left(\mathbb{R}^{n} \mid X\right),-n\right) \otimes\left(X^{+}, 0\right) \rightarrow\left(S^{0}, 0\right) \\
& \eta:\left(S^{0}, 0\right) \rightarrow\left(X^{+}, 0\right) \otimes\left(C\left(\mathbb{R}^{n} \mid X\right),-n\right)
\end{aligned}
$$

They satisfy the relations

$$
(1 \wedge \varepsilon)(\eta \wedge 1)=\mathrm{id}, \quad(\varepsilon \wedge 1)(1 \wedge \eta)=\mathrm{id}
$$

which define dualities in tensor categories.

### 7.6 Homology and Cohomology for Pointed Spaces

A homology theory for pointed spaces with values in the category $R$-MOD of left modules over the commutative ring $R$ consists of a family ( $\tilde{h}_{n} \mid n \in \mathbb{Z}$ ) of functors $\tilde{h}_{n}: \mathrm{TOP}^{0} \rightarrow R$ - MOD and a family $\left(\sigma_{(n)} \mid n \in \mathbb{Z}\right)$ of natural suspension isomorphisms $\sigma=\sigma_{(n)}: \tilde{h}_{n} \rightarrow \tilde{h}_{n+1} \circ \Sigma$. These data are required to satisfy the following axioms.
(1) Homotopy invariance. For each pointed homotopy $f_{t}$ the equality $\tilde{h}_{n}\left(f_{0}\right)=$ $\tilde{h}_{n}\left(f_{1}\right)$ holds.
(2) Exactness. For each pointed map $f: X \rightarrow Y$ the induced sequence $\tilde{h}_{n}(X) \xrightarrow{f_{*}} \tilde{h}_{n}(Y) \xrightarrow{f_{1} *} \tilde{h}_{n}(C(f))$ is exact.

Let $\left(X_{j} \mid j \in J\right)$ be a family of well-pointed spaces with inclusions $i_{\nu}: X_{\nu} \rightarrow$ $\bigvee_{j \in J} X_{j}$ of the summands. The theory is called additive, if

$$
\bigoplus_{j \in J} \tilde{h}_{n}\left(X_{j}\right) \rightarrow \tilde{h}_{n}\left(\bigvee_{j \in J} X_{j}\right), \quad\left(x_{j}\right) \mapsto \sum_{j \in J}\left(i_{j}\right)_{*}\left(x_{j}\right)
$$

is always an isomorphism.
As a variant of the axioms we require the suspension isomorphisms and the exact sequences only for well-pointed spaces.

If we apply the exactness axiom to the identity of a point $P$ we see that $\tilde{h}_{n}(P)=0$. If $X$ and $Y$ are well-pointed, then the inclusion and projection give a cofibre sequence $X \rightarrow X \vee Y \rightarrow Y$. This is used to verify that the additivity isomorphism holds for a finite number of well-pointed spaces. The groups $\tilde{h}_{n}\left(S^{0}\right)$ are the coefficient groups of the theory.

A natural transformation of homology theories for pointed spaces consists of a family of natural transformations $\tilde{h}_{n}(-) \rightarrow \tilde{k}_{n}(-)$ which commute with the suspension isomorphisms.

A cohomology theory for pointed spaces consists of a family of contravariant functors $\tilde{h}^{n}: \operatorname{TOP}^{0} \rightarrow R$-MOD and natural suspension isomorphisms $\sigma=$ $\sigma^{(n)}: \tilde{h}^{n} \rightarrow \tilde{h}^{n+1} \circ \Sigma$ such that the analogous axioms (1) and (2) hold. The theory is called additive, if

$$
\tilde{h}^{n}\left(\bigvee_{j \in J} X_{j}\right) \rightarrow \prod_{j \in J} \tilde{h}^{n}\left(X_{j}\right), \quad x \mapsto\left(\left(i_{j}\right)^{*}(x)\right)
$$

is always an isomorphism for well-pointed spaces $X_{j}$.
In Chapter 10 we define homology theories by the axioms of Eilenberg and Steenrod. They involve functors on TOP(2). We show in Section 10.4 that they induce a homology theory for pointed spaces as defined above.

Given a homology theory $\tilde{h}_{*}$ for pointed spaces we construct from it a homology theory for pairs of spaces as follows. We set $h_{n}(X, A)=\tilde{h}_{n}(C(X, A))$. It should be clear that the $h_{n}$ are part of a homotopy invariant functor TOP(2) $\rightarrow R$-MOD. We define the boundary operator as the composition

$$
\partial: h_{n}(X, A)=\tilde{h}_{n}\left(C\left(i^{+}\right)\right) \xrightarrow{p(i)_{*}} \tilde{h}_{n}\left(\Sigma\left(A^{+}\right)\right) \cong \tilde{h}_{n-1}\left(A^{+}\right)=h_{n-1}(A) .
$$

The isomorphism is the given suspension isomorphism of the theory $\tilde{h}_{*}$. The Eilenberg-Steenrod exactness axioms holds; it is a consequence of the assumption that $\tilde{h}_{*}$ transforms a cofibre sequence into an exact sequence and of the naturality of the suspension isomorphism. The excision isomorphism follows from (7.2.5). We need the additional hypothesis that the covering is numerable. Remark (7.2.6) is relevant for the passage from one set of axioms to the other.

### 7.7 Spectral Homology and Cohomology

In this section we report about the homotopical construction of homology and cohomology theories. We work in the category of compactly generated spaces. A pre-spectrum consists of a family $(Z(n) \mid n \in \mathbb{Z})$ of pointed spaces and a family $\left(e_{n}: \Sigma Z(n) \rightarrow Z(n+1) \mid n \in \mathbb{Z}\right)$ of pointed maps. Since we only work with pre-spectra in this text, we henceforth just call them spectra. A spectrum is called an $\boldsymbol{\Omega}$-spectrum, if the maps $\varepsilon_{n}: Z(n) \rightarrow \Omega Z(n+1)$ which are adjoint to $e_{n}$ are pointed homotopy equivalences.

Let $Z=\left(Z(n), \varepsilon_{n}\right)$ be an $\Omega$-spectrum. We define $Z^{n}(X)=[X, Z(n)]^{0}$ for a pointed space $X$. Since $Z(n)$ is up to h-equivalence a double loop space, namely $Z(n) \simeq \Omega^{2} Z(n+2)$, we see that $Z^{n}(X)$ is an abelian group, and we can view $Z^{n}$ as a contravariant and homotopy invariant functor $\mathrm{TOP}^{0} \rightarrow \mathbb{Z}$ - MOD. We define $\sigma: Z^{n}(X) \cong Z^{n+1}(\Sigma X)$ via the structure maps and adjointness as

$$
[X, Z(n)]^{0} \xrightarrow{\left(\varepsilon_{n}\right)_{*}}[X, \Omega Z(n+1)]^{0} \cong[\Sigma X, Z(n+1)]^{0}
$$

We thus have the data for a cohomology theory on $\mathrm{TOP}^{0}$. The axioms are satisfied (Puppe sequence). The theory is additive.

We now associate a cohomology theory to an arbitrary spectrum $Z=\left(Z(n), e_{n}\right)$. For $k \geq 0$ we have morphisms

$$
b_{n}^{k}:\left[\Sigma^{k} X, Z(n)\right]^{0} \xrightarrow{\Sigma}\left[\Sigma\left(\Sigma^{k} X\right), \Sigma Z(n)\right]^{0} \xrightarrow{\left(e_{n}\right)_{*}}\left[\Sigma^{k+1} X, Z(n+1)\right]^{0}
$$

Let $Z^{n-k}(X)$ be the colimit over this system of morphisms. The $b_{n}^{k}$ are compatible with pointed maps $f: X \rightarrow Y$ and induce homomorphisms of the colimit groups. In this manner we consider $Z^{n}$ as a homotopy invariant, contravariant functor $\mathrm{TOP}^{0} \rightarrow \mathbb{Z}$ - MOD. (The $b_{n}^{k}$ are for $k \geq 2$ homomorphisms between abelian groups.) The exactness axiom again follows directly from the cofibre sequence. The suspension isomorphism is obtained via the identity

$$
\left[\Sigma^{k+1} X, Z(n+k+1)\right]^{0} \cong\left[\Sigma^{k}(\Sigma X), Z(n+k+1)\right]^{0}
$$

which gives in the colimit $Z^{n}(X) \cong Z^{n+1}(\Sigma X)$. If the spectrum is an $\Omega$-spectrum, we get the same theory as before, since the canonical morphisms $[X, Z(n)]^{0} \rightarrow$ $Z^{n}(X)$ are natural isomorphisms of cohomology theories. Because of the colimit process we need the spaces $Z(k)$ only for $k \geq k_{0}$. We use this remark in the following examples.
7.7.1 Sphere spectrum. We define $Z(n)=S(n)$ and $e_{n}: \Sigma S(n) \cong S(n+1)$ the identity. We set $\omega^{k}(X)=\operatorname{colim}_{n}\left[\Sigma^{n} X, S^{n+k}\right]^{0}$ and call this group the $k$-th stable cohomotopy group of $X$.
7.7.2 Suspension spectrum. Let $Y$ be a pointed space. We define a spectrum with spaces $\Sigma^{n} Y$ and $e_{n}: \Sigma\left(\Sigma^{n} Y\right) \cong \Sigma^{n+1} Y$.
7.7.3 Smash product. Let $Z=\left(Z(n), e_{n}\right)$ be a spectrum and $Y$ a pointed space. The spectrum $Y \wedge Z$ consists of the spaces $Y \wedge Z(n)$ and the maps

$$
\operatorname{id} \wedge e_{n}: \Sigma(Y \wedge Z(n)) \cong Y \wedge \Sigma Z(n) \rightarrow Y \wedge Z(n+1)
$$

(Note that $\Sigma A=A \wedge I / \partial I$. Here and in other places we have to use the associativity of the $\wedge$-product. For this purpose it is convenient to work in the category of k-spaces.) We write in this case

$$
Z^{k}(X ; Y)=\operatorname{colim}_{n}\left[\Sigma^{n} X, Y \wedge Z(n+k)\right]^{0}
$$

The functors $Z^{k}(-; Y)$ depend covariantly on $Y$ : A pointed map $f: Y_{1} \rightarrow Y_{2}$ induces a natural transformation of cohomology theories $Z^{k}\left(-; Y_{1}\right) \rightarrow Z^{k}\left(-; Y_{2}\right)$.

In general, the definition of the cohomology theory $Z^{*}(-)$ has to be improved, since this theory may not be additive.

We now construct homology theories. Let

$$
E=\left(E(n), e_{n}: E(n) \wedge S^{1} \rightarrow E(n+1) \mid n \in \mathbb{Z}\right)
$$

be a spectrum. We use spheres as pointed spaces and take as standard model the one-point compactification $S^{n}=\mathbb{R}^{n} \cup\{\infty\}$. If $V$ is a vector space one often writes $S^{V}=V \cup\{\infty\}$ with base point $\infty$. Then we have a canonical homeomorphism $S^{V} \wedge S^{W} \cong S^{V \oplus W}$, the identity away from the base point. A linear isomorphism $f: V \rightarrow W$ induces a pointed map $S^{f}: S^{V} \rightarrow S^{W}$.

The homology group $E_{k}(X)$ of a pointed space $X$ is defined as colimit over the maps
$b:\left[S^{n+k}, X \wedge E(n)\right]^{0} \rightarrow\left[S^{n+k} \wedge S^{1}, X \wedge E(n) \wedge S^{1}\right]^{0} \rightarrow\left[S^{n+k+1}, X \wedge E(n+1)\right]^{0}$.
The first map is $-\wedge S^{1}$ and the second map is induced by id $\wedge e_{n}$. For $n+k \geq 2$ the morphism $b$ is a homomorphism between abelian groups.

It should be clear from the definition that $E_{k}(-)$ is a functor on $\mathrm{TOP}^{0}$. We need the suspension morphisms. We first define suspension morphisms

$$
\sigma_{l}: E_{k}(Z) \rightarrow E_{k+1}\left(S^{1} \wedge Z\right)
$$

They arise from the suspensions $S^{1} \wedge-$

$$
\left[S^{n+k}, Z \wedge E(n)\right]^{0} \rightarrow\left[S^{n+k+1}, S^{1} \wedge Z \wedge E(n)\right]^{0}
$$

which are compatible with the maps $b$ above. Then we set $\sigma=(-1)^{k} \tau_{*} \sigma_{l}$ where the map $\tau: S^{1} \wedge Z \rightarrow Z \wedge S^{1}$ interchanges the factors.
(7.7.4) Lemma. $\sigma_{l}$ is an isomorphism.

Proof. Let $x \in E_{k}(Z)$ be contained in the kernel of $\sigma_{l}$. Then there exists $[f] \in$ $\left[S^{n+k}, Z \wedge E(n)\right]^{0}$ representing $x$ such that $1 \wedge f$ is null homotopic. Consider the diagram
with permutation of factors $\tau_{1}$ and $\tau_{2}$. Since $1 \wedge f$ is null homotopic, the representative $(1 \wedge e) \circ(f \wedge 1)$ of $x$ is also null homotopic. This shows that $\sigma_{l}$ is injective.

In order to prove surjectivity we consider the two-fold suspension. Let $x \in$ $E_{k+2}\left(S^{2} \wedge Z\right)$ have the representative $g: S^{n+k+2} \rightarrow S^{2} \wedge Z \wedge E(n)$. Then

$$
f: S^{n+k+2} \xrightarrow{g} S^{2} \wedge Z \wedge E(n) \xrightarrow{\tau} Z \wedge E(n) \wedge S^{2} \xrightarrow{e^{2}} Z \wedge E(n+2)
$$

represents an element $y \in E_{k}(Z)$. Here $e^{2}$ is the composition of the spectral structure maps

$$
E(n) \wedge S^{2}=\left(E(n) \wedge S^{1}\right) \wedge S^{1} \rightarrow E(n+1) \wedge S^{1} \rightarrow E(n+2)
$$

We show $\sigma_{l}^{2}(y)=x$. Once we have proved this we see that the second $\sigma_{l}$ is surjective and injective and hence the same holds for the first $\sigma_{l}$.

The proof of the claim is based on the next diagram with interchange maps $\tau, \tau^{\prime}, \tau^{\prime \prime}$.


The maps $\tau^{\prime}$ and $\tau^{\prime \prime}$ are homotopic to the identity, since we are interchanging a sphere with an even-dimensional sphere. The composition of the left verticals represents $\sigma_{l}^{2}(y)$, and the composition of the right verticals represents $x$.
(7.7.5) Proposition. For each pointed map $f: Y \rightarrow Z$ the sequence

$$
E_{k}(Y) \xrightarrow{f_{*}} E_{k}(Z) \xrightarrow{f_{1 *}} E_{k}(C(f))
$$

is exact.
Proof. The exactness is again a simple consequence of the cofibre sequence. But since the cofibre sequence is inserted into the "wrong" covariant part, passage to the colimit is now essential. Suppose $z \in E_{k}(Z)$ is contained in the kernel of $f_{1 *}$. Then there exists a representing map $h: S^{n+k} \rightarrow Z \wedge E(n)$ such that $\left(f_{1} \wedge 1\right) \circ h$ is null homotopic. The next diagram compares the cofibre sequences of id: $S^{n+k} \rightarrow S^{n+k}$ and $f \wedge 1: Y \wedge E(n) \rightarrow Z \wedge E(n)$.


The map $\varphi$ is the canonical homeomorphism (in the category of k -spaces) which makes the triangle commutative. Since $(f \wedge 1)_{1} \circ h$ is null homotopic, there exists $H$ such that the first square commutes. The map $\beta$ is induced from $(h, H)$ by passing to the quotients, therefore the second square commutes. It is a simple consequence of the earlier discussion of the cofibre sequence that the third square is h-commutative (Problem 1). The composition $(1 \wedge e)(h \wedge 1)$ is another representative of $z$, and the diagram shows that $(1 \wedge e) \beta$ represents an element $y \in E_{k}(Y)$ such that $f_{*} y=z$.

A similar proof shows that the $Z^{k}(X ; Y)$ form a homology theory in the variable $Y$.

## Problems

1. Consider the cofibre sequences of two maps $f: A \rightarrow B$ and $f^{\prime}: A^{\prime} \rightarrow B^{\prime}$. In the diagram

assume given $h$ and $H$ such that the first square commutes. The map $\beta$ is induced from $(h, H)$ by passing to the quotients. Show that the third square commutes up to homotopy (use (4.6.2)).
2. Show that the homology theory defined by a spectrum is additive (for families of wellpointed spaces).
3. Show that a weak pointed $h$-equivalence between well-pointed spaces induces an isomorphism in spectral homology. The use of k-spaces is therefore not essential.
4. Let $Z$ be the sphere spectrum (7.7.1). Then, in the notation of (7.7.3),

$$
\operatorname{ST}((X, n),(Y, m))=Z^{m-n}(X ; Y)
$$

the morphism set of the category ST of Section 7.1.

### 7.8 Alexander Duality

Let $E=\left(E_{n}, e(n): E_{n} \wedge S^{1} \rightarrow E_{n+1}\right)$ be a spectrum. Let $\eta: S^{n} \rightarrow B \wedge A$, $\varepsilon: A \wedge B \rightarrow S^{n}$ be an $n$-duality. The compositions

$$
\left[A \wedge S^{t}, E_{k+t}\right]^{0} \xrightarrow{B \wedge-}\left[B \wedge A \wedge S^{t}, B \wedge E_{k+t}\right]^{0} \xrightarrow{\eta^{*}}\left[S^{n} \wedge S^{t}, B \wedge E_{k+t}\right]^{0}
$$

are compatible with the passage to the colimit and induce a homomorphism

$$
D^{\bullet}: E^{k}(A) \rightarrow E_{n-k}(B)
$$

The compositions

$$
\begin{aligned}
& {\left[S^{t+n-k}, B \wedge E_{t}\right]^{0} } \xrightarrow{\wedge A}\left[A \wedge S^{t+n-k}, A \wedge B \wedge E_{t}\right]^{0} \xrightarrow{\varepsilon_{*}}\left[A \wedge S^{n+k-t}, S^{n} \wedge E_{t}\right]^{0} \\
& \xrightarrow{\tau_{*}}\left[A \wedge S^{n+k-t}, E_{t} \wedge S^{n}\right]^{0} \xrightarrow{e_{*}}\left[A \wedge S^{t+n-k}, E_{t+n}\right]^{0}
\end{aligned}
$$

with the interchange map $\tau$ are compatible with the passage to the colimit if we multiply them by $(-1)^{n t}$. They induce a homomorphism

$$
D_{\bullet}: E_{n-k}(B) \rightarrow E^{k}(A)
$$

(7.8.1) Theorem (Alexander duality). The morphisms $D^{\bullet}$ and $D_{\bullet}$ are isomorphisms. They satisfy $D_{\bullet} D^{\bullet}=(-1)^{n k} \mathrm{id}$ and $D^{\bullet} D_{\bullet}=(-1)^{n k} \mathrm{id}$.

Proof. The relations of the theorem are a direct consequence of the defining properties of an $n$-duality. The composition $\varepsilon_{*} \circ(A \wedge-) \circ \eta^{*} \circ(B \wedge-)$ equals

$$
\tau_{*} \circ \Sigma^{n}:\left[A \wedge S^{t}, E_{k+t}\right]^{0} \rightarrow\left[S^{n} \wedge A \wedge S^{t}, S^{n} \wedge E_{k+t}\right]^{0} \rightarrow\left[A \wedge S^{n} \wedge S^{t}, S^{n} \wedge E_{k+t}\right]^{0}
$$

The definition of $D_{\bullet}$ then involves the sign $(-1)^{n(k+t)}$. This morphism differs from a map in the direct system for $E^{k}(A)$ by the interchange $S^{n} \wedge S^{t} \rightarrow S^{t} \wedge S^{n}$, hence by a sign $(-1)^{n t}$. Hence the sign $(-1)^{n k}$ remains. The second relation is verified similarly.

Let $P E_{*}(-)$ and $P h^{*}(-)$ be the homology and cohomology theories on TOP(2) constructed from the theories $E_{*}(-)$ and $E^{*}(-)$. If we use the $n$-duality between $X^{+}$and $C\left(\mathbb{R}^{n} \mid X\right)$ for a compact ENR in $\mathbb{R}^{n}$ we obtain isomorphisms

$$
P E_{n-k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right) \cong P E^{k}(X), \quad P E_{n-k}(X) \cong P E^{*}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash X\right)
$$

This is the usual appearance of Alexander duality.
In this setting one can also work with the bi-variant theory $Z^{k}(X ; Y)=$ $Z_{-k}(X ; Y)$. Then one obtains from an $n$-duality an adjointness isomorphism $Z^{k}(A \wedge X ; Y) \cong Z_{n-k}(X ; B \wedge Y)$.

A homology theory $h_{*}(-)$ is defined on the category ST. Here one defines $h_{l}((X, n))=h_{l-n}(X)$. Let a morphism $f \in \mathrm{ST}((X, n),(Y, m))$ be represented by $f_{k}: X \wedge S^{n+k} \rightarrow Y \wedge S^{m+k}$. The induced morphism is defined by commutativity of the next diagram


Given a homology theory $h_{*}(-)$ one can define via the complement duality functor a sort of cohomology for spaces which admit an embedding as a closed subset of a Euclidean space. Let $X$ be such a space. Choose an embedding $i: X \rightarrow$ $\mathbb{R}^{n}$ and define $h^{k}(i X)=h_{n-k}\left(C\left(\mathbb{R}^{n} \mid i X\right)\right)=h_{-k}\left(C\left(\mathbb{R}^{n} \mid i X\right),-n\right)$. If $j: X \rightarrow$ $\mathbb{R}^{m}$ is another embedding, we have the homeomorphism $j i^{-1}: i X \rightarrow j Y$ and we have the duality map $D\left(j i^{-1}\right)$. The set of embeddings together with the morphisms $D\left(j i^{-1}\right)$ from $i$ to $j$ form a contractible groupoid; it is a complicated replacement for the space $X$. We obtain the induced contractible groupoid of the $h^{k}(i X)$. It is equivalent to a group which we denote $h^{k}(X)$. From the complement duality functor we obtain a well-defined homomorphism $h^{k}(f): h^{k}(Y) \rightarrow h^{k}(X)$ for a proper map $f: X \rightarrow Y$; in this way $h^{k}(-)$ becomes a contravariant functor. We do not discuss in what sense the $h^{k}(X)$ can be made into a cohomology theory. This cohomology theory is the "correct" one for duality theory in the sense that the Alexander duality isomorphism $h^{k}(X) \cong h_{-k}\left(C\left(\mathbb{R}^{n} \mid X\right),-n\right)$ holds for all spaces in question (and not only for compact ENR). A similar devise can be applied to a given cohomology theory. One obtains a homology theory which is again the "correct" one for duality theory.

### 7.9 Compactly Generated Spaces

Several constructions in homotopy theory lead to problems in general topology. A typical problem arises from the fact that a product of quotient maps is in general
no longer a quotient map. We met this problem already in the discussion of CWcomplexes. In this auxiliary section we report about some devices to deal with such problems. The idea is to construct a category with better formal properties. One has to pay a price and change some of the standard notions, e.g., redefine topological products.

A compact Hausdorff space will be called a ch-space. For the purpose of the following investigations we also call a ch-space a test space and a continuous map $f: C \rightarrow X$ of a test space $C$ a test map. A space $X$ is called weakly hausdorff or $\boldsymbol{w h}$-space, if the image of each test map is closed.
(7.9.1) Proposition. A Hausdorff space is a wh-space. A wh-space is a $T_{1}$-space. A space $X$ is a wh-space if and only if each test map $f: K \rightarrow X$ is proper. If $X$ is a wh-space, then the image of each test map is a Hausdorff space. A subspace of a wh-space is a wh-space. Products of wh-spaces are wh-spaces.

A subset $A$ of a topological space $(X, \mathcal{T})$ is said to be $\boldsymbol{k}$-closed ( $\boldsymbol{k}$-open), if for each test map $f: K \rightarrow X$ the pre-image $f^{-1}(A)$ is closed (open) in $K$. The k-open sets in $(X, \mathcal{T})$ form a topology $k \mathcal{T}$ on $X$. A closed (open) subset is also k -closed (k-open). Therefore $k \mathcal{T}$ is finer than $\mathcal{T}$ and the identity $\iota=\iota_{X}: k X \rightarrow X$ is continuous. We set $k X=k(X)=(X, k \mathcal{T})$. Let $f: K \rightarrow X$ be a test map. The same set map $f: K \rightarrow k X$ is then also continuous. For if $U \subset k X$ is open, then $U \subset X$ is k-open, hence $f^{-1}(U) \subset K$ is open. Therefore $\iota_{X}$ induces for each ch-space $K$ a bijection.

$$
\operatorname{TOP}(K, k X) \xrightarrow{\cong} \operatorname{TOP}(K, X), \quad f \mapsto \iota_{X} \circ f .
$$

Hence $X$ and $k X$ have the same k-open sets, i.e., $k(k X)=k X$. A topological space $X$ is called $\boldsymbol{k}$-space, if the k-closed sets are closed, i.e., if $X=k X$. Because of $k(k X)=k X$ the space $k X$ is always a k-space. A k-space is also called compactly generated. We let k-TOP be the full subcategory of TOP with objects the k-spaces. A whk-space is a space which is a wh-space and a k-space.

The next proposition explains the definition of a k-space. We call a topology 8 on $X$ ch-definable, if there exists a family $\left(f_{j}: K_{j} \rightarrow X \mid j \in J\right)$ of test maps such that: $A \subset X$ is 8 -closed $\Leftrightarrow$ for each $j \in J$ the pre-image $f_{j}^{-1}(A)$ is closed in $K_{j}$. We can rephrase this condition: The canonical map $\left\langle f_{j}\right\rangle: \coprod_{j} K_{j} \rightarrow(X, \boldsymbol{f})$ is a quotient map. A ch-definable topology is finer than $\mathcal{T}$. We define a partial ordering on the set of ch-definable topologies by $\Omega_{1} \leq \wp_{2} \Leftrightarrow \wp_{1} \supset \wp_{2}$.
(7.9.2) Proposition. The topology $k \mathcal{T}$ is the maximal ch-definable topology with respect to the partial ordering.

Proof. By Zorn's Lemma there exists a maximal ch-definable topology $\mathcal{P}$. If this topology is different from $k \mathcal{T}$, then there exists an $\mathscr{\delta}$-open set $U$, which is not k-open. Hence there exists a test map $t: K \rightarrow X$ such that $t^{-1}(U)$ is not open. If
we adjoin this test map to the defining family of 8 , we see that $\delta$ is not maximal.
(7.9.3) Corollary. The $k$-spaces are the spaces which are quotients of a topological sum of ch-spaces.
(7.9.4) Proposition. The following are equivalent:
(1) $X$ is a $k$-space.
(2) A set map $f: X \rightarrow Y$ is continuous ifand only iffor each test map $t: K \rightarrow X$ the composition $f t$ is continuous.

Proof. (1) $\Rightarrow(2)$. Let $U \subset Y$ be open. In order to see that $f^{-1}(U)$ is open it suffices to show that this set is k-open, since $X$ is a k-space. Let $t: K \rightarrow X$ be a test map and $f t$ continuous. Then $k^{-1}\left(f^{-1}(U)\right)$ is open, and this shows what we want.
(2) $\Rightarrow$ (1). We show that the identity $X \rightarrow k X$ is continuous. This holds by (2) and because $X$ and $k X$ have the same test maps.
(7.9.5) Proposition. Let $f: X \rightarrow Y$ be continuous. Then the same set map $k f: k X \rightarrow k Y$ is continuous.

The assignments $X \mapsto k X, f \mapsto k f$ yield a functor $k$; moreover, we have the inclusion functor $i$,

$$
k: \mathrm{TOP} \rightarrow \mathrm{k}-\mathrm{TOP}, \quad i: \mathrm{k}-\mathrm{TOP} \rightarrow \mathrm{TOP}
$$

(7.9.6) Proposition. The functor $k$ is right adjoint to the functor $i$.

Proof. A natural bijection is k- $\operatorname{TOP}(Y, k X) \cong \operatorname{TOP}(i Y, X), f \mapsto \iota \circ f$. This map is certainly injective. If $Y$ is a k-space and $f: Y \rightarrow X$ continuous, then $k f: Y=k Y \rightarrow k X$ is continuous; this is used to show surjectivity.
(7.9.7) Proposition. Let $X$ be a wh-space. Then $A \subset X$ is $k$-closed if and only if for each ch-space $K \subset X$ the set $A \cap K$ is closed in $K$. In particular a wh-space $X$ is a $k$-space if and only if: $A \subset X$ is closed $\Leftrightarrow$ for each ch-space $K \subset X$ the intersection $A \cap K$ is closed in $K$.

Proof. Let $A$ be k-closed. The inclusion $K \subset X$ of a ch-space is a test map. Hence $A \cap K$ is closed in $K$.

Conversely, suppose that $A$ satisfies the stated condition and let $f: L \rightarrow X$ be a test map. Since $X$ is a wh-space, $f(L)$ is a ch-space and therefore $f(L) \cap A$ is closed in $f(L)$. Then $f^{-1}(A)=f^{-1}(f(L) \cap A)$ is closed in $L=f^{-1} f(L)$. This shows: $A$ is k-closed.

Thus we see that wh-spaces have an internal characterization of their k-closed sets. For wh-spaces therefore $k(X)$ can be defined from internal properties of $X$. If $X$ is a wh-space, so is $k X$.
(7.9.8) Theorem. $X$ is a $k$-space under one of the following conditions:
(1) $X$ is metrizable.
(2) Each point of $X$ has a countable neighbourhood basis.
(3) Each point of $X$ has a neighbourhood which is a ch-space.
(4) For $Q \subset X$ and $x \in \bar{Q}$ there exists a ch-subspace $K \subset X$ such $x$ is contained in the closure of $Q \cap K$ in $K$.
(5) For each $Q \subset X$ the following holds: $Q \cap K$ open (closed) in $K$ for each test space $K \subset X$ implies $Q$ open (closed) in $X$.

Proof. (1) is a special case of (2).
(2) Let $Q \subset X$ and suppose that $f^{-1}(Q)$ is closed for each test map $f: C \rightarrow$ $X$. We have to show that $Q$ is closed. Thus let $a \in \bar{Q}$ and let $\left(U_{n} \mid n \in \mathbb{N}\right)$ be a neighbourhood basis of $a$. For each $n$ choose $a_{n} \in Q \cap U_{1} \cap \cdots \cap U_{n}$. Then the sequence $\left(a_{n}\right)$ converges to $a$. The subspace $K=\left\{0,1,2^{-1}, 3^{-1}, \ldots\right\}$ of $\mathbb{R}$ is compact. The map $f: K \rightarrow X, f(0)=a, f\left(n^{-1}\right)=a_{n}$ is continuous, and $n^{-1} \in f^{-1}(Q)$. By assumption, $f^{-1}(Q)$ is closed in $K$, hence $0 \in f^{-1}(Q)$, and therefore $a=f(0) \in Q$.
(3) $\Rightarrow$ (4). Let $Q \subset X$ and suppose $a \in \bar{Q}$. We choose a ch-neighbourhood $K$ of $a$ and show that $a$ is contained in the closure of $Q \cap K$ in $K$. Thus let $U$ be a neighbourhood of $a$ in $K$. Then there exists a neighbourhood $U^{\prime}$ of $a$ in $X$ such that $U^{\prime} \cap K \subset U$. Since $U^{\prime} \cap K$ is a neighbourhood of $a$ in $X$ and $a \in \bar{Q}$, we conclude

$$
U \cap(Q \cap K) \supset\left(U^{\prime} \cap K\right) \cap(Q \cap K)=\left(U^{\prime} \cap K\right) \cap Q \neq \emptyset .
$$

Hence $a$ is contained in the closure of $Q \cap K$ in $K$.
(4) $\Rightarrow$ (5). Suppose $Q \cap K$ is closed in $K$ for every test subspace $K \subset X$. Let $a \in \bar{Q}$. By (4), there exists a test subspace $K_{0}$ of $X$, such that $a$ is contained in the closure of $Q \cap K_{0}$ in $K_{0}$. By the assumption (5), $Q \cap K_{0}$ is closed in $K_{0}$; and hence $a \in Q \cap K_{0} \subset Q$.
(5) Let $f^{-1}(Q)$ be closed in $K$ for each test map $f: K \rightarrow X$. Then, in particular, for each test subspace $L \subset X$ the set $Q \cap L$ is closed in $L$. The assumption (5) then says that $Q$ is closed in $X$. This shows that $X$ is a k-space.
(7.9.9) Theorem. Let $p: Y \rightarrow X$ be a quotient map and $Y$ a $k$-space. Then $X$ is a $k$-space.

Proof. Let $B \subset X$ be k-closed. We have to show that $B$ is closed, hence, since $p$ is a quotient map, that $p^{-1}(B)$ is closed in $Y$. Let $g: D \rightarrow Y$ be a test map. Then $g^{-1}\left(p^{-1}(B)\right)=(p g)^{-1}(B)$ is closed in $D$, because $B$ is k-closed. Since $Y$ is a k -space, $p^{-1}(B)$ is closed in $Y$.
(7.9.10) Proposition. A closed (open) subspace of a $k$-space is a $k$-space. The same holds for whk-spaces.

Proof. Let $A$ be closed and $B \subset A$ a subset such that $f^{-1}(B)$ is closed in $C$ for test maps $f: C \rightarrow A$. We have to show: $B$ is closed in $A$ or, equivalently, in $X$.

If $g: D \rightarrow X$ is a test map, then $g^{-1}(A)$ is closed in $D$ and hence compact, since $D$ is compact. The restriction of $g$ yields a continuous map $h: g^{-1}(A) \rightarrow A$. The set $h^{-1}(B)=g^{-1}(B)$ is closed in $g^{-1}(A)$ and therefore in $D$, and this shows that $B$ is closed in $X$.

Let $U$ be open in the k-space $X$. We write $X$ as quotient $q: Z \rightarrow X$ of a sum $Z$ of ch-spaces (see 7.9.3). Then $q: q^{-1}(U) \rightarrow U$ is a quotient map and $q^{-1}(U)$ as the topological sum of locally compact Hausdorff spaces is a k-space. Therefore the quotient $U$ is a k-space.

The second assertion follows, if we take (7.9.1) into account.
In general, a subspace of a k-space is not a k-space (see (7.9.23)). Let $X$ be a k -space and $i: A \subset X$ the inclusion. Then the map $k(i): k(A) \rightarrow X=k(X)$ is continuous. The next proposition shows that $k(i)$ has in the category k-TOP the formal property of a subspace.
(7.9.11) Proposition. A map $h: Z \rightarrow k(A)$ from a $k$-space $Z$ into $k(A)$ is continuous if and only if $k(i) \circ h$ is continuous.

Proof. If $h$ is continuous then also is $k(i) \circ h$. Conversely, let $k(i) \circ h$ be continuous. We have $k(i)=i \circ \iota_{A}$. Since $i$ is the inclusion of a subspace, $\iota_{A} \circ h$ is continuous; (7.9.6) now shows that $h$ is continuous.
(7.9.12) Theorem. The product in TOP of a $k$-space $X$ with a locally compact Hausdorff space $Y$ is a $k$-space.

Proof. By (7.9.8), a locally compact Hausdorff space is a k-space. We write $X$ as quotient of $Z$, where $Z$ is a sum of ch-spaces, see (7.9.3). Since the product of a quotient map with a locally compact space is again a quotient map, we see that $X \times Y$ is a quotient of the locally compact Hausdorff space, hence k-space, $Z \times Y$, and therefore a k-space by (7.9.9).

A product of k -spaces is not always a k-space (see (7.9.23)). Therefore one is looking for a categorical product in the category k-TOP. Let $\left(X_{j} \mid j \in J\right)$ be a family of k-spaces and $\prod_{j} X_{j}$ its product in the category TOP, i.e., the ordinary topological product. We have a continuous map

$$
p_{j}=k\left(\operatorname{pr}_{j}\right): k\left(\prod_{j} X_{j}\right) \rightarrow k\left(X_{j}\right)=X_{j}
$$

The following theorem is a special case of the fact that a right adjoint functor respects limits.
(7.9.13) Theorem. $\left(p_{j}: k\left(\prod_{j} X_{j}\right) \rightarrow X_{j} \mid j \in J\right)$ is a product of $\left(X_{j} \mid j \in J\right)$ in the category k - TOP.

Proof. We use (7.9.6) and the universal property of the topological product and obtain, in short-hand notation, for a k-space $B$ the canonical bijection

$$
\mathrm{k}-\operatorname{TOP}\left(B, k\left(\prod X_{j}\right)\right)=\operatorname{TOP}\left(B, \Pi X_{j}\right) \cong \Pi \operatorname{TOP}\left(B, X_{j}\right)=\Pi \mathrm{k}-\operatorname{TOP}\left(B, X_{j}\right),
$$

and this is the claim.
In the case of two factors, we use the notation $X \times_{k} Y$ for the product in k - TOP just defined. The next result shows that the wh-spaces are the formally hausdorff spaces in the category k - TOP.
(7.9.14) Proposition. A $k$-space $X$ is a wh-space if and only if the diagonal $D_{X}$ of the product $X \times_{k} X$ is closed.

Proof. Let $X$ be a wh-space. In order to verify that $D_{X}$ is closed, we have to show that for each test map $f: K \rightarrow X \times_{k} X$ the pre-image $f^{-1}\left(D_{X}\right)$ is closed. Let $f_{j}: K \rightarrow X$ be the $j$-th component of $f$. Then $L_{j}=f_{j}(K)$ is a ch-space, since $X$ is a wh-space. Hence $L=L_{1} \cup L_{2} \subset X$ is a ch-space. The relation $f^{-1} D_{X}=f^{-1}\left((L \times L) \cap D_{X}\right)$ shows that this set is closed.

Let $D_{X}$ be closed in $X \times_{k} X$ and $f: K \rightarrow X$ a test map. We have to show that $f(K) \subset X$ is closed. Let $g: L \rightarrow X$ be another test map. Since $X$ is a k-space, we have to show that $g^{-1} f(K) \subset L$ is closed. We use the relation

$$
g^{-1} f(K)=\operatorname{pr}_{2}\left((f \times g)^{-1} D_{X}\right) .
$$

Since $D_{X}$ is closed, the pre-image under $f \times g$ is closed and therefore also its image under $\mathrm{pr}_{2}$ as a compact set in a Hausdorff space.

Recall the mapping space $F(X, Y)$ with compact-open topology.
(7.9.15) Theorem. Let $X$ and $Y$ be $k$-spaces, and let $f: X \times_{k} Y \rightarrow Z$ be continuous. The adjoint map $f^{\wedge}: X \rightarrow k F(Y, Z)$, which exists as a set map, is continuous.

Proof. The map $f^{\wedge}: X \rightarrow k F(Y, Z)$ is continuous, if for each test map $t: C \rightarrow X$ the composition $f^{\wedge} \circ t$ is continuous. We use $f^{\wedge} \circ t=\left(f \circ\left(t \times \mathrm{id}_{Y}\right)\right)^{\wedge}$. Therefore it suffices to assume that $X$ is a ch-space. But then, by (7.9.12), $X \times_{k} Y=X \times Y$ and therefore $f^{\wedge}: X \rightarrow F(Y, Z)$ is continuous and hence also $f^{\wedge}: X \rightarrow k F(Y, Z)$, by (7.9.4).
(7.9.16) Theorem. Let $Y$ be a $k$-space. Then the evaluation

$$
e_{Y, Z}: k F(Y, Z) \times_{k} Y \rightarrow Z, \quad(f, y) \mapsto f(y)
$$

is continuous.

Proof. Let $t: C \rightarrow k F(Y, Z) \times k Y$ be a test map. We have to show the continuity of $e_{Y, Z} \circ t$. Let $t_{1}^{\wedge}: C \rightarrow F(Y, Z)$ and $t_{2}: C \rightarrow Y$ be the continuous components of $t$. We show first: The adjoint $t_{1}: C \times Y \rightarrow Z$ of $t_{1}^{\wedge}$ is continuous. By (2.4.3), this continuity is equivalent to the continuity of the second adjoint map $t_{1}^{\vee}: Y \rightarrow$ $F(C, Z)$. In order to show its continuity, we compose with a test map $s: D \rightarrow Y$. But $t_{1}^{\vee} \circ s=F(s, Z) \circ t_{1}^{\wedge}$ is continuous. Moreover we have $e_{Y, Z} \circ t=t_{1} \circ\left(\mathrm{id}, t_{2}\right)$, and the right-hand side is continuous.

A combination of (7.9.15) and (7.9.16) now yields the universal property of the evaluation $e_{Y, Z}$ for k-spaces:
(7.9.17) Proposition. Let $X$ and $Y$ be $k$-spaces. The assignments $f \mapsto f^{\wedge}$ and $g \mapsto e_{Y, Z} \circ\left(g \times_{k} \operatorname{id}_{Y}\right)=g^{\sim}$ are inverse bijections

$$
\operatorname{TOP}\left(X \times_{k} Y, Z\right) \cong \operatorname{TOP}(X, k F(Y, Z))
$$

between these sets.
(7.9.18) Theorem. Let $X, Y$ and $Z$ be $k$-spaces. Since $e_{Y, Z}$ is continuous, we have an induced set map

$$
\lambda: k F(X, k F(Y, Z)) \rightarrow k F\left(X \times_{k} Y, Z\right), \quad f \mapsto e_{Y, Z} \circ\left(f \times_{k} \operatorname{id}_{Y}\right)=f^{\sim}
$$

The map $\lambda$ is a homeomorphism.
Proof. We use the commutative diagram

with $e_{1}=e_{X, k F(Y, Z)}, e_{2}=e_{Y, Z}$, and $e_{3}=e_{X \times k} Y, Z$. Since $e_{1} \times \mathrm{id}$ and $e_{2}$ are continuous, the universal property of $e_{3}$ shows that $\lambda$ is continuous; namely, using the notation from (7.9.17), we have $e_{2} \circ\left(e_{1} \times \mathrm{id}\right)=\lambda^{\sim}$. The universal property of $e_{1}$ provides us with a unique continuous map

$$
\mu: k F\left(X \times_{k} Y, Z\right) \rightarrow k F(X, k F(Y, Z)), \quad f \mapsto f^{\wedge}
$$

such that $e_{1} \circ(\mu \times \operatorname{id}(X))=e_{3}^{\wedge}$, where $e_{3}^{\wedge}: k F\left(X \times_{k} Y, Z\right) \times_{k} X \rightarrow k F(Y, Z)$ is the adjoint of $e_{3}$ with respect to the variable $Y$. One checks that $\lambda$ and $\mu$ are inverse to each other, hence homeomorphisms.
(7.9.19) Theorem. Let $X$ and $Y$ be $k$-spaces, and $f: X \rightarrow X^{\prime}$ and $g: Y \rightarrow Y^{\prime}$ be quotient maps. Then $f \times g: X \times_{k} Y \rightarrow X^{\prime} \times_{k} Y^{\prime}$ is a quotient map.

Proof. It suffices to treat the case $g=\mathrm{id}$, since a composition of quotient maps is a quotient map. Using (7.9.18), the proof is now analogous to (2.4.6).
(7.9.20) Proposition. Let $f: X \rightarrow Y$ be a quotient map and $X$ a whk-space. Then $Y$ is a whk-space if and only if $R=\left\{\left(x_{1}, x_{)} \mid f\left(x_{1}\right)=f\left(x_{2}\right)\right\}\right.$ is closed in $X \times_{k} X$.

Proof. The set $R$ is the pre-image of $D_{Y}$ under $f \times f$. Since $f \times_{k} f$ is a quotient map (7.9.19), $D_{Y}$ is closed if and only if $R$ is closed. Now apply (7.9.9) and (7.9.14).
(7.9.21) Proposition. Let $Y$ and $Z$ be $k$-spaces and assume that $Z$ is a wh-space. Then the mapping space $k F(Y, Z)$ is a wh-space. In particular, if $Y$ and $Z$ are whk-spaces, then $k F(Y, Z)$ is a whk-space.

Proof. Let $f^{\wedge}: K \rightarrow k F(Y, Z)$ be a test map. We have to show that it has a closed image hence is k-closed. For this purpose let $g^{\wedge}: L \rightarrow k F(Y, Z)$ be another test map. It remains to show that the pre-image $M$ of $f^{\wedge}(K)$ under $g^{\wedge}$ is closed. We use the adjoint maps $f: K \times Y \rightarrow Z$ and $g: L \times Y \rightarrow Z$. For $y \in Y$ let $i_{y}: K \times L \rightarrow(K \times Y) \times k(L \times Y),(k, l) \mapsto(k, y, l, y)$. Then $M=\operatorname{pr}_{2}\left(\bigcap_{y \in Y}\left((f \times g) i_{y}\right)^{-1} D_{Z}\right)$. Since $Z$ is a wh-space and therefore the diagonal $D_{Z}$ is closed by (7.9.14), we see that $M$ is closed.

We now consider pointed spaces. Let $\left(X_{j} \mid j \in J\right)$ be a family of pointed k-spaces. Let $\prod_{j}^{k} X_{j}$ be its product in k-TOP. Let $W_{J} X_{j}$ be the subset of the product of those points for which at least one component equals the base point. The smash product $\bigwedge_{j}^{k} X_{j}$ is the quotient space $\left(\prod_{j}^{k} X_{j}\right) / W_{J} X_{j}$. In the case that $J=\{1, \ldots, n\}$ we denote this space by $X_{1} \wedge_{k} \cdots \wedge_{k} X_{n}$. A family of pointed maps $f_{j}: X_{j} \rightarrow Y_{j}$ induces a pointed map $\bigwedge^{k} f_{j}: \bigwedge_{j}^{k} X_{j} \rightarrow \bigwedge_{j}^{k} Y_{j}$.

Let $X$ and $Y$ be pointed k-spaces. Let $F^{0}(X, Y) \subset F(X, Y)$ be the subspace of pointed maps. We compose a pointed map $f: X \wedge_{k} Y \rightarrow Z$ with the projections $p: X \times_{k} Y \rightarrow X \wedge_{k} Y$. The adjoint $(f p)^{\wedge}: X \rightarrow k F(Y, Z)$ is continuous and has an image contained in $k F^{0}(Y, Z)$. We obtain a continuous map $X \rightarrow k F^{0}(Y, Z)$ which will be denoted by $f^{\wedge}$.

The evaluation $e_{Y, Z}$ induces $e_{Y, Z}^{0}$ which makes the following diagram commutative:

$i$ is the inclusion and $p$ the quotient map. The continuity of $k(i)$ and $e_{Y, Z}$ implies the continuity of the pointed evaluation $e_{Y, Z}^{0}$. In analogy to (7.9.18) one proves:
(7.9.22) Theorem. Let $X, Y$ and $Z$ be pointed $k$-spaces. The assignment

$$
\mu^{0}: k F^{0}\left(X \wedge_{k} Y, Z\right) \rightarrow k F^{0}\left(X, k F^{0}(Y, Z), \quad f \mapsto f^{\wedge}\right.
$$

is a homeomorphism.
(7.9.23) Example. Let $\mathbb{R} / \mathbb{Z}$ be obtained from $\mathbb{R}$ by identifying the subset $\mathbb{Z}$ to a point (so this is not the factor group!). We denote by $p: \mathbb{R} \rightarrow \mathbb{R} / \mathbb{Z}$ the quotient map.
(1) The product $p \times \mathrm{id}: \mathbb{R} \times \mathbb{Q} \rightarrow \mathbb{R} / \mathbb{Z} \times \mathbb{Q}$ of quotient maps is not a quotient map.
(2) The product $\mathbb{R} / \mathbb{Z} \times \mathbb{Q}$ is not a $k$-space, but the factors are $k$-spaces (see (7.9.4)).
(3) The product $\mathbb{R} / \mathbb{Z} \times \mathbb{R}$ is a $k$-space (see (7.9.9) and (7.9.12)), but the subspace $\mathbb{R} / \mathbb{Z} \times \mathbb{Q}$ is not a k -space by (2).
If $K \subset \mathbb{R} / \mathbb{Z}$ is compact, then there exists $l \in \mathbb{N}$ such that $K \subset p[-l, l]$.
Let $\left(r_{n} \mid n \in \mathbb{N}\right)$ be a strictly decreasing sequence of rational numbers with limit $\sqrt{2}$. The set $F=\left\{\left.\left(m+\frac{1}{2 n}, \frac{r_{n}}{m}\right) \right\rvert\, n, m \in \mathbb{N}\right\} \subset \mathbb{R} \times \mathbb{Q}$ is saturated with respect to $p \times$ id and closed in $\mathbb{R} \times \mathbb{Q}$.

The set $G=(p \times \mathrm{id})(F)$ is not closed in $\mathbb{R} / \mathbb{Z} \times \mathbb{Q}$. Note that $z=(p(0), 0) \notin G ;$ but we show that $z \in \bar{G}$. Let $U$ be a neighbourhood of $z$. Then there exists a neighbourhood $V$ of $p(0)$ in $\mathbb{R} / \mathbb{Z}$ and $\varepsilon>0$ such that $V \times(]-\varepsilon, \varepsilon[\cap \mathbb{Q}) \subset U$. Choose $m \in \mathbb{N}$ such that $m^{-1} \sqrt{2}<2^{-1} \varepsilon$. The set $p^{-1}(V)$ is then a neighbourhood of $m$ in $\mathbb{R}$, since $m \in p^{-1} p(0) \subset p^{-1}(V)$. Hence there exists $\delta>0$ such that $] m-\delta, m+\delta\left[\subset p^{-1}(V)\right.$. Now choose $n \in \mathbb{N}$ such that $\frac{1}{2 n}<\delta$ and $r_{n}-\sqrt{2}<m \frac{\varepsilon}{2}$. Then $(p \times \mathrm{id})\left(m+\frac{1}{2 n}, \frac{r_{n}}{m}\right) \in V \times(]-\varepsilon, \varepsilon[\cap \mathbb{Q}) \subset U$ holds, because $\left.m+\frac{1}{2 n} \in\right] m-\delta, m+\delta\left[\subset p^{-1}(V)\right.$ and $0<\frac{r_{n}}{m}=\frac{\sqrt{2}}{m}+\frac{r_{n}-\sqrt{2}}{m}<\frac{\varepsilon}{2}+\frac{\varepsilon}{2}=\varepsilon$. We see that $U \cap G \neq \emptyset$. This finishes the proof that $z \in \bar{G}$.

We now see that $p \times$ id is not a quotient map, since there exists a saturated closed set $F$ with non-closed image $G$.

The space $\mathbb{R} / \mathbb{Z} \times \mathbb{Q}$ is not a k-space. Let $s: K \rightarrow \mathbb{R} / \mathbb{Z} \times \mathbb{Q}$ be an arbitrary test map. We show that $s^{-1}(G)$ is closed in $K$ although $G$ is not closed (this could not occur in a k-space). The two projections $\mathrm{pr}_{i} s(K)$ are compact and Hausdorff. Hence there exists $l \in \mathbb{N}$ such that $\mathrm{pr}_{1} s(K) \subset p[-l, l]$. The inclusion

$$
s(K) \subset \operatorname{pr}_{1} s(K) \times \operatorname{pr}_{2} s(K) \subset p[-l-l] \times \operatorname{pr}_{2} s(K)
$$

then shows that we have $s^{-1}(G)=s^{-1}\left(G \cap p[-l, l] \times \operatorname{pr}_{2} s(K)\right)$. But the set $G \cap p[-l, l] \times \operatorname{pr}_{2} s(K)$ is finite: By construction, $F$ is a closed discrete subspace of $\mathbb{R} \times \mathbb{Q}$; moreover, $F \cap[-l, l] \times \mathrm{pr}_{2} s(K)$ is finite as a closed discrete subspace of the compact space $[-l, l] \times \operatorname{pr}_{2} s(K)$; therefore also

$$
(p \times \mathrm{id})\left(F \cap[-l, l] \times \operatorname{pr}_{2} s(K)\right)=G \cap p[-l, l] \times \operatorname{pr}_{2} s(K)
$$

is finite. A finite set in a Hausdorff space is closed, and therefore $s^{-1}(G)$ as preimage of a closed set is closed itself.
(7.9.24) Example. It is stated already in [155, p. 336] that $(\mathbb{Q} \wedge \mathbb{Q}) \wedge \mathbb{N}_{0}$ and $\mathbb{Q} \wedge\left(\mathbb{Q} \wedge \mathbb{N}_{0}\right)$ are not homeomorphic. In [128, p. 26] it is proved that the canonical continuous bijection from the first to the second is not a homeomorphism.

## Problems

1. A space is a k -space if and only if it is a quotient of a locally compact Hausdorff space.
2. Let $X_{1} \subset X_{2} \subset \cdots$, let $X_{j}$ be a whk-space and let $X_{j} \subset X_{j+1}$ be closed. Then $X=\bigcup_{j} X_{j}$, with colimit topology, is a whk-space. If the $X_{i}$ are k-spaces, then $X$ is a k-space, being a quotient of the k-space $\coprod_{i} X_{i}$. If the $X_{i}$ are wh-spaces, hence $T_{1}$-spaces, then each test map $f: K \rightarrow X$ has an image which is contained in some $X_{i}$ and therefore closed. If each inclusion is $X_{i} \subset X_{i+1}$ closed, the image is also closed in $X$ and therefore $X$ is a wh-space.
3. Let $X$ and $Y$ be k-spaces. Passage to adjoint maps induces bijections of homotopy sets $\left[X \times_{k} Y, Z\right] \cong[X, k F(Y, Z)]$ and $[X \wedge Y, Z]^{0} \cong\left[X, k F^{0}(Y, Z)\right]^{0}$.
4. Let $\left(X_{j} \mid j \in J\right)$ be a family of k -spaces. Then the topological sum $\coprod_{j \in J} X_{j}$ is a k -space. The product in k -TOP is compatible with sums.
5. Let a pushout of topological spaces with closed $j: A \subset X$ be given.


Let $X$ and $B$ be whk-spaces. Then $Y$ is a whk-space.

## Chapter 8

## Cell Complexes

The success of algebraic topology is largely due to the fact that one can describe spaces of interest by discrete (or even finite) combinatorial data. Purely combinatorial objects are simplicial complexes. Given such a complex, one defines from its data by simple linear algebra the homology groups. It is then a remarkable fact that these groups are independent of the combinatorial description and even homotopy invariant. Simplicial complexes are a very rigid structure. A weakening of this structure is given by the cell complexes (CW-complexes in the sense of J. H. C. Whitehead). They are more flexible and better adapted to homotopy theory.

An $n$-cell in a space is a subset which is homeomorphic to the standard $n$-cell $E^{n}=\left\{x \in \mathbb{R}^{n} \mid\|x\|<1\right\}$. A cell complex is a decomposition of a space into cells. In order that one obtains something interesting, one has to add conditions about the closure of the cells, and one has to relate the topology of the space to the topology of the closed cells.

A finite cell complex is easily defined: a Hausdorff space $X$ which is the union of a finite number of cells. It $e$ is an $n$-cell of this decomposition, then it is required that there exists a continuous map $\varphi: D^{n} \rightarrow X$ which induces a homeomorphism $E^{n} \rightarrow e$ and sends $S^{n-1}$ into the union of the cells up to dimension $n-1$.

From these data one obtains already an interesting invariant of $X$, the so-called Euler characteristic. Let $n(i)$ denote the number of $i$-cells. Define the combinatorial Euler characteristic to be the alternating sum $\chi(X)=\sum_{i \geq 0}(-1)^{i} n(i)$. It is a nontrivial fact that h-equivalent finite complexes have the same Euler characteristic. The origin of the notion is the famous result of Leonhard Euler $(\sim 1752)$ that for a sphere $S^{2}$ each polyhedral decomposition yields the value $n(0)-n(1)+n(2)=2$.

In this chapter we present some point-set topology and elementary homotopy theory of cell complexes. Then we demonstrate the use of cell complexes in the construction of spaces with specific properties. In particular we construct so-called Eilenberg-Mac Lane spaces $K(\pi, n)$. They have a single non-vanishing homotopy group $\pi_{n}(K(\pi, n)) \cong \pi$ (here $\pi$ can be an arbitrary abelian group). Eilenberg-Mac Lane spaces can be used as building blocks for general homotopy types (Postnikov systems). They also yield a homotopical definition of cohomology (and homology) groups: The homotopy set $[X, K(\pi, n)]$ carries a natural structure of an abelian group and is known to be a version of a cohomology group denoted $H^{n}(X ; \pi)$.

### 8.1 Simplicial Complexes

Simplicial complexes are the objects of combinatorial topology.
A simplicial complex $K=(E, S)$ consists of a set $E$ of vertices and a set $S$ of finite non-empty subsets of $E$. A set $s \in S$ with $q+1$ elements is called a $q$-simplex of $K$. We require the following axioms:
(1) $\{e\} \in S$ for each $e \in E$.
(2) If $t \in S$ and $s \subset t$ is non-empty, then $s \in S$.

If $s \in S$ is a $q$-simplex, then $q$ is called the dimension of $s$. If $t \subset s$, then $t$ is a face of $s$. A 1 -simplex of $K$ is also called an edge of $K$. The 0 -simplices of $K$ correspond to the elements of $E$; a 0 -simplex is called a vertex. A simplex is determined by its 0 -faces.

A simplicial complex is $n$-dimensional, if it contains at least one $n$-simplex but no $(n+1)$-simplices. A subcomplex $L$ of $K$ consists of a set of simplices of $K$ which contains with $s$ also the faces of $s$. A 1 -dimensional complex is a graph. A complex $K=(E, S)$ is finite if $E$ is finite and locally finite if each vertex is contained in a finite number of simplices. The $n$-skeleton $K^{n}=\left(E, S^{n}\right)$ of $K=(E, S)$ is the subcomplex with $S^{n}=\{s \in S \mid \operatorname{dim} s \leq n\}$.
(8.1.1) Example. Let $U=\left(U_{j} \mid j \in J\right)$ be a covering of a set $X$ by nonempty sets $U_{j}$. For a finite non-empty set $E \subset J$ let $U_{E}=\bigcap_{j \in E} U_{j}$ and let $E(J)=\left\{E \subset J \mid U_{E} \neq \emptyset\right\}$. Then $(J, E(J))$ is a simplicial complex, called the nerve $N(U)$ of the covering $U$.
(8.1.2) Example. Let $P$ be a set with a partial ordering $\leq$. The simplicial complex $\left(P, S_{P}\right)$ associated to a partially ordered set has as simplices the totally ordered finite subsets of $P$.
(8.1.3) Example. Let $K=(E, S)$ be a simplicial complex. Define a partial order on $S$ by $s \leq t \Leftrightarrow s \subset t$. The simplicial complex $K^{\prime}$ associated to this ordered set is called the barycentric subdivision of $K$.

Let $K=(E, S)$ be a simplicial complex. We denote by $|K|$ the set of functions $\alpha: E \rightarrow I$ such that
(1) $\{e \in E \mid \alpha(e)>0\}$ is a simplex of $K$.
(2) $\sum_{e \in E} \alpha(e)=1$.

We regard $|K|$ as a subset of the product $I^{E}$. Let $|K|_{p}$ denote this set with the subspace topology of the product topology. We have a metric $d$ on $|K|$ defined by

$$
d(\alpha, \beta)=\left(\sum_{e \in E}(\alpha(e)-\beta(e))^{2}\right)^{\frac{1}{2}} .
$$

We denote $|K|$ with this metric topology by $|K|_{m}$. Each vertex $e \in E$ gives us a continuous map $e:|K|_{m} \rightarrow I, \alpha \mapsto \alpha(e)$. Therefore the identity $|K|_{m} \rightarrow|K|_{p}$ is
continuous. We leave it as an exercise to show that this map is actually a homeomorphism. The numbers $(\alpha(e) \mid e \in E)$ are the barycentric coordinates of $\alpha$.

We define a further topology on $|K|$. For $s \in S$ let $\Delta(s)$ be the standard simplex $\left\{\left(t_{e}\right) \in|K| \mid t_{e}=0\right.$ for $\left.e \notin s\right\}$. Then $|K|$ is the union of the $\Delta(s)$, and we write $|K|_{c}$ for $|K|$ with the quotient topology defined by the canonical map $\coprod_{s \in S} \Delta(s) \rightarrow|K|$. The identity $|K|_{c} \rightarrow|K|_{p}$ is continuous but not, in general, a homeomorphism. The next proposition will be proved in the more general context of simplicial diagrams.
(8.1.4) Proposition. $|K|_{c} \rightarrow|K|_{p}$ is a homotopy equivalence.

In the sequel we write $|K|=|K|_{c}$ and call this space the geometric realization of $K$. We define $|s| \subset|K|$ as $|s|=\{\alpha \in|K| \mid \alpha(e) \neq 0 \Rightarrow e \in s\}$ and call this set a closed simplex of $|K|$. For each simplex $s$ of $K$ the open simplex $\langle s\rangle \subset|K|$ is the subspace $\langle s\rangle=\{\alpha \in|K| \mid \alpha(e) \neq 0 \Leftrightarrow e \in s\}$. The complement $|s| \backslash\langle s\rangle=\partial|s|$ is the combinatorial boundary of $|s|$; it is the geometric realization of the subcomplex which consists of the proper faces of $s$. The set $|K|$ is the disjoint union of the $\langle s\rangle, s \in S$.

Let $|K|^{n}$ be the union of the $\Delta(s)$ with $\operatorname{dim} s \leq n$.
(8.1.5) Proposition. The space $|K|$ is the colimit of the $|K|^{n}$. The equality $\left|K^{n}\right|=$ $|K|^{n}$ holds. The canonical diagram

is a pushout.
A homeomorphism $t:|K| \rightarrow X$ is called a triangulation of $X$. The triangulation of surfaces was proved by Radó [161], the triangulation of 3-dimensional manifolds by Moise (see [141] for references and proofs; [197, 7.5.1]). Differentiable manifolds can be triangulated, and the triangulation can be chosen in such a way that it is on each simplex a smooth embedding ([193]; [143]).

Since $|K|_{m}$ is separated and id: $|K| \rightarrow|K|_{m}$ continuous, $|K|$ is separated. For finite $K$ the identity $|K| \rightarrow|K|_{m}$ is a homeomorphism.

For each vertex $e \in E$ the set $\operatorname{St}(e)=\{\alpha \in|K| \mid \alpha(e) \neq 0\}$ is called the star of $e$. Since $\alpha \mapsto \alpha(e)$ is continuous, the set $\operatorname{St}(e)$ is open in $|K|_{d}$ and therefore also in $|K|$. If we identify $e$ with the function $\alpha(e)=1, \alpha\left(e^{\prime}\right)=0$ for $e \neq e^{\prime}$, then $\operatorname{St}(e)$ is an open neighbourhood of $e$.

Points $e_{0}, \ldots, e_{k}$ of $\mathbb{R}^{n}$ are affinely independent, if the relations $\Sigma \lambda_{i} e_{i}=0$ and $\Sigma \lambda_{i}=0$ imply that each $\lambda_{i}=0$. If $e_{0}, \ldots, e_{k}$ are affinely independent, then the simplex $\left\{\sum_{i=0}^{k} \lambda_{i} e_{i} \mid \lambda_{i} \geq 0, \Sigma \lambda_{i}=1\right\}$ spanned by $e_{0}, \ldots, e_{k}$ is the convex hull of this set and homeomorphic to the $k$-dimensional standard simplex.

Let $K=(E, S)$ be a simplicial complex and $\left(x_{e} \mid e \in E\right)$ a family of points in $\mathbb{R}^{n}$. Consider the continuous map

$$
f:|K| \rightarrow \mathbb{R}^{n}, \quad \alpha \mapsto \sum_{e \in E} \alpha(e) x_{e}
$$

If $f$ is an embedding, we call the image of $f$ a simplicial polyhedron in $\mathbb{R}^{n}$ of type $K$, and $f(|K|)$ is a realization of $K$ as a polyhedron in $\mathbb{R}^{n}$.

Standard tools for the application of simplicial complexes in algebraic topology are subdivision and simplicial approximation [67, p. 124].

## Problems

1. id: $|K|_{m} \rightarrow|K|_{p}$ is a homeomorphism.
2. Let $K=\left(\mathbb{N}_{0}, S\right)$ be the simplicial complex where $S$ consists of all finite subsets of $\mathbb{N}_{0}$. The canonical map $|K|_{c} \rightarrow|K|_{p}$ is not a homeomorphism.
3. Let $L$ be a subcomplex of $K$. We can identify $|L|$ with a subset of $|K|$, and $|L|$ carries then the subspace topology of $|K|$. If $\left(L_{j} \mid j \in J\right)$ is a family of subcomplex of $K$, then $\bigcup L_{j}$ and $\bigcap L_{j}$ are subcomplexes and the relations $\bigcup\left|L_{j}\right|=\left|\bigcup L_{j}\right|$ and $\bigcap\left|L_{j}\right|=\left|\bigcap L_{j}\right|$ hold.
4. Let $K$ be a simplicial complex. Then the following assertions are equivalent: (1) $K$ is locally finite. (2) $|K|$ is locally compact. (3) The identity $|K| \rightarrow|K|_{d}$ is a homeomorphism. (4) $|K|$ is metrizable. (5) Each point of $|K|$ has a countable neighbourhood basis. (See [44, p. 65].)
5. Let $K$ be a countable, locally finite simplicial complex of dimension at most $n$. Then $K$ has a realization as a polyhedron in $\mathbb{R}^{2 n+1}$. (See [44, p. 66].)

### 8.2 Whitehead Complexes

We use the standard subsets of Euclidean spaces $S^{n-1}, D^{n}, E^{n}=D^{n} \backslash S^{n-1}$, ( $n \geq 1$ ). We set $S^{-1}=\emptyset$ and let $D^{0}$ be a point, hence $E^{0}=D^{0}$. A $k$-dimensional cell (a $k$-cell) in a space $X$ is a subset $e$ which is, in its subspace topology, homeomorphic to $E^{k}$. A point is always a 0 -cell.

A Whitehead complex is a space $X$ together with a decomposition into cells $\left(e_{\lambda} \mid \lambda \in \Lambda\right)$ such that:
(W1) $X$ is a Hausdorff space.
(W2) For each $n$-cell $e_{\lambda}$ there exists a characteristic map $\Phi_{\lambda}: D^{n}=D_{\lambda}^{n} \rightarrow X$ which induces a homeomorphism $E^{n} \rightarrow e_{\lambda}$ and sends $S^{n-1}$ into the union $X^{n-1}$ of the cells up to dimension $n-1$.
(W3) The closure $\bar{e}_{\lambda}$ of each cell $e_{\lambda}$ intersects only a finite number of cells.
(W4) $X$ carries the colimit topology with respect to the family $\left(\bar{e}_{\lambda} \mid \lambda \in \Lambda\right)$.
A subset $A$ of a Whitehead complex is a subcomplex if it is a union of cells and the closure of each cell in $A$ is contained in $A$. We will see that a subcomplex together with its cells is itself a Whitehead complex. From the definition of a subcomplex
we see that intersections and unions of subcomplexes are again subcomplexes. Therefore there exists a smallest subcomplex $X(L)$ which contains a given set $L$.

The decomposition of a Hausdorff space into its points always satisfies (W1)(W3). We see that (W4) is an important condition. Condition (W3) is also called (C), for closure finite. Condition (W4) is called (W), for weak topology. This is the origin for the name CW-complex. In the next section we consider these complexes from a different view-point and introduce the notion of a CW-complex.
(8.2.1) Lemma. Let $\Phi: D^{n} \rightarrow X$ be a continuous map into a Hausdorff space. Let $e=\Phi\left(E^{n}\right)$. Then $\Phi\left(D^{n}\right)=\bar{e}$. In particular $\bar{e}$ is compact.

Proof. $\Phi\left(D^{n}\right)$ is a compact subset of a Hausdorff space and therefore closed. This yields $\bar{e}=\overline{\Phi\left(E^{n}\right)} \subset \overline{\Phi\left(D^{n}\right)}=\Phi\left(D^{n}\right)=\Phi\left(\overline{E^{n}}\right) \subset \overline{\Phi\left(E^{n}\right)}=\bar{e}$.
(8.2.2) Example. Suppose $X$ has a cell decomposition into a finite number of cells such that properties (W1) and (W2) hold. Then $X$ is a finite union of closures $\bar{e}$ of cells and therefore compact by (8.2.1). Properties (W3) and (W4) are satisfied and $X$ is a Whitehead complex.
(8.2.3) Examples. The sphere $S^{n}$ has the structure of a Whitehead complex with a single 0 -cell and a single $n$-cell. The map

$$
\Phi: D^{n} \rightarrow S^{n}, \quad x \mapsto\left(2 \sqrt{1-\|x\|^{2}} \cdot x, 2\|x\|^{2}-1\right)
$$

sends $S^{n-1}$ to the 0 -cell $e_{n+1}=(0, \ldots, 0,1)$ and induces a homeomorphism of $E^{n}$ with $S^{n} \backslash\left\{e_{n+1}\right\}$, hence is a characteristic map for the $n$-cell.

From this cell decomposition we obtain a cell decomposition of $D^{n+1}$ by adding another $(n+1)$-cell $E^{n+1}$ with characteristic map the identity.

Another cell-composition of $S^{n}$ has two $j$-cells for each $j \in\{0, \ldots, n\}$ and is obtained inductively from $D_{ \pm}^{n}=\left\{\left(x_{i}\right) \in S^{n} \mid \pm x_{n+1} \geq 0\right\}$ with intersection $S^{n-1}=S^{n-1} \times 0$. A characteristic map is $D^{n} \rightarrow D_{ \pm}^{n}, x \mapsto\left(x, \pm \sqrt{1-\|x\|^{2}}\right) . \diamond$
(8.2.4) Proposition. Let $X$ be a Whitehead complex.
(1) A compact set $K$ in $X$ meets only a finite number of cells.
(2) A subcomplex which consists of a finite number of cells is compact and closed in $X$.
(3) $X(e)=X(\bar{e})$ is for each cell e a finite subcomplex.
(4) A compact subset of a Whitehead complex is contained in a finite subcomplex.
(5) $X$ carries the colimit topology with respect to the finite subcomplexes.
(6) A subcomplex $A$ is closed in $X$.

Proof. (1) Let $E$ be the set of cells which meet $K$. For each $e \in E$ we choose a point $x_{e} \in K \cap e$ and set $Z=\left\{x_{e} \mid e \in E\right\}$. Let $Y \subset Z$ be any subset. For each cell $f$ of $X$ the closure $\bar{f}$ is contained in the union of a finite number of cells. Thus
$Y \cap \bar{f}$ is a finite set, hence closed in $\bar{f}$ since $\bar{f}$ is a Hausdorff space. The condition (W4) now says that $Y$ is closed in $X$ and hence in $Z$. This tells us that $Z$ carries the discrete topology and is closed in $X$. A discrete closed set in a compact space is finite.
(2) Let $A=e_{1} \cup \cdots \cup e_{r}$ be a finite union of cells $e_{j}$. Then $\bar{A}=\bar{e}_{1} \cup \cdots \cup \bar{e}_{r} \subset A$, by definition of a subcomplex. By (8.2.1), $A=\bar{A}$ is compact and closed.
(3) Induction over $\operatorname{dim}(e)$. If $e$ is a 0 -cell, then $e$ is a point and closed, hence a subcomplex and $X(e)=X(\bar{e})=e$. Suppose $X(f)$ is finite for each cell $f$ with $\operatorname{dim}(f)<n$. Let $e$ be an $n$-cell with characteristic map $\Phi$.

The set $\Phi\left(S^{n-1}\right)$ is contained in the union of cells of dimension at most $n-1$, hence is contained in $\bar{e} \backslash e$.

Then $\bar{e} \backslash e=\Phi\left(S^{n-1}\right)$ is compact, hence contained in a finite number of cells $e_{1}, \ldots, e_{k}$, by (1), which are contained in $X^{n-1}$, by (W2). By induction hypothesis, the set $C=e \cup X\left(e_{1}\right) \cup \cdots \cup X\left(e_{k}\right)$ is a finite subcomplex which contains $e$ and hence $X(e)$. Therefore $X(e)$ is finite. Since $X(e)$ is closed, by (2), we have $\bar{e} \subset X(e)$ and $X(\bar{e}) \subset X(e)$.
(4) This is a consequence of (1) and (3).
(5) We show: $A \subset X$ is closed if and only if for each finite subcomplex $Y$ the intersection $A \cap Y$ is closed in $Y$.

Suppose the condition is satisfied, and let $f$ be an arbitrary cell. Then $\underline{A} \cap X(f)$ is closed in $X(f)$, hence, by (2) and (3), closed in $X$; therefore $A \cap \bar{f}=A \cap$ $X(f) \cap \bar{f}$ is closed in $X$ and in $\bar{f}$, hence closed in $X$ by condition (W4).
(6) If $Y$ is a finite subcomplex, then $A \cap Y$ is a finite subcomplex, hence closed. By (5), $A$ is closed.
(8.2.5) Proposition. A subcomplex $Y$ of a Whitehead complex $X$ is a Whitehead complex.

Proof. Let $e$ be a cell in $Y$ and $\Phi: D^{n} \rightarrow X$ a characteristic map. Then $\Phi\left(D^{n}\right)=$ $\bar{e} \subset Y$, since $Y$ is closed. Hence $\Phi$ can be taken as a characteristic map for $Y$.

It remains to verify condition (W4). Let $L \subset Y$ and suppose $L \cap \bar{e}$ is closed in $\bar{e}$ for each cell $e$ in $Y$. We have to show that $L$ is closed in $Y$. We show that $L$ is closed in $X$. Let $f$ be a cell of $X$. By (W3), $\bar{f}$ is contained in a finite union $e_{1} \cup \cdots \cup e_{k}$ of cells. Let $e_{1}, \ldots, e_{j}$ be those which are contained in $Y$. Then

$$
\bar{f} \cap Y \subset e_{1} \cup \cdots \cup e_{j} \subset \bar{e}_{1} \cup \cdots \cup \bar{e}_{j} \subset Y
$$

since $Y$ is a subcomplex. Hence
$\bar{f} \cap Y=\left(\bar{f} \cap \bar{e}_{1}\right) \cup \cdots \cup\left(\bar{f} \cap \bar{e}_{j}\right), \quad \bar{f} \cap L=\bar{f} \cap L \cap Y=\bigcup_{k=1}^{j}\left(\bar{f} \cap \bar{e}_{k} \cap L\right)$.
By assumption, $\bar{e}_{k} \cap L$ is closed in $\bar{e}_{k}$; hence $\bar{f} \cap \bar{e}_{k} \cap L$ is closed in $\bar{f}$; therefore $\bar{f} \cap L$ is a finite union of sets which are closed in $X$.
(8.2.6) Proposition. Let $X$ be a Whitehead complex. Then:
(1) $X$ carries the colimit topology with respect to the family $\left(X^{n} \mid n \in \mathbb{N}_{0}\right)$.
(2) Let $\left(e_{\lambda} \mid \lambda \in \Lambda(n)\right)$ be the family of $n$-cells of $X$ with characteristic maps $\Phi_{\lambda}: D_{\lambda}^{n} \rightarrow X^{n}$ and restrictions $\varphi_{\lambda}: S_{\lambda}^{n-1} \rightarrow X^{n-1}$. Then

is a pushout in TOP. $\left(X^{-1}=\emptyset.\right)$
Proof. (1) Suppose $A \cap X^{n}$ is closed in $X^{n}$ for each $n$. Then for each $n$-cell $e$ of $X$ the set $A \cap \bar{e}=A \cap \bar{e} \cap X^{n}$ is closed in $\bar{e}$. By (W4), $A$ is closed in $X$.
(2) The diagram is a pushout of sets. Give $X^{n}$ the pushout topology and denote this space by $Z$. By construction, the identity $\kappa: Z \rightarrow X^{n}$ is continuous. We show that $\kappa$ is also closed. Let $V \subset Z$ be closed. By definition of the pushout topology this means:
(i) $V \cap X^{n-1}$ is closed in $X^{n-1}$.
(ii) $\Phi^{-1}(V) \cap D_{\lambda}^{n}$ is closed in $D_{\lambda}^{n}$, hence also compact.

We conclude that $\Phi\left(\Phi^{-1}(V) \cap D_{\lambda}^{n}\right)=V \cap \Phi\left(D_{\lambda}^{n}\right)=V \cap \bar{e}_{\lambda}$ is closed in $\bar{e}_{\lambda}$, being a continuous image of a compact space in a Hausdorff space. From (i) and (ii) we therefore conclude that for each cell $e$ of $X^{n}$ the set $V \cap \bar{e}$ is closed in $\bar{e}$. Since $X^{n}$ is a Whitehead complex, $V$ is closed in $X^{n}$.
(8.2.7) Proposition. Let $X$ be a Whitehead complex, pointed by a 0-cell. The inclusions of the finite pointed subcomplexes $F \subset X$ induce a canonical map $\operatorname{colim}_{F} \pi_{k}(F, *) \rightarrow \pi_{k}(X, *)$. This map is an isomorphism.

Recall from Section 7.9 the notion of a k-space and the k-space $k(X)$ obtained from a space $X$.
(8.2.8) Proposition. Let $X$ have a cell decomposition such that (W1)-(W3) hold and such that each compact set is contained in a finite number of cells. Then $k(X)$ is a Whitehead complex with respect to the given cell decomposition and the same characteristic maps. Moreover, $X$ is a Whitehead complex if and only if $k(X)=X$.

Proof. Let $\Phi: D^{n} \rightarrow X$ be a characteristic map for the cell $e$. Since $\bar{e}$ is compact it has the same topology in $k(X)$. Hence $\Phi: D^{n} \rightarrow k(X)$ is continuous. Since $\Phi$ is a quotient map and $\Phi^{-1}(e)=E^{n}$, we see that $e$ has the same topology in $k(X)$ and $X$. Thus $e$ is a cell in $k(X)$ with characteristic map $\Phi$.

Let $A \cap \bar{e}$ be closed in $\bar{e}$ for each cell $e$. Let $K \subset k(X)$ be compact. By hypothesis, $K$ is contained in a finite number of cells, say $K \subset e_{1} \cup \cdots \cup e_{k}$. Then $A \cap K=\left(\left(A \cap \bar{e}_{1}\right) \cup \cdots \cup\left(A \cap \bar{e}_{k}\right)\right) \cap K$ is closed in $K$. Hence $A$ is $k$-closed.

Let $X$ and $Y$ be Whitehead complexes and $e \subset X, f \subset Y$ cells. Then $e \times f \subset X \times Y$ is a cell. From characteristic maps $\Phi: D^{m} \rightarrow X, \Psi: D^{n} \rightarrow Y$ for $e, f$ we obtain $\Phi \times \Psi: D^{m} \times D^{n} \rightarrow X \times Y$, and this can be considered as a characteristic map for $e \times f$. For this purpose use a homeomorphism

$$
\left(D^{m+n}, S^{m+n-1}\right) \rightarrow\left(D^{m} \times D^{n}, D^{m} \times S^{n-1} \cup S^{m-1} \times D^{n}\right)
$$

With this cell structure, $X \times Y$ satisfies conditions (W1)-(W3) in the definition of a Whitehead complex. In general, property (W4) may not hold. In this case one re-topologizes $X \times Y$ such that the compact subsets do not change. The space $X \times_{k} Y=k(X \times Y)$ is then a Whitehead complex (see (8.2.8)).

## Problems

1. $\mathbb{R}$ carries the structure of a Whitehead complex with 0 -cells $\{n\}, n \in \mathbb{Z}$ and 1 -cells $] n, n+1\left[, n \in \mathbb{Z}\right.$. There is an analogous Whitehead complex structure $W(\delta)$ on $\mathbb{R}^{n}$ with 0 -cells the set of points $\delta\left(k_{1}, \ldots, k_{n}\right), k_{j} \in \mathbb{Z}, \delta>0$ fixed and the associated $\delta$-cubes. Thus, given a compact set $K \subset \mathbb{R}^{n}$ and a neighbourhood $U$ of $K$, there exists another neighbourhood $L$ of $K$ contained in $U$ such that $L$ is a subcomplex of the complex $W(\delta)$. In this sense, compact subsets can be approximated by finite complexes.
2. The geometric realization of a simplicial complex is a Whitehead complex.

### 8.3 CW-Complexes

We now use (8.2.6) as a starting point for another definition of a cell complex. Let ( $X, A$ ) be a pair of spaces. We say, $X$ is obtained from $A$ by attaching an n-cell, if there exists a pushout


Then $A$ is closed in $X$ and $X \backslash A$ is homeomorphic to $E^{n}$ via $\Phi$. We call $X \backslash A$ an $\boldsymbol{n}$-cell in $X, \varphi$ its attaching map and $\Phi$ its characteristic map.
(8.3.1) Proposition. Let a commutative diagram with closed embeddings $j, J$ be given:


Suppose $F$ induces a bijection $X \backslash A \rightarrow Z \backslash Y$. Then the diagram is a pushout, provided that (1) $F(X) \subset Z$ is closed; (2) $F: X \rightarrow F(X)$ is a quotient map. Condition (2) holds if $X$ is compact and $Z$ Hausdorff.

Proof. Let $g: X \rightarrow U$ and $h: Y \rightarrow U$ be given such that $g j=h f$. The diagram is a set-theoretical pushout. Therefore there exists a unique set map $\varphi: Z \rightarrow U$ with $\varphi F=g, \varphi J=h$. Since $J$ is a closed embedding, $\varphi \mid J(Y)$ is continuous. Since $F$ is a quotient map, $\varphi \mid F(X)$ is continuous. Thus $\varphi$ is continuous, since $F(X)$ and $J(Y)$ are closed sets which cover $Z$.
(8.3.2) Note. Let $X$ be a Hausdorff space and $A$ a closed subset. Suppose there exists a continuous map $\Phi: D^{n} \rightarrow X$ which induces a homeomorphism $\Phi: E^{n} \rightarrow$ $X \backslash A$. Then $X$ is obtained from $A$ by attaching an $n$-cell.

Proof. We show $\Phi\left(S^{n-1}\right) \subset A$. Suppose there exists $s \in S^{n-1}$ with $\Phi(s) \in X \backslash A$. Then there exists a unique $t \in E^{n}$ with $\Phi(s)=\Phi(t)$. Let $V \subset E^{n}, W \subset D^{n}$ be disjoint open neighbourhoods of $t, s$. Then $\Phi(V) \subset X \backslash A$ is open in $X$, since $\Phi: E^{n} \rightarrow X \backslash A$ is a homeomorphism and $A$ is closed in $X$. Since $\Phi$ is continuous, there exists an open neighbourhood $W_{1} \subset W$ of $s$ with $\Phi\left(W_{1}\right) \subset \Phi(V)$. This contradicts the injectivity of $\Phi \mid E^{n}$.

Thus $\Phi$ provides us with a map $\varphi: S^{n-1} \rightarrow A$. We now use (8.3.1).
(8.3.3) Example. The projective space $\mathbb{R} P^{n}$ is obtained from $\mathbb{R} P^{n-1}$ by attaching an $n$-cell. The projective space $\mathbb{C} P^{n}$ is obtained from $\mathbb{C} P^{n-1}$ by attaching a $2 n$ cell.

We recall that $\mathbb{C} P^{n-1}$ is obtained from $S^{2 n-1}$ by the equivalence relation $\left(z_{1}, \ldots, z_{n}\right) \sim\left(\lambda z_{1}, \ldots, \lambda z_{n}\right), \lambda \in S^{1}$, or from $\mathbb{C}^{n} \backslash 0$ by $z \sim \lambda z, \lambda \in \mathbb{C}^{*}$. The class of $z$ is denoted $\left[z_{1}, \ldots, z_{n}\right]$. A characteristic map $\Phi: D^{2 n} \rightarrow \mathbb{C} P^{n}$ is $x \mapsto\left[x, \sqrt{1-\|x\|^{2}}\right]$.

The space $\mathbb{R} P^{n-1}$ is obtained from $S^{n-1}$ by the relation $z \sim-z$, or from $\mathbb{R}^{n} \backslash 0$ by $z \sim \lambda z, \lambda \in \mathbb{R}^{*}$. A characteristic map $\Phi: D^{n} \rightarrow \mathbb{R} P^{n}$ is given by the same formula as in the complex case.

We can also attach several $n$-cells simultaneously. We say $X$ is obtained from $A$ by attaching $\boldsymbol{n}$-cells if there exists a pushout


The index $j$ just enumerates different copies of the same space. Again, $A$ is then closed in $X$ and $\Phi$ induces a homeomorphism of $\bigsqcup_{j} E_{j}^{n}$ with $X \backslash A$. Therefore $X \backslash A$ is a union of components and each component is an $n$-cell. (By invariance of dimension, the integer $n$ is determined by $X \backslash A$.) We allow $J=\emptyset$; in that case $A=X$. We write $\Phi_{j}=\Phi \mid D_{j}^{n}$ and $\varphi_{j}=\varphi \mid S^{n-1}$ and call $\Phi_{j}$ the characteristic map of the $n$-cell $\Phi\left(E_{j}^{n}\right)$ and $\varphi_{j}$ its attaching map.

Let us give another interpretation: $X=X(\varphi)$ is the double mapping cylinder of $J \stackrel{\mathrm{pr}}{\leftrightarrows} S^{n} \times J \xrightarrow{\varphi} A$ where $J$ is a discrete set. From this setting we see: If $\varphi$ is replaced by a homotopic map $\psi$, then $X(\varphi)$ and $X(\psi)$ are h-equivalent under $A$.

Let $f: A \rightarrow Y$ be a given map. Assume that $X$ is obtained from $A$ by attaching $n$-cells via attaching maps $\left\langle\varphi_{j}\right\rangle: \coprod_{j} S_{j}^{n-1} \rightarrow A$. From the pushout definition of the attaching process we obtain:
(8.3.4) Note. There exists an extension $F: X \rightarrow Y$ of $f$ if and only if the maps $f \varphi_{j}$ are null homotopic. We view a null homotopy of $f \varphi_{j}$ as an extension to $D_{j}^{n}$. Then the extensions $F$ correspond to the set of null homotopies of the $f \varphi_{j}$.

In view of this note we call the homotopy classes $\left[f \varphi_{j}\right]$ the obstructions to extending $f$.

Let $A$ be a subspace of $X$. ACW-decomposition of $(X, A)$ consists of a sequence of subspaces $A=X^{-1} \subset X^{0} \subset X^{1} \subset \cdots \subset X$ such that:
(1) $X=\cup_{n \geq 0} X^{n}$.
(2) For each $n \geq 0$, the space $X^{n}$ is obtained from $X^{n-1}$ by attaching $n$-cells.
(3) $X$ carries the colimit topology with respect to the family $\left(X^{n}\right)$.
$X_{k}$ is a subspace of the colimit $X$ of a sequence $X_{j} \subset X_{j+1} \subset \cdots$. If the inclusions are closed, then $X_{k}$ is closed in $X$. This is an immediate consequence of the definition of the colimit topology.

A pair $(X, A)$ together with a CW-decomposition $\left(X^{n} \mid n \geq-1\right)$ is called a relative $\boldsymbol{C W}$-complex. In the case $A=\emptyset$ we call $X$ a $\boldsymbol{C W}$-complex. The space $X^{n}$ is the $n$-skeleton of $(X, A)$ and $\left(X^{n} \mid n \geq-1\right)$ is the skeleton filtration. The cells of $X^{n} \backslash X^{n-1}$ are the $n$-cells of ( $X, A$ ). We say, $(X, A)$ is finite (countable etc.) if $X \backslash A$ consists of a finite (countable etc.) number of cells. If $X=X^{n}, X \neq X^{n-1}$ we denote by $n=\operatorname{dim}(X, A)$ the cellular dimension of $(X, A)$. If $A=\emptyset$, then $A$ is suppressed in the notation. We call $X$ a $C W$-space if there exists some cellular decomposition $X^{0} \subset X^{1} \subset \cdots$ of $X$.

Let $X$ be a Whitehead complex. From (8.2.6) we obtain a CW-decomposition of $X$. The converse also holds: From a CW-decomposition we obtain a decomposition into cells and characteristic maps; it remains to verify that $X$ is a Hausdorff space and carries the colimit topology with respect to the closures of cells (see (8.3.8)).

In the context of CW-complexes $(X, A)$, the symbol $X^{n}$ usually denotes the $n$-skeleton and not the $n$-fold Cartesian product.
(8.3.5) Note. If $(X, A)$ is a relative $C W$-complex, then also $\left(X, X^{n}\right)$ and $\left(X^{n}, A\right)$ are relative CW-complexes, with the obvious skeleton-filtration inherited from ( $X^{n} \mid n \geq-1$ ).
(8.3.6) Example. From (8.3.3) we obtain cellular decompositions of $\mathbb{C} P^{n}$ and $\mathbb{R} P^{n}$. The union of the sequence $\mathbb{R} P^{n} \subset \mathbb{R}^{n+1} \subset \cdots$ defines the infinite projective
space $\mathbb{R} P^{\infty}$ as a CW-complex. It has a single $n$-cell for each $n \geq 0$. Similarly, we obtain $\mathbb{C} P^{\infty}$ with a single cell in each even dimension.
(8.3.7) Example. The sphere $S^{n}$ has a CW-decomposition with a single 0 -cell and a single $n$-cell, and another CW-composition with two $j$-cells for each $j \in$ $\{0, \ldots, n\}$, see (8.2.3). The quotient map $S^{n} \rightarrow \mathbb{R} P^{n}$ sends each cell of the latter homeomorphically onto a cell of $\mathbb{R} P^{n}$ in the decomposition (8.3.6). We can also form the colimit $S^{\infty}$ of $S^{n} \subset S^{n+1} \subset \cdots$, a CW-complex with two cells in each dimension.

The general topology of adjunction spaces and colimit topologies gives us the next results.
(8.3.8) Proposition. Let $(X, A)$ be a relative $C W$-complex. If $A$ is a $T_{1}$-space, then $X$ is a $T_{1}$-space and a compact subset of $X$ meets only a finite number of cells. If $A$ is a Hausdorff space, then $X$ is a Hausdorff space. If $A$ is normal, then $X$ is normal. If $A$ is a Hausdorff space, then $X$ carries the colimit topology with respect to the family which consists of $A$ and the closures of cells.

Proof. We only verify the last statement. Let $C$ be a subset of $X$ and suppose $A \cap C$ in closed in $A$ and $A \cap \bar{e}$ closed in $\bar{e}$ for each cell $e$. We show inductively, that $C \cap X^{n}$ is closed in $X^{n}$. This holds for $n=-1$ by assumption. The space $X^{n}$ is a quotient of $Z^{n}=X^{n-1}+\coprod D_{j}^{n}$. Each characteristic map $\Phi_{j}: D_{j}^{n} \rightarrow \bar{e}_{j}$ is a quotient map, since $X$ is Hausdorff. From the assumptions we see that $X^{n} \cap C$ has a closed pre-image in $Z^{n}$.

The considerations so far show that a CW-complex is a Whitehead complex.
(8.3.9) Proposition. Let $(X, A)$ be a relative $C W$-complex. Then $A \subset X$ is a cofibration.

Proof. We know that $\left\lfloor S_{j}^{n-1} \rightarrow \coprod D_{j}^{n}\right.$ is a cofibration. Hence $X^{n-1} \subset X^{n}$ is an induced cofibration. Therefore the compositions $X^{n} \subset X^{n+k}$ are cofibrations. Given $f: X \rightarrow Z$ and a homotopy $h^{-1}: X^{-1} \times I \rightarrow Z$ of $f \mid X^{-1}$, we can extend this inductively to homotopies $h^{n}: X^{n} \times I \rightarrow Z$ such that $h^{n+1} \mid X^{n} \times I=h^{n}$. Since $X \times I$ is the colimit of the $X^{n} \times I$, the $h^{n}$ combine to a homotopy $h: X \times I \rightarrow Z$.

## Problems

1. The attaching map for the $n$-cells yields a homeomorphism $\bigvee_{j}\left(D^{n} / S^{n-1}\right)_{j} \cong X / A$.
2. Let $(X, A)$ and $(Y, B)$ be relative CW-complexes. Consider $X \times Y$ with the closed subspaces

$$
(X \times Y)^{n}=\bigcup_{i=-1}^{n+1} X^{i} \times Y^{n-i}, \quad n \geq-1 .
$$

In favorable cases, the filtration $\left((X \times Y)^{n} \mid n \geq-1\right)$ is a CW-decomposition of the pair $(X \times Y, A \times B)$.

Let $Y$ be locally compact. Then $(X \times Y)^{n}$ is obtained from $(X \times Y)^{n-1}$ by attaching $n$-cells.
3. Let $(X, A)$ be a relative CW-complex and let $C \subset A$. Then $(X / C, A / C)$ is a relative CW-complex with CW-decomposition $\left(X^{n} / C\right)$. Moreover, $X / A$ is a CW-complex.
4. Let $A \subset X$ be a subcomplex. Then $X / A$ is a CW-complex.
5. Let $A$ and $B$ be subcomplexes of $X$. Then $A /(A \cap B)$ is a subcomplex of $X / B$.
6. Let $A$ be a subcomplex of $B$ and $Y$ another CW-complex. Then $A \wedge_{k} Y$ is a subcomplex of $B \wedge_{k} Y$.
7. Let $A$ be a CW-complex. Suppose $X$ is obtained from $A$ by attaching $n$-cells via attaching maps $\varphi: ~ \bigcup S_{j}^{n-1} \rightarrow A^{n-1}$. Then $X$ is a CW-complex with CW-decomposition $X^{j}=A^{j}$ for $j<n$ and $X^{j}=A^{j} \cup(X \backslash A)$ for $j \geq n$, and $A$ is a subcomplex of $X$.
8. Let $\varphi_{0}, \varphi_{1}: ~ \coprod, S_{j}^{n-1} \rightarrow A$ be homotopic attaching maps. The spaces $X(0), X(1)$ which are obtained by attaching $n$-cells with $\varphi_{0}, \varphi_{1}$ are h-equivalent under $A$. (Homotopy theorem for cofibrations.)
9. Let $X$ be a pointed CW-complex with base point $*$ a 0 -cell. Then the cone $C X$ and the suspension $\Sigma X$ are CW-complexes. (In statements of this type the reader is asked to find a canonical cell decomposition induced from the initial data.)
10. Let $\left(X_{j} \mid j \in J\right)$ be a family of pointed CW-complexes with base point a 0 -cell. Then $\bigvee_{j \in J} X_{j}$ has the structure of a CW-complex such that the summands are subcomplexes.
11. Let $p: E \rightarrow B$ be a Serre fibration and $(X, A)$ a CW-pair. Then each homotopy $h: X \times I \rightarrow B$ has a lifting along $p$ with given initial condition on $X \times 0 \cup A \times I$.
12. Suppose $X$ is obtained from $A$ by attaching $n$-cells. Let $p: E \rightarrow X$ be a covering and $E^{\prime}=p^{-1}(A)$. Then $E$ is obtained from $E^{\prime}$ by attaching $n$-cells.
13. Let $X$ be a CW-complex with $n$-skeleton $X^{n}$ and $p: E \rightarrow X$ a covering. Then $E$ is a CW-complex with $n$-skeleton $E^{n}=p^{-1}\left(B^{n}\right)$ such that $p$ maps the cells of $E$ homeomorphically to cells of $X$. An automorphism of $p$ maps cells of $E$ homeomorphically to cells.
14. Each neighbourhood $U$ of a point $x$ of a CW-complex contains a neighbourhood $V$ which is pointed contractible to $x$. A connected CW-complex has a universal covering. The universal covering has a cell decomposition such that its automorphism group permutes the cells freely.
15. Let $X$ and $Y$ be countable CW-complexes. Then $X \times Y$ is a CW-complex in the product topology.

### 8.4 Weak Homotopy Equivalences

We now study the notion of an $n$-connected map and of a weak homotopy equivalence in the context of CW-complexes.
(8.4.1) Proposition. Let $(Y, B)$ be $n$-connected. Then a map $f:(X, A) \rightarrow(Y, B)$ from a relative $C W$-complex $(X, A)$ of dimension $\operatorname{dim}(X, A) \leq n$ is homotopic
relative to $A$ to a map into $B$. In the case that $\operatorname{dim}(X, A)<n$ the homotopy class of $X \rightarrow B$ is unique relative to $A$.

Proof. Induction over the skeleton filtration. Suppose $X$ is obtained from $A$ by attaching $q$-cells via $\varphi: \coprod_{k} S_{k}^{q-1} \rightarrow A, q \leq n$. Consider a commutative diagram


Since $(Y, B)$ is $n$-connected, $F \Phi$ is homotopic relative to $\coprod S_{k}^{q-1}$ to a map into $B$. Since the left square is a pushout, we obtain a homotopy of $F$ from a pair of homotopies of $F \Phi$ and $F i$ which coincide on $\coprod S_{k}^{q-1}$. Since we have homotopies of $F \Phi$ relative to $\coprod S_{k}^{q-1}$, we can use on $A$ the constant homotopy. Altogether we obtain a homotopy of $F$ relative to $A$ to a map into $B$.

For an arbitrary $(X, A)$ with $\operatorname{dim}(X, A) \leq n$ we apply this argument inductively. Suppose we have a homotopy of $f$ relative to $A$ to a map $g$ which sends $X^{k}$ into $B$. By the argument just given we obtain a homotopy of $g \mid X^{k+1}$ relative to $X^{k}$ which sends $X^{k+1}$ into $B$. Since $X^{k+1} \subset X$ is a cofibration, we extend this homotopy to $X$. In the case that $n=\infty$, we have to concatenate an infinite number of homotopies. We use the first homotopy on $[0,1 / 2]$ the second on $[1 / 2,3 / 4]$ and so on. (Compare the proof of (8.5.4).) Suppose $\operatorname{dim}(X, A)<n$. Let $F_{0}, F_{1}: X \rightarrow$ $B$ be homotopic relative to $A$ to $f$. We obtain from such homotopies a map $(X \times I, X \times \partial I \cup A \times I) \rightarrow(Y, B)$ which is the constant homotopy on $A$. We apply the previous argument to the pair $(X \times I, X \times \partial I \cup A \times I)$ of dimension $\leq n$ and see that the homotopy class of the deformation $X \rightarrow B$ of $f$ is unique relative to $A$.
(8.4.2) Theorem. Let $h: B \rightarrow Y$ be $n$-connected, $n \geq 0$. Then $h_{*}:[X, B] \rightarrow$ [ $X, Y$ ] is bijective (surjective) if $X$ is a $C W$-complex with $\operatorname{dim} X<n(\operatorname{dim} X \leq n)$. If $h: B \rightarrow Y$ is pointed, then $h_{*}:[X, B]^{0} \rightarrow[X, Y]^{0}$ is injective (surjective) in the same range.

Proof. By use of mapping cylinders we can assume that $h$ is an inclusion. The surjectivity follows if we apply (8.4.1) to the pair $(X, \emptyset)$. The injectivity follows, if we apply it to the pair $(X \times I, X \times \partial I)$. In the pointed case we deform $(X, *) \rightarrow$ $(Y, B)$ rel $\{*\}$ to obtain surjectivity, and for the proof of injectivity we apply (8.4.1) to the pair $(X \times I, X \times \partial I \cup * \times I)$.
(8.4.3) Theorem. Let $f: Y \rightarrow Z$ be a map between $C W$-complexes.
(1) $f$ is a homotopy equivalence, if and only if for each $b \in Y$ and each $q \geq 0$ the induced map $f_{*}: \pi_{q}(Y, b) \rightarrow \pi_{q}(Z, f(b))$ is bijective.
(2) Suppose $\operatorname{dim} Y \leq k, \operatorname{dim} Z \leq k$. Then $f$ is a homotopy equivalence if $f_{*}$ is bijective for $q \leq k$.

Proof. (1) If $f_{*}$ is always bijective, then $f_{*}$ is a weak equivalence, hence the induced map $f_{*}:[X, Y] \rightarrow[X, Z]$ is bijective for all CW-complexes $X$ (see (8.4.2)). By category theory, $f$ represents an isomorphism in h-TOP: Take $X=Z$; then there exists $g: Z \rightarrow Y$ such that $f g \simeq \operatorname{id}(Z)$. Then $g_{*}$ is always bijective. Hence $g$ also has a right homotopy inverse.
(2) $f_{*}:[Z, Y] \rightarrow[Z, Z]$ is surjective, since $f$ is $k$-connected (see (8.4.2)). Hence there exists $g: Z \rightarrow Y$ such that $f g \simeq \operatorname{id}(Z)$. Then $g_{*}: \pi_{q}(Z) \rightarrow \pi_{q}(Y)$ is bijective for $q \leq k$, since $f_{*} g_{*}=$ id and $f_{*}$ is bijective. Hence there exists $h: Y \rightarrow Z$ with $g h \simeq \operatorname{id}(Y)$. Thus $g$ has a left and a right h-inverse and is therefore an h-equivalence. From $f g \simeq$ id we then conclude that $f$ is an h-equivalence.

The importance of the last theorem lies in the fact that "homotopy equivalence" can be tested algebraically. Note that the theorem does not say: If $\pi_{q}(Y) \cong \pi_{q}(Z)$ for each $q$, then $Y$ and $Z$ are homotopy equivalent; it is important to have a map which induces an isomorphism of homotopy groups. Mapping a space to a point gives:
(8.4.4) Corollary. A CW-complex $X$ is contractible if and only if $\pi_{q}(X)=0$ for $q \geq 0$.
(8.4.5) Example. From $\pi_{j}\left(S^{n}\right)=0$ for $j<n$ and $\pi_{j}\left(S^{\infty}\right)=\operatorname{colim}_{n} \pi_{j}\left(S^{n}\right)$ we conclude that the homotopy groups of $S^{\infty}$ are trivial. Hence $S^{\infty}$ is contractible. $\diamond$
(8.4.6) Example. A simply connected 1 -dimensional complex is contractible. A contractible 1-dimensional CW-complex is called a tree.
(8.4.7) Theorem. A connected CW-complex $X$ contains a maximal (with respect to inclusion) tree as subcomplex. A tree in $X$ is maximal if and only if it contains each 0-cell.

Proof. Let $\mathfrak{B}$ denote the set of all trees in $X$, partially ordered by inclusion. Let $\mathcal{T} \subset B$ be a totally ordered subset. Then $C=\bigcup_{T \in \mathcal{T}} T$ is contractible: $\pi_{1}(C)=0$, since a compact subset of $C$ is contained in a finite subcomplex and therefore in some $T \in \mathcal{T}$. Thus, by Zorn's lemma, there exist maximal trees.

Let $B$ be a maximal tree. Consider the 1 -cells which have at least one end point in $B$. If the second end point is not contained in $B$, then $B$ is obviously not maximal. Therefore the union $V$ of these 1-cells together with $B$ form a subcomplex of $X^{1}$, and the remaining 1-cells together with their end points form a subcomplex $X^{1} \backslash V$. Since $X$ is connected so is $X^{1}$, hence $V=X^{1}$, and $B^{0}=V^{0}=X^{0}$.

Let $B$ be a tree which contains $X^{0}$. Let $B^{\prime} \supset B$ be a strictly larger tree. Since $B$ is contractible, $B^{\prime}$ and $B^{\prime} / B$ are h-equivalent. Hence $B^{\prime} / B$ is contractible. Since $X^{0} \subset B$, the space $B^{\prime} / B$ has the form $\bigvee S^{1}$ and is not simply connected. Contradiction.

We now generalize the suspension theorem (6.10.4). Let $X$ and $Y$ be pointed spaces. We have the suspension map $\Sigma_{*}:[X, Y]^{0} \rightarrow[\Sigma X, \Sigma Y]^{0}$. We use the adjunction $[\Sigma X, \Sigma Y]^{0} \cong[X, \Omega \Sigma Y]^{0}$. The resulting map $[X, Y]^{0} \rightarrow[X, \Omega \Sigma Y]^{0}$ is then induced by the pointed map $\sigma: Y \rightarrow \Omega \Sigma Y$ which assigns to $y \in Y$ the loop $t \mapsto[y, t]$ in $\Sigma Y$.
(8.4.8) Theorem. Suppose $\pi_{i}(Y)=0$ for $0 \leq i \leq n$. Then the suspension $\Sigma_{*}:[X, Y]^{0} \rightarrow[\Sigma X, \Sigma Y]^{0}$ is bijective (surjective) if $X$ is a CW-complex of dimension $\operatorname{dim} X \leq 2 n(\operatorname{dim} X \leq 2 n+1)$.

Proof. By the suspension theorem (6.10.4), the map $\sigma$ is $(2 n+1)$-connected. Now use the pointed version of (8.4.2).
(8.4.9) Theorem. Let $X$ be a finite pointed CW-complex. Then

$$
\Sigma_{*}:\left[\Sigma^{k} X, \Sigma^{k} Y\right]^{0} \rightarrow\left[\Sigma^{k+1} X, \Sigma^{k+1} Y\right]^{0}
$$

is bijective for $\operatorname{dim}(X) \leq k-1$.
Proof. We have $\operatorname{dim} \Sigma^{k} X=k+\operatorname{dim} X$. The space $\Sigma Y$ is path connected. By the theorem of Seifert and van Kampen, $\Sigma^{2} Y$ is simply connected. From the suspension theorem we conclude that $\pi_{j}\left(\Sigma^{k} Y\right)=0$ for $0 \leq j \leq k-1$. By the previous theorem, $\Sigma_{*}$ is a bijection for $k+\operatorname{dim} X \leq 2(k-1)$.

### 8.5 Cellular Approximation

(8.5.1) Proposition. Suppose $X$ is obtained from $A$ by attaching $(n+1)$-cells. Then ( $X, A$ ) is $n$-connected.

Proof. We know that $\left(D^{n+1}, S^{n}\right)$ is $n$-connected. Now apply (6.4.2).
(8.5.2) Proposition. Let $X$ be obtained from $A$ by attaching $n$-cells ( $n \geq 1$ ). Suppose $A$ is simply connected. Then the quotient map induces an isomorphism $\pi_{n}(X, A) \rightarrow \pi_{n}(X / A)$.

Proof. (8.5.1) and (6.10.2).
(8.5.3) Proposition. For each relative CW-complex $(X, A)$ the pair $\left(X, X^{n}\right)$ is $n$-connected.

Proof. From (8.5.1) we obtain by induction on $k$ that $\left(X^{n+k}, X^{n}\right)$ is $n$-connected. The compactness argument (8.3.8) finally shows ( $X, X^{n}$ ) to be $n$-connected.

Let $X$ and $Y$ be CW-complexes. A map $f: X \rightarrow Y$ is cellular, if $f\left(X^{n}\right) \subset Y^{n}$ for each $n \in \mathbb{N}_{0}$. The cellular approximation theorem (8.5.4) is an application of (8.4.1).
(8.5.4) Theorem. A map $f: X \rightarrow Y$ is homotopic to a cellular map $g: X \rightarrow Y$. If $B \subset X$ is a subcomplex and $f \mid B$ cellular, then the homotopy $f \simeq g$ can be chosen relative to $B$.

Proof. We show inductively that there exist homotopies $H^{n}: X \times I \rightarrow Y$ such that
(1) $H_{0}^{0}=f, H_{1}^{n-1}=H_{0}^{n}$ for $n \geq 1$;
(2) $H_{1}^{n}\left(X^{i}\right) \subset Y^{i}$ for $i \leq n$;
(3) $H^{n}$ is constant on $X^{n-1} \cup B$.

For the induction step we assume $f\left(X^{i}\right) \subset Y^{i}$ for $i<n$. Let $\Phi:\left(D^{n}, S^{n-1}\right) \rightarrow$ ( $X^{n}, X^{n-1}$ ) be a characteristic map of an $n$-cell not contained in $B$. The map $f \circ \Phi$ is homotopic relative to $S^{n-1}$ to a map into $Y^{n}$, since $\left(Y, Y^{n}\right)$ is $n$-connected. A corresponding homotopy is used to define a homotopy of $f$ on the associated closed $n$-cells. This process defines the homotopy on $B \cup X^{n}$; and we extend it to $X$, using the fact that $B \cup X^{n} \subset X$ is a subcomplex and hence a cofibration. We now concatenate the homotopies $H^{n}$ :

$$
H(x, t)= \begin{cases}H^{i}\left(x, 2^{i+1}\left(t-1+2^{-i}\right)\right), & 1-2^{-i} \leq t \leq 1-2^{-i-1} \\ H^{i}(x, 1), & x \in X^{i}, t=1\end{cases}
$$

This map is continuous on $X^{i} \times I$ and hence on $X \times I$, since this space is the colimit of the $X^{i} \times I$.
(8.5.5) Corollary. Let $f_{0}, f_{1}: X \rightarrow Y$ be cellular maps which are homotopic. Then there exists a homotopy $f$ between them such that $f\left(X^{n} \times I\right) \subset Y^{n+1}$. If $f_{0}, f_{1}$ are homotopic rel $B$, then $f$ can be chosen rel $B$.

Proof. Choose a homotopy $f: f_{0} \simeq f_{1}$ rel $B$. Then $f$ maps $X \times \partial I \cup B \times I$ into $Y^{n}$. Now apply (8.5.4) to $X \times \partial I \cup B \times I \subset X \times I$.

## Problems

1. Let $A \subset X$ be a subcomplex and $f: A \rightarrow Y$ a cellular map. Then $Y=X \cup_{f} Y$ is a CW-complex.
2. A CW-complex is path connected if and only if the 1 -skeleton is path connected. The components are equal to the path components, and the path components are open.

### 8.6 CW-Approximation

We show in this section, among other things, that each space is weakly homotopy equivalent to a CW-complex. Our first aim is to raise the connectivity of a map.
(8.6.1) Theorem. Let $f: A \rightarrow Y$ be a $k$-connected map, $k \geq-1$. Then there exists for each $n>k$ a relative $C W$-complex $(X, A)$ with cells only in dimensions
$j \in\{k+1, \ldots, n\}, n \leq \infty$, and an $n$-connected extension $F: X \rightarrow Y$ of $f$. If $A$ is $C W$-complex, then $A$ can be chosen as a subcomplex of $X$.

Proof. (Induction over n.) Recall that the map $f$ is $k$-connected if the induced $\operatorname{map} f_{*}: \pi_{j}(A, *) \rightarrow \pi_{j}(Y, f(*))$ is bijective for $j<k$ and surjective for $j=k$ (no condition for $k=-1$ ). If we attach cells of dimension greater than $k$ and extend, then the extension remains $k$-connected. This fact allows for an inductive construction.

Let $n=0, k=-1$. Suppose $f_{*}: \pi_{0}(A) \rightarrow \pi_{0}(Y)$ is not surjective. Let $C=\left\{c_{j} \mid j \in J\right\}$ be a family of points in $Y$ which contains one element from each path component $\pi_{0}(Y) \backslash f_{*} \pi_{0}(A)$. Set $X=A+\coprod D_{j}^{0}$ and define $F: X \rightarrow Y$ by $F \mid A=f$ and $F\left(D_{j}^{0}\right)=\left\{c_{j}\right\}$. Then $X$ is obtained from $A$ by attaching 0 -cells and $F$ is a 0 -connected extension of $f$.
$n=1$. Suppose $f: A \rightarrow Y$ is 0 -connected. Then $f_{*}: \pi_{0}(A) \rightarrow \pi_{0}(Y)$ is surjective. Let $c_{-1}, c_{1}$ be points in different path components of $A$ which have the same image under $f_{*}$. Then $\varphi: S^{0} \rightarrow A, \varphi( \pm 1)=c_{ \pm 1}$, is an attaching map for a 1-cell. We can extend $f$ over $A \cup_{\varphi} D^{1}$ by a path from $f\left(c_{-}\right)$to $f\left(c_{+}\right)$. Treating other pairs of path components similarly, we obtain an extension $F^{\prime}: X^{\prime} \rightarrow Y$ of $f$ over a relative 1-complex $\left(X^{\prime}, A\right)$ such that $F_{*}^{\prime}: \pi_{0}\left(X^{\prime}\right) \rightarrow \pi_{0}(Y)$ is bijective. The bijectivity of $F_{*}^{\prime}$ follows from these facts: We have $F_{*}^{\prime} j_{*}=f_{*}$ with the inclusion $j: A \rightarrow X^{\prime}$; the map $j$ is 0 -connected; path components with the same image under $f_{*}$ have, by construction, the same image under $j_{*}$.

We still have to extend $F^{\prime}: X^{\prime} \rightarrow Y$ to a relative 1-complex $X \supset X^{\prime}$ such that $F_{*}: \pi_{1}(X, x) \rightarrow \pi_{1}(Y, f(x))$ is surjective for each $x \in X$. Let $F_{j}:\left(D^{1}, S^{0}\right) \rightarrow$ $(Y, y)$ be a family of maps such that the $\left[F_{j}\right] \in \pi_{1}(Y, y)$ together with $F_{*}^{\prime}\left(\pi_{1}\left(X^{\prime}, x\right)\right)$ generate $\pi_{1}(Y, y), y=F^{\prime}(x)$. Let $X \supset X^{\prime}$ be obtained from $X^{\prime}$ by attaching 1cells with characteristic maps $\left(\Phi_{j}, \varphi_{j}\right):\left(D^{1}, S^{0}\right) \rightarrow\left(X^{\prime}, x\right)$. We extend $F^{\prime}$ to $F$ such that $F \circ \Phi_{j}=F_{j}$. Then $F_{*}: \pi_{1}(X, x) \rightarrow \pi_{1}(Y, y)$ is surjective.
$n \geq 2$. Suppose $f: A \rightarrow Y$ is $(n-1)$-connected. By the use of mapping cylinders, we can assume that $f$ is an inclusion. Let $\left(\Phi_{j}, \varphi_{j}\right):\left(D^{n}, S^{n-1}, e_{0}\right) \rightarrow$ $(Y, A, a)$ be a set of maps such that the $y_{j}=\left[\Phi_{j}, \varphi_{j}\right] \in \pi_{n}(Y, A, a)$ generated the $\pi_{1}(A, a)$-module $\pi_{n}(Y, A, a)$. We attach $n$-cells to $A$ by attaching maps $\varphi_{j}$ to obtain $X$ and extend $f$ to $F$ by the null homotopies $\Phi_{j}$ of $f \varphi_{j}$. The characteristic map of the $n$-cell with attaching map $\varphi_{j}$ represents $x_{j} \in \pi_{n}(X, A, a)$ and $F_{*} x_{j}=y_{j}$. The map $F$ induces a morphism of the exact homotopy sequence of $(X, A, a)$ into the sequence of $(Y, A, a)$, and $F_{*}: \pi_{n}(X, A, a) \rightarrow \pi_{n}(Y, A, a)$ is surjective by construction. Consider the diagram


The sequences end with 0 , since $\pi_{n-1}(X, A)=0$ and $\pi_{n-1}(A) \rightarrow \pi_{n-1}(Y)$ is surjective by assumption. (2) is surjective. The Five Lemma shows us that (1) is surjective and (3) injective. By induction hypothesis, (3) is already surjective. Hence $F$ is $n$-connected.

In order to obtain $A$ as a subcomplex of $X$, one works with cellular attaching maps.
(8.6.2) Theorem. Let $Y$ be a CW-complex such that $\pi_{i}(Y)=0$ for $0 \leq i \leq k$. Then $Y$ is homotopy equivalent to a CW-complex $X$ with $X^{k}=\{*\}$.

Proof. Start with the $k$-connected map $f: A=\{*\} \rightarrow Y$ and extend it to a weak equivalence $F: X \rightarrow Y$ by attaching cells of dimension greater than $k$.
(8.6.3) Proposition. Let $A$ and $B$ be pointed CW-complexes. Assume that $A$ is ( $m-1$ )-connected and $B$ is $(n-1)$-connected. Then $A \wedge_{k} B$ is $(m+n-1)$ connected.

Proof. We can assume that $A$ has no cells in dimensions less than $m$ and $n$ no cells in dimensions less than $n$ (except the base point). Then $A \wedge_{k} B$ has no cells in dimensions less than $m+n$.
(8.6.4) Theorem. Let $\left(X_{j} \mid j \in J\right)$ be afamily of ( $n-1$ )-connected CW-complexes. Let $\iota_{k}: X_{k} \rightarrow \bigvee_{j \in J} X_{j}$ be the inclusion of the $k$-th summand. Then

$$
\alpha_{J}=\left\langle\iota_{j *}:\right\rangle \bigoplus_{j \in J} \pi_{n}\left(X_{j}\right) \rightarrow \pi_{n}\left(\bigvee_{j \in J} X_{j}\right)
$$

is an isomorphism ( $n \geq 2$ ).
Proof. Let $J$ be finite. Up to h-equivalence we can assume that $X_{j}$ has no cells in dimensions less than $n$, except the base point. Then $\prod_{j} X_{j}$ is obtained from $\bigvee_{j} X_{j}$ by attaching cells of dimension $\geq 2 n$. Hence $\pi_{m}\left(\bigvee X_{j}\right) \rightarrow \pi_{m}\left(\prod X_{j}\right)$ is an isomorphism for $m \leq 2 n-2$. From the diagram

$$
\begin{aligned}
& \pi_{n}\left(\bigvee_{1} X_{j}\right) \cong \\
& \alpha_{J} \uparrow \pi_{n}\left(\prod X_{j}\right) \\
& \cong \mid\left(p_{j *}\right) \\
& \oplus \pi_{n}\left(X_{j}\right) \stackrel{(1)}{\cong} \prod \pi_{n}\left(X_{j}\right)
\end{aligned}
$$

we conclude that $\alpha_{J}$ is an isomorphism.
Let now $J$ be arbitrary. For each $x \in \pi_{n}\left(\bigvee_{j \in J} X_{j}\right)$ there exists a finite $E \subset J$ such that $x$ is contained in the image of $\pi_{n}\left(\bigvee_{E} X_{j}\right) \rightarrow \pi_{n}\left(\bigvee_{J} X_{j}\right)$, since a compact subset is contained in a finite wedge. The result for $E$ now shows that $\alpha_{J}$ is surjective. If $x_{1}$ and $x_{2}$ have the same image under $\alpha_{J}$, then these elements are contained in some finite sum $\bigoplus_{E}$ and, again by a compactness argument, they have the same image under some $\alpha_{E}$, if $E$ is chosen large enough. This shows the injectivity of $\alpha_{J}$.
(8.6.5) Proposition. Suppose $\pi_{j}(Y)=0$ for $j>n$. Let $X$ be obtained from $A$ by attaching cells of dimension $\geq n+2$. Then $A \subset X$ induces a bijection $[X, Y] \rightarrow[A, Y]$.

Proof. Surjective. Let $f: A \rightarrow Y$ be given. Attach $(n+2)$-cells via maps $\varphi: S^{n+1} \rightarrow A$. Since $f \varphi: S^{n+1} \rightarrow Y$ is null homotopic, we can extend $f$ over the $(n+2)$-cells. Continue in this manner.

Injective. Use the same argument for $(X \times I, X \times \partial I \cup A \times I)$. The cells of this relative complex have a dimension $>n+2$.
(8.6.6) Theorem. Let $A$ be an arbitrary space and $k \in \mathbb{N}_{0}$. There exists a relative $C W$-complex $(X, A)$ with cells only in dimensions $j \geq k+2$, such that $\pi_{n}(X, x)=0$ forn $>k$ and $x \in X$, and the inducedmap $\pi_{n}(A, a) \rightarrow \pi_{n}(X, a)$ is an isomorphism for $n \leq k$ and $a \in A$.

Proof. We construct inductively for $t \geq 2$ a sequence $A=X^{k+1} \subset X^{k+2} \subset$ $\cdots \subset X^{k+t}$ such that $\pi_{n}(A, a) \cong \pi_{n}\left(X^{k+t}, a\right)$ for $n \leq k, \pi_{n}\left(X^{k+t}, a\right)=0$ for $k<n \leq k+t-1$, and $X^{m+1}$ is obtained from $X^{m}$ by attaching $(m+1)$-cells.

The induction step: If we attach $(m+1)$-cells to $X^{m}$ by the attaching maps $\varphi_{j}:\left(S_{j}^{m}, e_{0}\right) \rightarrow\left(X^{m}, a\right)$ to obtain $X^{m+1}$, then $\pi_{n}\left(X^{m}, a\right) \cong \pi_{n}\left(X^{m+1}, a\right)$ for $n \leq m-1$. The exact sequence

$$
\pi_{m+1}\left(X^{m+1}, X^{m}, a\right) \xrightarrow{\partial} \pi_{m}\left(X^{m}, a\right) \rightarrow \pi_{m}\left(X^{m+1}, a\right) \rightarrow 0
$$

shows that the $\left[\varphi_{j}\right]$ are in the image of $\partial$. Thus, if the $\left[\varphi_{j}\right]$ generate $\pi_{m}\left(X^{m}, a\right)$, then $\pi_{m}\left(X^{m+1}, a\right)=0$.
(8.6.7) Example. We can attach cells of dimension $\geq n+2$ to $S^{n}$ to obtain a space $K(\mathbb{Z}, n)$ which has a single non-trivial homotopy group $\pi_{n}(K(\mathbb{Z}, n)) \cong \mathbb{Z}$. See the section on Eilenberg-Mac Lane spaces for a generalization.

Let $i_{n}^{X}: X \rightarrow X[n]$ be an inclusion of the type constructed in (8.6.6), namely $X[n]$ is obtained by attaching cells of dimension greater than $n+1$ such that $\pi_{k}(X[n])=0$ for $k>n$ and $i_{n}^{X}$ induces an isomorphism $\pi_{k}\left(i_{n}^{X}\right)$ for $k \leq n$. Given a map $f: X \rightarrow Y$ and $i_{m}^{Y}: Y \rightarrow Y[m]$ for $m \leq n$, there exists a unique homotopy class $f_{n, m}: X[n] \rightarrow Y[m]$ such that $i_{m}^{Y} \circ f=f_{n, m} \circ i_{n}^{X}$; this is a consequence of (8.6.5). We let $j_{n}^{X}: X\langle n\rangle \rightarrow X$ be the homotopy fibre of $i_{n}^{X}$. We call $j_{n}^{X}$ the $n$-connective covering of $X$. The induced map $\pi_{i}\left(j_{n}^{X}\right): \pi_{i}(X\langle n\rangle) \rightarrow \pi_{i}(X)$ is an isomorphism for $i>n$ and $\pi_{i}(X\langle n\rangle)=0$ for $i \leq n$. The universal covering has such properties in the case that $n=1$. So we have a generalization, in the realm of fibrations. Objects of this type occur in the theory of Postnikov decompositions of a space, see e.g., [192].

As a consequence of (8.6.1) for $A=\emptyset$ we see that for each space $Y$ there exists a $C W$-complex $X$ and a weak equivalence $f: X \rightarrow Y$. We call such a weak
equivalence a $\boldsymbol{C W}$-approximation of $Y$. Note that a weak equivalence between CWcomplexes is a homotopy equivalence (8.4.3). We show that CW-approximations are unique up to homotopy and functorial in the homotopy category.
(8.6.8) Theorem. Let $f: Y_{1} \rightarrow Y_{2}$ be a continuous map and let $\alpha_{j}: X_{j} \rightarrow Y_{j}$ be $C W$-approximations. Then there exists a map $\varphi: X_{1} \rightarrow X_{2}$ such that $f \alpha_{1} \simeq \alpha_{2} \varphi$, and the homotopy class of $\varphi$ is uniquely determined by this property.

Proof. Since $\alpha_{2}$ is a weak equivalence, $\alpha_{2}:\left[X_{1}, X_{2}\right] \rightarrow\left[X_{1}, Y_{2}\right]$ is bijective. Hence there exists a unique homotopy class $\varphi$ such that $f \alpha_{1} \simeq \alpha_{2} \varphi$.

A domination of $X$ by $K$ consists of maps $i: X \rightarrow K, p: K \rightarrow X$ and a homotopy $p i \simeq \operatorname{id}(X)$.
(8.6.9) Proposition. Suppose $M$ is dominated by a $C W$-complex $X$. Then $M$ has the homotopy type of a CW-complex.

Proof. Suppose $i: M \rightarrow X$ and $r: X \rightarrow M$ are given such that $r i$ is homotopic to the identity. There exists a CW-complex $\iota: X \subset Y$ and an extension $R: Y \rightarrow M$ of $r$ such that $R$ induces an isomorphism of homotopy groups. Let $j=\iota i: M \rightarrow$ $X \rightarrow Y$. Since $R j=r i \simeq i d$, the composition $R j$ induces isomorphisms of homotopy groups, hence so does $j$. From $j R j \simeq j$ we conclude that $j R$ induces the identity on homotopy groups and is therefore a homotopy equivalence. Let $k$ be h-inverse to $j R$, then $j(R k) \simeq$ id. Hence $j$ has the left inverse $R$ and the right inverse $R k$ and is therefore a homotopy equivalence.

A (half-exact) homotopy functor on the category $C^{0}$ of pointed connected CWspaces is a contravariant functor $h: C^{0} \rightarrow \mathrm{SET}^{0}$ into the category of pointed sets with the properties:
(1) (Homotopy invariance) Pointed homotopic maps induce the same morphism.
(2) (Mayer-Vietoris property) Suppose $X$ is the union of subcomplexes $A$ and $B$. If $a \in h(A)$ and $b \in h(B)$ are elements with the same restriction in $h(A \cap B)$, then there exists an element $x \in h(X)$ with restrictions $a$ and $b$.
(3) (Additivity) Let $X=\bigvee_{j} X_{j}$ with inclusions $i_{j}: X_{j} \rightarrow X$. Then

$$
h(X) \rightarrow \prod_{j} h\left(X_{j}\right), \quad x \mapsto\left(h\left(i_{j}\right) x\right)
$$

is bijective.
(8.6.10) Theorem (E. H. Brown). For each homotopy functor $h$ : $C^{0} \rightarrow \mathrm{SET}^{0}$ there exist $K \in C^{0}$ and $u \in h(K)$ such that

$$
[X, K]^{0} \rightarrow h(X), \quad[f] \mapsto f^{*}(u)
$$

is bijective for each $X \in C^{0}$.

In category theory one says that $K$ is a representing object for the functor $h$. The theorem is called the representability theorem of E. H. Brown. For a proof see [31], [4].
(8.6.11) Example. Let $h(X)=[X, Z]^{0}$ for a connected pointed space $Z$. Then $h$ is a homotopy functor. From (8.6.10) we obtain $K \in C^{0}$ and $f: K \rightarrow Z$ such that $f_{*}:[X, K]^{0} \rightarrow[X, Z]^{0}$ is always bijective, i.e., $f$ is a weak h-equivalence. Thus we have obtained a CW-approximation $X$ of $Z$.

## Problems

1. As a consequence of (8.6.8) one can extend homotopy functors from CW-complexes to arbitrary spaces. Let $F$ be a functor from the category of CW-complexes such that homotopic maps $f \simeq g$ induce the same morphism $F(f)=F(g)$. Then there is, up to natural isomorphism, a unique extension of $F$ to a homotopy invariant functor on TOP which maps weak equivalences to isomorphisms.
2. A point is a $C W$-approximation of the pseudo-circle.
3. Determine the $C W$-approximation of $\{0\} \cup\left\{n^{-1} \mid n \in \mathbb{N}\right\}$.
4. Let $X$ and $Y$ be CW-complexes. Show that the identity $X \times_{k} Y \rightarrow X \times Y$ is a CWapproximation.
5. Let $\left(Y_{j} \mid j \in J\right)$ be a family of well-pointed spaces and $\alpha_{j}: X_{j} \rightarrow Y_{j}$ a family of pointed CW-approximations. Then $\bigvee_{j} \alpha_{j}$ is a CW-approximation. Give a counterexample (with two spaces) in the case that the spaces are not well-pointed.
6. Let $f: A \rightarrow B$ and $g: C \rightarrow D$ be pointed weak homotopy equivalences between wellpointed spaces. Then $f \wedge g$ is a weak homotopy equivalence.
7. Verify from the axioms of a homotopy functor that $h(P)$ for a point $P$ contains a single element.
8. Verify from the axioms of a homotopy functor that for each inclusion $A \subset X$ in $C^{0}$ the canonical sequence $h(X / A) \rightarrow h(X) \rightarrow h(A)$ is an exact sequence of pointed sets.

### 8.7 Homotopy Classification

In favorable cases the homotopy class of a map is determined by its effect on homotopy groups.
(8.7.1) Theorem. Let $X$ be an $(n-1)$-connected pointed $C W$-complex. Let $Y$ be a pointed space such that $\pi_{i}(Y)=0$ for $i>n \geq 2$. Then

$$
h_{X}:[X, Y]^{0} \rightarrow \operatorname{Hom}\left(\pi_{n}(X), \pi_{n}(Y)\right), \quad[f] \mapsto f_{*}
$$

## is bijective.

Proof. The assertion only depends on the pointed homotopy type of $X$. We use (8.6.2) and assume $X^{n-1}=\{*\}$. The $h_{X}$ constitute a natural transformation in the variable $X$. Since $\left(X, X^{n+1}\right)$ is $(n+1)$-connected, the inclusion $X^{n+1} \subset X$ induces
an isomorphism on $\pi_{n}$. By (8.6.5), the restriction $r:[X, Y]^{0} \rightarrow\left[X^{n+1}, Y\right]^{0}$ is a bijection. Therefore it suffices to consider the case, that $X$ has, apart from the base point, only cells of dimension $n$ and $n+1$. Moreover, by the homotopy theorem for cofibrations, we can assume that the attaching maps for the $(n+1)$-cells are pointed. In this case $X$ is the mapping cone of a pointed map $f: A=\bigvee S_{k}^{n} \rightarrow \bigvee S_{j}^{n}=B$. We therefore have the exact cofibre sequence

$$
[A, Y]^{0} \stackrel{f^{*}}{\leftarrow}[B, Y]^{0} \leftarrow[X, Y]^{0} \leftarrow[\Sigma A, Y]^{0}
$$

Our assumption about $Y$ yields $[\Sigma A, Y]^{0}=\left[\bigvee \Sigma S_{k}^{n}, Y\right]^{0} \cong \prod_{k} \pi_{n+1}(Y)=0$. We apply the natural transformation $h$ and obtain a commutative diagram


As one of the consequences of the excision theorem we showed that the sequence $\pi_{n}(A) \rightarrow \pi_{n}(B) \rightarrow \pi_{n}(X) \rightarrow 0$ is exact, and therefore the bottom sequence of the diagram is exact. We show that $h_{A}$ and $h_{B}$ are isomorphisms. If $A=S^{n}$, then

$$
h_{A}: \pi_{n}(Y)=\left[S^{n}, Y\right]^{0} \rightarrow \operatorname{Hom}\left(\pi_{n}\left(S^{n}\right), \pi_{n}(Y)\right)
$$

is an isomorphism, since $\pi_{n}\left(S^{n}\right)$ is generated by the identity. In the case that $A=\bigvee S_{k}^{n}$, we have a commutative diagram

$$
\begin{aligned}
& {\left[\bigvee S_{k}^{n}, Y\right]^{0} \longrightarrow \prod\left[S_{k}^{n}, Y\right]} \\
& \downarrow_{\vee S_{k}^{n}} \quad \cong \emptyset h_{S_{k}^{n}} \\
& \operatorname{Hom}\left(\pi_{n}\left(\bigvee^{\vee} S_{k}^{n}\right), \pi_{n}(Y)\right) \xrightarrow{(1)} П \operatorname{Hom}\left(\pi_{n}\left(S_{k}^{n}\right), \pi_{n}(Y)\right) .
\end{aligned}
$$

The map (1) is induced by the isomorphism $\bigoplus \pi_{n}\left(S_{k}^{n}\right) \cong \pi_{n}\left(\bigvee S_{k}^{n}\right)$ and therefore an isomorphism. We now want to conclude from the diagram by a Five Lemma type argument that $h_{X}$ is bijective. The proof of surjectivity does not use the group structure. Injectivity follows, if $f_{1}^{*}$ is injective. In order to see this, one can use the general fact that $[\Sigma A, Y]^{0}$ acts on $[X, Y]^{0}$ and the orbits are mapped injectively, or one uses that $f$ is, up to homotopy, a suspension, because $\Sigma_{*}:\left[\bigvee S_{k}^{n-1}, \bigvee S_{j}^{n-1}\right]^{0} \rightarrow\left[\bigvee S_{k}^{n}, \bigvee S_{j}^{n}\right]^{0}$ is surjective.

### 8.8 Eilenberg-Mac Lane Spaces

Let $\pi$ be an abelian group. An Eilenberg-Mac Lane space of type $\boldsymbol{K}(\boldsymbol{\pi}, \boldsymbol{n})$ is a CW-complex $K(\pi, n)$ such that $\pi_{n}(K(\pi, n)) \cong \pi$ and $\pi_{j}(K(\pi, n)) \cong 0$ for $j \neq n$.

In the cases $n=0,1$, the group $\pi$ can be non-abelian. In the case $n=0$, we think of $K(\pi, 0)=\pi$ with the discrete topology.
(8.8.1) Theorem. Eilenberg-Mac Lane spaces $K(\pi, n)$ exist.

Proof. Let $n \geq 2$. There exists an exact sequence

$$
0 \longrightarrow F_{1} \xrightarrow{\alpha} F_{0} \xrightarrow{\beta} \pi \longrightarrow 0
$$

with free abelian groups $F_{0}$ and $F_{1}$. We fix a basis $\left(a_{k} \mid k \in K\right)$ of $F_{1}$ and $\left(b_{j} \mid j \in J\right)$ of $F_{0}$. Then $\alpha$ is determined by the matrix $\alpha\left(a_{k}\right)=\sum_{j} n(j, k) b_{j}$. We now construct a geometric realization of this algebraic situation. The group $\pi_{n}\left(\bigvee_{k} S_{k}^{n}\right) \cong \bigoplus_{k} \pi_{n}\left(S_{k}^{n}\right)$ is free abelian (8.6.4). A basis is given by the canonical inclusions $S_{l}^{n} \rightarrow \bigvee S_{k}^{n}$. There exists a unique homotopy class $f: A=\bigvee_{k} S_{k}^{n} \rightarrow$ $\bigvee S_{j}^{n}=B$ which realizes the matrix $(n(j, k))$ with respect to these bases. Let $X=C(f)$ be the mapping cone of $f$. Then the sequence

$$
\pi_{n}(A) \xrightarrow{f_{*}} \pi_{n}(B) \xrightarrow{f_{1 *}} \pi_{n}(X) \longrightarrow 0
$$

is exact. Hence $\pi_{n}(X) \cong \pi$. Also $\pi_{i}(X)=0$ for $i<n$. We can now attach cells of dimensions $\geq n+2$ to $X$ in order to obtain a $K(\pi, n)$, see (8.6.6).
(8.8.2) Examples. The space $S^{1}$ is a $K(\mathbb{Z}, 1)$. We know $\pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$, and from the exact sequence of the universal covering $\mathbb{R} \rightarrow S^{1}$ we know that $\pi_{n}\left(S^{1}\right)=0$ for $n \geq 2$. The space $\mathbb{C} P^{\infty}$ is a model for $K(\mathbb{Z}, 2)$. The space $\mathbb{R} P^{\infty}$ is a $K(\mathbb{Z} / 2,1)$.

The adjunction $[\Sigma X, Y]^{0} \cong[X, \Omega Y]^{0}$ shows that $\Omega K(\pi, n+1)$ has the homotopy groups of a $K(\pi, n)$. By a theorem of Milnor [132], [67], $\Omega Y$ has the homotopy type of a CW-complex if $Y$ is a CW-complex. If one does not want to use this result one has the weaker result that there exists a weak homotopy equivalence $K(\pi, n) \rightarrow \Omega K(\pi, n+1)$.

We now establish further properties of Eilenberg-Mac Lane spaces. We begin by showing that Eilenberg-Mac Lane spaces are $H$-spaces. Then we construct product pairings $K(\pi, m) \wedge K(\rho, n) \rightarrow K(\pi \otimes \rho, m+n)$. In this context $\pi \otimes \rho$ denotes the tensor product of the abelian groups $\pi$ and $\rho$ (alias $\mathbb{Z}$-modules) over $\mathbb{Z}$.

We call the space $K(\pi, n)$ polarized, if we have chosen a fixed isomorphism $\alpha: \pi_{n}(K(\pi, n)) \rightarrow \pi$. If $(K(\pi, n), \alpha)$ and $(K(\rho, n), \beta)$ are polarized complexes, the product $K(\pi, n) \times K(\rho, n)$ will be polarized by

$$
\pi_{n}(K(\pi, n) \times K(\rho, n)) \cong \pi_{n}(K(\pi, n)) \times \pi_{n}(K(\rho, n)) \xrightarrow{\alpha \times \beta} \pi_{1} \times \pi_{2} .
$$

(8.8.3) Proposition. Having chosen polarizations, we obtain from (8.7.1) an isomorphism $[K(\pi, n), K(\rho, n)]^{0} \cong \operatorname{Hom}(\pi, \rho)$.
(8.8.4) Theorem. Let $\pi$ be an abelian group. Then an Eilenberg-Mac Lane complex $K(\pi, n)$ is a commutative group object in h-TOP.

Proof. Let $K=(K(\pi, n), \alpha)$ be a polarized complex with base point a 0 -cell $e$. For an abelian group $\pi$, the multiplication $\mu: \pi \times \pi \rightarrow \pi,(g, h) \mapsto g h$ is a homomorphism. Therefore there exists a map $m: K \times K \rightarrow K$, unique up to homotopy, which corresponds under (8.8.3) to $\mu$. Similarly, $\iota: \pi \rightarrow \pi, g \mapsto g^{-1}$ is a homomorphism and yields a map $i: K \rightarrow K$. Claim: $(K, m, i)$ is an associative and commutative $H$-space. The maps $m \circ(m \times \mathrm{id})$ and $m \circ(\mathrm{id} \times m)$ induce the same homomorphism when $\pi_{n}$ is applied; hence these maps are homotopic. In a similar manner one shows that $x \mapsto m(x, e)$ is homotopic to the identity. Since $K \vee K \subset K \times K$ is a cofibration, we can change $m$ by a homotopy such that $m(x, e)=m(e, x)=x$. We write $x \mapsto m(x, i(x))$ as composition

$$
K \xrightarrow{d} K \times K \xrightarrow{\text { id } \times i} K \times K \xrightarrow{m} K
$$

and apply $\pi_{n}$; the result is the constant homomorphism. Hence this map is null homotopic. Commutativity is verified in a similar manner by applying $\pi_{n}$. See also Problem 1.

For the construction of the product pairing we need a general result about products for homotopy groups. We take the smash product of representatives $f: I^{m} / \partial I^{m} \rightarrow X, g: I^{n} / \partial I^{n} \rightarrow Y$ and obtain a well-defined map

$$
\pi_{m}(X) \times \pi_{n}(Y) \rightarrow \pi_{m+n}\left(X \wedge_{k} Y\right), \quad([f],[g]) \mapsto[f \wedge g]=[f] \wedge[g]
$$

We call this map the $\wedge$-product for homotopy groups. It is natural in the variables $X$ and $Y$.
(8.8.5) Proposition. The $\wedge$-product is bi-additive.

Proof. The additivity in the first variable follows directly from the definition of the addition, if we use $+_{1}$. We see the additivity in the second variable, if we use the composition laws $+_{1}$ and $+_{m+1}$ in the homotopy groups.
(8.8.6) Proposition. Let $A$ be an $(m-1)$-connected and $B$ an $(n-1)$-connected $C W$-complex. Then $A \wedge B$ is $(m+n-1)$-connected and the $\wedge$-product

$$
\pi_{m}(A) \otimes \pi_{n}(B) \rightarrow \pi_{m+n}\left(A \wedge_{k} B\right)
$$

is an isomorphism ( $m, n \geq 2$ ). If $m$ or $n$ equals 1 , then one has to use the abelianized groups.

Proof. The assertion about the connectivity was shown in (8.6.3). For $A=S^{m}$ the assertion holds by the suspension theorem. For $A=\bigvee_{j} S_{j}^{m}$ we use the commutative diagram

(1) is an isomorphism by (8.6.4). (2) is induced by a homeomorphism. (3) is an isomorphism by algebra. (4) is an isomorphism by (8.6.4). (5) is an isomorphism by the suspension theorem. This settles the case of a wedge of $m$-spheres. Next we let $A$ be the mapping cone of a map $f: C \rightarrow D$ where $C$ and $D$ are wedges of $m$-spheres. Then we have a commutative diagram with exact rows:


The general case now follows from the observation that the inclusion $A^{m+1} \rightarrow A$ induces an isomorphism on $\pi_{m}$ and $A^{m+1} \wedge_{k} B \rightarrow A \wedge_{k} B$ induces an isomorphism on $\pi_{m+n}$.

Let $(K(G, m), \alpha),(K(H, n), \beta)$ and $(K(G \otimes H, m+n), \gamma)$ be polarized Eilen-berg-Mac Lane complexes for abelian groups $G$ and $H$. A product is a map

$$
\gamma_{m, n}: K(G, m) \wedge_{k} K(H, n) \rightarrow K(G \otimes H, m+n)
$$

such that the diagram

is commutative. Here we have use the $\wedge$-product (8.8.5).
(8.8.7) Theorem. There exists a product. It is unique up to homotopy.

Proof. Let $G$ and $H$ be abelian groups. The first non-trivial homotopy group of $K(G, m) \wedge_{k} K(H, n)$ is $\pi_{m+n}$ and it is isomorphic to $G \otimes H$, see (8.8.6). By (8.6.6) there exists an inclusion

$$
\gamma_{m, n}: K(G, m) \wedge_{k} K(H, n) \rightarrow K(G \otimes H, m+n) .
$$

We can choose the polarization $\gamma$ so that the diagram above becomes commutative. Uniqueness follows from (8.7.1).

The products (8.8.7) are associative, i.e.,

$$
\gamma_{m+n, p} \circ\left(\gamma_{m, n} \times \mathrm{id}\right) \simeq \gamma_{m, n+p} \circ\left(\mathrm{id} \times \gamma_{n, p}\right)
$$

The products are graded commutative in the following sense:

$$
K(\tau, m+n) \circ \gamma_{m, n} \simeq(-1)^{m n} \tau^{\prime} \circ \gamma_{n, m}
$$

with the interchange maps $\tau^{\prime}: K(m, G) \wedge K(n, H) \rightarrow K(n, H) \wedge K(m, G)$ and $\tau: G \otimes H \rightarrow H \otimes G$.

Let $R$ be a commutative ring with 1 . We think of the multiplication as being a homomorphism $\mu: R \otimes R \rightarrow R$ between abelian groups. From this homomorphism we obtain a unique homotopy class $K(\mu): K(R \otimes R, m) \rightarrow K(R, m)$.

We compose $K(\mu)$ with $\gamma_{k, l}$ and obtain a product map

$$
m_{k, l}: K(R, k) \wedge_{k} K(R, l) \rightarrow K(R, k+l)
$$

Also these products are associative and graded commutative.
In the associated homotopy groups $H^{k}(X ; R)=\left[X^{+}, K(R, k)\right]^{0}$ we obtain $\operatorname{via}(f, g) \mapsto m_{k, l}(f \wedge g)$ products

$$
H^{k}(X ; R) \otimes H^{l}(Y ; R) \rightarrow H^{k+l}(X \times Y ; R),
$$

which are also associative and graded commutative. (See also Problem 3.) In a similar manner we can start from an $R$-module structure $R \otimes M \rightarrow M$ on $M$. Later, when we study singular cohomology, we show that for a CW-complex $X$ the group $\left[X^{+}, K(R, k)\right]^{0}$ is naturally isomorphic to the singular cohomology group $H^{k}(X ; R)$ with coefficients in the ring $R$. This opens the way to a homotopical study of cohomology. The product (8.8.7) can then be used to construct the so-called cup product in cohomology.

Once singular cohomology theory is constructed one obtains from the representability theorem of Brown Eilenberg-Mac Lane spaces as representing objects.
8.8.8 Eilenberg-Mac Lane spectra. Let $A$ be an abelian group. The EilenbergMac Lane spectrum $H A$ consists of the family $\left(K(A, n) \mid n \in \mathbb{N}_{0}\right)$ of EilenbergMac Lane CW-spaces and maps $e_{n}: \Sigma K(A, n) \rightarrow K(A, n+1)$ (an inclusion of
subcomplexes; attach cells to $\Sigma K(A, n)$ to obtain a $K(A, n+1))$. This spectrum is an $\Omega$-spectrum. We have proved in any case that $\varepsilon_{n}: K(A, n) \rightarrow \Omega K(A, n+1)$ is a weak homotopy equivalence. This suffices if one wants to define the cohomology theory only for pointed CW-spaces.

## Problems

1. From the natural isomorphism $[X, K(\pi, n)]^{0} \cong\left[X, \Omega^{2} K(\pi, n+2)\right]^{0}$ we see that $X \mapsto$ $\left.{ }^{[ } X, K(\pi, n)\right]^{0}$ is a contravariant functor into the category of abelian groups. Therefore, by category theory, there exists a unique (up to homotopy) structure of a commutative h -group on $K(\pi, n)$ inducing the group structures of this functor.
2. Let $\alpha \in \pi_{m}(X), \beta \in \pi_{n}(Y)$, and $\tau: X \wedge_{k} Y \rightarrow Y \wedge_{k} X$ the interchange map. Then $\alpha \wedge \beta=(-1)^{m n} \beta \wedge \alpha$.
3. Let $M$ be an $R$-module. A left translation $l_{r}: M \rightarrow M, x \mapsto r x$ is a homomorphism of the abelian group $M$ and induces therefore a map $L_{r}: K(M, k) \rightarrow K(M, k)$. Use these maps to define a natural structure of an $R$-module on $[X, K(M, k)]^{0}$.
4. The simply connected surfaces are $S^{2}$ and $\mathbb{R}^{2}$ [44, p. 87]. If a surface is different from $S^{2}$ and $\mathbb{R} P^{2}$, then it is a $K(\pi, 1)$.
5. Let $E(\pi) \rightarrow B(\pi)$ be a $\pi$-principal covering with contractible $E(\pi)$. Then $B(\pi)$ is a $K(\pi, 1)$. Spaces of the type $B(\pi)$ will occur later as classifying spaces. There is a bijection $[K(\pi, 1), K(\rho, 1)] \cong \operatorname{Hom}(\pi, \rho) / \sim$ between homotopy classes and group homomorphisms up to inner automorphisms.
6. Let $S^{\infty}$ be the colimit of the unit spheres $S\left(\mathbb{C}^{n}\right) \subset S\left(\mathbb{C}^{n+1}\right) \subset \cdots$. This space carries a free action of the cyclic group $\mathbb{Z} / m \subset S^{1}$ by scalar multiplication. Show that $S^{\infty}$ with this action is a $\mathbb{Z} / m$-principal covering. The quotient space is a CW-space $B(\mathbb{Z} / m)$ and hence a $K(\mathbb{Z} / m, 1)$.
7. A connected 1 -dimensional CW-complex $X$ is a $K(\pi, 1)$. Determine $\pi$ from the topology of $X$.
8. A connected non-closed surface (with or without boundary) is a $K(\pi, 1)$.

## Chapter 9

## Singular Homology

Homology is the most ingenious invention in algebraic topology. Classically, the definition of homology groups was based on the combinatorial data of simplicial complexes. This definition did not yield directly a topological invariant. The definition of homology groups and (dually) cohomology groups has gone through various stages and generalizations.

The construction of the so-called singular homology groups by Eilenberg [56] was one of the definitive settings. This theory is very elegant and almost entirely algebraic. Very little topology is used as an input. And yet the homology groups are defined for arbitrary spaces in an invariant manner. But one has to pay a price: The definition is in no way intuitively plausible. If one does not mind jumping into cold water, then one may well start algebraic topology with singular homology. Also interesting geometric applications are easily obtainable.

In learning about homology, one has to follow three lines of thinking at the same time: (1) The construction. (2) Homological algebra. (3) Axiomatic treatment.
(1) The construction of singular homology groups and the verification of its main properties, now called the axioms of Eilenberg and Steenrod.
(2) A certain amount of algebra, designed for use in homology theory (but also of independent algebraic interest). It deals with diagrams, exact sequences, and chain complexes. Later more advanced topics are needed: Tensor products, linear algebra of chain complexes, derived functors and all that.
(3) The object that one constructs with singular homology is now called a homology theory, defined by the axioms of Eilenberg and Steenrod. Almost all applications of homology are derived from these axioms. The axiomatic treatment has other advantages. Various other homology and cohomology theories are known, either constructed by special input (bordism theories, K-theories, de Rham cohomology) or in a systematic manner via stable homotopy and spectra.
The axioms of a homology or cohomology theory are easily motivated from the view-point of homotopy theory. But we should point out that many results of algebraic topology need the idea of homology: The reduction to combinatorial data via cell complexes, chain complexes, spectral sequences, homological algebra, etc.

Reading this chapter requires a parallel reading of the chapter on homological algebra. Already in the first section we use the terminology of chain complexes and their homology groups and results about exact sequences of homology groups.

### 9.1 Singular Homology Groups

The $\boldsymbol{n}$-dimensional standard simplex is

$$
\Delta^{n}=\Delta[n]=\left\{\left(t_{0}, \ldots, t_{n}\right) \in \mathbb{R}^{n+1} \mid \sum_{i=0}^{n} t_{i}=1, t_{i} \geq 0\right\} \subset \mathbb{R}^{n+1}
$$

We set $[n]=\{0, \ldots, n\}$. A weakly increasing map $\alpha:[m] \rightarrow[n]$ induces an affine map

$$
\Delta(\alpha): \Delta[m] \rightarrow \Delta[n], \quad \sum_{i=0}^{m} t_{i} e_{i} \mapsto \sum_{i=0}^{m} t_{i} e_{\alpha(i)}
$$

Here $e_{i}$ is the standard unit vector, thus $\sum_{i=0}^{m} t_{i} e_{i}=\left(t_{0}, \ldots, t_{m}\right)$. These maps satisfy the rules of a functor $\Delta(\alpha \circ \beta)=\Delta(\alpha) \circ \Delta(\beta)$ and $\Delta(\mathrm{id})=$ id. Let $\delta_{i}^{n}:[n-1] \rightarrow[n]$ be the injective map which misses the value $i$.
(9.1.1) Note. $\delta_{j}^{n+1} \delta_{i}^{n}=\delta_{i}^{n+1} \delta_{j-1}^{n}, i<j$. (The composition misses $i$ and $j$.) We write $d_{i}^{n}=\Delta\left(\delta_{i}^{n}\right)$. By functoriality, the $d_{i}^{n}$ satisfy the analogous commutation rules.

A continuous map $\sigma: \Delta^{n} \rightarrow X$ is called a singular $\boldsymbol{n}$-simplex in $X$. The $\boldsymbol{i}$ - $\boldsymbol{t} \boldsymbol{h}$ face of $\sigma$ is $\sigma \circ d_{i}^{n}$. We denote by $S_{n}(X)$ the free abelian group with basis the set of singular $n$-simplices in $X$. (We also set, for formal reasons, $S_{n}(X)=0$ in the case that $n<0$ but disregard mostly this trivial case. If $X=\emptyset$, we let $S_{n}(X)=0$.) An element $x \in S_{n}(X)$ is called a singular n-chain. We think of $x$ as a formal finite linear combination $x=\sum_{\sigma} n_{\sigma} \sigma, n_{\sigma} \in \mathbb{Z}$. In practice, we skip a summand with $n_{\sigma}=0$; also we write $1 \cdot \sigma=\sigma$. We use without further notice the algebraic fact that a homomorphism from $S_{n}(X)$ is determined by its values on the basis elements $\sigma: \Delta^{n} \rightarrow X$, and these values can be prescribed arbitrarily. The boundary operator $\partial_{q}$ is defined for $q \geq 1$ by

$$
\partial_{q}: S_{q}(X) \rightarrow S_{q-1}(X), \quad \sigma \mapsto \sum_{i=0}^{q}(-1)^{i} \sigma d_{i}^{q}
$$

and for $q \leq 0$ as the zero map. Basic for everything that follows is the
9.1.2 Boundary relation. $\partial_{q-1} \partial_{q}=0$.

Proof. We decompose the sum $\partial \partial \sigma=\sum_{j=0}^{q} \sum_{i=0}^{q-1}(-1)^{i+j} \sigma d_{j}^{q} d_{i}^{q-1}$ into the parts $\sum_{i<j}$ and $\sum_{i \geq j}$. When we rewrite the first sum using (9.1.1), the result is the negative of the second sum.

The singular chain groups $S_{q}(X)$ and the boundary operators $\partial_{q}$ form a chain complex, called the singular chain complex $S_{\bullet}(X)$ of $X$. Its $n$-th homology group is denoted $H_{n}(X)=H_{n}(X ; \mathbb{Z})$ and called singular homology group of $X$ (with coefficients in $\mathbb{Z}$ ). A continuous map $f: X \rightarrow Y$ induces a homomorphism

$$
f_{\#}=S_{q}(f): S_{q}(X) \rightarrow S_{q}(Y), \quad \sigma \mapsto f \sigma
$$

The family of the $S_{q}(f)$ is a chain map $S_{\bullet}(f): S_{\bullet}(X) \rightarrow S_{\bullet}(Y)$. Thus we have induced homomorphisms $f_{*}=H_{q}(f): H_{q}(X) \rightarrow H_{q}(Y)$. In this manner, the $H_{q}$ become functors from TOP into the category ABEL of abelian groups.

Let now $i: A \subset X$ be an inclusion. We define $S_{n}(X, A)$ as the cokernel of $S_{n}(i): S_{n}(A) \rightarrow S_{n}(X)$. Less formally: The group $S_{n}(X, A)$ is free abelian and has as a basis the singular simplices $\sigma: \Delta^{n} \rightarrow X$ with image not contained in $A$. Since $S_{n}(\emptyset)=0$, we identify canonically $S_{n}(X)=S_{n}(X, \emptyset)$. The boundary operator of $S_{\bullet}(X)$ induces a boundary operator $\partial_{n}: S_{n}(X, A) \rightarrow S_{n-1}(X, A)$ such that the family of quotient homomorphisms $S_{n}(X) \rightarrow S_{n}(X, A)$ is a chain map. The homology groups $H_{n}(X, A)=H_{n}(X, A ; \mathbb{Z})$ of $S_{\bullet}(X, A)$ are the relative singular homology groups of the pair $(X, A)$ (with coefficients in $\mathbb{Z}$ ). A continuous map $f:(X, A) \rightarrow(Y, B)$ induces a chain map $f_{\bullet}: S_{\bullet}(X, A) \rightarrow S_{\bullet}(Y, B)$ and homomorphisms $f_{*}=H_{q}(f): H_{q}(X, A) \rightarrow H_{q}(Y, B)$. In this way, $H_{q}$ becomes a functor from TOP(2) to ABEL.

We apply (11.3.2) to the exact sequence of singular chain complexes

$$
0 \rightarrow S_{\bullet}(A) \rightarrow S_{\bullet}(X) \rightarrow S_{\bullet}(X, A) \rightarrow 0
$$

and obtain the associated exact homology sequence:
(9.1.3) Theorem. For each pair $(X, A)$ the sequence

$$
\cdots \xrightarrow{\partial} H_{n}(A) \rightarrow H_{n}(X) \rightarrow H_{n}(X, A) \xrightarrow{\partial} H_{n-1}(A) \rightarrow \cdots
$$

is exact. The sequence terminates with $H_{0}(X) \rightarrow H_{0}(X, A) \rightarrow 0$. The undecorated arrows are induced by the inclusions $(A, \emptyset) \subset(X, \emptyset)$ and $(X, \emptyset) \subset(X, A)$.

Let $(X, A, B)$ be a triple, i.e., $B \subset A \subset X$. The inclusion $S_{\bullet}(A) \rightarrow S_{\bullet}(X)$ induces by passage to factor groups an inclusion $S_{\bullet}(A, B) \rightarrow S_{\bullet}(X, B)$, and its cokernel can be identified with $S_{\bullet}(X, A)$. We apply (11.3.2) to the exact sequence of chain complexes

$$
0 \rightarrow S_{\bullet}(A, B) \rightarrow S_{\bullet}(X, B) \rightarrow S_{\bullet}(X, A) \rightarrow 0
$$

and obtain the exact sequence of a triple

$$
\cdots \xrightarrow{\partial} H_{n}(A, B) \rightarrow H_{n}(X, B) \rightarrow H_{n}(X, A) \xrightarrow{\partial} H_{n-1}(A, B) \rightarrow \cdots .
$$

The boundary operator $\partial: H_{n}(X, B) \rightarrow H_{n-1}(A, B)$ in the exact sequence of a triple is the composition of the boundary operator for $(X, A)$ followed by the map $H_{n-1}(A) \rightarrow H_{n-1}(A, B)$ induced by the inclusion.

It remains to verify that the connecting morphisms $\partial$ constitute a natural transformation, i.e., that for each map between triples $f:(X, A, B) \rightarrow\left(X^{\prime}, A^{\prime}, B^{\prime}\right)$ the
diagram

is commutative. This is a special case of an analogous fact for morphisms between short exact sequences of chain complexes and their associated connecting morphisms. We leave this as an exercise.

One cannot determine the groups $H_{q}(X, A)$ just from its definition (except in a few trivial cases). Note that for open sets in Euclidean spaces the chain groups have an uncountable basis. So it is clear that the setup only serves theoretical purposes. Before we prove the basic properties of the homology functors (the axioms of Eilenberg and Steenrod) we collect a few results which follow directly from the definitions.
9.1.4 Point. Let $X=P$ be a point. There is a unique singular $n$-simplex, hence $S_{n}(P) \cong \mathbb{Z}, n \geq 0$. The boundary operators $\partial_{0}$ and $\partial_{2 i+1}$ are zero and $\partial_{2}, \partial_{4}, \ldots$ are isomorphisms. Hence $H_{i}(P)=0$ for $i \neq 0$; and $H_{0}(P) \cong \mathbb{Z}$, via the homomorphism which sends the unique 0 -simplex to $1 \in \mathbb{Z}$.
9.1.5 Additivity. Let ( $X_{j} \mid j \in J$ ) be the path components of $X$, and let $\iota^{j}:\left(X_{j}, X_{j} \cap A\right) \rightarrow(X, A)$ be the inclusion. Then

$$
\bigoplus_{j \in J} S_{n}\left(X_{j}, X_{j} \cap A\right) \rightarrow S_{n}(X, A), \quad\left(x_{j}\right) \mapsto \sum_{j} \iota_{\#}^{j}\left(x_{j}\right)
$$

is an isomorphism. Similarly for $H_{n}$ instead of $S_{n}$. The reason is that $\Delta^{n}$ is path connected, and therefore $\sigma: \Delta^{n} \rightarrow X$ has an image in one of the $X_{j}$, so we can sort the basis elements of $S_{n}(X)$ according to the components $X_{j}$.
9.1.6 The groups $\boldsymbol{H}_{\mathbf{0}}$. The group $H_{0}(X)$ is canonically isomorphic to the free abelian group $\mathbb{Z} \pi_{0}(X)$ over the set $\pi_{0}(X)$ of path components. We identify a singular 0-simplex $\sigma: \Delta^{0} \rightarrow X$ with the point $\sigma\left(\Delta^{0}\right)$. Then $S_{0}(X)$ is the free abelian group on the points of $X$. A singular 1 -simplex $\sigma: \Delta^{1} \rightarrow X$ is essentially the same thing as a path, only the domain of definition has been changed from $I$ to $\Delta^{1}$. We associate to $\sigma$ the path $w_{\sigma}: I \rightarrow X, t \mapsto \sigma(1-t, t)$. Then $\partial_{0} \sigma=w_{\sigma}(1)$ and $\partial_{1} \sigma=w_{\sigma}(0)$, hence $\partial \sigma=\partial_{0} \sigma-\partial_{1} \sigma$ corresponds to the orientation convention $\partial w=w(1)-w(0)$. If two points $a, b \in X$ are in the same path component, then the zero-simplices $a$ and $b$ are homologous. Hence we obtain a homomorphism from $\mathbb{Z} \pi_{0}(X)$ into $H_{0}(X)$, if we assign to the path component of $a$ its homology class. We also have a homomorphism $S_{0}(X) \rightarrow \mathbb{Z} \pi_{0}(X)$ which sends the singular simplex of $a \in X$ to the path component of $a$. This homomorphism sends the image of $\partial: S_{1}(X) \rightarrow S_{0}(X)$ to zero. Hence we obtain an inverse homomorphism $H_{0}(X) \rightarrow \mathbb{Z} \pi_{0}(X)$.

### 9.2 The Fundamental Group

The signs which appear in the definition of the boundary operator have an interpretation in low dimensions. They are a consequence of orientation conventions. A singular 1-simplex $\sigma: \Delta^{1} \rightarrow X$ is essentially the same thing as a path, only the domain of definition has changed from $[0,1]$ to $\Delta^{1}$. We associate to $\sigma$ the path $I \rightarrow X, t \mapsto \sigma(1-t, t)$. The inverse path is then $\sigma^{-}\left(t_{0}, t_{1}\right)=\sigma\left(t_{1}, t_{0}\right)$. The product of paths has now the form

$$
(\sigma * \tau)\left(t_{0}, t_{1}\right)= \begin{cases}\sigma\left(2 t_{0}-1,2 t_{1}\right), & t_{1} \leq 1 / 2 \\ \tau\left(2 t_{0}, 2 t_{1}-1\right), & t_{1} \geq 1 / 2\end{cases}
$$

If we define $\omega: \Delta^{2} \rightarrow X,\left(t_{0}, t_{1}, t_{2}\right) \mapsto(\sigma * \tau)\left(t_{0}+t_{1} / 2, t_{1} / 2+t_{2}\right)$, then one verifies $\partial \omega=\sigma-\sigma * \tau+\tau$. A loop $\sigma: \Delta^{1} \rightarrow X$ is a 1 -cycle; let [ $\sigma$ ] be its homology class. Thus for loops $\sigma, \tau$ we have

$$
\begin{equation*}
[\sigma * \tau]=[\sigma]+[\tau] . \tag{1}
\end{equation*}
$$

(Here $[z]$ denotes the homology class of the cycle $z$.) Let $k: \Delta^{1} \times I \rightarrow X$ be a homotopy of paths $\Delta^{1} \rightarrow X$. The map $k$ factors over the quotient map $q: \Delta^{1} \times I \rightarrow \Delta^{2},\left(t_{0}, t_{1}, t\right) \mapsto\left(t_{0}, t_{1}(1-t), t_{1} t\right)$ and yields $\sigma: \Delta^{2} \rightarrow X$. We compute $\partial \sigma=c-k_{1}+k_{0}$, with a constant $c$. A constant 1 -simplex is a boundary. Hence $k_{0}-k_{1}$ is a boundary

$$
\left[k_{0}\right]=\left[k_{1}\right] \in C_{1}(X) / B_{1}(X)
$$

In particular, homotopic loops yield the same element in $H_{1}(X)$. Thus we obtain a well-defined map $h^{\prime}: \pi_{1}\left(X, x_{0}\right) \rightarrow H_{1}(X)$; by (1), it is a homomorphism. The fundamental group is in general non-abelian. Therefore we modify $h^{\prime}$ algebraically to take this fact into account. Each group $G$ has the associated abelianized factor group $G^{a b}=G /[G, G]$; the commutator group $[G, G]$ is the normal subgroup generated by all commutators $x y x^{-1} y^{-1}$. A homomorphism $G \rightarrow A$ to an abelian group $A$ factorizes uniquely over $G^{a b}$. We apply this definition to $h^{\prime}$ and obtain a homomorphism

$$
h: \pi_{1}\left(X, x_{0}\right)^{a b} \rightarrow H_{1}(X) .
$$

(9.2.1) Theorem. Let $X$ be path connected. Then $h$ is an isomorphism.

Proof. We construct a homomorphism in the other direction. For $x \in X$ we choose a path $u(x)$ from $x_{0}$ to $x$. We assign to a 1-simplex $\sigma: \Delta^{1} \rightarrow X$ from $\sigma_{0}=\sigma(1,0)$ to $\sigma_{1}=\sigma(0,1)$ the class of the loop $\left(u\left(\sigma_{0}\right) * \sigma\right) * u\left(\sigma_{1}\right)^{-}$. We extend this assignment linearly to a homomorphism $l^{\prime}: C_{1}(X) \rightarrow \pi_{1}\left(X, x_{0}\right)^{a b}$. Let $\tau: \Delta^{2} \rightarrow X$ be a 2-simplex with faces $\tau_{j}=\tau d_{j}$. Since $\Delta^{2}$ is contractible, $\tau_{2} * \tau_{0} \simeq \tau_{1}$. This implies

$$
l^{\prime}\left(\left[\tau_{2}\right]\right)+l^{\prime}\left(\left[\tau_{0}\right]\right)=l^{\prime}\left(\left[\tau_{2}\right]+\left[\tau_{0}\right]\right)=l^{\prime}\left(\left[\tau_{2} * \tau_{0}\right]\right)=l^{\prime}\left(\left[\tau_{1}\right]\right)
$$

Hence $l^{\prime}$ factors over $C_{1}(X) / B_{1}(X)$ and induces $l: H_{1}(X) \rightarrow \pi_{1}\left(X, x_{0}\right)^{a b}$. By construction, $l h=\mathrm{id}$. We show that $h$ is surjective. Let $\sum a_{\sigma} \sigma \in C_{1}(X)$ be a cycle. Then

$$
\sum a_{\sigma}[\sigma]=\sum a_{\sigma}\left(\left[u\left(\sigma_{0}\right)\right]+[\sigma]-\left[u\left(\sigma_{1}\right)\right]\right)=\sum a_{\sigma}\left[\left(u\left(\sigma_{0}\right) * \sigma\right) * u\left(\sigma_{1}\right)^{-}\right]
$$

and the last element is contained in the image of $h$.
One of the first applications of the homology axioms is the computation $H_{1}\left(S^{1}\right) \cong \mathbb{Z}$. Granted the formal result that $\pi_{1}\left(S^{1}\right)$ is abelian, we obtain yet another proof for $\pi_{1}\left(S^{1}\right) \cong \mathbb{Z}$.

### 9.3 Homotopy

We prove in this section the homotopy invariance of the singular homology groups. We begin with a special case.
9.3.1 Cone construction. Let $X$ be a contractible space. Define a chain map $\varepsilon=\left(\varepsilon_{n}\right): S_{\bullet}(X) \rightarrow S_{\bullet}(X)$ by $\varepsilon_{n}=0$ for $n \neq 0$ and by $\varepsilon_{0}\left(\sum n_{\sigma} \sigma\right)=\left(\sum n_{\sigma}\right) \sigma_{0}$ where $\sigma_{0}: \Delta^{0} \rightarrow\left\{x_{0}\right\}$. We associate to each homotopy $h: X \times I \rightarrow X$ from the identity to the constant map with value $x_{0}$ a chain homotopy $s=\left(s_{n}\right)$ from $\varepsilon$ to the identity. The homomorphisms $s: S_{n-1}(X) \rightarrow S_{n}(X)$ are obtained from a cone construction. Let

$$
q: \Delta^{n-1} \times I \rightarrow \Delta^{n}, \quad\left(\left(\mu_{0}, \ldots, \mu_{n-1}\right), t\right) \mapsto\left(t,(1-t) \mu_{0}, \ldots,(1-t) \mu_{n-1}\right)
$$

Given $\sigma: \Delta^{n-1} \rightarrow X$, there exists a unique simplex $s(\sigma)=s \sigma: \Delta^{n} \rightarrow \mathrm{X}$ such that $h \circ(\sigma \times \mathrm{id})=s(\sigma) \circ q$, since $q$ is a quotient map. For the faces of $s \sigma$ we verify $(s \sigma) d_{i}=s\left(\sigma d_{i-1}\right)$, for $i>0$, and $(s \sigma) d_{0}=\sigma$. From these data we compute for $n>1$,

$$
\begin{aligned}
\partial(s \sigma) & =(s \sigma) d_{0}-\sum_{1}^{n}(-1)^{i-1}(s \sigma) d_{i}=\sigma-\sum_{0}^{n-1}(-1)^{j} s\left(\sigma d_{j-1}\right) \\
& =\sigma-s(\partial \sigma)
\end{aligned}
$$

and $\partial(s \sigma)=\sigma-\sigma_{0}$ for a 0 -simplex $\sigma$. These relations imply $\partial s+s \partial=\mathrm{id}-\varepsilon$. Note that $\varepsilon$ induces the zero map in dimensions $n \neq 0$.
(9.3.2) Proposition. Let $X$ be contractible. Then $H_{n}(X)=0$ for $n \neq 0$.

The inclusions $\eta^{t}(X)=\eta^{t}: X \rightarrow X \times I, x \mapsto(x, t)$ induce chain maps $\left(\eta_{n}^{t}\right)=\eta_{\bullet}^{t}: S_{\bullet}(X) \rightarrow S_{\bullet}(X \times I)$. We consider these chain maps as natural transformations between functors; the naturality says that for each continuous map $f: X \rightarrow Y$ the commutation relation $(f \times \mathrm{id}) \bullet \eta^{t}(X) \bullet=\eta^{t}(Y) \bullet f \bullet$ holds.
(9.3.3) Theorem. There exists a natural chain homotopy s• from $\eta_{\bullet}^{0}$ to $\eta_{\bullet}^{1}$.

Proof. We apply (11.5.1) to $\smile=$ TOP, $F_{*}(X)=S_{\bullet}(X), G_{*}(X)=S_{\bullet}(X \times I)$ and the natural transformation $\eta_{\text {. }}^{t}$. The model set for $F_{n}$ consists of $\Delta^{n}$, and the corresponding $b$-element is the identity of $\Delta^{n}$ considered as a singular simplex. From (9.3.2) we see that $G_{*}$ is acyclic. It should be clear that $\eta_{\bullet}^{0}$ and $\eta_{\bullet}^{1}$ induce the same transformations in $H_{0}$.

For the convenience of the reader we also rewrite the foregoing abstract proof in explicit terms. See also Problem 2 for an explicit chain homotopy and its geometric meaning.

Proof. We have to show: There exist morphisms $s_{n}^{X}: S_{n}(X) \rightarrow S_{n+1}(X \times I)$ such that

$$
\begin{equation*}
\partial s_{n}^{X}+s_{n-1}^{X} \partial=\eta_{n}^{1}(X)-\eta_{n}^{0}(X) \tag{n}
\end{equation*}
$$

(chain homotopy), and such that for continuous $X \rightarrow Y$ the relations

$$
\begin{equation*}
(f \times \mathrm{id})_{\#} \circ s_{n}^{X}=s_{n}^{Y} \circ f_{\#} \tag{n}
\end{equation*}
$$

hold (naturality). We construct the $s_{n}$ inductively.
$n=0$. In this case, $s_{0}$ sends the 0 -simplex $\sigma: \Delta^{0} \rightarrow\{x\} \subset X$ to the 1-simplex $s_{0} \sigma: \Delta^{1} \rightarrow X \times I,\left(t_{0}, t_{1}\right) \mapsto\left(x, t_{1}\right)$. Then the computation

$$
\partial\left(s_{0} \sigma\right)=\left(s_{0} \sigma\right) d_{0}-\left(s_{0} \sigma\right) d_{1}=\eta_{0}^{1} \sigma-\eta_{0}^{0} \sigma
$$

shows that ( $K_{0}$ ) holds, and also $\left(N_{0}\right)$ is a direct consequence of the definitions.
Now suppose that the $s_{k}$ for $k<n$ are given, and that they satisfy $\left(K_{k}\right)$ and $\left(N_{k}\right)$. The identity of $\Delta^{n}$ is a singular $n$-simplex; let $\iota_{n} \in S_{n}\left(\Delta^{n}\right)$ be the corresponding element. The chain to be constructed $s_{n} \iota_{n}$ should satisfy

$$
\partial\left(s_{n} \iota_{n}\right)=\eta_{n}^{1}\left(\iota_{n}\right)-\eta_{n}^{0}\left(\iota_{n}\right)-s_{n-1} \partial\left(\iota_{n}\right) .
$$

The right-hand side is a cycle in $S_{n}\left(\Delta^{n} \times I\right)$, as the next computation shows.

$$
\begin{aligned}
& \partial\left(\eta_{n}^{1}\left(\iota_{n}\right)-\eta_{n}^{0}\left(\iota_{n}\right)-s_{n-1} \partial\left(\iota_{n}\right)\right) \\
& \quad=\eta_{n-1}^{1}\left(\partial \iota_{n}\right)-\eta_{n-1}^{0}\left(\partial \iota_{n}\right)-\partial s_{n-1}\left(\partial \iota_{n}\right) \\
& \quad=\eta_{n-1}^{1}\left(\partial \iota_{n}\right)-\eta_{n-1}^{0}\left(\partial \iota_{n}\right)-\left(\eta_{n-1}^{1}\left(\partial \iota_{n}\right)-\eta_{n-1}^{0}\left(\partial \iota_{n}\right)-s_{n-2} \partial \partial \iota_{n}\right)=0 .
\end{aligned}
$$

We have used the relation $\left(K_{n-1}\right)$ for $\partial s_{n-1} \partial\left(\iota_{n}\right)$ and that the $\eta_{\bullet}^{t}$ are chain maps. Since $\Delta^{n} \times I$ is contractible, there exists, by (9.3.2), an $a \in S_{n+1}\left(\Delta^{n} \times I\right)$ with the property $\partial a=\eta_{n}^{1}\left(\iota_{n}\right)-\eta_{n}^{0}\left(\iota_{n}\right)-s_{n-1} \partial\left(\iota_{n}\right)$. We choose an $a$ with this property and define $s_{n}\left(\iota_{n}\right)=a$ and in general $s_{n}(\sigma)=(\sigma \times \mathrm{id})_{\#} a$ for $\sigma: \Delta^{n} \rightarrow X$; the required
naturality ( $N_{n}$ ) forces us to do so. We now verify ( $K_{n}$ ) and ( $N_{n}$ ). We compute

$$
\begin{aligned}
\partial s_{n}(\sigma) & =\partial(\sigma \times \mathrm{id})_{\#} a=(\sigma \times \mathrm{id})_{\#} \partial a \\
& =(\sigma \times \mathrm{id})_{\#}\left(\eta_{n}^{1} \iota_{n}-\eta_{n}^{0} \iota_{n}-s_{n-1} \partial \iota_{n}\right) \\
& =\eta_{n}^{1} \sigma_{\#} \iota_{n}-\eta_{n}^{0} \sigma_{\#} \iota_{n}-s_{n-1} \sigma_{\#} \partial \iota_{n} \\
& =\eta_{n}^{1} \sigma-\eta_{n}^{0} \sigma-s_{n-1} \partial \sigma .
\end{aligned}
$$

We have used: $(\sigma \times \mathrm{id})_{\#}$ is a chain map; choice of $a$; naturality of $\eta_{\bullet}^{1}, \eta_{\bullet}^{0}$, and $\left(N_{n-1}\right) ; \sigma_{\# l_{n}}=\sigma ; \sigma_{\#}$ is a chain map. Thus we have shown $\left(K_{n}\right)$. The equalities
$(f \times \mathrm{id})_{\#} s_{n}(\sigma)=(f \times \mathrm{id})_{\#}(\sigma \times \mathrm{id})_{\#} a=(f \sigma \times \mathrm{id})_{\#} a=s_{n}(f \sigma)=s_{n} f_{\#} \sigma$
finally show the naturality $\left(N_{n}\right)$.
With (9.3.3) we control the universal situation. Let $f:(X, A) \times I \rightarrow(Y, B)$ be a homotopy in $\operatorname{TOP}(2)$ from $f^{0}$ to $f^{1}$. The $s_{n}$ in (9.3.3) induce by naturality also a chain homotopy $s_{n}: S_{n}(X, A) \rightarrow S_{n+1}(X \times I, A \times I)$. The computation

$$
\partial\left(f_{\#} \circ s_{n}\right)+\left(f_{\#} \circ s_{n-1}\right) \partial=f_{\#} \partial s_{n}+f_{\#} s_{n-1} \partial=f_{\#}\left(\eta^{1}-\eta^{0}\right)=f_{\#}^{1}-f_{\#}^{0}
$$

proves the $f_{\#} s_{n}$ to be a chain homotopy from $f_{\#}^{0}$ to $f_{\#}^{1}$. Altogether we see:
(9.3.4) Theorem. Homotopic maps induce homotopic chain maps and hence the same homomorphisms between the homology groups.
(9.3.5) Example. Let $a^{0}(X), a^{1}(X): S_{\bullet}(X) \rightarrow S_{\bullet}(X)$ be chain maps, natural in $X$, which coincide on $S_{0}(X)$. Then there exists a natural chain homotopy from $a^{0}$ to $a^{1}$. This is a consequence of (11.5.1) for $F_{*}=G_{*}$ and the models $\Delta^{n}$ as in the proof of (9.3.3).

## Problems

1. Let $\tau_{n}: \Delta^{n} \rightarrow \Delta^{n},\left(\lambda_{0}, \ldots, \lambda_{n}\right) \mapsto\left(\lambda_{n}, \ldots, \lambda_{0}\right)$. Verify that $S_{n}(X) \rightarrow S_{n}(X)$, $\sigma \mapsto(-1)^{(n+1) n / 2} \sigma \tau_{n}$ is a natural chain map. By (9.3.5), it is naturally homotopic to the identity.
2. One can prove the homotopy invariance by constructing an explicit chain homotopy. A natural construction would associate to a singular $n$-simplex $\sigma: \Delta^{n} \rightarrow X$ the singular prism $\sigma \times$ id: $\Delta^{n} \times I \rightarrow X \times I$. The combinatorial (set-theoretic) boundary of $\Delta^{n} \times I$ is $\Delta^{n} \times 1 \cup \Delta^{n} \times 0 \cup\left(\partial \Delta^{n}\right) \times I$, and this corresponds exactly to the definition of a chain homotopy, if one takes orientations into account. This idea works; one has to decompose $\Delta^{n} \times I$ into simplices, and it suffices to do this algebraically.

In the prism $\Delta^{n} \times I$ let $0,1, \ldots, n$ denote the vertices of the base and $0^{\prime}, 1^{\prime}, \ldots, n^{\prime}$ those of the top. In the notation for affine singular simplices introduced later, show that an explicit formula for $a=s_{n} \iota_{n}$ is

$$
s_{n} \iota_{n}=\sum_{i=0}^{n}(-1)^{i}\left[0,1, \ldots, i, i^{\prime},(i+1)^{\prime}, \ldots, n^{\prime}\right] .
$$

(This is a special case of the Eilenberg-Mac Lane shuffle morphism to be discussed in the section on homology products.)

### 9.4 Barycentric Subdivision. Excision

The basic property of homology is the excision theorem (9.4.7). It is this theorem which allows for effective computations. Its proof is based on subdivision of standard simplices. We have to work out the algebraic form of this subdivision first.

Let $D \subset \mathbb{R}^{n}$ be convex, and let $v_{0}, \ldots, v_{p}$ be elements in $D$. The affine singular simplex $\sigma: \Delta^{p} \rightarrow D, \sum_{i} \lambda_{i} e_{i} \mapsto \sum_{i} \lambda_{i} v_{i}$ will be denoted $\sigma=\left[v_{0}, \ldots, v_{p}\right]$. With this notation

$$
\partial\left[v_{0}, \ldots, v_{p}\right]=\sum_{i=0}^{p}(-1)^{i}\left[v_{0}, \ldots, \widehat{v_{i}}, \ldots, v_{p}\right]
$$

where $\widehat{v_{i}}$ means that $v_{i}$ has to be omitted from the string of vertices. For each $v \in D$ we have the contracting homotopy $D \times I \rightarrow D,(x, t) \mapsto(1-t) x+t v$. If we apply the cone construction 9.3.1 to $\left[v_{0}, \ldots, v_{p}\right]$ we obtain $\left[v, v_{0}, \ldots, v_{p}\right]$. We denote the chain homotopy associated to the contraction by $S_{p}(D) \rightarrow S_{p+1}(D)$, $c \mapsto v \cdot c$. We have for $c \in S_{p}(D)$ :

$$
\partial(v \cdot c)= \begin{cases}c-v \cdot \partial c, & p>0  \tag{1}\\ c-\varepsilon(c) v, & p=0\end{cases}
$$

with $\varepsilon: S_{0}(D) \rightarrow \mathbb{Z}, \sum n_{\sigma} \sigma \mapsto \sum n_{\sigma}$.
The barycenter of $\sigma=\left[v_{0}, \ldots, v_{p}\right]$ is $\sigma^{\beta}=\frac{1}{p+1} \sum_{i=0}^{p} v_{i}$. We define inductively

$$
\mathscr{B}_{p}(X)=\mathscr{B}_{p}: S_{p}(X) \rightarrow S_{p}(X)
$$

to be the homomorphism which sends $\sigma: \Delta^{p} \rightarrow X$ to $\mathscr{B}_{p}(\sigma)=\sigma_{\#} \mathscr{B}_{p}\left(\iota_{p}\right)$, where $\mathscr{B}_{p}\left(\iota_{p}\right)$ is defined inductively as

$$
\mathscr{B}_{p}\left(\iota_{p}\right)= \begin{cases}\iota_{0}, & p=0  \tag{2}\\ \iota_{p}^{\beta} \cdot \mathcal{B}_{p-1}\left(\partial \iota_{p}\right), & p>0\end{cases}
$$

(9.4.1) Proposition. The $\mathscr{B}_{p}$ constitute a natural chain map which is naturally homotopic to the identity.

Proof. The equalities

$$
f_{\#} \mathscr{B} \sigma=f_{\#} \sigma_{\#} \mathscr{B}\left(\iota_{p}\right)=(f \sigma)_{\#} \mathscr{B}\left(\iota_{p}\right)=\mathscr{B}(f \sigma)=\mathscr{B} f_{\#} \sigma
$$

prove the naturality. We verify by induction over $p$ that we have a chain map. Let $p=1$. Then $\partial \mathscr{B}\left(\iota_{1}\right)=\partial\left(\iota_{1}^{\beta} \cdot \mathscr{B}\left(\partial \iota_{1}\right)\right)=\partial \iota_{1}=\mathscr{B} \partial\left(\iota_{1}\right)$. For $p>1$ we compute

$$
\partial \mathscr{B} \iota_{p}=\partial\left(\iota_{p}^{\beta} \cdot \mathscr{B}\left(\partial \iota_{p}\right)\right)=\mathscr{B} \partial \iota_{p}-\iota_{p}^{\beta} \cdot \partial \mathscr{B} \partial \iota_{p}=\mathscr{B} \partial \iota_{p}-\iota_{p}^{\beta} \cdot \mathscr{B} \partial \partial \iota_{p}=\mathscr{B} \partial \iota_{p}
$$

We have used: Definition; (1); inductive assumption; $\partial \partial=0$. We now use this special case and the naturality

$$
\mathscr{B} \partial \sigma=\mathscr{B} \partial \sigma_{\#} \iota_{p}=\mathscr{B} \sigma_{\#} \partial \iota_{p}=\sigma_{\#} \mathscr{B} \partial \iota_{p}=\sigma_{\#} \partial \mathscr{B} \iota_{p}=\partial \sigma_{\#} \mathscr{B} \iota_{p}=\partial \mathscr{B} \sigma
$$

and this computation covers the general case.
The chain map $\mathscr{B}$ is naturally homotopic to the identity (see (9.3.5)).
Let $\mathcal{U}$ be a family of subsets of $X$ such that their interiors cover $X$. We call a singular simplex $\mathcal{U}$-small, if its image is contained in some member of $\mathcal{U}$. The subgroup spanned by the $\mathcal{U}$-small simplices is a subcomplex $\left.S_{\bullet} \mathcal{U}^{( } X\right)$ of $S_{\bullet}(X)$ with homology groups denoted by $H_{n}^{U}(X)$.
(9.4.2) Lemma. The diameter $d\left(v_{0}, \ldots, v_{p}\right)$ of the affine simplex $\left[v_{0}, \ldots, v_{p}\right]$ with respect to the Euclidean norm is the maximum of the $\left\|v_{i}-v_{j}\right\|$.

Proof. Let $x, y \in\left[v_{0}, \ldots, v_{p}\right]$ and $x=\sum \lambda_{j} v_{j}$. Then, because of $\sum \lambda_{j}=1$,

$$
\|x-y\|=\left\|\sum \lambda_{j}\left(v_{j}-y\right)\right\| \leq \sum \lambda_{j}\left\|v_{j}-y\right\| \leq \max _{j}\left\|v_{j}-y\right\|
$$

This shows in particular $\left\|y-v_{i}\right\| \leq \max _{j}\left\|v_{j}-v_{i}\right\|$; we insert this in the above and obtain $\|x-y\| \leq \max _{i, j}\left\|v_{i}-v_{j}\right\|$; hence the diameter is at most as stated. On the other hand, this value is clearly attained as the distance between two points.
(9.4.3) Lemma. Let $v_{0}, \ldots, v_{p} \in \mathbb{R}^{n}$. Then $\mathscr{B}_{p}\left[v_{0}, \ldots, v_{p}\right]$ is a linear combination of affine simplices with diameter at most $\frac{p}{p+1} d\left(v_{0}, \ldots, v_{p}\right)$.
Proof. From the inductive definition (2) and the naturality of $\mathfrak{B}$ we conclude

$$
\begin{equation*}
\mathfrak{B}\left[v_{0}, \ldots, v_{p}\right]=\sum_{j=0}^{p}(-1)^{j} \sigma^{\beta} \cdot \mathscr{B}\left[v_{0}, \ldots, \widehat{v_{j}}, \ldots, v_{p}\right] \tag{3}
\end{equation*}
$$

where $\sigma=\left[v_{0}, \ldots, v_{p}\right]$.
We prove the claim by induction over $p$. The assertion is obvious for $p=0$, a point has diameter zero. By induction hypothesis, the simplices in the chain $\mathfrak{B}\left[v_{0}, \ldots, \widehat{v_{j}}, \ldots, v_{p}\right]$ are affine of diameter at most $\frac{p-1}{p} d\left(v_{0}, \ldots, \widehat{v_{j}}, \ldots, v_{p}\right) \leq$ $\frac{p-1}{p} d\left(v_{0}, \ldots, v_{p}\right)$. The simplices in $\mathscr{B}\left[v_{0}, \ldots, v_{p}\right]$ have vertices $\sigma^{\beta}$ and vertices from simplices in $\mathscr{B}\left[v_{0}, \ldots, \widehat{v_{j}}, \ldots, v_{p}\right]$. It suffices to evaluate the distance of $\sigma^{\beta}$ from such vertices. It is less than or equal to $\sup \left(\left\|\sigma^{\beta}-x\right\| \mid x \in\left[v_{0}, \ldots, v_{p}\right]\right)$. Let $x=\sum \lambda_{j} v_{j}$. Then $\left\|\sigma^{\beta}-x\right\| \leq \max \left\|\sigma^{\beta}-v_{j}\right\|$, as in the proof of (9.4.2). Moreover we have

$$
\begin{aligned}
\left\|\sigma^{\beta}-v_{j}\right\| & =\left\|\frac{1}{p+1}\left(\sum_{i} v_{i}\right)-v_{j}\right\| \leq \frac{1}{p+1} \sum_{i}\left\|v_{i}-v_{j}\right\| \\
& \leq \frac{p}{p+1} \max _{i, j}\left\|v_{i}-v_{j}\right\|=\frac{p}{p+1} d\left(v_{0}, \ldots, v_{p}\right)
\end{aligned}
$$

Since $(p-1) / p<p /(p+1)$ we have verified, altogether, the claim.
(9.4.4) Lemma. Let $\sigma: \Delta^{p} \rightarrow X$ be a singular simplex. Then there exists a $k \in \mathbb{N}$ such that each simplex in the chain $\mathscr{B}^{k} \sigma$ has an image contained in a member of $\mathcal{U}$. (Here $\mathscr{B}^{k}$ is the $k$-fold iteration of $\mathfrak{B}$.)

Proof. We consider the open covering $\left(\sigma^{-1}\left(U^{\circ}\right)\right), U \in \mathcal{U}$ of $\Delta^{p}$. Let $\varepsilon>0$ be a Lebesgue number of this covering. The simplices of $\mathscr{B}^{k} \sigma$ arise by an application of $\sigma$ to the simplices in $\mathscr{B}^{k} \iota_{p}$. From (9.4.3) we see that the diameter of these simplices is at most $\left(\frac{p}{p+1}\right)^{k} d\left(e_{0}, \ldots, e_{p}\right)$. If $k$ is large enough, this number is smaller than $\varepsilon$.
(9.4.5) Theorem. The inclusion of chain complexes $S_{\bullet}{ }^{\mathcal{U}}(X) \subset S_{\bullet}(X)$ induces an isomorphism $H_{*}^{U}(X) \rightarrow H_{*}(X)$.
Proof. Let $a \in S_{n}^{U}(X)$ be a cycle which represents a homology class in the kernel. Thus $a=\partial b$ with some $b \in S_{n+1}(X)$. By (9.4.4), there exists $k$ such that $\mathscr{B}^{k}(b) \in S_{n+1}^{U}(X)$ (apply (9.4.4) to the finite number of simplices in the linear combination of $b$ ). By (9.4.1), there exists a natural chain homotopy $T_{k}$ between $\mathscr{B}^{k}$ and the identity. Therefore

$$
\mathcal{B}^{k}(b)-b=T_{k}(\partial b)+\partial T_{k}(b)=T_{k}(a)+\partial T_{k}(b)
$$

and we conclude

$$
\partial \mathscr{B}^{k}(b)-\partial b=\partial T_{k}(a), \quad a=\partial b=\partial\left(\mathscr{B}^{k}(b)-T_{k}(a)\right)
$$

From the naturality of $T_{k}$ and the inclusion $a \in S_{n}^{U}(X)$ we see $T_{k}(a) \in S_{n+1}^{u}(X)$. Therefore $a$ is a boundary in $S_{\bullet}^{U}(X)$. This shows the injectivity of the map in question.

Let $a \in S_{n}(X)$ be a cycle. By (9.4.4), there exists $k$ such that $\mathscr{B}^{k} a \in S_{n}^{U}(X)$. We know that

$$
\mathfrak{B}^{k} a-a=T_{k}(\partial a)+\partial T_{k}(a)=\partial T_{k}(a)
$$

Since $\mathscr{B}^{k}$ is a chain map, $\mathscr{B}^{k} a$ is a cycle. From the last equality we see that $a$ is homologous to a cycle in $S_{n}^{\mathcal{U}}(X)$. This shows the surjectivity of the map in question.

Let now ( $X, A$ ) be a pair of spaces. We write $\mathcal{U} \cap A=(U \cap A \mid U \in \mathcal{U}$ ) and define the chain complex $S_{\bullet}^{U}(X, A)=S_{\bullet}^{U}(X) / S_{\bullet}^{U \cap}(A)$ with homology groups $H_{*}^{U}(X, A)$. We obtain a commutative diagram of chain complexes with exact rows:


Each row has its long exact homology sequence. We apply (9.4.5) to $(X, \mathcal{U})$ and $(A, \mathcal{U} \cap A)$, use the Five Lemma (11.2.7), and obtain:
(9.4.6) Theorem. The inclusion of chain complexes $\iota: S_{\bullet}^{U}(X, A) \rightarrow S(X, A)$ induces an isomorphism $H_{*}^{U}(X, A) \cong H_{*}(X, A)$. By an application of (11.6.3) we see that the inclusion $\iota$ is actually a chain equivalence.
(9.4.7) Theorem (Excision Theorem). Let $Y=Y_{1}^{\circ} \cup Y_{2}^{\circ}$. Then the inclusion induces an isomorphism $H_{*}\left(Y_{2}, Y_{1} \cap Y_{2}\right) \cong H_{*}\left(Y, Y_{1}\right)$. Let $B \subset A \subset X$ and suppose that $\bar{B} \subset A^{\circ}$. Then the inclusion $(X \backslash B, A \backslash B) \rightarrow(X, A)$ induces an isomorphism $H_{*}(X \backslash B, A \backslash B) \cong H_{*}(X, A)$. Again we can invoke (11.6.3) and conclude that the inclusion actually induces chain equivalences between the chain complexes under consideration.

Proof. The covering $\mathcal{U}=\left(Y_{1}, Y_{2}\right)$ satisfies the hypothesis of (9.4.5). By definition, we have $S_{n}^{U}(X)=S_{n}\left(Y_{1}\right)+S_{n}\left(Y_{2}\right)$ and also $S_{n}\left(Y_{1} \cap Y_{2}\right)=S_{n}\left(Y_{1}\right) \cap S_{n}\left(Y_{2}\right)$. The inclusion $S_{\bullet}\left(Y_{2}\right) \rightarrow S_{\bullet}(Y)$ induces therefore, by an isomorphism theorem of elementary algebra,

$$
\frac{S_{n}\left(Y_{2}\right)}{S_{n}\left(Y_{1} \cap Y_{2}\right)}=\frac{S_{n}\left(Y_{2}\right)}{S_{n}\left(Y_{1}\right) \cap S_{n}\left(Y_{2}\right)} \cong \frac{S_{n}\left(Y_{1}\right)+S_{n}\left(Y_{2}\right)}{S_{n}\left(Y_{1}\right)}=\frac{S_{n}^{U}(Y)}{S_{n}\left(Y_{1}\right)}
$$

By (9.4.5) and (11.2.7) we see, firstly, that $S_{\bullet}^{U}(Y) / S_{\bullet}\left(Y_{1}\right) \rightarrow S_{\bullet}(Y) / S_{\bullet}\left(Y_{1}\right)$ and, altogether, that $S_{\bullet}\left(Y_{2}\right) / S_{\bullet}\left(Y_{1} \cap Y_{2}\right) \rightarrow S_{\bullet}(Y) / S_{\bullet}\left(Y_{1}\right)$ induces an isomorphism in homology. The second statement is equivalent to the first; we use $X=Y, A=Y_{1}$, $X \backslash B=Y_{2}$.

## Problems

1. Let $D \subset \mathbb{R}^{m}$ and $E \subset \mathbb{R}^{n}$ be convex and let $f: D \rightarrow E$ be the restriction of a linear map. Then $f_{\#}(v \cdot c)=f(v) \cdot f_{\#}(c)$.
2. Although not necessary for further investigations, it might be interesting to describe the chain $\mathscr{B}\left[v_{0}, \ldots, v_{p}\right]$ in detail. We use (3) in the proof of (9.4.3). By (2), formula (3) also holds for $\left[v_{0}, \ldots, v_{p}\right]$. This yields $\mathfrak{B}\left[v_{0}, v_{1}\right]=\left[v_{01}, v_{1}\right]-\left[v_{01}, v_{0}\right]$ with barycenter $v_{01}$, and for $\mathscr{B}\left[v_{0}, v_{1}, v_{2}\right]$ we obtain in short-hand notation what is illustrated by the next figure.

$$
[012,12,2]-[012,12,1]-[012,02,2]+[012,02,0]+[012,01,1]-[012,01,0] .
$$



One continues inductively in this manner. Let $S(p+1)$ denote the permutation group of $\{0, \ldots, p\}$. We associate to $\sigma=\left[v_{0}, \ldots, v_{p}\right]$ and $\pi \in S(p+1)$ the simplex $\sigma^{\pi}=$ $\left[v_{0}^{\pi}, \ldots, v_{p}^{\pi}\right]$, where $v_{r}^{\pi}=\left[v_{\pi(r)}, \ldots, v_{\pi(p)}\right]^{\beta}$. With this notation the following holds: $\mathscr{B} \sigma=\sum_{\pi \in S(p+1)} \operatorname{sign}(\pi) \sigma^{\pi}$.

### 9.5 Weak Equivalences and Homology

Although singular homology groups are defined for arbitrary topological spaces, they only capture combinatorial information. The theory is determined by its values on cell complexes. Technically this uses two facts: (1) a weak homotopy equivalence induces isomorphisms of homology groups; (2) every topological space is weakly equivalent to a CW-complex. One can use cell complexes to give proofs by induction over the skeleta. Usually the situation for a single cell is quite transparent, and this fact makes the inductive proofs easy to follow and to remember. Once a theorem is known for cell complexes, it can formally be extended to general topological spaces. We now prove this invariance property of singular homology [56], [21].

Let $(X, A, *)$ be a pointed pair. Let $\Delta[k]^{n}$ be the $n$-skeleton of the standard simplicial complex $\Delta[k]$ (this is the reason for switching the notation for the standard $k$-simplex). Let $S_{k}^{(n, A)}(X)$ for $n \geq 0$ denote the subgroup of $S_{k}(X)$ spanned by the singular simplices $\sigma: \Delta[k] \rightarrow X$ with the property

$$
\sigma\left(\Delta[k]^{n}\right) \subset A
$$

The groups $\left(S_{k}^{(n, A)}(X) \mid k \geq 0\right)$ form the Eilenberg subcomplex $S_{\bullet}^{(n, A)}(X)$ of $S_{\bullet}(X)$.
(9.5.1) Theorem. Let $(X, A)$ be $n$-connected. Then the inclusion of the Eilenberg subcomplex $\alpha: S_{\bullet}^{(n, A)}(X) \rightarrow S_{\bullet}(X)$ is a chain equivalence.
Proof. We assign to a simplex $\sigma: \Delta[k] \rightarrow X$ a homotopy $P(\sigma): \Delta[k] \times I \rightarrow X$ such that
(1) $P(\sigma)_{0}=\sigma$,
(2) $P(\sigma)_{1}$ satisfies (\#),
(3) $P(\sigma)_{t}=\sigma$, provided $\sigma$ satisfies already (\#),
(4) $P(\sigma) \circ\left(d_{i}^{k} \times \mathrm{id}\right)=P\left(\sigma \circ d_{i}^{k}\right)$.

According to (3), the assignment $P$ is defined for simplices which satisfy (\#). For the remaining simplices we use an inductive construction.

Suppose $k=0$. Then $\sigma(\Delta[0]) \in X$ is a point. Since $(X, A)$ is 0 -connected, there exists a path from this point to a point in $A$. We choose a path of this type as $P(\sigma)$.

Suppose $P$ is given for $j$-simplices, $j<k$. Then for each $k$-simplex $\sigma$ the homotopy $P\left(\sigma \circ d_{i}^{k}\right)$ is already defined, and the $P\left(\sigma \circ d_{i}^{k}\right)$ combine to a homotopy $\partial \Delta[k] \times I \rightarrow X$. Moreover $P(\sigma)_{0}$ is given. Altogether we obtain

$$
\tilde{P}(\sigma):(\Delta[k] \times 0 \cup \partial \Delta[k] \times I, \partial \Delta[k] \times 1) \rightarrow(X, A)
$$

Let $k \leq n$. Then $\Delta[k]^{n}=\Delta[k]$, and similarly for the faces. By the inductive assumption, $\tilde{P}(\sigma)$ sends $\partial \Delta[k] \times 1$ into $A$.

There exists a homeomorphism $\kappa: \Delta[k] \times I \rightarrow \Delta[k] \times I$ which induces homeomorphisms (see (2.3.6))

$$
\begin{aligned}
\Delta[k] \times 0 & \cong \Delta[k] \times 0 \cup \partial \Delta[k] \times I, \\
\partial \Delta[k] \times 0 & \cong \partial \Delta[k] \times 1 \\
\partial \Delta[k] \times I \cup \Delta[k] \times 1 & \cong \Delta[k] \times 1
\end{aligned}
$$

Since $(X, A)$ is $k$-connected, the map

$$
\tilde{P}(\sigma) \circ \kappa:(\Delta[k] \times 0, \partial \Delta[k] \times 0) \rightarrow(X, A)
$$

can be extended to a homotopy $Q: \Delta[k] \times I \rightarrow X$ which is constant on $\partial \Delta[k] \times I$ and sends $\Delta[k] \times 1$ into $A$. We now set $P(\sigma)=Q \circ \kappa^{-1}$. Then $P(\sigma)$ extends $\tilde{P}(\sigma)$, hence (1) and (4) are satisfied, and (2) also holds by construction.

Let $k>n$. We use the cofibration $(\Delta[k], \partial \Delta[k])$ in order to extend $\tilde{P}(\sigma)$ to $P(\sigma)$. Since $\Delta[k]^{n} \subset \partial \Delta[k]$, we see that $P(\sigma)_{1}$ satisfies (\#).

We now define $\rho: S_{k}(X) \rightarrow S_{k}^{(n, A)}(X)$ by $\sigma \mapsto P(\sigma)_{1}$. Property (4) shows that $\rho$ is a chain map, and $\rho \circ \alpha=$ id holds by construction. We define $s: S_{k}(X) \rightarrow$ $S_{k+1}(X)$ by $s(\sigma)=P(\sigma)_{\#} h\left(\iota_{k}\right)$

$$
\iota_{k} \in S_{k}(\Delta[k]) \xrightarrow{h} S_{k+1}(\Delta[k] \times I) \xrightarrow{P(\sigma)_{\#}} S_{k+1}(X) \ni s(\sigma)
$$

where $h$ is the natural chain homotopy between $i_{\#}^{0}$ and $i_{\#}^{1}$, see (9.3.3). The computations

$$
\begin{aligned}
\partial s(\sigma) & =\partial\left(P(\sigma)_{\#} h\left(\iota_{k}\right)\right)=P(\sigma)_{\#} \partial h\left(\iota_{k}\right) \\
& =P(\sigma)_{1 \#}\left(\iota_{k}\right)-P(\sigma)_{0 \#}\left(\iota_{k}\right)-P(\sigma)_{\#} h\left(\partial \iota_{k}\right) \\
& =\rho(\sigma)-\sigma-P(\sigma)_{\#} h\left(\partial \iota_{k}\right), \\
s \partial(\sigma) & =s\left(\sum(-1)^{i} \sigma \circ d_{i}^{k}\right)=\sum(-1)^{i} P\left(\sigma \circ d_{i}^{k}\right)_{\#} h\left(\iota_{k-1}\right) \\
& =P(\sigma)_{\#}\left(\sum(-1)^{i} d_{i \#}^{k} h\left(\iota_{k-1}\right)\right)=P(\sigma)_{\#} h\left(\partial \iota_{k}\right)
\end{aligned}
$$

show that $s$ is a chain homotopy between $\alpha \circ \rho$ and id.
For $k \leq n$ we have $\Delta[k]^{n}=\Delta[k]$ and therefore $S_{k}^{(n, A)}(X)=S_{k}(A)$. The chain equivalence (9.5.1) and the exact homology sequence of $(X, A)$ now yield:
(9.5.2) Theorem. Let $(X, A)$ be $n$-connected. Then $H_{k}(A) \xrightarrow{\cong} H_{k}(X)$ and $H_{k}(X, A)=0$ for $k \leq n$.

Let $f: X \rightarrow Y$ be a weak homotopy equivalence. We can assume that $f$ is an inclusion (mapping cylinder and homotopy invariance).
(9.5.3) Theorem. A weak homotopy equivalence induces isomorphisms of the singular homology groups.
(9.5.4) Remark. Suppose that $(X, A, *)$ is a pointed pair and $A$ is pathwise connected. Then we can define a subcomplex $S_{\bullet}^{(X, A, *)}(X)$ of $S_{\bullet}(X)$ where we require in addition to (\#) that $\sigma\left(\Delta[k]^{0}\right)=\{*\}$. Again the inclusion is a chain equivalence.

### 9.6 Homology with Coefficients

Let $C_{\bullet}=\left(C_{n}, c_{n}\right)$ be a chain complex of abelian groups and let $G$ be a further abelian group. Then the groups $C_{n} \otimes G$ and the boundary operators $c_{n} \otimes \mathrm{id}$ form again a chain complex (the tensor product is taken over $\mathbb{Z}$ ). We denote it by $C_{\bullet} \otimes G$. We apply this process to the singular complex $S_{\bullet}(X, A)$ and obtain the complex $S_{\bullet}(X, A) \otimes G$ of singular chains with coefficients in $\boldsymbol{G}$. Its homology group in dimension $n$ is denoted $H_{n}(X, A ; G)$. The cases $G=\mathbb{Z}, \mathbb{Q}, \mathbb{Z} / p$ are often referred to as integral, rational, $\boldsymbol{\operatorname { m o d }}(\boldsymbol{p}) \boldsymbol{h o m o l o g y}$. Chains in $S_{n}(X, A) \otimes G$ can be written as finite formal linear combinations $\sum_{\sigma} a_{\sigma} \sigma, a_{\sigma} \in G$ of singular $n$ simplices $\sigma$; this accounts for the name "chain with coefficients". The sequence $0 \rightarrow S_{\bullet}(A) \rightarrow S_{\bullet}(X) \rightarrow S_{\bullet}(X, A) \rightarrow 0$ remains exact when tensored with $G$, i.e., $S_{n}(X, A) \otimes G \cong S_{n}(X) \otimes G / S_{n}(A) \otimes G$. Therefore we still have the exact homology sequence (11.3.2)

$$
\cdots \rightarrow H_{n}(A ; G) \rightarrow H_{n}(X ; G) \rightarrow H_{n}(X, A ; G) \xrightarrow{\partial} H_{n-1}(A ; G) \rightarrow \cdots
$$

and the analogous sequence for triples. The boundary operators $\partial$ are again natural transformations. If $0 \rightarrow G^{\prime} \rightarrow G \rightarrow G^{\prime \prime} \rightarrow G$ is an exact sequence of abelian groups, then the tensor product with $S_{\bullet}(X, A)$ yields again an exact sequence of chain complexes and we obtain from (11.3.2) an exact sequence of the form
$\cdots \rightarrow H_{n}\left(X, A ; G^{\prime}\right) \rightarrow H_{n}(X, A ; G) \rightarrow H_{n}\left(X, A ; G^{\prime \prime}\right) \rightarrow H_{n-1}\left(X, A ; G^{\prime}\right) \rightarrow \cdots$.
The passage from $C_{\bullet}$ to $C_{\bullet} \otimes G$ is compatible with chain maps and chain homotopies. A chain equivalence induces a chain equivalence. This fact yields the homotopy invariance of the homology groups $H_{n}(X, A ; G)$. The excision theorem still holds. This is a consequence of (9.4.7): Under the hypothesis of the excision theorem, the chain equivalence $S_{\bullet}\left(Y_{1}, Y_{1} \cap Y_{2}\right) \rightarrow S_{\bullet}\left(Y, Y_{2}\right)$ induces a chain equivalence when tensored with $G$. Hence the functors $H_{n}(X, A ; G)$ satisfy the axioms of Eilenberg and Steenrod for a homology theory. The dimension axiom holds: We have a canonical isomorphism $\varepsilon_{P}: H_{0}(P) \cong G$ for a point $P$, which maps the homology class of the chain $a \sigma$ to $a$, where $\sigma$ is the unique 0 -simplex.

The application of (11.9.1) to topology uses the fact that the singular chain complex consists of free abelian groups. Therefore we obtain:
(9.6.1) Theorem (Universal Coefficients). Let $R$ be a principal ideal domain and $G$ an $R$-module. There exists an exact sequence

$$
0 \rightarrow H_{n}(X, A ; R) \otimes_{R} G \xrightarrow{\alpha} H_{n}(X, A ; G) \rightarrow \operatorname{Tor}\left(H_{n-1}(X, A ; R), G\right) \rightarrow 0 .
$$

The sequence is natural in $(X, A)$ and $G$. The sequence splits, the splitting is natural in $G$, but not in $(X, A)$.

The splitting statement means that $H_{n}(X, A ; G)$ can be determined as an abelian group from homology with coefficients in $\mathbb{Z}$, but the functor $H_{n}(-; G)$ is not the direct sum of the functors $H_{n}(-; \mathbb{Z}) \otimes G$ and $\operatorname{Tor}\left(H_{n-1}(-; \mathbb{Z}), G\right)$. Here is a consequence of (9.6.1): If $f:(X, A) \rightarrow(Y, B)$ induces an isomorphism $f_{*}: H_{*}(X, A) \cong H_{*}(Y, B)$ for $*=n-1, n$, then it induces also an isomorphism $H_{n}(X, A ; G) \cong H_{n}(Y, B ; G)$.

### 9.7 The Theorem of Eilenberg and Zilber

We study the homology of products. For this purpose we compare the chain complexes $S_{\bullet}(X) \otimes S_{\bullet}(Y)$ and $S_{\bullet}(X \times Y)$. Both are values at $(X, Y)$ of a functor TOP $\times$ TOP $\rightarrow \mathrm{CH}_{+}$into the category of chain complexes which are zero in negative degrees. In dimension zero they essentially coincide. For $x \in X$ let $x \in S_{0}(X)$ also denote the basis element given by the singular simplex $\Delta^{0} \rightarrow\{x\} \subset X$. Then $S_{\bullet}(X \times Y)$ has the basis $(x, y)$ and $S_{\bullet}(X) \otimes S_{\bullet}(Y)$ the basis $x \otimes y$ for $(x, y) \in X \times Y$. Natural transformations $P: S_{\bullet}(-) \otimes S_{\bullet}(-) \rightarrow S_{\bullet}(-\times-)$ and $Q: S_{\bullet}(-\times-) \rightarrow S_{\bullet}(-) \otimes S_{\bullet}(-)$ are called an Eilenberg-Zilber morphisms if in dimension zero always $P(x \otimes y)=(x, y)$ and $Q(x, y)=x \otimes y$. Both functors are free and acyclic in the sense of (11.5.1). For $\left(S_{\bullet}(-) \otimes S_{\bullet}(-)\right)_{n}$ we use the models $\left(\Delta^{k}, \Delta^{n-k}\right)$ and the elements id $\otimes \mathrm{id}$; for $S_{n}(-\times-)$ we use the models ( $\Delta^{n}, \Delta^{n}$ ) and the diagonal maps $\Delta^{n} \rightarrow \Delta^{n} \times \Delta^{n}$. They account for the freeness. The homology of the chain complexes $S_{\bullet}\left(\Delta^{p} \times \Delta^{q}\right)$ is zero in positive dimensions, since $\Delta^{p} \times \Delta^{q}$ is contractible; the homology of $S_{\bullet}\left(\Delta^{p}\right) \otimes S_{\bullet}\left(\Delta^{q}\right)$ is zero in positive dimensions, since the tensor product of chain complexes is compatible with chain homotopies, and the chain complexes $S_{\bullet}\left(\Delta^{p}\right)$ are homotopy equivalent to the trivial complex. Similar statements hold for the analogous functors in three (or more) variables like $S_{\bullet}(X \times Y \times Z)$ or the corresponding three-fold tensor products. As an application of (11.5.1) we obtain:
(9.7.1) Theorem. (1) Eilenberg-Zilber morphisms $P$ and $Q$ exist. For each pair $(P, Q)$ of Eilenberg-Zilber morphisms the compositions $P \circ Q$ and $Q \circ P$ are naturally homotopic to the identity. Hence the $P_{X, Y}$ and $Q_{X, Y}$ are chain equivalences and any two Eilenberg-Zilber morphisms $P, P^{\prime}$ are naturally homotopic (similarly for $Q, Q^{\prime}$ ).
(2) An Eilenberg-Zilber morphism $P$ is associative and commutative up to natural homotopy, i.e., the natural transformations $P_{X \times Y, Z} \circ\left(P_{X, Y} \otimes 1\right)$ and
$P_{X, Y \times Z} \circ\left(1 \otimes P_{Y, Z}\right)$ from $S_{\bullet}(X) \otimes S_{\bullet}(Y) \otimes S_{\bullet}(Z)$ to $S_{\bullet}(X \times Y \times X)$ are naturally homotopic and the transformations $\left(t_{X, Y}\right)_{\#} \circ P_{X, Y}$ and $P_{Y, X} \circ \tau_{X, Y}$ are naturally homotopic. Here $t_{X, Y}: X \times Y \rightarrow Y \times X$ interchanges the factors and $\tau_{X, Y}(x \otimes y)=(-1)^{|x||y|} y \otimes x$.
(3) An Eilenberg-Zilber morphism $Q$ is coassociative and cocommutative up to natural homotopy, i.e., the natural transformations $\left(Q_{X, Y} \otimes 1\right) \circ Q_{X \times Y, Z}$ and $\left(1 \otimes Q_{Y, Z}\right) \circ Q_{X, Y \times Z}$ are naturally homotopic, and the transformations $\tau_{X, Y} \circ Q_{X, Y}$ and $Q_{Y, X} \circ\left(t_{X, Y}\right)_{\#}$ are naturally homotopic.

As a consequence one can determine the homology of $X \times Y$ from the chain complex $S_{\bullet}(X) \otimes S_{\bullet}(Y)$. We now turn to relative chain complexes and abbreviate $S=S_{\text {. }}$.
(9.7.2) Proposition. For Eilenberg-Zilber transformations $P, Q$ and pairs of spaces $(X, A),(Y, B)$ we have a commutative diagram with short exact rows

$$
\begin{aligned}
& S(A) \otimes S(Y)+S(X) \otimes S(B) \longrightarrow S(X) \otimes S(Y) \longrightarrow S(X, A) \otimes S(Y, B) \\
& Q^{\prime} \|_{P^{\prime}} Q \|_{P} \\
& S(A \times Y)+S(X \times B) \longrightarrow S(X \times Y) \longrightarrow Q^{\prime \prime} \mid \|_{P^{\prime \prime}} \\
& S(X \times Y)+S(X \times B)
\end{aligned}
$$

The vertical maps are induced by $P$ and $Q$. The compositions $P^{\prime} Q^{\prime}, Q^{\prime} P^{\prime}, P^{\prime \prime} Q^{\prime \prime}$, $Q^{\prime \prime} P^{\prime \prime}$ are naturally homotopic to the identity.

Proof. The naturality of $P$ shows $P(S(A) \otimes S(Y)) \subset S(A \times Y)$ and similarly for $Q$. This shows that $P, Q$ induce by restriction $P^{\prime}, Q^{\prime}$, and $P^{\prime \prime}, Q^{\prime \prime}$ are the homomorphisms induced on the quotients. Since the homotopy $P Q \simeq$ id is natural, it maps $S(A \times Y)+S(X \times B)$ into itself and shows $P^{\prime} Q^{\prime} \simeq$ id.

### 9.7.3 We can compose

$$
P: S(X, A) \otimes S(Y, B) \rightarrow S(X \times Y) /(S(A \times Y)+S(X \times B))
$$

with the map induced by the inclusion $S(A \times Y)+S(X \times B) \subset S(A \times Y \cup X \times B)$ and obtain altogether natural chain maps

$$
P: S(X, A) \otimes S(Y, B) \rightarrow S((X, A) \times(Y, B))
$$

We call the pair $(A \times Y, X \times B)$ excisive, if this chain map is a chain equivalence.
9.7.4 The natural chain map $P$ induces natural chain maps for singular chain complexes with coefficients. Let $R$ be a commutative ring and $M, N R$-modules.

$$
\begin{aligned}
S(X, A ; M) \otimes S(Y, B ; N) & =(S(X, A) \otimes M) \otimes_{R}(S(Y, B) \otimes N) \\
& \rightarrow(S(X, A) \otimes S(Y, B)) \otimes\left(M \otimes_{R} N\right) \\
& \rightarrow(S((X, A) \times(Y, B))) \otimes\left(M \otimes_{R} N\right) .
\end{aligned}
$$

In many cases this chain map is followed by a homomorphism induced by a linear map $M \otimes_{R} N \rightarrow L$. Examples are $R \otimes_{R} R \rightarrow R, x \otimes y \mapsto x y$ in the case of a ring $R$ and $R \otimes_{R} N \rightarrow N, x \otimes n \mapsto x n$ in the case of an $R$-module $N$.

## Problems

1. There exist explicit Eilenberg-Zilber morphisms which have further properties. Let $p, q \in$ $\mathbb{N}$. We use the notation $[n]=\{0,1, \ldots, n\}$. A $(\boldsymbol{p}, \boldsymbol{q})$-shuffle is a map $\lambda:[p+q] \rightarrow[p] \times[q]$ with $\lambda(0)=(0,0)$ and $\lambda(p+q)=(p, q)$ such that both components of $\lambda=\left(\lambda_{1}, \lambda_{2}\right)$ are (weakly) increasing. Given $\lambda$, there exists a permutation $(\mu, \nu)=\left(\mu_{1}, \ldots, \mu_{p}, v_{1}, \ldots, v_{q}\right)$ of $1,2, \ldots, p+q$ such that

$$
1 \leq \mu_{1}<\cdots<\mu_{p} \leq p+q, \quad 1 \leq v_{1}, \ldots, v_{q} \leq p+q
$$

and $\lambda_{1}\left(\mu_{j}\right)>\lambda_{1}\left(\mu_{j}-1\right)$ and $\lambda_{2}\left(\nu_{k}\right)>\lambda_{2}\left(v_{k}-1\right)$. We denote the signum of the permutation $(\mu, \nu)$ by $\varepsilon(\lambda)$. If we interpret the points $\lambda(0), \ldots, \lambda(p+q)$ in the integral lattice $[p] \times[q]$ as the vertices of an edge-path from $(0,0)$ to $(p, q)$, then the step $\lambda(j) \rightarrow$ $\lambda(j+1)$ is horizontal or vertical of length 1 . In the convex set $\Delta^{p} \times \Delta^{q}$ we have the affine $(p+q)$-simplex $[\lambda(0), \ldots, \lambda(p+q)]$, also denoted $\lambda$, and the set of these simplices form a triangulation of the product when $\lambda$ runs through the $(p, q)$-shuffles $\Sigma(p, q)$. (We do not need this geometric fact, but it explains the idea of the construction.) Define

$$
P_{p, q}^{S}: S_{p}(X) \otimes S_{q}(Y) \rightarrow S_{p+q}(X, Y), \quad \sigma \otimes \tau \mapsto \sum_{\lambda \in \Sigma(p, q)} \varepsilon(\lambda)((\sigma \times \tau) \circ \lambda)
$$

on a pair $\sigma, \tau$ of singular simplices.
The $P_{p, q}^{s}$ are a strictly associative Eilenberg-Zilber morphism. We call it the shuffle morphism or the Eilenberg-Mac Lane morphism.
2. An approximation of the diagonal is a natural chain map $D: S_{\bullet}(X) \rightarrow S_{\bullet}(X) \otimes S_{\bullet}(X)$ which coincides in dimension zero with $x \mapsto x \otimes x$. (The name refers to the fact that the diagonal of a cellular complex is not a cellular map, and so one looks for a homotopic cellular approximation.) By an application of (11.5.1) one shows that any two approximations of the diagonal are naturally chain homotopic.
3. The classical approximation of the diagonal is the Alexander-Whitney map.

Let $\sigma: \Delta_{n} \rightarrow X$ be an $n$-simplex, $n=p+q, 0 \leq p, q \leq n$. We have the affine maps $a_{p}: \Delta_{p} \rightarrow \Delta_{n}, e_{i} \mapsto e_{i}$ and $b_{q}: \Delta_{q} \rightarrow \Delta_{n}, e_{i} \mapsto e_{n-q+i}$. They are used to define $\sigma_{p}^{1}=\sigma \circ a_{p}$ and $\sigma_{q}^{2}=\sigma \circ b_{q}$.

The Alexander-Whitney approximation of the diagonal is defined by

$$
D \sigma_{n}=\sum_{p+q=n} \sigma_{p}^{1} \otimes \sigma_{q}^{2}, \quad \sigma_{n}: \Delta_{n} \rightarrow X
$$

and linear extension.
4. Given an approximation $D$ of the diagonal one constructs from it an Eilenberg-Zilber morphism $Q$ as the composition

$$
S_{\bullet}(X \times Y) \xrightarrow{D_{X \times Y}} S_{\bullet}(X \times Y) \otimes S_{\bullet}(X \times Y) \xrightarrow{\mathrm{pr}_{\sharp}^{X} \otimes \mathrm{pr}_{\sharp}^{Y}} S_{\bullet}(X) \otimes S_{\bullet}(Y) .
$$

Let $Q^{A W}$ be the Eilenberg-Zilber morphism obtained from the Alexander-Whitney approximation of the diagonal and call it the Alexander-Whitney morphism. The AlexanderWhitney morphism is strictly coassociative.
5. The Eilenberg-Mac Lane morphism $E M$ and the Alexander-Whitney morphism $A W$ are also compatible in a certain sense:

commutes.

### 9.8 The Homology Product

We pass to homology from the chain map $P$ in (9.7.4)

$$
\begin{aligned}
H_{*}(X, A ; M) \otimes H_{*}(Y, B ; N) & =H_{*}(S(X, A ; M)) \otimes H_{*}(S(Y, B ; N)) \\
& \rightarrow H_{*}(S(X, A ; M) \otimes S(Y, B ; N)) \\
& \rightarrow H_{*}(S((X, A) \times(Y, B)) ; M \otimes N)
\end{aligned}
$$

These maps are natural transformations, and we call them the homology product. We use the notation $x \otimes y \mapsto x \times y$ for the homology product. In the case of $M=N=R$ we combine with the map induced by the canonical isomorphism $R \otimes_{R} R \rightarrow R$ and obtain a homology product

$$
H_{i}(X, A ; R) \otimes H_{j}(Y, B ; R) \rightarrow H_{i+j}((X, A) \times(Y, B) ; R)
$$

In general we can compose with a bilinear map $M \otimes N \rightarrow P$; for instance we can use an $R$-module structure $R \otimes M \rightarrow M$ on $M$. We list some formal properties of the homology product, for simplicity of notation only for homology with coefficients in $R$. We use the following notation: $f:(X, A) \rightarrow\left(X^{\prime}, A^{\prime}\right)$ and $g:(Y, B) \rightarrow$ $\left(Y^{\prime}, B^{\prime}\right)$ are continuous maps. Let $(X \times B, A \times Y)$ be excisive in $X \times Y$. Then we have two boundary operators
$\partial^{\prime}: H_{m}((X, A) \times(Y, B)) \rightarrow H_{m-1}(X \times B \cup A \times Y, X \times B) \leftarrow H_{m-1}(A \times(Y, B))$,
$\partial^{\prime \prime}: H_{m}((X, A) \times(Y, B)) \rightarrow H_{m-1}(X \times B \cup A \times Y, A \times Y) \leftarrow H_{m-1}((X, A) \times B)$. $t$ is the interchange map $t(u, v)=(v, u)$. Let $C=\{c\}$ be a point and $1 \in H_{0}(C ; R)$ be represented by $c \otimes 1$.

### 9.8.1 Properties of the homology product.

$$
\begin{aligned}
(f \times g)_{*}(x \times y) & =f_{*} x \times g_{*}(y), \\
\partial x \times y & =\partial^{\prime}(x \times y), \\
x \times \partial y & =(-1)^{|x|} \partial^{\prime \prime}(x \times y), \\
(x \times y) \times z & =x \times(y \times z), \\
x \times y & =(-1)^{|x||y|} t_{*}(y \times x), \\
1 \times y & =y .
\end{aligned}
$$

The algebraic Künneth formula (11.10.1) yields
(9.8.2) Theorem (Künneth Formula). Let $R$ be an integral domain. Further, let $(A \times Y, X \times B)$ be excisive in $X \times Y$ for singular homology. Then we have a natural exact sequence

$$
\begin{aligned}
0 & \rightarrow \bigoplus_{i+j=n} H_{i}(X, A ; R) \otimes H_{j}(Y, B ; R) \rightarrow H_{n}((X, A) \times(Y, B) ; R) \\
& \rightarrow \bigoplus_{i+j=n-1} H_{i}(X, A ; R) * H_{j}(Y, B ; R) \rightarrow 0
\end{aligned}
$$

The sequence splits, but the splitting is not natural in the variable $(X, A)$. For homology with coefficients in a field $k$ we obtain an isomorphism

$$
H_{*}(X, A ; k) \otimes_{k} H_{*}(Y, B ; k) \cong H_{*}((X, A) \times(Y, B) ; k)
$$

as a special case. This isomorphism holds for an arbitrary commutative ring $R$ if the homology groups $H_{*}(X, A ; R)$ are free $R$-modules.
(9.8.3) Example. The homology class $e \in H_{1}(\mathbb{R}, \mathbb{R} \backslash 0 ; R) \cong R$ represented by $\sigma \otimes 1$ with the singular simplex $\sigma: \Delta^{1} \rightarrow \mathbb{R},\left(t_{0}, t_{1}\right) \mapsto 1-2 t_{0}$ is a generator. The product $y \mapsto e \times y$ with $e$ is an isomorphism

$$
H_{n}(Y, B ; N) \cong H_{n+1}((\mathbb{R}, \mathbb{R} \backslash 0) \times(Y, B) ; N)
$$

for each $R$-module $N$. This isomorphism can also be deduced from the axiomatic properties 9.8 .1 (see a similar deduction (17.3.1) in the case of cohomology theories). The $n$-fold product $e_{n}=e \times \cdots \times e \in H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; R\right)$ serves as a canonical generator (a homological $R$-orientation of $\mathbb{R}^{n}$ ).

## Problems

1. Let $v_{0}, \ldots v_{n}$ be affinely independent points in $\mathbb{R}^{n}$ and suppose that the origin $0 \in \mathbb{R}^{n}$ is contained in the interior of the affine simplex $v=\left[v_{0}, \ldots, v_{n}\right]$. We then have the singular simplex $\sigma: \Delta^{n} \rightarrow \mathbb{R}^{n}$ determined by $\sigma\left(e_{i}\right)=v_{i}$. Show that $\sigma$ represents a generator $x_{v}$ of $H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; \mathbb{Z}\right)$. We therefore have a relation $x_{v}= \pm e_{n}$. Determine the sign, depending on $v$. You might first consider the case $n=2$ and make an intuitive guess. (This problem indicates that keeping track of signs can be a nuisance.)
2. Verify the properties 9.8 .1 of the homology product.
3. Study the axioms for a multiplicative cohomology theory and use 9.8.1 to define multiplicative homology theories axiomatically.

## Chapter 10

## Homology

In this chapter we define homology theories via the axioms of Eilenberg and Steenrod. From these axioms we derive some classical results: the Jordan separation theorem; invariance of domain and dimension; degree and its determination by local data; the theorem of Borsuk-Ulam. The theorem of Borsuk-Ulam is used for a problem in combinatorics: the determination of the chromatic number of Kneser graphs.

A second topic of the chapter is the derivation of some results of a general nature: reduced homology; additivity; suspension isomorphisms; Mayer-Vietoris sequences; compatibility of homology with colimits.

### 10.1 The Axioms of Eilenberg and Steenrod

Recall the category $\operatorname{TOP}(2)$ of pairs of topological spaces. We use the functor $\kappa: \operatorname{TOP}(2) \rightarrow \mathrm{TOP}(2)$ which sends $(X, A)$ to $(A, \emptyset)$ and $f:(X, A) \rightarrow(Y, B)$ to the restriction $f:(A, \emptyset) \rightarrow(B, \emptyset)$.

A homology theory for pairs of spaces consists of a family $\left(h_{n} \mid n \in \mathbb{Z}\right)$ of covariant functors $h_{n}: \operatorname{TOP}(2) \rightarrow R$ - MOD and a family ( $\partial_{n} \mid n \in \mathbb{Z}$ ) of natural transformations $\partial_{n}: h_{n} \rightarrow h_{n-1} \circ \kappa$. These data are required to satisfy the following axioms of Eilenberg and Steenrod [58], [59]:
(1) Homotopy invariance. For each homotopy $f_{t}$ in $\operatorname{TOP}(2)$ the equality $h_{n}\left(f_{0}\right)=h_{n}\left(f_{1}\right)$ holds.
(2) Exact sequence. For each pair $(X, A)$ the sequence

$$
\cdots \rightarrow h_{n+1}(X, A) \xrightarrow{\partial} h_{n}(A, \emptyset) \rightarrow h_{n}(X, \emptyset) \rightarrow h_{n}(X, A) \xrightarrow{\partial} \cdots
$$

is exact. The undecorated homomorphisms are induced by the inclusions.
(3) Excision. Let $(X, A)$ be a pair and $U \subset A$ such that $\bar{U} \subset A^{\circ}$. Then the inclusion $(X \backslash U, A \backslash U) \rightarrow(X, A)$ induces an excision isomorphism $h_{n}(X \backslash U, A \backslash U) \cong h_{n}(X, A)$.
The excision axiom can be expressed in a different form. Suppose $Y_{1}, Y_{2}$ are subspaces of $Y$ such that $Y=Y_{1}^{\circ} \cup Y_{2}^{\circ}$. Then the inclusion induces an isomorphism $h_{n}\left(Y_{1}, Y_{1} \cap Y_{2}\right) \cong h_{n}\left(Y, Y_{2}\right)$.

The module $h_{n}(X, A)$ is the $n$-th homology group (module) of $(X, A)$ in the homology theory (we also say in degree or in dimension $n$ ). We set $h_{n}(X, \emptyset)=$ $h_{n}(X)$. The groups $h_{n}(X)$ are the absolute groups and the groups $h_{n}(X, A)$ are
the relative groups. The homomorphisms $\partial=\partial_{n}$ are the boundary operators. We often write $h_{n}(f)=f_{*}$ and call (as already above) $f_{*}$ the induced morphism. The homology groups $h_{n}(P)$ for a point $P$ are the coefficient groups of the theory. (More precisely, a group $h_{n}$ together with a compatible family of isomorphisms $\varepsilon_{P}: h_{n} \rightarrow h_{n}(P)$ for each point $P$ is given.) In the case that $h_{n}=0$ for $n \neq 0$, we say that the homology theory satisfies the dimension axiom and call the homology theory an ordinary or classical one.

The exact sequence of a pair of spaces can be extended slightly to an exact sequence for triples $B \subset A \subset X$ (see [59, p. 24], [189]). The boundary operator for a triple is defined by

$$
\partial: h_{n}(X, A) \rightarrow h_{n-1}(A) \rightarrow h_{n-1}(A, B) ;
$$

the first map is the previous boundary operator and the second map is induced by the inclusion.
(10.1.1) Proposition. For each triple $(X, A, B)$ the sequence

$$
\cdots \rightarrow h_{n+1}(X, A) \xrightarrow{\partial} h_{n}(A, B) \rightarrow h_{n}(X, B) \rightarrow h_{n}(X, A) \xrightarrow{\partial} \cdots
$$

is exact. The undecorated homomorphisms are induced by the inclusions.
We do not derive this proposition from the axioms right now (see 10.4.2 for a proof which uses the homotopy invariance). In most constructions of homology theories one verifies this more general exact sequence directly from the definitions; so we can treat it as an extended axiom.

A homology theory is called additive, if the homology groups are compatible with topological sums. We formulate this as another axiom.
(4) Additivity. Let $\left(X_{j}, A_{j}\right), j \in J$ be a family of pairs of spaces. Denote by $i_{j}:\left(X_{j}, A_{j}\right) \rightarrow\left(\amalg_{j} X_{j}, \amalg_{j} A_{j}\right)$ the canonical inclusions into the topological sum. Then the additivity axiom says that

$$
\bigoplus_{j \in J} h_{n}\left(X_{j}, A_{j}\right) \rightarrow h_{n}\left(\amalg_{j} X_{j}, \amalg_{j} A_{j}\right), \quad\left(x_{j}\right) \mapsto \sum_{j \in J} h_{n}\left(i_{j}\right)\left(x_{j}\right)
$$

is always an isomorphism. For finite families the additivity follows from the axioms (see (10.2.1)).
Singular homology theory has further properties which may also be required in an axiomatic treatment.
(5) Weak equivalence. A weak equivalence $f: X \rightarrow Y$ induces isomorphisms $f_{*}: h_{*}(X) \cong h_{*}(Y)$ of the homology groups.
(6) Compact support. For each $x \in h_{n}(X, A)$ there exists a map $f:(K, L) \rightarrow$ $(X, A)$ from a pair $(K, L)$ of compact Hausdorff spaces and $z \in h_{n}(K, L)$ with $f_{*} z=x$.

If Axiom (5) holds, then the theory is determined by its restriction to CW-complexes (actually to simplicial complexes).

Sometimes we have to compare different homology theories. Let $h_{*}=\left(h_{n}, \partial_{n}\right)$ and $k_{*}=\left(k_{n}, \partial_{n}^{\prime}\right)$ be homology theories. A natural transformation $\varphi_{*}: h_{*} \rightarrow k_{*}$ of homology theories consists of a family $\varphi_{n}: h_{n} \rightarrow k_{n}$ of natural transformations which are compatible with the boundary operators $\partial_{n}^{\prime} \circ \varphi=\varphi_{n-1} \circ \partial_{n}$.

## Problems

1. Let $\left(h_{n}, \partial_{n}\right)$ be a homology theory with values in $R$-MOD. Let $\left(\varepsilon_{n} \in R\right)$ be a family of units of the ring $R$. Then $\left(h_{n}, \varepsilon_{n} \partial_{n}\right)$ is again a homology theory. It is naturally isomorphic to the original theory.
2. Given a homology theory $\left(h_{n}, \partial_{n}\right)$ we can define a new theory by shifting the indices $k_{n}=h_{n+t}$.
3. Let $h_{*}$ be a homology theory. For a fixed space $Y$ we define a new homology theory whose ingredients are the groups $k_{n}(X, A)=h_{n}(X \times Y, A \times Y)$. The boundary operators for the new theory are the boundary operators of the pair $(X \times Y, A \times Y)$. The projections pr: $X \times Y \rightarrow X$ induce a natural transformation $k_{*} \rightarrow h_{*}$ of homology theories. If $h_{*}$ is additive then $k_{*}$ is additive.
4. Let $h_{*}$ be a homology theory with values in $R$-MOD. Let $M$ be a flat $R$-module, i.e., the tensor product $\otimes_{R} M$ preserves exact sequences. Then the $h_{n}(-) \otimes_{R} M$ and $\partial \otimes_{R} M$ are the data of a new homology theory. Since the tensor product preserves direct sums, the new theory is additive if $h_{*}$ was additive. In the case that $R=\mathbb{Z}$ one can take for $M$ a subring $T$ of the rational numbers $\mathbb{Q}$, in particular $\mathbb{Q}$ itself. It turns out that the rationalized theories $h_{*}(-) \otimes \mathbb{Q}$ are in many respects simpler than the original ones but still contain interesting information.
5. If $h_{*}$ is a family of homology theories $(j \in J)$, then their direct sum $\bigoplus_{j j} h_{*}$ is again a homology theory. One can combine this device with the shift of indices.

### 10.2 Elementary Consequences of the Axioms

We assume given a homology theory $h_{*}$ and derive some consequences of the axioms of Eilenberg and Steenrod.

Suppose the inclusion $A \subset X$ induces for $j=n, n+1$ an isomorphism $h_{j}(A) \cong h_{j}(X)$. Then $h_{n}(X, A)=0$. In particular $h_{n}(X, X)=0$ always, and $h_{n}(\emptyset)=h_{n}(\varnothing, \emptyset)=0$. This is an immediate consequence of the exact sequence.

Let $f: X \rightarrow Y$ be an h-equivalence. Then $f_{*}: h_{n}(X) \rightarrow h_{n}(Y)$ is an isomorphism, by functoriality and homotopy invariance. If $f$ is, in addition, an inclusion, then $h_{n}(X, Y)=0$.

Let $f:(X, A) \rightarrow(Y, B)$ be a map such that the components $f: X \rightarrow Y$ and $f: A \rightarrow B$ induce isomorphisms of homology groups, e.g., the components are
h-equivalences. Then the induced maps $f_{*}: h_{n}(X, A) \rightarrow h_{n}(Y, B)$ are isomorphisms. The map $f$ induces a morphism from the homology sequence of $(X, A)$ into the homology sequence of $(Y, B)$, by functoriality and naturality of $\partial$. The claim is then a consequence of the Five Lemma (11.1.4).

If $X$ and $A$ are contractible, then $h_{n}(X, A)=0$. If $(X, A, B)$ is a triple and $X, B$ are contractible, then the exact sequence of a triple shows that $\partial: h_{n}(X, A) \rightarrow$ $h_{n-1}(A, B)$ is an isomorphism.

Let the homology theory satisfy the dimension axiom. If $X$ is contractible, then $h_{k}(X)=0$ for $k \neq 0$. A null homotopic map $Y \rightarrow Y$ therefore induces the zero morphism on $h_{k}(Y)$ for $k \neq 0$.

Let $i: A \subset X$ and suppose there exists $r: X \rightarrow A$ such that $r i \simeq$ id. From $\mathrm{id}=\mathrm{id}_{*}=(r i)_{*}=r_{*} i_{*}$ we see that $r_{*}$ is a retraction of $i_{*}$, hence $i_{*}$ is always injective. Therefore the exact homology sequence decomposes into split short exact sequences $0 \rightarrow h_{n}(A) \rightarrow h_{n}(X) \rightarrow h_{n}(X, A) \rightarrow 0$.
(10.2.1) Proposition (Finite Additivity). Let $\left(X_{j}, A_{j}\right), j \in J$ be a finite family of pairs of spaces. Denote by $i_{j}:\left(X_{j}, A_{j}\right) \rightarrow\left(\amalg_{j} X_{j}, \amalg_{j} A_{j}\right)$ the canonical inclusions into the topological sum. Then

$$
\bigoplus_{j \in J} h_{n}\left(X_{j}, A_{j}\right) \rightarrow h_{n}\left(\amalg_{j} X_{j}, \amalg_{j} A_{j}\right), \quad\left(x_{j}\right) \mapsto \sum_{j \in J} h_{n}\left(i_{j}\right)\left(x_{j}\right)
$$

is an isomorphism.
Proof. As a consequence of the excision axiom we see that the inclusion always induces an isomorphism $h_{n}(A, B) \cong h_{n}(A+C, B+C)$. It suffices to consider the case $J=\{1,2\}$ and, by the Five Lemma, to deal with the absolute groups. One applies the Sum Lemma (11.1.2) with $A_{k}=h_{n}\left(X_{k}\right), B_{k}=h_{n}\left(X, X_{k}\right), C=$ $h_{n}\left(X_{1}+X_{2}\right)$.
(10.2.2) Proposition. The identity $\iota_{n}$ of $\Delta^{n}$ is a cycle modulo $\partial \Delta^{n}$ in singular homology theory. The group $H_{n}\left(\Delta^{n}, \partial \Delta^{n}\right)$ is isomorphic to $\mathbb{Z}$ and $\left[\iota_{n}\right]$ is a generator.
Proof. The proof is by induction on $n$. Denote by $s(i)=d_{i}^{n} \Delta^{n-1}$ the $i$-th face of $\Delta^{n}$. Consider

$$
h_{k-1}\left(\Delta^{n-1}, \partial \Delta^{n-1}\right) \xrightarrow{\left(d_{i}^{n}\right)_{*}} \cong h_{k-1}\left(\partial \Delta^{n}, \partial \Delta^{n} \backslash s(i)^{\circ}\right) \stackrel{\partial}{\cong} h_{k}\left(\Delta^{n}, \partial \Delta^{n}\right) .
$$

The space $\partial \Delta^{n} \backslash s(i)^{\circ}$ is contractible, a linear homotopy contracts it to the point $e_{i}$. Since $\Delta^{n}$ is also contractible, $\partial$ is an isomorphism. The inclusion $d_{i}^{n}$ maps ( $\Delta^{n-1}, \partial \Delta^{n-1}$ ) into the complement of $e_{i}$, and as such it is a deformation retraction of pairs. The excision of $e_{i}$ induces an isomorphism. Therefore $\left(d_{i}^{n}\right)_{*}$ is the composition of two isomorphisms. If we always work with the first face map $d_{0}^{n}$, we obtain by iteration an isomorphism $h_{k-n}\left(\Delta^{0}\right) \cong h_{k}\left(\Delta^{n}, \partial \Delta^{n}\right)$. (So far we can work with any homology theory.)

Now consider the special case $h_{n}=H_{n}$ of singular homology with coefficients in $\mathbb{Z}$. By definition of the boundary operator, $\partial\left[\iota_{n}\right]=(-1)^{i}\left[d_{i}^{n}\right]$, since the $d_{j}^{n}$ for $j \neq i$ are zero in the relative group. If we again work with $d_{0}^{n}$, we see that the isomorphism above sends the generator $\left[\iota_{n-1}\right]$ to $\left[\iota_{n}\right]$.

If we work with $H_{k}$ for $k \neq n$, then the isomorphism above and the dimension axiom tell us that $H_{k}\left(\Delta^{n}, \partial \Delta^{n}\right)=0$. The pair $\left(\Delta^{n}, \partial \Delta^{n}\right)$ is homeomorphic to ( $D^{n}, S^{n-1}$ ). So we also see that $H_{k}\left(D^{n}, S^{n-1}\right)$ is zero for $k \neq n$ and isomorphic to $\mathbb{Z}$ for $k=n$.

In an additive homology theory we also have an additivity isomorphism for pointed spaces if the base points are well-behaved. For a finite number of summands we do not need the additivity axiom in (10.2.3).
(10.2.3) Proposition. Let $\left(X_{j}, P_{j}\right)$ be a family of pointed spaces and $\bigvee_{j} X_{j}=$ $(X, P)$ the pointed sum with embedding $i^{j}: X_{j} \rightarrow X$ of a summand. Assume that the closure of $P$ in $X$ has a neighbourhood $U$ such that $h_{*}(U, P) \rightarrow h_{*}(X, P)$ is the zero map. Then $\left\langle i_{*}^{j}\right\rangle: \bigoplus_{j} h_{*}\left(X_{j}, P_{j}\right) \rightarrow h_{*}(X, P)$ is an isomorphism.

Proof. Set $U_{j}=U \cap X_{j}$. Consider the diagram


The vertical morphisms are induced by the quotient maps. The horizontal morphisms are part of the exact sequence of triples. The hypothesis implies that (1) is injective. We use the additivity in order to conclude that (2) and (4) are injective. This is due to the fact that we have the projections $p^{j}: X \rightarrow X_{j}$, and $p_{*}^{k} i_{*}^{j}=\delta^{k j}$. We show that (3) is an isomorphism. Consider the diagram


The isomorphisms hold by excision; here we use the assumption $\bar{P} \subset U^{\circ}$. Diagram chasing (Five Lemma) now shows that (2) is also surjective.
(10.2.4) Remark. The hypothesis of (10.2.3) is satisfied if $P_{j}$ is closed in $X_{j}$ and has a neighbourhood $U_{j}$ such that $U_{j} \subset X_{j}$ is pointed homotopic to the constant map. These conditions hold if the spaces $\left(X_{j}, P_{j}\right)$ are well-pointed; see (5.4.4). $\diamond$
10.2.5 Suspension. We define the homological suspension isomorphism $\sigma=$ $\sigma^{(X, A)}$ by the commutative diagram
(1) is an isomorphism: excise $0 \times X$ and then use an h-equivalence. The boundary operator $\partial$ for the triple sequence of $(I \times X, \partial I \times X \cup I \times A, 0 \times X \cup I \times A)$ is an isomorphism, since $0 \times X \cup I \times A \subset I \times X$ is an h-equivalence. We can interchange the roles of 0 and 1 ; let $\sigma^{-}$denote this suspension isomorphism. By applying the Hexagon Lemma (11.1.3) with center group $h_{n}(I \times X, I \times A \cup \partial I \times X)$ we obtain $\sigma=-\sigma^{-}$(draw the appropriate diagram). For some purposes of homotopy theory one has to use a similar suspension isomorphism defined with $X \times I$.

The $n$-fold iteration of $\sigma$ provides us in particular with an isomorphism $\sigma^{n}: h_{k} \cong h_{k}\left(I^{0}\right) \cong h_{k+1}(I, \partial I) \cong \cdots \cong h_{k+n}\left(I^{n}, \partial I^{n}\right)$.

### 10.3 Jordan Curves. Invariance of Domain

As a first application of homology theory we prove a general duality theorem. We then apply this general result to prove classical results: A generalized Jordan separation theorem and the invariance of domain and dimension. For this section see [53].

The propositions (10.3.1) and (10.3.2) can be proved in a similar manner for an arbitrary homology (or, mutatis mutandis, cohomology) theory. For the applications one needs homology groups which determine the cardinality of $\pi_{0}(X)$ for open subsets $X$ of Euclidean spaces, and this holds, e.g., for singular homology $H_{*}(-)$. (If one knows a little analysis, one can use de Rham cohomology for open subsets of Euclidean spaces.)
(10.3.1) Proposition. Let $A \subset \mathbb{R}^{n}$ be a closed subset. Then $H_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash A\right)$ and $H_{k+1}\left(\mathbb{R}^{n} \times \mathbb{R}, \mathbb{R}^{n} \times \mathbb{R} \backslash A \times 0\right)$ are isomorphic.

Proof. We use the open subsets of $\mathbb{R}^{n+1}$

$$
\begin{aligned}
H_{+} & \left.=\left(\mathbb{R}^{n} \backslash A\right) \times\right]-1, \infty[\cup A \times] 0, \infty[ \\
H_{-} & \left.=\left(\mathbb{R}^{n} \backslash A\right) \times\right]-\infty, 1[\cup A \times]-\infty, 0[ \\
H_{+} \cup H_{-} & =\mathbb{R}^{n+1} \backslash A \times 0 \\
H_{+} \cap H_{-} & \left.=\left(\mathbb{R}^{n} \backslash A\right) \times\right]-1,1[.
\end{aligned}
$$

These data occur in the diagram


The map $\partial$ is the boundary operator of the triple $\left(\mathbb{R}^{n+1}, H_{+} \cup H_{-}, H_{-}\right)$. The maps (1), (2), and (3) are induced by the inclusions. We show that the morphisms in the diagram are isomorphisms. The proof uses the fact that $H_{+}$and $H_{-}$are contractible; the homotopy $h_{t}: H_{+} \rightarrow H_{+},(x, s) \mapsto(x, s+t)$ starts at the identity and has an image in the contractible space $\left.\mathbb{R}^{n} \times\right] 0, \infty[$. The map $\partial$ is an isomorphism, because $H_{k}\left(\mathbb{R}^{n+1}, H_{-}\right)=0$, by contractibility of $H_{-}$. The map (1) is an excision. The maps (2) and (3) are isomorphisms by homotopy invariance $\left(\mathbb{R}^{n}=\mathbb{R}^{n} \times 0\right)$.
(10.3.2) Theorem (Duality Theorem). Let $A$ and $B$ be closed homeomorphic subsets of $\mathbb{R}^{n}$. Then the groups $H_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash A\right)$ and $H_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B\right)$ are isomorphic $(k \in \mathbb{Z})$.

Proof. A homeomorphism $f: A \rightarrow B$ yields a homeomorphism $\alpha: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n} \times \mathbb{R}^{n}$, which sends $A \times 0$ via $f \times 0$ to $B \times 0$ (see (7.3.1)). We obtain an induced isomorphism

$$
H_{k+n}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}, \mathbb{R}^{n} \times \mathbb{R}^{n} \backslash A \times 0\right) \cong H_{k+n}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}, \mathbb{R}^{n} \times \mathbb{R}^{n} \backslash B \times 0\right)
$$

Now apply (10.3.1) $n$ times.
(10.3.3) Theorem (Component Theorem). Let $A$ and $B$ be closed homeomorphic subsets of $\mathbb{R}^{n}$. Then $\pi_{0}\left(\mathbb{R}^{n} \backslash A\right)$ and $\pi_{0}\left(\mathbb{R}^{n} \backslash B\right)$ have the same cardinality.

Proof. We use the fact that $H_{0}\left(\mathbb{R}^{n} \backslash A\right)$ is the free abelian group on $\pi_{0}\left(\mathbb{R}^{n} \backslash A\right)$ and the algebraic fact a free abelian group determines the cardinality of a basis $(=$ the rank). Suppose that $A \neq \mathbb{R}^{n}$. Then we have an exact sequence

$$
0 \rightarrow H_{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash A\right) \rightarrow H_{0}\left(\mathbb{R}^{n} \backslash A\right) \rightarrow H_{0}\left(\mathbb{R}^{n}\right) \rightarrow 0
$$

This shows the rank of $H_{1}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash A\right)$ is one less than the rank of $H_{0}\left(\mathbb{R}^{n} \backslash A\right)$. Hence if $A$ and $B$ are different from $\mathbb{R}^{n}$, then the result follows from (10.3.2). We see in the next section that $A=\mathbb{R}^{n}$ implies that $B$ is open in $\mathbb{R}^{n}$ and therefore, since $\mathbb{R}^{n}$ is connected, also equal to $\mathbb{R}^{n}$.

An injective continuous map $f: S^{1} \rightarrow \mathbb{R}^{2}$ is an embedding, and its image is called a Jordan curve .
(10.3.4) Theorem (Jordan Separation Theorem). Let $S \subset \mathbb{R}^{n}$ be homeomorphic to $S^{n-1}(n \geq 2)$. Then $\mathbb{R}^{n} \backslash S$ has two path components, the bounded interior $J$ and the unbounded exterior $A$. Moreover, $S$ is the set of boundary points of $J$ and of $A$.

Proof. The assertion holds in the elementary case $S=S^{n-1}$. Hence, by (10.3.3), the complement of $S$ has two components. It remains to study the boundary points.

Let $x \in S$ and let $V$ be an open neighbourhood of $x$ in $\mathbb{R}^{n}$. Then $C=S \backslash(S \cap V)$ is closed in $S$ and homeomorphic to a proper closed subset $D$ of $S^{n-1}$. Therefore $\mathbb{R}^{n} \backslash D$ is path connected and hence, by (10.3.3), also $\mathbb{R}^{n} \backslash C$. Let $p \in J$ and $q \in A$ and $w:[0,1] \rightarrow \mathbb{R}^{n} \backslash C$ a path from $p$ to $q$. Then $w^{-1}(S) \neq \emptyset$. Let $t_{1}$ be the minimum and $t_{2}$ the maximum of $w^{-1}(S)$. Then $w\left(t_{1}\right)$ and $w\left(t_{2}\right)$ are contained in $S \cap V$. Therefore $w\left(t_{1}\right)$ is limit point of $w\left(\left[0, t_{1}[) \subset J\right.\right.$ and $w\left(t_{2}\right)$ limit point of $\left.\left.w(] t_{2}, 1\right]\right) \subset A$. Hence there exist $t_{3} \in\left[0, t_{1}\left[\right.\right.$ with $w\left(t_{3}\right) \in J \cap V$ and $\left.\left.t_{4} \in\right] t_{2}, 1\right]$ with $w\left(t_{4}\right) \in A \cap V$. This shows that $x$ is contained in the boundary of $J$ and of $A$.
(10.3.5) Remarks. For $n=2$ one can improve the separation theorem. There holds the theorem of Schoenflies (for a topological proof see [141]):

Let $J \subset \mathbb{R}^{2}$ be a Jordan curve. Then there exists a homeomorphism $f: \mathbb{R}^{2} \rightarrow$ $\mathbb{R}^{2}$ which maps $J$ onto the standard circle.

There exists a stronger result. By the Riemann mapping theorem there exists a holomorphic isomorphism from the interior of $J$ onto the interior of $S^{1}$; and one can show that this isomorphism can be extended to a homeomorphism of the closures. See e.g., [149].

For $n \geq 3$ it is in general not true that the interior of an embedding $S^{n-1} \rightarrow \mathbb{R}^{n}$ is homeomorphic to an $n$-cell. One can construct an embedding $D^{3} \rightarrow \mathbb{R}^{3}$ such that the complement is not simply connected. Under some regularity conditions on the embedding the situation still resembles the standard embedding. There holds the theorem of M. Brown [32] (see also [25, p. 236]):

Let $f: S^{n-1} \times[-1,1] \rightarrow S^{n}$ be an embedding $(n \geq 1)$. Then the closure of each component of $S^{n} \backslash f\left(S^{n-1} \times 0\right)$ is homeomorphic to $D^{n}$.

From the duality theorem (18.3.3) one can conclude that both components of $S^{n} \backslash S$ have for an arbitrary embedding the integral singular homology groups of a point.
(10.3.6) Theorem. Let $A \subset \mathbb{R}^{n}$ be homeomorphic to $D^{k}, k \leq n$. Then $\mathbb{R}^{n} \backslash A$ is path connected $(n>1)$.
Proof. $D^{k}$ is compact, hence $A$ is compact too. Therefore $A$ is closed in $\mathbb{R}^{n}$ and the assertion follows from (10.3.3), since $D^{k}$ obviously has a path connected complement.
(10.3.7) Theorem (Invariance of Domain). Let $U \subset \mathbb{R}^{n}$ be open and $f: U \rightarrow \mathbb{R}^{n}$ an injective continuous map. Then $f(U)$ is open in $\mathbb{R}^{n}$, and $f$ maps $U$ homeomorphically onto $f(U)$.

Let $V \subset \mathbb{R}^{n}$ be homeomorphic to an open subset of $U \subset \mathbb{R}^{n}$. Then $V$ is open in $\mathbb{R}^{n}$.

Proof. It suffices to show that $f(U)$ is open. It then follows that $f$ is open.
Let $D=\left\{x \in \mathbb{R}^{n} \mid\|x-a\| \leq \delta\right\} \subset U$, and let $S$ be the boundary of $D$. It suffices to show that $f\left(D^{\circ}\right)$ is open. We consider the case $n \geq 2$ and leave the case $n=1$ as exercise. The set $S$ as well as $T=f(S)$ are homeomorphic to $S^{n-1}$. Suppose $U_{1}, U_{2}$ are the (open) components of $\mathbb{R}^{n} \backslash T$. Let $U_{1}$ be unbounded. By (10.3.6), $\mathbb{R}^{n} \backslash f(D)$ is path connected, and therefore contained in $U_{1}$ or $U_{2}$. Since $f(D)$ is compact, the complement is unbounded. This implies $T \cup U_{1}=\mathbb{R}^{n} \backslash U_{2} \subset f(D)$ and then $U_{1} \subset f\left(D^{\circ}\right)$. Since $D^{\circ}$ is connected, so is $f\left(D^{\circ}\right)$. The inclusion $f\left(D^{\circ}\right) \subset U_{1} \cup U_{2}$ shows that $f\left(D^{\circ}\right) \subset U_{1}$. Therefore $f\left(D^{\circ}\right)=U_{1}$, and this set is open.

The second statement follows from the first, since by hypothesis there exists an injective continuous map $f: U \rightarrow \mathbb{R}^{n}$ with image $V$.
(10.3.8) Theorem (Invariance of Dimension). Let $U \subset \mathbb{R}^{m}$ and $V \subset \mathbb{R}^{n}$ be nonempty homeomorphic open subsets. Then $m=n$.

Proof. Let $m<n$. Then, by (10.3.7), $U \subset \mathbb{R}^{m} \subset \mathbb{R}^{n}$ is open in $\mathbb{R}^{n}$, which is impossible.

### 10.4 Reduced Homology Groups

The coefficient groups of a homology theory are important data of the theory but they contain no information about spaces. We therefore split off these groups from the homology groups $h_{n}(X)$.

Let $X$ be a non-empty space and $r: X \rightarrow P$ the unique map to a point. We set

$$
\tilde{h}_{n}(X)=\operatorname{kernel}\left(r_{*}: h_{n}(X) \rightarrow h_{n}(P)\right)
$$

and call this group a reduced homology group. The homomorphism $h_{n}(f)$ for a continuous map $f: X \rightarrow Y$ restricts to $\tilde{h}_{n}(f): \tilde{h}_{n}(X) \rightarrow \tilde{h}_{n}(Y)$. In this way $\tilde{h}_{n}$ becomes a homotopy invariant functor TOP $\rightarrow R$ - MOD. Let $(X, *)$ be a pointed space and $i: P=\{*\} \subset X$ be the inclusion of the base point. Then we have a short exact sequence

$$
0 \rightarrow h_{n}(P) \xrightarrow{i_{*}} h_{n}(X) \xrightarrow{j_{*}} h_{n}(X, P) \rightarrow 0
$$

with a splitting $r_{*}$ of $i_{*}$. Thus $j_{*}$ induces isomorphisms $\tilde{h}_{n}(X) \cong h_{n}(X, P) \cong$ $\operatorname{Coker}\left(i_{*}\right)$. By(11.1.1) we also have an isomorphism

$$
h_{n}(X)=\tilde{h}_{n}(X) \oplus i_{*}\left(h_{n}(P)\right) \cong \tilde{h}_{n}(X) \oplus h_{n}
$$

which is natural for pointed maps (but not, in general, for arbitrary maps), and the canonical diagram

is commutative.
(10.4.1) Proposition. Let $A$ be non-empty. The image of the boundary operator $\partial: h_{n}(X, A) \rightarrow h_{n-1}(A)$ is contained in $\tilde{h}_{n-1}(A)$. The images of $h_{n}(X)$ and $\tilde{h}_{n}(X)$ in $h_{n}(X, A)$ coincide. The homology sequence for the reduced groups

$$
\cdots \rightarrow \tilde{h}_{n}(A) \rightarrow \tilde{h}_{n}(X) \rightarrow h_{n}(X, A) \rightarrow \tilde{h}_{n-1}(A) \rightarrow \cdots
$$

is exact.
Proof. Map the exact sequence of $(X, A)$ into the exact sequence of $(P, P)$ and perform diagram chasing. The exactness is also a special case of (11.3.2).

From (10.4.1) we see: If $A$ is contractible, then $\tilde{h}_{n}(A)=0$ and $\tilde{h}_{n}(X) \rightarrow$ $h_{n}(X, A)$ is an isomorphism. If $X$ is contractible, then $\partial: h_{n}(X, A) \rightarrow \tilde{h}_{n-1}(A)$ is an isomorphism.
10.4.2 Triple sequence. Let $(X, A, *)$ be a pointed pair. The reduced homology sequence of $(X, A)$ is canonically isomorphic to the homology sequence of the triple $(X, A, *)$. Hence the latter is exact.

Let $C B$ denote the cone over $B$. The homology sequence of a triple $(X, A, B)$ is, via excision, isomorphic to the sequence of ( $X \cup C B, A \cup C B, C B$ ), and the latter, via h-equivalence isomorphic to the sequence of ( $X \cup C B, A \cup C B, *$ ). This proves the exactness of the triple sequence.

Under the hypothesis of (10.2.3) or (10.2.4) we have for an additive homology theory an isomorphism $\bigoplus_{j} \tilde{h}_{*}\left(X_{j}\right) \cong \tilde{h}_{*}\left(\bigvee_{j} X_{j}\right)$. For a finite number of summands we do not need the additivity axiom. We call $\bigvee_{j} X_{j}$ decomposable with respect to $\tilde{h}_{n}$ if the canonical map $\bigoplus_{j} \tilde{h}_{n}\left(X_{j}\right) \rightarrow \tilde{h}_{n}\left(\bigvee_{j} X_{j}\right)$ is an isomorphism.
(10.4.3) Proposition. Suppose $X \vee Y$ is decomposable with respect to $h_{n}, h_{n+1}$. Then the homology sequence of $(X \times Y, X \vee Y)$ yields a split short exact sequence

$$
0 \rightarrow \tilde{h}_{n}(X \vee Y) \rightarrow \tilde{h}_{n}(X \times Y) \rightarrow h_{n}(X \times Y, X \vee Y) \rightarrow 0
$$

Proof. The projections onto the factors induce $\tilde{h}_{n}(X \times Y) \rightarrow \tilde{h}_{n}(X) \oplus \tilde{h}_{n}(Y)$, and together with the assumed decomposition isomorphism we obtain a left inverse to the morphism $\tilde{h}_{n}(X \vee Y) \rightarrow \tilde{h}_{n}(X \times Y)$.

Let $(C, \mu)$ be a monoid in h-TOP, i.e., $\mu: C \rightarrow C \vee C$ is a pointed map such that the composition with the inclusions of the summands is pointed homotopic to the identity. Then we have the $\mu$-sum in each homotopy set $[C, Y]^{0}$, defined by $[f]+[g]=[\delta(f \vee g) \mu]$ with the folding map $\delta=\langle\mathrm{id}, \mathrm{id}\rangle: Y \vee Y \rightarrow Y$. Let us write $h=\tilde{h}_{n}$.
(10.4.4) Proposition. Assume that $C \vee C$ is decomposable with respect to $h_{n}$. Then the morphism

$$
\omega:[C, Y]^{0} \rightarrow \operatorname{Hom}(h(C), h(Y)), \quad[f] \mapsto f_{*}
$$

is a homomorphism.
Proof. Consider the commutative diagram

with the diagonal $d$ and the addition $a(y, z)=y+z$. By our assumption about $C$, the isomorphism (1) is induced by the projections onto the summands, and by our assumption about $\mu$, the left triangle commutes. The morphism (2) and the inverse of (1) are induced by the injection of the summands; this shows that the rectangle and the right triangle commute. Now observe that $a\left(f_{*} \oplus g_{*}\right) d=f_{*}+g_{*}$.

The hypothesis of (10.4.4) holds for the suspension $C=\Sigma X$ of a well-pointed space $X$. We thus obtain in particular a homomorphism

$$
\omega: \pi_{n}(X) \rightarrow \operatorname{Hom}\left(\tilde{h}_{n}\left(S^{n}\right), \tilde{h}_{n}(X)\right)
$$

for each pointed space $X$.
(10.4.5) Proposition. Leti $: A \subset X$ be a cofibration and let $p:(X, A) \rightarrow(X / A, *)$ be the map which identifies A to a base point $*$. Then $p_{*}: h_{n}(X, A) \rightarrow h_{n}(X / A, *)$ is an isomorphism. We can write this isomorphism also in the form $q: h_{n}(X, A) \cong$ $\tilde{h}_{n}(X / A)$.

Proof. Let $X \cup C A=(C A+X) /(a, 1) \sim i(a)$ be the mapping cone of $i$. The inclusion $j:(X, A) \rightarrow(X \cup C A, C A)$ induces an isomorphism in homology: Excise the cone point $A \times 0$ and apply a homotopy equivalence. For a cofibration we have an h-equivalence $p: X \cup C A \rightarrow X \cup C A / C A \cong X / A$. Hence $q_{*}=p_{*} j_{*}$ is the composition of two isomorphisms.

The isomorphism $q$ also holds for $A=\emptyset$. In this case $X / A=X+\{*\}$ and $p$ is the inclusion $(X, \emptyset) \rightarrow(X,\{*\})$. We use $q$ to modify the exact sequence (10.4.1) in the case of a cofibration $A \subset X$

$$
\cdots \rightarrow \tilde{h}_{n}(A) \rightarrow \tilde{h}_{n}(X) \rightarrow \tilde{h}_{n}(X / A) \rightarrow \tilde{h}_{n-1}(A) \rightarrow \cdots
$$

(10.4.6) Proposition. Let $j: A \subset X$ be a cofibration and attach $X$ to $B$ via $f: A \rightarrow B$. Then the map $h_{n}(X, A) \rightarrow h_{n}\left(X \cup_{A} B, B\right)$ induced by the inclusion is an isomorphism.
Proof. We apply (10.4.5) to the homeomorphism $X / A \rightarrow X \cup_{A} B / B$.
(10.4.7) Proposition. Let $f: X \rightarrow Y$ be a pointed map between well-pointed spaces and $X \xrightarrow{f} Y \xrightarrow{f_{1}} C(f)$ the beginning of the cofibre sequence. Then the sequence $\tilde{h}_{n}(X) \xrightarrow{f_{*}} \tilde{h}_{n}(Y) \xrightarrow{f_{1 *}} \tilde{h}_{n}(C(f))$ is exact.

Proof. Let $Z(f)=(X \times I+Y) /(x, 1) \sim f(x)$ be the (unpointed) mapping cylinder of $f$ and $X \subset Z(f), x \mapsto(x, 0)$ the canonical inclusion, a cofibration. Consider the commuting diagram

with the canonical inclusion $c(f): Y \subset Z(f) / X$. The top row is the exact sequence of the pair. The isomorphisms hold by homotopy invariance and (10.4.5). Now we use that for a well-pointed pair the quotient map $Z(f) / X \rightarrow C(f)$ is a homotopy equivalence, since a unit interval which is embedded as a cofibration is identified to a point.

For a well-pointed space $X$ the inclusion $X \times \partial I \cup\{*\} \times I \subset X \times I$ is a cofibration. The quotient is the suspension $\Sigma X$. From (10.4.5) we obtain an isomorphism

$$
q: h_{n}((X, *) \times(I, \partial I)) \rightarrow h_{n}(\Sigma X, *) \cong \tilde{h}_{n}(\Sigma X)
$$

and a suspension isomorphism $\tilde{\sigma}: \tilde{h}_{n}(X) \cong \tilde{h}_{n+1}(\Sigma X)$ which makes the diagram

commutative. In particular, we obtain $h_{m} \cong \tilde{h}_{m}\left(I^{0} / \partial I^{0}\right) \cong h_{m+n}\left(I^{n} / \partial I^{n}\right)$.

## Problems

1. Let $f_{q}: S^{n} \rightarrow S^{n}$ be a map of degree $q$, and denote by $M(q, n)$ its mapping cone. Determine the groups and homomorphisms in the sequence (9.6.1) for the space $M(q, n)$.
2. Let $M(q, 1)=M(q)$. Use the cofibre sequence of $\operatorname{id}_{X} \wedge f_{q}$ in order to derive an exact sequence

$$
0 \rightarrow \tilde{h}_{n}(X) \otimes \mathbb{Z} / q \rightarrow \tilde{h}_{n+1}(X \wedge M(q)) \rightarrow \operatorname{Tor}\left(\tilde{h}_{n-1}(X), \mathbb{Z} / q\right) \rightarrow 0
$$

This suggests defining for any homology theory $\tilde{h}_{*}$ a theory with coefficients $\mathbb{Z} / q$ by $\tilde{h}_{*}(-\wedge M(q))$. Unfortunately the homotopy situation is more complicated than one would expect (or wish), see [8]. Spaces of the type $M(q, n)$ are sometimes called Moore spaces.

### 10.5 The Degree

In 10.2 .5 we determined the homology groups of spheres from the axioms of a homology theory $h_{*}$. We describe yet another variant.

We use the standard subspaces $D^{n}, S^{n-1}, E^{n}=D^{n} \backslash S^{n-1}$ of $\mathbb{R}^{n}$ and $D_{ \pm}^{n}=$ $\left\{\left(x_{1}, \ldots, x_{n+1}\right) \in S^{n} \mid \pm x_{n+1} \geq 0\right\}$. The space $D^{0}=\{D\}$ is a singleton and $S^{-1}=\emptyset$.

We define a suspension isomorphism $\sigma_{+}$as the composition

$$
\sigma_{+}: \tilde{h}_{k-1}\left(S^{n-1}\right) \stackrel{\partial}{\cong} h_{k}\left(D_{-}^{n}, S^{n-1}\right) \stackrel{s_{+}}{\cong} h_{k}\left(S^{n}, D_{+}^{n}\right) \stackrel{j}{\cong} \tilde{h}_{k}\left(S^{n}\right)
$$

The maps $j$ and $\partial$ are isomorphisms, since $D_{ \pm}^{n}$ is contractible, and $s_{+}$is an isomorphism (compare (6.4.4)). Iteration of $\sigma_{+}$yields (suspension) isomorphisms

$$
\sigma^{(n)}: h_{k-n} \cong \tilde{h}_{k-n}\left(S^{0}\right) \cong \tilde{h}_{k}\left(S^{n}\right), \quad h_{k}\left(S^{n}\right) \cong h_{k-n} \oplus h_{n}
$$

The first isomorphism is determined by

$$
h_{m} \rightarrow \tilde{h}_{m}\left(S^{0}\right) \subset h_{m}\left(S^{0}\right) \cong h_{m}(+1) \oplus h_{m}(-1) \cong h_{m} \oplus h_{m}, \quad x \mapsto(x,-x)
$$

We also have an isomorphism $\partial: h_{k}\left(D^{n}, S^{n-1}\right) \cong h_{k-1}\left(S^{n-1}, e\right) \cong \tilde{h}_{k-1}\left(S^{n-1}\right)$. In the case of ordinary homology $H_{*}(-; G)$ with coefficients in $G$ we obtain:

$$
H_{k}\left(S^{n} ; G\right) \cong \begin{cases}G, & k=n>0, n>k=0 \\ G \oplus G, & k=n=0 \\ 0, & \text { otherwise }\end{cases}
$$

Moreover $H_{n}\left(D^{n}, S^{n-1} ; G\right) \cong H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; G\right) \cong G$.
A generator of $H_{n}\left(D^{n}, S^{n-1} ; \mathbb{Z}\right) \cong \mathbb{Z}$ is called a homological orientation of $D^{n}$; and a generator of $H_{n}\left(S^{n}\right), n \geq 1$ a homological orientation of $S^{n}$. Given an orientation $z \in H_{n}\left(S^{n}\right)$ and a continuous map $f: S^{n} \rightarrow S^{n}$, we define the
(homological) degree $d(f) \in \mathbb{Z}$ of $f$ by $f_{*}(z)=d(f) z$. A different choice of a generator does not effect the degree. We also define the degree for $n=0$ : The identity has degree +1 , the antipodal map the degree -1 and a constant map the degree 0 . From the definition we see directly some properties of the degree: $d(f \circ g)=d(f) d(g), d(\mathrm{id})=1$; a homotopy equivalence has degree $\pm 1$; a null homotopic map has degree zero.
(10.5.1) Proposition. Let $h_{*}$ be a homology theory such that $h_{0}$ (Point) $=\mathbb{Z}$. Then $\omega:\left[S^{n}, S^{n}\right] \rightarrow \operatorname{Hom}\left(\tilde{h}_{n}\left(S^{n}\right), \tilde{h}_{n}\left(S^{n}\right)\right), f \mapsto f_{*}$ is an isomorphism $(n \geq 1)$.

Proof. The suspension isomorphism and the hypothesis yield $\tilde{h}_{n}\left(S^{n}\right) \cong \mathbb{Z}$. Thus the Hom-group is canonically isomorphic to $\mathbb{Z}$. We now use that $\pi_{n}\left(S^{n}\right) \cong$ $\left[S^{n}, S^{n}\right] \cong \mathbb{Z}$. The identity of $S^{n}$ is mapped to 1 . By (10.4.4), $\omega$ is a homomorphism, hence necessarily an isomorphism.

We have already defined a (homotopical) degree. From (10.5.1) we see that the homotopical and the homological degree coincide. If one starts algebraic topology with (singular) homology, then one has in any case the important homotopy invariant "degree". Proposition (10.5.4) is not immediate from the homological definition.
(10.5.2) Proposition. Define an isomorphism $\sigma_{-}: \tilde{h}_{k-1}\left(S^{n-1}\right) \rightarrow \tilde{h}_{k}\left(S^{n}\right)$ as in the case of $\sigma_{+}$, but with the roles of $D_{ \pm}^{n}$ interchanged. Then $\sigma_{+}=-\sigma_{-}$.

Proof. Consider the commutative diagram

and apply the Hexagon Lemma (11.1.3).
(10.5.3) Proposition. Let $A \in \mathrm{O}(n+1)$ and $l^{A}: S^{n} \rightarrow S^{n}, x \mapsto A x$. Then $l_{*}^{A}$ is on $\tilde{h}_{k}\left(S^{n}\right)$ the multiplication by $\operatorname{det}(A)$. The antipodal map $x \mapsto-x$ on $S^{n}$ has the degree $(-1)^{n+1}$.

Proof. Let $t: S^{n} \rightarrow S^{n}$ change the sign of the first coordinate. Then $t_{*} \sigma_{+}=\sigma_{-}$. Hence $t_{*}=-\mathrm{id}$, by (10.5.2). The group $\mathrm{O}(n+1)$ has two path components. If $A$ and $B$ are contained in the same component, then $l^{A}$ and $l^{B}$ are homotopic. Representatives of the components are the unit matrix $E$ and the diagonal matrix $T=\operatorname{Diag}(-1,1, \ldots, 1)$. The relations $l^{T}=t$ and $l^{E}=$ id now finish the proof.
(10.5.4) Proposition. Let $f: S^{n} \rightarrow S^{n}$ be a map of degree $d$. Then $f$ induces on $\tilde{h}_{k}\left(S^{n}\right)$ the multiplication by $d$.

Proof. The cases $d=1,0$ are clear and $d=-1$ follows from (10.5.3). The general case is then a consequence of (10.4.4) and our knowledge of $\pi_{n}\left(S^{n}\right)$.
(10.5.5) Proposition. Let $A \in \mathrm{GL}_{n}(\mathbb{R})$ and $l^{A}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, x \mapsto A x$. Then $l_{*}^{A}$ is on $h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$ the multiplication by the $\operatorname{sign} \varepsilon(A)=\operatorname{det}(A) /|\operatorname{det}(A)|$ of the determinant.

Proof. We have isomorphisms $h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right) \xrightarrow{\partial} \tilde{h}_{k-1}\left(\mathbb{R}^{n} \backslash 0\right) \cong \tilde{h}_{k-1}\left(S^{n-1}\right)$ which are compatible with the action of $l_{*}^{A}$ if $A \in \mathrm{O}(n)$. In this case the claim follows from (10.5.3). In the general case we use that $\mathrm{GL}_{n}(\mathbb{R})$ has two path components which are characterized by the sign of the determinant.

Let $S_{r}^{n}(a)=\left\{x \in \mathbb{R}^{n+1} \mid\|x-a\|=r\right\}$. We have a canonical homeomorphism $h_{r, a}: S^{n} \rightarrow S_{r}^{n}(a), x \mapsto r x+a$ and $r_{b}: \mathbb{R}^{n+1} \backslash b \rightarrow S^{n}, x \mapsto N(x-b)$. The winding number of $f: S_{r}^{n}(a) \rightarrow \mathbb{R}^{n+1} \backslash b$ about $b$ is defined as the degree of $r_{b} \circ f \circ h_{r, a}$.
10.5.6 Local degree. Let $K \subset S^{n}$ be compact and different from $S^{n}$ and let $U$ be an open neighbourhood of $K$. Then we have an excision isomorphism $H_{n}(U, U \backslash K) \cong H_{n}\left(S^{n}, S^{n} \backslash K\right)$. For a continuous map $f: S^{n} \rightarrow S^{n}$ we let $K=f^{-1}(p)$. Consider the diagram

with the restriction $f^{U}$ of $f$. The exact sequence of the pair ( $S^{n}, S^{n} \backslash p$ ) shows that (1) is an isomorphism $(n \geq 1)$. Let $z \in H_{n}\left(S^{n}\right)$ be a generator and $z(U, K)$ its image in $H_{n}(U, U \backslash K)$. Commutativity of the diagram shows $f_{*}^{U} z_{U, K}=$ $d(f) z_{S^{n}, p}$. Hence the degree only depends on the restriction $f^{U}$. For any compact set $L$ with $f(L)=\{p\}$ and open neighbourhood $W$ of $L$ we define the (partial)
degree $d(f, L)$ by $f_{*}^{W} z(W, L)=d(f, L) z\left(S^{n}, p\right)$; it is independent of the choice of $W$.
(10.5.7) Lemma. Suppose $U=U_{1} \cup U_{2}$ is the disjoint union of open sets $U_{j}$. Set $K_{j}=U_{j} \cap K$. The inclusions induce the additivity isomorphism

$$
\left\langle i_{1}, i_{2}\right\rangle: H_{n}\left(U_{1}, U_{1} \backslash K_{1}\right) \oplus H_{n}\left(U_{2}, U_{2} \backslash K_{2}\right) \rightarrow H_{n}(U, U \backslash K) .
$$

Then the relation $z(U, K)=i_{1} z\left(U_{1}, K_{1}\right)+i_{2} z\left(U_{2}, K_{2}\right)$ holds.
Proof. Consider the diagram with $M=S^{n}$ :


There exist $x_{1}, x_{2}$ such that $z(U, K)=i_{1} x_{1}+i_{2} x_{2}$. We compute

$$
j_{1} z(U, K)=z\left(U, K_{2}\right)=a_{1} z\left(U_{2}, K_{2}\right)=j_{1} i_{2} x_{2}=a_{1} x_{2} .
$$

This proves $x_{2}=z\left(U_{2}, K_{2}\right)$.
As a consequence of this lemma we obtain the additivity of the degree $d(f)=$ $d\left(f, K_{1}\right)+d\left(f, K_{2}\right)$. Suppose $K$ is a finite set, then we can choose $U$ as a disjoint union of open sets $U_{x}, x \in K$ such that $U_{x} \cap K=\{x\}$. In that case $\bigoplus_{x \in K} H_{n}\left(U_{x}, U_{x} \backslash x\right) \cong H_{n}(U, U \backslash K) ;$ and $H_{n}\left(U_{x}, U_{x} \backslash x\right) \cong \mathbb{Z}$, by excision and $H_{n}\left(D^{n}, S^{n-1}\right) \cong \mathbb{Z}$. We call the integer $d(f, x)$ defined by $f_{*} z_{U_{x}, x}=$ $d(f, x) z_{S^{n}, p}$ the local degree of $f$ at $p$. With this notation we therefore have $d(f)=\sum_{x \in K} d(f, x)$.

Let $U \subset \mathbb{R}^{n}$ be an open neighbourhood of the origin. Then we have an excision isomorphism $h_{k}(U, U \backslash 0) \cong h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$. Suppose $g: U \rightarrow \mathbb{R}^{n}$ is a map with the properties: (1) Continuously differentiable (a $C^{1}$-map); (2) $g^{-1}(0)=\{0\}$; (3) the differential $D g(0)$ is invertible. Under these conditions we show:
(10.5.8) Proposition. The induced map

$$
h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right) \cong h_{k}(U, U \backslash 0) \xrightarrow{g_{*}^{*}} h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)
$$

is multiplication by the sign of the determinant of the differential $\operatorname{Dg}(0)$.

Proof. There exist continuous maps $h_{i}: U \rightarrow \mathbb{R}^{n}$ with $g(x)=\sum_{i=1}^{n} x_{i} h_{i}(x)$ and $D g(0)\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} x_{i} h_{i}(0)$. We define a homotopy $h_{t}:(U, U \backslash 0) \rightarrow$ $\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$ from $g$ to $\operatorname{Dg}(0)$

$$
h_{t}(x)=\sum_{i=1}^{n} x_{i} h_{i}(t x)= \begin{cases}t^{-1} g(t x), & t>0 \\ D g(0), & t=0\end{cases}
$$

Now we use (10.5.5).
(10.5.9) Example. Let $f: S^{n} \rightarrow S^{n}$ be continuously differentiable and $p$ a regular value of $f$, i.e., the differential of $f$ in each point $x \in f^{-1}(p)$ is bijective. Then $d(f, x)= \pm 1$, and the plus-sign holds, if the differential respects the orientation at $x$. For the proof express $f$ in terms of orientation preserving local charts and apply (10.5.8).

If $S$ is homeomorphic to $S^{n}$ and $f$ a self map of $S$ we choose a homeomorphism $h: S^{n} \rightarrow S$ and define the degree of $f$ as the degree of $h^{-1} f h$. Let $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ be a proper map. We define its degree as the degree of the extension of $g$ to the one-point compactification.

A map $f: S^{n} \times S^{n} \rightarrow S^{n}, n \geq 1$, has a bi-degree $(a, b) \in \mathbb{Z} \times \mathbb{Z}$ where $a$ is the degree of $x \mapsto f(x, y)$ for a fixed $y$ and $b$ the degree of $y \mapsto f(x, y)$ for a fixed $x$.

## Problems

1. If $f: S^{n} \rightarrow S^{n}$ is not surjective, then $f$ is null homotopic and hence $d(f)=0$.
2. Suppose $f(x) \neq-x$ for each $x \in S^{n}$, then $h(x, t)=t f(x)+(1-t) x \neq 0$ for $t \in[0,1]$. We compose with $N: x \mapsto x /\|x\|$ and obtain in $F(x, t)=N h(x, t)$ a homotopy from the identity to $f$. If always $f(x) \neq x$, then $G(x, t)=N(-t x+(1-t) f(x))$ is a homotopy from $f$ to the antipodal map. Thus if $d(f) \neq \pm 1$, there exists $x$ such that $f(x)=x$ or $f(x)=-x$.
3. A permutation $\lambda$ of $\left(t_{0}, \ldots, t_{n}\right)$ induces an affine homeomorphism of $\left(\Delta^{n}, \partial \Delta^{n}\right)$. The induced homomorphism in $h_{k}\left(\Delta^{n}, \partial \Delta^{n}\right)$ is the multiplication with the sign of the permutation $\lambda$. The same holds for the linear permutation map $l_{\lambda}$ induced by $\lambda$ on the vector space $N=\left\{\left(t_{0}, \ldots, t_{n}\right) \mid \sum_{i} t_{i}=0\right\}$ and $h_{k}(N, N \backslash 0)$. One can compute the determinant of $l_{\lambda}$ by using the decomposition $\mathbb{R}^{n+1}=N \oplus D$ with the diagonal $D=\{(t, \ldots, t) \mid t \in \mathbb{R}\}$.
4. The map $S^{i} \rightarrow S^{i},(y, t) \mapsto\left(2 t y, 2 t^{2}-1\right), y \in \mathbb{R}^{i}, t \in \mathbb{R}$ has degree $1+(-1)^{i+1}$. The point $(0, \ldots, 0,1)$ is a regular value.
5. Consider a complex polynomial as self-map of the Riemann sphere $\mathbb{C} P^{1} \cong S^{2}$. Then the homological degree is the algebraic degree of the polynomial. A quotient $f=p / q$ of two complex polynomials (without common divisor) $p$ of degree $m$ and $q$ of degree $n$ can be considered as a self-map of $\mathbb{C} P^{1}$. Show that the homological degree is $a=\max (m, n)$. In homogeneous coordinates $f$ can be written as $[z, w] \mapsto\left[w^{a} p(z / w), w^{a} q(z / w)\right]$. Suppose
$c \in \mathbb{C}$ is such that $z \mapsto p(z)-c q(z)$ has $a$ pairwise different zeros. Then $[c, 1]$ is a regular value of $f$.
6. Consider $S^{3}$ as the topological group of quaternions of norm 1. Determine the degree of $z \mapsto z^{k}, k \in \mathbb{Z}$.
7. The map $S^{n} \times S^{n} \rightarrow S^{n},(x, \xi) \mapsto \xi-2\langle x, \xi\rangle x$ has bi-degree $\left(1+(-1)^{n-1},-1\right)$. If $\xi=(1,0, \ldots, 0)=e_{0}$, then $-e_{0}$ is a regular value of $x \mapsto e_{0}-2\left\langle e_{0}, x\right\rangle x$. (Here $\langle-,-\rangle$ is the standard inner product.)
8. Let $a, b, p, q \in \mathbb{N}$ with $a p-b q=1$. Then $f: \mathbb{C}^{2} \rightarrow \mathbb{C}^{2},(x, y) \mapsto\left(x^{p} \bar{y}^{q}, x^{b}+y^{a}\right)$ is proper and has degree 1 . The point $(1,0)$ is a regular value.

### 10.6 The Theorem of Borsuk and Ulam

We describe another classical result which uses the homotopy notion in the presence of a symmetry. As a rather striking application to a problem in combinatorics we present the proof of Greene [74] for the determination of the chromatic number of the Kneser graphs.

We have the antipodal symmetry $x \mapsto-x$ on the Euclidean spaces. A map $f: A \rightarrow B$ which is equivariant with respect to this symmetry, i.e., which satisfies $f(-x)=-f(x)$, is called antipodal or odd; here $A$ and $B$ are subsets of Euclidean spaces that are invariant with respect to the antipodal symmetry. The additional presence of the symmetry has remarkable consequences: Classical theorems known under the name of Borsuk-Ulam theorems and Lusternik-Schnirelmann theorems. The basic result has a number of equivalent formulations.
(10.6.1) Theorem. The following assertions are equivalent:
(1) Let $f: S^{n} \rightarrow \mathbb{R}^{n}$ be continuous. Then there exists $x \in S^{n}$ such that $f(x)=$ $f(-x)$.
(2) Let $f: S^{n} \rightarrow \mathbb{R}^{n}$ be antipodal. Then there exists $x \in S^{n}$ such that $f(x)=0$.
(3) There does not exist an antipodal map $f: S^{n} \rightarrow S^{n-1}$.
(4) There does not exist a continuous map $f: D^{n} \rightarrow S^{n-1}$ which restricts to an antipodal map on the boundary.
(5) An antipodal map $S^{n-1} \rightarrow S^{n-1}$ is not null homotopic.
(6) Suppose $S^{n}=F_{1} \cup F_{2} \cup \cdots \cup F_{n+1}$ with non-empty closed sets $F_{j}$. Then at least one of the sets $F_{j}$ contains an antipodal pair of points.
(7) Let $S^{n}=A_{1} \cup A_{2} \cup \cdots \cup A_{n+1}$ and assume that each $A_{j}$ is either open or closed. Then at least one of the $A_{j}$ contains an antipodal pair.

Proof. (1) $\Rightarrow$ (2). By (1) there exists $x$ with $f(x)=f(-x)$. Since $f$ is antipodal, $f(x)=-f(x)$ and hence $f(x)=0$.
(2) $\Rightarrow$ (3). The existence of an antipodal map contradicts (2).
(3) $\Rightarrow$ (4). Let $D_{ \pm}^{n}=\left\{\left(x_{0}, \ldots, x_{n}\right) \in S^{n} \mid \pm x_{n} \geq 0\right\}$. The projection $h: D_{+}^{n} \rightarrow D^{n-1}$ onto the first $n-1$ coordinates is a homeomorphism which is the
identity on the boundary. Suppose $f: D^{n} \rightarrow S^{n-1}$ is antipodal on the boundary. Define $g: S^{n} \rightarrow S^{n-1}$ by

$$
g(x)= \begin{cases}f h(x), & x \in D_{+}^{n} \\ -f h(-x), & x \in D_{-}^{n}\end{cases}
$$

If $x \in S^{n-1}=D_{+}^{n} \cap D_{-}^{n}$, then $h(x)=x, h(-x)=-x$ and $f h(x)=f(x)=$ $-f(-x)=-f h(-x)$. Hence $g$ is well-defined and continuous. One verifies that $g$ is antipodal.
(4) $\Leftrightarrow$ (5). If an antipodal map $S^{n-1} \rightarrow S^{n-1}$ were null homotopic, then we could extend this map to $D^{n}$, contradicting (4). Conversely, if a map of type (4) would exist, then the restriction to $S^{n-1}$ would contradict (5).
$(1) \Rightarrow(6)$. We consider the function

$$
f: S^{n} \rightarrow \mathbb{R}^{n}, \quad x \mapsto\left(d\left(x, F_{1}\right), \ldots, d\left(x, F_{n}\right)\right)
$$

defined with the Euclidean distance $d$. By (1), there exists $x$ such that $f(x)=$ $f(-x)=y$. If the $i$-th component of $y$ is zero, then $d\left(x, F_{i}\right)=d\left(-x, F_{i}\right)=0$ and therefore $x,-x \in F_{i}$ since $F_{i}$ is closed. If all coordinates of $y$ are non-zero, then $x$ and $-x$ are not contained in $\bigcup_{i=1}^{n} F_{i}$, so they are contained in $F_{n+1}$.
$(6) \Rightarrow(3)$. There exists a closed covering $F_{1}, \ldots, F_{n+1}$ of $S^{n-1}$ such that no $F_{i}$ contains an antipodal pair, e.g., project the standard simplex onto the sphere and take the images of the faces. Suppose $f: S^{n} \rightarrow S^{n-1}$ is antipodal. Then the covering by the $f^{-1}\left(F_{i}\right)$ contradicts (6).
(3) $\Rightarrow(2)$. If $f(x) \neq 0$ for all $x$, then $x \mapsto\|f(x)\|^{-1} f(x)$ is an antipodal $\operatorname{map} S^{n} \rightarrow S^{n-1}$.
$(2) \Rightarrow(1)$. Given $f: S^{n} \rightarrow \mathbb{R}^{n}$. Then $g(x)=f(x)-f(-x)$ is antipodal; $g(x)=0$ implies $f(x)=f(-x)$.
$(6) \Rightarrow$ (7). Suppose for the moment that the $A_{j}$ are open. Then we can find a closed shrinking and apply (6). In the general case let $A_{1}, \ldots, A_{j}$ be closed and $U_{j+1}, \ldots, U_{n+1}$ open. Suppose there are no antipodal pairs in the $U_{j}$. Thicken the $A_{i}$ to open $\varepsilon$-neighbourhoods $U_{\varepsilon}\left(A_{i}\right)$. Let $\varepsilon=n^{-1}$. By the case of an open covering we find an antipodal pair $\left(x_{n},-x_{n}\right)$ in some $U_{\varepsilon}\left(A_{i}\right)$. By passing to a subsequence we find an $i \leq j$ and

$$
\lim _{n \rightarrow \infty} d\left(x_{n}, A_{i}\right)=\lim _{n \rightarrow \infty} d\left(-x_{n}, A_{i}\right)=0
$$

A convergent subsequence yields an antipodal pair in $A_{i}$.
$(7) \Rightarrow(3)$. As in the case $(6) \Rightarrow(3)$.
Since the identity is antipodal, we see that (10.6.1) implies the retraction theorem, see (6.6.1). Part (1) shows that $\mathbb{R}^{n}$ does not contain a subset homeomorphic to $S^{n}$.
(10.6.2) Lemma. Let $F: S^{n} \rightarrow S^{n}$ be an odd map. Then $F$ is homotopic as odd map to a map $g$ such that $g\left(S^{i}\right) \subset S^{i}$ for $0 \leq i \leq n$.

Proof. Let $p: S^{n} \rightarrow \mathbb{R} P^{n}$ be the quotient map and $f: \mathbb{R} P^{n} \rightarrow \mathbb{R} P^{n}$ be induced by $F$ on the orbit space. Choose a homotopy $f_{t}$ from $f=f_{0}$ to a cellular map, i.e., $f_{1}\left(\mathbb{R} P^{i}\right) \subset \mathbb{R} P^{i}$ for $0 \leq i \leq n$. Lift the homotopy $f_{t} p=h_{t}$ to a homotopy $H_{t}: S^{n} \rightarrow S^{n}$ with initial condition $f$. Then $H_{t}$ is an odd map and $H_{1}=g$ has the desired property.

We obtain a proof of (10.6.1) from
(10.6.3) Theorem. An odd map has odd degree.

Proof. The proof is by induction on the dimension of the sphere. Let $f: S^{n} \rightarrow S^{n}$ be an odd map. By (10.6.2) we can deform $f$ as odd map into a map $g$ such that $g\left(S^{n-1}\right) \subset S^{n-1}$. The induction is now a consequence of (10.6.4).
(10.6.4) Proposition. Let $f: S^{n} \rightarrow S^{n}$ be an odd map such that $f\left(S^{n-1}\right) \subset S^{n-1}$. Then we have the degree $D(f)$ of $f$ and the degree $d(f)$ of its restriction to $S^{n-1}$. These degrees have the same parity.

Proof. We study the diagram in the proof of (10.5.2) more closely for singular homology with coefficients in $\mathbb{Z}$. We fix a generator $z \in \tilde{H}_{n-1}\left(S^{n-1}\right)$ and define other generators by

$$
\partial_{ \pm} z_{ \pm}=z, \quad s_{ \pm} z_{ \pm}=w_{ \pm}, \quad l_{ \pm} v_{ \pm}=w_{ \pm}
$$

We set $i_{\mp} z_{ \pm}=u_{ \pm}$. The Sum Lemma tells us that $u_{ \pm}$is a $\mathbb{Z}$-basis of the group $H_{n}\left(S^{n}, S^{n-1}\right)$. Let $T: S^{n} \rightarrow S^{n}$ be the antipodal map. Suppose given $f: S^{n} \rightarrow$ $S^{n}$ such that $f\left(S^{n-1}\right) \subset S^{n-1}$ and $T f=f T$. Then we have two degrees $D(f)$ and $d(f)$ defined by

$$
f_{*}\left(v_{+}\right)=D(f) v_{+}, \quad f_{*}(z)=d(f) z
$$

Since $u_{ \pm}$is a $\mathbb{Z}$-basis we can write $f_{*}\left(u_{+}\right)=a u_{+}+b u_{-}$. Using this notation, we show

$$
d(f)=a+b, \quad D(f)=a-b
$$

Hence $d(f)$ and $D(f)$ are congruent modulo 2. From $f_{*} z=f_{*} \partial u_{+}=\partial f_{*} u_{+}=$ $\partial\left(a u_{+}+b u_{-}\right)=(a+b) z$ we obtain the first assertion $d(f)=a+b$. Naturality of the boundary operator $\partial_{-} T_{*}=T_{*} \partial_{+}$and $T_{*} z=(-1)^{n} z$ imply $T_{*} z_{+}=(-1)^{n} z_{-}$ and $T_{*} u_{+}=(-1)^{n} u_{-}$. We conclude

$$
\begin{aligned}
f_{*} u_{-} & =(-1)^{n} f_{*} T_{*} u_{+}=(-1)^{n} T_{*} f_{*} u_{+} \\
& =(-1)^{n} T_{*}\left(a u_{+}+b u_{-}\right)=a u_{-}+b u_{+}
\end{aligned}
$$

The exactness of $(\eta, \partial)$ shows that the image of $\eta$ is generated by $u_{+}-u_{-}$, hence $\eta\left(v_{+}\right)=\varepsilon\left(u_{+}-u_{-}\right)$with $\varepsilon= \pm 1$. The computation

$$
j_{+} u_{+}=s_{+} i_{-} z_{+}=l_{+}=j_{+} \eta v_{+}=\varepsilon j_{+}\left(u_{+}-u_{-}\right)=\varepsilon j_{+} u_{+}
$$

shows $\varepsilon=1$. The computation

$$
\begin{aligned}
D(f)\left(u_{+}-u_{+}\right) & =D(f) \eta v_{+}=\eta f_{*} v_{+}=f_{*} \eta v_{+} \\
& =f_{*}\left(u_{+}-u_{-}\right)=(a-b)\left(u_{+}-u_{-}\right)
\end{aligned}
$$

finally yields the second assertion $D(f)=a-b$.
(10.6.5) Example. The map $f: S^{1} \rightarrow S^{1}, z \mapsto z^{2 k+1}$ satisfies the hypothesis of (10.6.4). We know already that $D(f)=2 k+1$ and $d(f)=1$, hence $a=k+1$ and $b=-k$. Let $d_{+}$denote the singular 1-simplex represented by the path from 1 to -1 and $d_{-}$the 1 -simplex running from -1 to 1 (both counter-clockwise). Then $d_{+}+d_{-}$is a cycle and $v_{+}=\left[d_{+}+d_{-}\right]$is a natural choice of a generator. Then $d_{-}$represents $u_{+}, w_{+}$, and $z_{+}$; and $z=[1]-[-1]$. By considering the simplex $f d_{-}$, the relation $f_{*} u_{+}=\left[f d_{-}\right]=(k+1)\left[d_{-}\right]+k\left[d_{+}\right]$becomes apparent. For $k=1$ say, $f d_{-}$runs counter-clockwise from -1 to 1 to -1 to 1 .

Let $f: S^{1} \rightarrow S^{1}$ be any self-map which commutes with the antipodal map. We can multiply $f$ by a constant such that the new map $g$ satisfies $g(1)=1$. From (10.6.4) we see that $g$ and hence $f$ has odd degree, since $g$ has degree 1 on $S^{0}$. $\diamond$

We now apply the Borsuk-Ulam theorem to a problem in combinatorics: The determination of the chromatic number of the so-called Kneser graphs.

We begin by explaining the problem. Let $[n]=\{1, \ldots, n\}$ and denote by $N_{k}$ the set of subsets of $[n]$ with $k$ elements.

A graph consists of a set $E$ of vertices and a set $K$ of edges. Each edge has two boundary points, and they are identified with one or two points in $E$. (In other terms: A graph is a 1-dimensional CW-complex.) The Kneser graph $K G_{n, k}$ has $E=N_{k}$. Vertices $F_{1}, F_{2}$ are connected by an edge if they represent disjoint subsets of [ $n$ ].

Let $\mathscr{C}=[k]$, and call the elements of $\mathscr{C}$ colours. A $\boldsymbol{k}$-colouring of a graph $(E, K)$ is a map $f: E \rightarrow \mathcal{C}$ such that $f\left(e_{1}\right) \neq f\left(e_{2}\right)$ whenever $e_{1}$ and $e_{2}$ are connected by an edge. The chromatic number of a graph $(E, K)$ is the smallest $k$ such that there exists a $k$-colouring. The following result was conjectured by Martin Kneser (1955) [105]. This conjecture was proved by Lovász [114] with topological methods. The following ingenious proof was given by Greene [74].
(10.6.6) Theorem. Let $k>0$ and $n \leq 2 k-1$. Then $K G_{n, k}$ has the chromatic number $n-2 k+2$.

Proof. An explicit construction shows that the chromatic number is at most $n-2 k+2$. We associate to a set $F$ with $k$ elements the colour $\varphi(F)=\min (\min (F)$,
$n-2 k+2$ ). Suppose $\varphi(F)=\varphi\left(F^{\prime}\right)=i<n-2 k+2$. Then these sets are not disjoint, since they contain the element $i$. If their colour is $n-2 k+2$, then they are contained in $\{n-2 k+2, \ldots, n\}$, and then they cannot be disjoint.

Now we come to the topological part. Let $d=2 n-2 k+1$. Choose a set $X \subset S^{d}$ with $n$ elements and such that no hyperplane (through the origin) contains more than $d$ points of $X$. We consider the subsets of $X$ with cardinality $k$ as the vertices of the Kneser graph $K G_{n, k}$. Suppose there exists a colouring with $d=n-2 k+1$ elements and we choose one. Let

$$
A_{i}=\left\{x \in S^{d} \mid H(x)=\{y \mid\langle x, y\rangle>0\} \text { contains a } k \text {-tuple in } X \text { with colour } i\right\}
$$

and $A_{d+1}=S^{d} \backslash\left(A_{1} \cup \cdots \cup A_{d}\right)$. The sets $A_{1}, \ldots, A_{d}$ are open and $A_{d+1}$ is closed. By (10.6.1), one of the sets $A_{i}$ contains an antipodal pair $x,-x$.

If $i \leq d$, then we have two disjoint $k$-tuples with colour $i$, one in $H(x)$ the other one in $H(-x)$. This contradicts the definition of a colouring.

Let $i=d+1$. Then, by definition of $A_{1}, \ldots, A_{d}$, the half-space $H(x)$ contains at most $k-1$ points of $X$, and similarly for $H(-x)$. The set $S^{d} \backslash(H(x) \cup H(-x))$ is contained in a hyperplane and contains at least $n-2(k-1)=d+1$ points, and this contradicts the choice of $X$.

## Problems

1. Let $n$ be odd. Then $\pm$ id: $S^{n} \rightarrow S^{n}$ are homotopic as odd maps.
2. Let $f, g: S^{n} \rightarrow S^{n}$ be odd maps with the same degree. Then they are homotopic as odd maps.
3. Let $d_{0}, d_{1}, \ldots, d_{n}$ be a family of odd integers with $d_{0}= \pm 1$. There exists an odd map $f: S^{n} \rightarrow S^{n}$ such that $f\left(S^{i}\right) \subset S^{i}$ and the map $S^{i} \rightarrow S^{i}$ induced by $f$ has degree $d_{i}$.

### 10.7 Mayer-Vietoris Sequences

We derive further exact sequences for homology from the axioms, the so-called Mayer-Vietoris sequences.

Let $h_{*}$ be a homology theory. Let $(X ; A, B)$ be a triad, i.e., $A, B \subset X=A \cup B$. The triad $(X ; A, B)$ is said to be excisive for the homology theory if the inclusion induces an (excision) isomorphism $h_{*}(A, A \cap B) \cong h_{*}(X, B)$. The condition is actually symmetric in $A$ and $B$. We write $A B=A \cap B$.
(10.7.1) Proposition. The following are equivalent:
(1) $(A \cup B ; A, B)$ is excisive.
(2) $(A \cup B ; B, A)$ is excisive.
(3) $\iota: h_{*}(A, A B) \oplus h_{*}(B, A B) \rightarrow h_{*}(A \cup B, A B)$ is an isomorphism.
(4) $\pi: h_{*}(A \cup B, A B) \rightarrow h_{*}(A \cup B, A) \oplus h_{*}(A \cup B, B)$ is an isomorphism.

Proof. Apply the Sum Lemma (11.1.2) to the diagram


The morphisms are induced by the inclusions.
The boundary operator $\Delta$ of an excisive triad is defined by

$$
\Delta: h_{n}(X) \rightarrow h_{n}(X, B) \stackrel{\cong}{\leftrightarrows} h_{n}(A, A B) \xrightarrow{\partial} h_{n-1}(A B) .
$$

This operator is part of the Mayer-Vietoris sequence ( $=$ MVS) of the triad.
(10.7.2) Theorem. Let $(A \cup B ; A, B)$ be an excisive triad and $C \subset A B$. Then the sequence

$$
\begin{aligned}
\ldots & \xrightarrow{\Delta} h_{n}(A B, C) \xrightarrow{(1)} h_{n}(A, C) \oplus h_{n}(B, C) \xrightarrow{(2)} h_{n}(A \cup B, C) \\
& \xrightarrow{\Delta} h_{n-1}(A B) \xrightarrow{(1)} \cdots
\end{aligned}
$$

is exact. The inclusions $i^{A}: A B \subset A$ and $i^{B}: A B \subset B$ yield the first map $x \mapsto\left(-i_{*}^{A} x, i_{*}^{B} x\right)$; and the inclusions $j^{A}: A \subset A \cup B$ and $j^{B}: B \subset A \cup B$ yield the second map $(a, b) \mapsto j_{*}^{A} a+j_{*}^{B} b$. If $C=\{*\}$ is a point, we obtain the MVS for reduced homology groups.

There exists another relative MVS. Let $(A \cup B ; A, B)$ be excisive and $A \cup B \subset X$. We define a boundary operator $\Delta$ by

$$
\Delta: h_{n}(X, A \cup B) \xrightarrow{\partial} h_{n-1}(A \cup B, A) \cong h_{n-1}(B, A B) \rightarrow h_{n-1}(X, A B) .
$$

(10.7.3) Theorem. The sequence

$$
\begin{aligned}
\cdots \xrightarrow{\Delta} & h_{n}(X, A B) \xrightarrow{(1)} h_{n}(X, A) \oplus h_{n}(X, B) \xrightarrow{(2)} h_{n}(X, A \cup B) \\
& \xrightarrow{\Delta} h_{n-1}(X, A B) \xrightarrow{(1)} \cdots
\end{aligned}
$$

is exact. The maps (1) and (2) are defined as in (10.7.2).
Proof. The homology sequences of the triples of $(B, A \cap B, C)$ and $(X, A, C)$ yield a commutative diagram (a "ladder")


We apply (10.7.4) to this diagram and obtain (10.7.2). There exists a similar diagram which compares the sequences of the triples $(X, A, A B)$ and ( $X, A \cup B, B$ ), and (10.7.4) yields now (10.7.3).
(10.7.4) Lemma. Suppose the following diagram of abelian groups and homomorphisms is commutative and has exact rows.

Assume moreover that the $c_{i}$ are isomorphisms. Then the sequence

$$
\cdots \rightarrow A_{i} \xrightarrow{\left(-f_{i}, a_{i}\right)} B_{i} \oplus A_{i}^{\prime} \xrightarrow{\left\langle b_{i}, f_{i}^{\prime}\right\rangle} B_{i}^{\prime} \xrightarrow{h_{i} c_{i}^{-1} g_{i}^{\prime}} A_{i-1} \rightarrow \cdots .
$$

is exact ([17, p. 433]).
We use abbreviations of the type $I \times X=I X, \partial I \times X=\partial I X, 0 \times X=0 X$. We associate to a triad $(X ; A, B)$ the subspace $N=N(A, B)=0 A \cup I A B \cup 1 B$ of $I \times X$. Let $p: N(A, B) \rightarrow X$ be the projection onto the second factor.
(10.7.5) Proposition. The following are equivalent:
(1) The triad $(X ; A, B)$ is excisive.
(2) $p_{*}: h_{*}(N(A, B)) \rightarrow h_{*}(X)$ is an isomorphism.

Proof. We have isomorphisms

$$
h_{*}(A, A B) \oplus h_{*}(B, A B) \cong h_{*}(0 A+1 B, 0 A B+1 A B) \cong h_{*}(N, I A B),
$$

by additivity, excision and h-equivalence. It transforms $p_{*}$ into the map $\iota$ of item (3) in (10.7.1). Hence (1) and (2) are equivalent.

The excision axiom says that the triad is excisive if $X=A^{\circ} \cup B^{\circ}$. The auxiliary space $N(A, B)$ allows us to transfer the problem into homotopy theory: A triad is excisive for each homology theory, if $p: N \rightarrow X$ is an h-equivalence. Recall from Section 3.3:
(10.7.6) Proposition. Suppose the covering $A, B$ of $X$ is numerable. Then $p$ is an $h$-equivalence.

We now give a second proof of the MVS; it uses the homotopy axiom but not lemma (10.7.4). Let $(X ; A, B)$ be a triad. Via excision and h -invariance we see that the inclusion induces an isomorphism

$$
h_{n}((I, \partial I) \times A B) \cong h_{n}(N, 0 \times A \cup 1 \times B) .
$$

We rewrite the exact sequence of the pair $(N, 0 \times A \cup 1 \times B)$. Using the suspension isomorphism and the additivity, we obtain an exact sequence

$$
\cdots \rightarrow h_{n}(A) \oplus h_{n}(B) \rightarrow h_{n}(N) \rightarrow h_{n-1}(A B) \rightarrow \cdots
$$

If the triad is excisive, we can use (10.7.5) and replace $h_{*}(N)$ by $h_{*}(X)$. It is an exercise to compare the boundary operators of the two constructions of the MVS.

There exists a more general MVS for pairs of spaces. It comprises the previously discussed cases.
(10.7.7) Theorem. Let $\left(A ; A_{0}, A_{1}\right) \subset\left(X ; X_{0}, X_{1}\right)$ be two excisive triads. Set $X_{01}=X_{0} \cap X_{1}, A_{01}=A_{0} \cap A_{1}$. Then there exists an exact Mayer-Vietoris sequence of the form

$$
\cdots \rightarrow h_{n}\left(X_{01}, A_{01}\right) \rightarrow h_{n}\left(X_{0}, A_{0}\right) \oplus h_{n}\left(X_{1}, A_{1}\right) \rightarrow h_{n}(X, A) \rightarrow \cdots
$$

Proof. Let $N(X, A)=0 X_{0} \cup I A_{01} \cup 1 X_{1}$. The sequence in question arises from a rewriting of the exact sequence of the triple $(N(X), N(X, A), N(A))$. We consider three typical terms.
(1) $p_{*}: h_{*}(N(X), N(A)) \cong h_{*}(X, A)$, by (10.7.5) and the hypotheses.
(2) The inclusions $\left(X_{j}, A_{j}\right) \cong\{j\} \times\left(X_{j}, A_{j}\right) \rightarrow(N(X, A), N(A))$ induce an isomorphism

$$
h_{*}\left(X_{0}, A_{0}\right) \oplus h_{*}\left(X_{1}, A_{1}\right) \rightarrow h_{*}(N(X, A), N(A))
$$

For the proof one excises $[1 / 3,2 / 3] \times A_{01}$ and then uses an h-equivalence and additivity.
(3) The group $h_{*}(N(X), N(X, A))$ is isomorphic to $h_{*}\left(I X_{01}, \partial I X_{01} \cup A_{01}\right)$ via inclusion, and the latter via suspension isomorphic to $h_{*-1}\left(X_{01}, A_{01}\right)$. For the proof one replaces $N(X, A)$ by the thickened space

$$
0 X_{0} \cup[0,1 / 4] X_{01} \cup I A_{01} \cup[3 / 4] X_{01} \cup 1 X_{1}
$$

Then one can excise $0 X_{0}$ and $1 X_{1}$ and use suitable h-equivalences.
It remains to identify the morphisms in the resulting sequence. The map $h_{n}(N(X, A), N(A)) \rightarrow h_{n}(N(X), N(A))$ becomes

$$
\left\langle j_{*}^{0}, j_{*}^{1}\right\rangle: h_{n}\left(X_{0}, A_{0}\right) \oplus h_{n}\left(X_{1}, A_{1}\right) \rightarrow h_{n}(X, A)
$$

The map $\partial: h_{n+1}(N(X), N(X, A)) \rightarrow h_{n}(N(X, A), N(A)$ becomes, with our definition of the suspension isomorphism,

$$
\left(-i_{*}^{0}, i_{*}^{1}\right): h_{n}\left(X_{01}, A_{01}\right) \rightarrow h_{n}\left(X_{0}, A_{0}\right) \oplus h_{n}\left(X_{1}, A_{1}\right)
$$

The boundary operator $\Delta$ of the generalized MV-sequence becomes, in the special cases $X=X_{0}=X_{1}=X_{01}$ and $A=A_{0}=A_{1}=A_{01} \subset X_{01}$, the same as in the previously discussed algebraic derivation of the MV-sequences.
(10.7.8) Example. Let $i^{1}, i^{2}: S^{n} \rightarrow S^{n} \times S^{n}, x \mapsto\left(x, y_{0}\right)$, resp. $x \mapsto\left(x_{0}, y\right)$. Then $\left\langle i_{*}^{1}, i_{*}^{2}\right\rangle: H_{n}\left(S^{n}\right) \oplus H_{n}\left(S^{n}\right) \rightarrow H_{n}\left(S^{n} \times S^{n}\right)$ is an isomorphism $(n \geq 1)$ with inverse $\left(\mathrm{pr}_{*}^{1}, \mathrm{pr}_{*}^{2}\right)$. We fix a generator $z \in H_{n}\left(S^{n}\right)$ and write $z_{j}=i_{*}^{j} z$. Then $\left(z_{1}, z_{2}\right)$ is a $\mathbb{Z}$-basis of $H_{n}\left(S^{n} \times S^{n}\right)$. Let $\alpha=\left(\alpha_{1}, \alpha_{2}\right): S^{n} \times S^{n} \rightarrow S^{n} \times S^{n}$ be a map with bi-degree $(a, b)$ of $\alpha_{1}$ and bi-degree $(c, d)$ of $\alpha_{2}$. Then $\alpha_{*}\left(z_{1}\right)=$ $a z_{1}+c z_{2}$ and $\alpha_{*}\left(z_{2}\right)=b z_{1}+d z_{2}$.

Construct a space, a $(2 n+1)$-manifold, $X$ by identifying in $D^{n+1} \times S^{n}+$ $D^{n+1} \times S^{n}$ the point $(x, y) \in S^{n} \times S^{n}$ in the first summand with $\alpha(x, y)$ in the second summand via a homeomorphism $\alpha=\left(\alpha_{1}, \alpha_{2}\right)$ of $S^{n} \times S^{n}$ as above. The two summands are embedded as $X_{1}$ and $X_{2}$ into $X$. We use the MV-sequence of ( $X ; X_{1}, X_{2}$ ) to determine the integral homology of $X$. Let us consider a portion of this sequence

$$
H_{n}\left(S^{n} \times S^{n}\right) \xrightarrow{j} H_{n}\left(D^{n+1} \times S^{n}\right) \oplus H_{n}\left(D^{n+1} \times S^{n}\right) \rightarrow H_{n}(X)
$$

We use the $\mathbb{Z}$-basis $\left(z_{1}, z_{2}\right)$ as above. The inclusion $S^{n} \rightarrow D^{n+1} \times S^{n}, x \mapsto(0, x)$ give us as image of $z$ the generators $u_{1}, u_{2}$ in the summands $H_{n}\left(D^{n+1} \times S^{n}\right)$. The image of the basis elements under $j$ is seen to be $j\left(z_{1}\right)=c u_{2}, j\left(z_{2}\right)=u_{1}+d u_{2}$ (we do not use the minus sign for the second summand). We conclude for $c \neq 0$ that $H_{n}(X)$ is the cyclic group of order $|c|$; the other homology groups of $X$ are in this case $H_{0}(X) \cong \mathbb{Z} \cong H_{2 n+1}(X)$ and $H_{j}(X)=0$ for $j \neq 0, n, 2 n+1$. We leave the case $c=0$ to the reader.

## Problems

1. Let $\mathbb{R}^{n}$ be the union of two open sets $U$ and $V$.
(i) If $U$ and $V$ are path connected, then $U \cap V$ is path connected.
(ii) Suppose two of the sets $\pi_{0}(U), \pi_{0}(V), \pi_{0}(U \cap V)$ are finite, then the third set is also finite and the relation

$$
\left|\pi_{0}(U \cap V)\right|-\left(\left|\pi_{0}(U)\right|+\left|\pi_{0}(V)\right|\right)+\left|\pi_{0}(U \cup V)\right|=0
$$

holds.
(iii) Suppose $x, y \in U \cap V$ can be connected by a path in $U$ and in $V$. Then they can be connected by a path in $U \cap V$.

Can you prove these assertions without the use of homology directly from the definition of path components?
2. Let the real projective plane $P$ be presented as the union of a Möbius band $M$ and a disk $D$, glued together along the common boundary $S^{1}$. Determine the groups and homomorphisms in the MV-sequence of $(P ; M, D)$. Do the same for the Klein bottle ( $K ; M, M$ ). (Singular homology with arbitrary coefficients.)
3. Let $\left(X_{1}, \ldots, X_{n}\right)$ be an open covering of $X$ and $\left(Y_{1}, \ldots, Y_{n}\right)$ be an open covering of $Y$. Let $f: X \rightarrow Y$ be a map such that $f\left(X_{i}\right) \subset Y_{i}$. Suppose that the restriction $\bigcap_{a \in A} X_{a} \rightarrow$ $\bigcap \bigcap_{a \in A} Y_{a}$ of $f$ induces a homology isomorphism for each $\emptyset \neq A \subset\{1, \ldots, n\}$. Then $f$
induces a homology isomorphism.
4. Suppose $A B \subset A$ and $A B \subset B$ are closed cofibrations. Then $p: N(A, B) \rightarrow A \cup B$ is an h-equivalence.
5. The boundary operators in (10.7.2) and (10.7.3) which result when we interchange the roles of $A$ and $B$ differ from the original ones by -1 . (Apply the Hexagon Lemma to the two boundary operators.)
6. The triad $(X \times \partial I \cup A \times I ; X \times 0 \cup A \times I, X \times 1 \cup A \times I)$ is always excisive. (Excision of $X \times 0 \cup A \times[0,1 / 2[$ and h-equivalence.)
7. Verify the assertions about the morphisms in the sequence (10.7.7).

### 10.8 Colimits

The additivity axiom for a homology theory expresses a certain compatibility of homology and colimits (namely sums). We show that this axiom has consequences for other colimits.

Let $\left(X_{\bullet}, f_{\bullet}\right)$ be a sequence $X_{1} \xrightarrow{f^{1}} X_{2} \xrightarrow{f^{2}} X_{3} \xrightarrow{f^{3}} \cdots$ of continuous maps $f^{j}$. Recall that a colimit (a direct limit) of this sequence consists of a space $X$ and continuous maps $j^{k}: X_{k} \rightarrow X$ with the following universal property:
(1) $j^{k+1} f^{k}=j^{k}$.
(2) If $a^{k}: X_{k} \rightarrow Y$ is a family of maps such that $a^{k+1} f^{k}=a^{k}$, then there exists a unique map $a: X \rightarrow Y$ such that $a j^{k}=a^{k}$.
(This definition can be used in any category.) Let us write

$$
\operatorname{colim}\left(X_{\bullet}, f_{\bullet}\right)=\operatorname{colim}\left(X_{k}\right)
$$

for the colimit. In the case that the $f^{k}: X_{k} \subset X_{k+1}$ are inclusions, we can take as colimit the union $X=\bigcup_{i} X_{i}$ together with the colimit topology: $U \subset X$ open if and only if $U \cap X_{n}$ open in $X_{n}$ for each $n$.

Colimits are in general not suitable for the purpose of homotopy theory, one has to weaken the universal property "up to homotopy". We will construct a so-called homotopy colimit. Colimits of sequences allow a special and simpler treatment than general colimits. A model of a homotopy colimit in the case of sequences is the telescope. We identify in $\coprod_{i} X_{i} \times[i, i+1]$ the point $\left(x_{i}, i+1\right)$ with $\left(f^{i}\left(x_{i}\right), i+1\right)$ for $x_{i} \in X_{i}$. Denote the result by

$$
T=T\left(X_{\bullet}, f_{\bullet}\right)=\operatorname{hocolim}\left(X_{\bullet}, f_{\bullet}\right)
$$

We have injections $j^{k}: X_{k} \rightarrow T, x \mapsto(x, k)$ and a homotopy $\kappa^{k}: j^{k+1} f^{k} \simeq j^{k}$, a linear homotopy in $X_{k} \times[k, k+1]$. Thus the telescope $T$ consists of the mapping cylinders of the maps $f^{i}$ glued together. The data define the homotopy colimit of the sequence.

Given maps $a^{k}: X_{k} \rightarrow Y$ and homotopies $h^{k}: X_{k} \times[k, k+1] \rightarrow Y$ from $a^{k+1} f^{k}$ to $a^{k}$. Then there exists a map $a: T \rightarrow Y$ such that $j^{k} a=a^{k}$, and the composition of the canonical map $X_{k} \times[k, k+1] \rightarrow T$ with $a$ is $h^{k}$.

We have subspaces $T_{k} \subset T$, the image of $\coprod_{i=1}^{k-1} X_{i} \times[i, i+1]+X_{k} \times\{k\}$. The canonical inclusion $\iota^{k}: X_{k} \rightarrow T_{k}$ is a homotopy equivalence (compare the analogous situation for a mapping cylinder).

In homology we have the equality $j_{*}^{k}=j_{*}^{k+1} f_{*}^{k}: h_{n}\left(X_{k}\right) \rightarrow h_{n}\left(X_{k+1}\right) \rightarrow$ $h_{n}(T)$. By the universal property of the colimit of groups we therefore obtain a homomorphism

$$
\iota: \operatorname{colim} h_{n}\left(X_{k}\right) \rightarrow h_{n}\left(T\left(X_{\bullet}, f_{\bullet}\right)\right) .
$$

(10.8.1) Theorem. In an additive homology theory t is an isomorphism.

Proof. We recall an algebraic construction of the colimit $A_{1} \xrightarrow{a_{1}} A_{2} \xrightarrow{a_{2}} \cdots$ of abelian groups. Consider

$$
\bigoplus_{k \geq 1} A_{k} \rightarrow \bigoplus_{k \geq 1} A_{k}, \quad\left(x_{k}\right) \mapsto\left(x_{k+1}-a_{k}\left(x_{k}\right)\right) .
$$

The cokernel is the colimit, together with the canonical maps (inclusion of the $j$-th summand composed with the projection) $A_{j} \rightarrow \bigoplus_{k} A_{k} \rightarrow \operatorname{colim} A_{k}$. We therefore need a computation of $h_{n}(T)$ which has this form. We cover $T$ by the subspaces

$$
A=T \backslash \bigcup_{i \geq 1} X_{2 i} \times\left\{2 i+\frac{1}{2}\right\}, \quad B=T \backslash \bigcup_{i \geq 1} X_{2 i-1} \times\left\{2 i-\frac{1}{2}\right\}
$$

(10.8.2) Lemma. The inclusions

$$
\coprod_{i \geq 1} X_{2 i} \times\{2 i\} \rightarrow A, \quad \coprod_{i \geq 1} X_{2 i-1} \times\{2 i-1\} \rightarrow B, \quad \coprod_{i \geq 1} X_{i} \times\{i\} \rightarrow A \cap B
$$

are h-equivalences, and $(A, B)$ is a numerable covering of $T$.
Because of this lemma we have a Mayer-Vietoris sequence

$$
\begin{aligned}
& h_{n}(A \cap B) \longrightarrow h_{n}(A) \oplus h_{n}(B) \longrightarrow h_{n}(T) \\
& \quad \cong \uparrow \uparrow \\
& \oplus h_{n}\left(X_{j}\right) \xrightarrow{\alpha} \bigoplus_{j \equiv 0(2)} h_{n}\left(X_{j}\right) \oplus \bigoplus_{j \equiv 1(2)} h_{n}\left(X_{j}\right) .
\end{aligned}
$$

The map $\alpha$ has the form

$$
\alpha\left(x_{2 i}\right)=\left(x_{2 i}, f_{*}^{2 i}\left(x_{2 i}\right)\right) \quad \text { and } \quad \alpha\left(x_{2 i+1}\right)=\left(f_{*}^{2 i+1}\left(x_{2 i+1}\right), x_{2 i+1}\right)
$$

for $x_{j} \in h_{n}\left(X_{j}\right)$. We see that $\alpha$ is injective; therefore we can obtain $h_{n}(T)$ as cokernel of $\alpha$. The automorphism $\left(x_{i}\right) \mapsto\left((-1)^{i} x_{i}\right)$ transforms $\alpha$ into the map which was used in the algebraic definition of the colimit.

For applications we have to find conditions under which the homotopy colimit is h-equivalent to the colimit. We consider the case that the $f^{k}: X_{k} \rightarrow X_{k+1}$ are inclusions, and denote the colimit by $X=\bigcup_{k} X_{k}$. We change the definition of the telescope slightly and consider it now as the subspace

$$
T=\bigcup_{k} X_{k} \times[k, k+1] \subset X \times[0, \infty[.
$$

The topology of $T$ may be different, but the proof of (10.8.1) works equally well in this case. The projection onto the first factor yields $p: T \rightarrow X$.
(10.8.3) Example. Let $\lambda: X \rightarrow[1, \infty[$ be a function such that

$$
s=(\mathrm{id}, \lambda): X \rightarrow X \times[1, \infty[
$$

has an image in $T$. Then $s: X \rightarrow T$ is a section of $p$. The composition $s p$ is homotopic to the identity by the homotopy $((x, u), t) \mapsto(x,(1-t) u+t \lambda(x))$. This is a homotopy over $X$, hence $p$ is shrinkable. The property required by $\lambda$ amounts to $\lambda(x)<i \Rightarrow x \in X_{i-1}$ for each $i$.

Let $\left(U_{i} \mid i \in \mathbb{N}\right)$ be a numerable covering of $X$ with locally finite numeration ( $\tau_{i}$ ) (see the chapter on partitions of unity). Set $X_{k}=\bigcup_{i=1}^{k} U_{i}$ and $\lambda=\sum_{i=1}^{\infty} i \tau_{i}$. Then $\lambda(x)<i$ implies $x \in X_{i-1}$.
(10.8.4) Proposition. Suppose the inclusions $X_{k} \subset X_{k+1}$ are cofibrations. Then $T \subset X \times[1, \infty[$ is a deformation retract .

Proof. Since $X_{k} \subset X$ is a cofibration, there exists by (5.1.3) a homotopy

$$
h_{t}^{k}: X \times\left[1, \infty\left[\rightarrow X \times\left[1, \infty\left[\quad \text { rel } Y_{k}=X_{k} \times[1, \infty[\cup X \times[k+1, \infty[\right.\right.\right.\right.
$$

from the identity to a retraction $X \times\left[0, \infty\left[\rightarrow Y_{k}\right.\right.$. The retraction $R_{l}$ acts as the identity on $X_{k} \times[1, \infty[$ for $l>k$, and therefore the infinite composition $R^{j}=\cdots \circ R_{j+2} \circ R_{j+1} \circ R_{j}$ is a well-defined continuous map. From $h^{j}$ we obtain a homotopy $R^{j} \simeq R^{j+1}$ relative to $Y_{j}$. We can concatenate these homotopies and obtain a homotopy from the retraction $R^{1}$ to the identity relative to $T$.

## Problems

1. Let $T$ be a subring. Find a system of homomorphisms $\mathbb{Z} \rightarrow \mathbb{Z} \rightarrow \cdots$ such that the colimit is $T$.
2. Let $S^{n} \rightarrow S^{n} \rightarrow S^{n} \rightarrow \cdots$ be a sequence of maps where each map has degree two. Let $X$ be the homotopy colimit. Show that $\pi_{n}(X) \cong \mathbb{Z}[1 / 2]$, the ring of rational numbers with denominators a power of two. What system of maps between $S^{n}$ would yield a homotopy colimit $Y$ such that $\pi_{n}(Y) \cong \mathbb{Q}$ ?
3. Let $X$ be a CW-complex and $T$ the telescope of the skeleton filtration. Then the inclusion $T \subset X \times[1, \infty[$ induces isomorphisms of homotopy groups and is therefore a homotopy equivalence. One can also apply (10.8.4) in this case.

### 10.9 Suspension

Recall the homological suspension isomorphism 10.2.5. We use abbreviations of the type $I \times A=I A, \partial I \times A=\partial I A, 0 \times X=0 A$. We set $k_{n}(A, B)=$ $h_{n}((I, \partial I) \times(A, B))$. The $k_{*}(-)$ are the data for a new homology theory. The boundary operator of this homology theory is defined for a triple $(A, B, C)$ by

$$
\tilde{\partial}: h_{n+1}(I A, \partial I A \cup I B) \stackrel{\partial}{\longrightarrow} h_{n}(\partial I A \cup B, \partial I A \cup I C) \stackrel{\cong}{\longleftarrow} h_{n}(I B, \partial I B \cup I C) .
$$

In order to work with this definition we use
(10.9.1) Lemma. For each triple $(A, B, C)$ the triad $(\partial I A \cup I B ; I B, \partial I A \cup I C)$ is excisive.

Proof. The inclusion induces an isomorphism

$$
h_{n}(\partial I A, \partial I B) \rightarrow h_{n}(\partial I A \cup I C, \partial I B \cup I C),
$$

excise $\frac{1}{2} \times C$ and use a homotopy equivalence. If we use this also for $B=C$ we conclude that $h_{n}(\partial I A \cup I C, \partial I B \cup I C) \rightarrow h_{n}(\partial I A \cup I B, I B)$ is an isomorphism.

The exact sequence of the triple $(I A, \partial I A \cup I B, \partial I A)$ is transformed with the isomorphism $k_{n}(B)=h_{n}(I B, \partial I B) \cong h_{n}(I B \cup \partial I A, \partial I A)$ into the exact sequence of $(A, B)$ for the $k_{*}$-groups. Let $U \subset B \subset A$ and $\bar{U} \subset B^{\circ}$. The excision isomorphism for the $k_{*}$-theory claims that

$$
\left.h_{n}(I A \backslash U), I(B \backslash U) \cup \partial I(A \backslash U)\right) \rightarrow h_{n}(I A, I B \cup \partial I A)
$$

is an isomorphism. This is a consequence of $\overline{I U}=I \bar{U} \subset(I B \cup \partial I A)^{\circ}$ and the usual excision isomorphism. The isomorphisms $\sigma^{(A, B)}: h_{n}(A, B) \rightarrow k_{n+1}(A, B)$ defined in (10.2.5) form a natural transformation. The next proposition says that they are natural transformations of homology theories of degree 1 .
(10.9.2) Proposition. For each triple $(A, B, C)$ the diagram

is commutative.

Proof. By naturality it suffices to consider the case $C=\emptyset$. The Hexagon Lemma shows $\alpha=-\beta$ for the maps

$$
\begin{aligned}
\alpha: h_{n+1}(I A, I B \cup \partial I A) & \rightarrow h_{n}(I B \cup \partial I A, \partial I A) \\
& \cong h_{n}(I B \cup 0 A, 0 A \cup 1 B) \rightarrow h_{n-1}(0 A \cup 1 B, 0 A), \\
\beta: h_{n+1}(I A, I B \cup \partial I A) & \rightarrow h_{n}(I B \cup \partial I A, I B \cup 0 A) \\
& \cong h_{n}(\partial I A, 0 A \cup 1 B) \rightarrow h_{n-1}(0 A \cup 1 B, 0 A),
\end{aligned}
$$

and the center group $h_{n}(I B \cup \partial I A, 1 B \cup 0 A)$. Let $j$ be the isomorphism

$$
j: h_{n-1}(1 B \cup 0 A, 0 A) \cong h_{n-1}(1 B) \cong h_{n-1}(B)
$$

By diagram chasing one verifies $\sigma^{(B)} j \alpha=\tilde{\partial}$ and $j \beta \sigma^{(A, B)}=\partial$.
(10.9.3) Lemma. Let $(A, B, C)$ be a triple. Then we have an isomorphism $\left\langle\iota_{1}, \iota_{0}, \iota\right\rangle: h_{n}(A, B) \oplus h_{n}(A, B) \oplus h_{n}(I B, \partial I B \cup I C) \rightarrow h_{n}(\partial I A \cup I B, \partial I B \cup I C)$. Here $\iota$ is induced by the inclusion, and $\iota_{\nu}$ by $a \mapsto(\nu, a)$.

Proof. This is a consequence of (10.9.1) and (10.7.1).
(10.9.4) Proposition. For each triple $(A, B, C)$ the diagram

$$
\begin{gathered}
h_{n}(A, B) \xrightarrow[\downarrow^{\prime}]{\sigma^{(A, B)}} h_{n+1}(I A, \partial I A \cup I B) \\
h_{n}(A, B) \oplus h_{n}\left((A, B) \oplus h_{n}(I B, \partial I B \cup I C) \xrightarrow{\beta} \cong h_{n}(\partial I A \cup I B, \partial I B \cup I C)\right.
\end{gathered}
$$

is commutative; here $\alpha(x)=\left(x,-x,-\sigma^{(B, C)} \partial x\right)$, and the isomorphism $\beta$ is taken from (10.9.3).

Proof. The assertion about the third component of $\alpha$ follows from (10.9.2). The other components require a little diagram chasing. For the verification it is helpful to use the inverse isomorphism of $\beta$ given by the procedure of (10.7.1). The minus sign in the second component is due to the fact that the suspension isomorphism changes the sign if we interchange the roles of 0,1 , see 10.2.5.

## Chapter 11

## Homological Algebra

In this chapter we collect a number of algebraic definitions and results which are used in homology theory. Reading of this chapter is absolutely essential, but it only serves practical purposes and is not really designed for independent study. "Homological Algebra" is also the name of a mathematical field - and the reader may wish to look into the appropriate textbooks.

The main topics are diagrams and exact sequences, chain complexes, derived functors, universal coefficients and Künneth theorems. We point out that one can imitate a lot of homotopy theory in the realm of chain complexes. It may be helpful to compare this somewhat simpler theory with the geometric homotopy theory.

### 11.1 Diagrams

Let $R$ be a commutative ring and denote by $R$-MOD the category of left $R$ modules and $R$-linear maps. (The category ABEL of abelian groups can be identified with $\mathbb{Z}$ - MOD.) Recall that a sequence of $R$-modules and $R$-linear maps $\cdots \rightarrow A_{i+1} \xrightarrow{a_{i+1}} A_{i} \xrightarrow{a_{i}} A_{i-1} \rightarrow \cdots$ is exact at $A_{i}$ if $\operatorname{Im}\left(a_{i+1}\right)=\operatorname{Ker}\left(a_{i}\right)$ and exact if it is exact at each $A_{i}$. The language of exact sequences is a convenient way to talk about a variety of algebraic situations.
(1) $0 \rightarrow A \xrightarrow{a} B$ exact $\Leftrightarrow a$ injective. (We also use $A \succ B$ for an injective homomorphism.)
(2) $B \xrightarrow{b} C \rightarrow 0$ exact $\Leftrightarrow b$ surjective. (We also use $B \rightarrow C$ for a surjective homomorphism.)
(3) $0 \rightarrow A \xrightarrow{a} B \xrightarrow{b} C \rightarrow 0$ exact $\Leftrightarrow a$ is injective, $b$ is surjective, $b$ induces an isomorphism of the cokernel of $a$ with $C$.
(4) Let $A \xrightarrow{(1)} B \xrightarrow{(2)} C \xrightarrow{(3)} D$ be exact. Then the following are equivalent:
(1) surjective $\Leftrightarrow$
(2) zero $\Leftrightarrow$
(3) injective.

An exact sequence of the form (3) is called a short exact sequence. It sometimes happens that in a longer exact sequence every third morphism has the property (1) (or (2), (3)). Then the sequence can be decomposed into short exact sequences. Note that the exact homotopy sequences and the exact homology sequences have "period" 3.

A family $\left(M_{j} \mid j \in J\right)$ of modules has a direct $\operatorname{sum} \bigoplus_{j \in J} M_{j}$, the sum in the category $R$-MOD, and a product $\prod_{j \in J} M_{j}$, the product in the category
$R$-MOD. The underlying set of the product is the Cartesian product of the underlying sets, consisting of all families $\left(x_{j} \in M_{j} \mid j \in J\right)$; the $R$-module structure is given by pointwise addition and scalar multiplication. The canonical projection $p_{k}: \prod_{j} M_{j} \rightarrow M_{k}$ onto the $k$-th factor is part of the categorical product structure. The sum $\bigoplus_{j} M_{j}$ is a submodule of the product and consists of all families $\left(x_{j}\right)$ where all but a finite number of $x_{j}$ are zero. We have the canonical injection $i_{k}: M_{k} \rightarrow \bigoplus_{j} M_{j}$, defined by $p_{k} i_{k}=$ id and $p_{k} i_{l}=0$ for $k \neq l$. If $f_{j}: M_{j} \rightarrow N$ is a family of $R$-linear maps, then

$$
\left\langle f_{j}\right\rangle: \bigoplus M_{j} \rightarrow N
$$

denotes the morphism determined by $\left\langle f_{j}\right\rangle \circ i_{k}=f_{k}$. If $g_{j}: L \rightarrow M_{j}$ is a family of $R$-linear maps, then

$$
\left(g_{j}\right): L \rightarrow \prod_{j} M_{j}
$$

denotes the morphism determined by $p_{k} \circ\left(g_{j}\right)=g_{k}$.
Let $\left(A_{j} \mid j \in J\right)$ be a family of submodules of $M$. Then $\sum_{j} A_{j}$ denotes the submodule generated by $\bigcup_{j} A_{j}$. We say that $M$ is the internal direct sum of the $A_{j}$ if the map

$$
\bigoplus_{j} A_{j} \rightarrow M, \quad\left(a_{j}\right) \mapsto \sum_{j} a_{j}
$$

is an isomorphism. In that case we also write $M=\bigoplus_{j} A_{j}$. A submodule $A \subset M$ is called a direct summand of $M$ if there exists a complement of $A$, i.e., a submodule $B$ such that $M$ is the internal direct sum of $A$ and $B$.

We assume known the structure theory of finitely generated abelian groups. An element of finite order in an abelian group $A$ is called a torsion element. The torsion elements form a subgroup, the torsion subgroup $T(A)$. The torsion subgroup of $A / T(A)$ is trivial. If the group is finitely generated, then the torsion subgroup has a complement $F$, and $F$ is a free abelian group. The cardinality of a basis of $F$ is called the rank of $A$. A finitely generated torsion group is the direct sum of cyclic groups of prime power order $\mathbb{Z} /\left(p^{k}\right)$, and the number of factors isomorphic to $\mathbb{Z} /\left(p^{k}\right)$ is uniquely determined by the group. A similar structure theory exists for finitely generated modules over principal ideal domains.

A linear map $p: M \rightarrow M$ with the property $p \circ p=p$ is called a projection operator on $M$.
(11.1.1) Splitting Lemma. Let $0 \rightarrow E \xrightarrow{f} F \xrightarrow{g} G \rightarrow 0$ be a short exact sequence of modules. Then the following assertions are equivalent:
(1) The image of $f$ is a direct summand of $F$.
(2) There exists a homomorphism $r: F \rightarrow E$ such that $r f=\mathrm{id}$.
(3) There exists a homomorphism $s: G \rightarrow F$ such that $g s=\mathrm{id}$.

If (1)-(3) holds, we say the sequence splits. We then call $r$ and $s$ splittings, $r$ a retraction of $f, s$ a section of $g$. In case (2) $f r$ is a projection operator, hence we
have $F=\operatorname{Im}(f r) \oplus \operatorname{Ker}(f r)=\operatorname{Im}(f) \oplus \operatorname{Ker}(r)$. In case (3) sg is a projection operator, hence we have $F=\operatorname{Im}(s g) \oplus \operatorname{Ker}(s g)=\operatorname{Im}(s) \oplus \operatorname{Ker}(g)$.
(11.1.2) Sum Lemma. Suppose given a commutative diagram in $R$ - MOD:


Assume $j_{k} i_{k}=0$ for $k=1,2$.
(1) If the $a_{k}$ are isomorphisms and $\left(i_{2}, j_{2}\right)$ is exact, then

$$
\left\langle i_{1}, i_{2}\right\rangle: A_{1} \oplus A_{2} \rightarrow C \quad \text { and } \quad\left(j_{2}, j_{1}\right): C \rightarrow B_{2} \oplus B_{1}
$$

are isomorphisms and $\left(i_{1}, j_{1}\right)$ is exact.
(2) If $\left\langle i_{1}, i_{2}\right\rangle$ is an isomorphism and $\left(i_{2}, j_{2}\right)$ is short exact, then $a_{1}$ is an isomorphism ( $j_{1}, a_{2}$ are not needed). If $\left(j_{2}, j_{1}\right)$ is an isomorphism and $\left(i_{1}, j_{1}\right)$ is short exact, then $a_{1}$ is an isomorphism ( $i_{2}, a_{2}$ are not needed).

Proof. (1) The hypothesis implies $\left(j_{2}, j_{1}\right) \circ\left\langle i_{1}, i_{2}\right\rangle=a_{1} \oplus a_{2}$. We show that $\left\langle i_{1}, i_{2}\right\rangle$ is surjective. Given $c \in C$ we have $j_{2}\left(c-i_{1} a_{1}^{-1} j_{2}(c)\right)=0$, by commutativity. Hence there exists by exactness $x_{2} \in A_{2}$ such that $c-i_{1} a_{1}^{-1} j_{2}(c)=i_{2}\left(x_{2}\right)$, i.e., $c$ is contained in the image of $\left\langle i_{1}, i_{2}\right\rangle$.

Let $j_{1}(c)=0$ and write $c=i_{1} x_{1}+i_{2} x_{2}$. Then $0=j_{1}(c)=j_{1} i_{1} x_{1}+j_{1} i_{2} x_{2}=$ $j_{1} i_{2} x_{2}=a_{2}\left(x_{2}\right)$, hence $x_{2}=0$ and $c \in \operatorname{Im}\left(i_{1}\right)$.
(2) Exercise.
(11.1.3) Hexagon Lemma. Given a commutative diagram of abelian groups.


Suppose that $k_{1}, k_{2}$ are isomorphisms, $\left(i_{1}, j_{2}\right)$ exact, $\left(i_{2}, j_{1}\right)$ exact, and $j_{0} i_{0}=0$. Then $h_{1} k_{1}^{-1} l_{1}=-h_{2} k_{2}^{-1} l_{2}$.

Proof. The part $i, j, k$ satisfies the hypothesis of the Sum Lemma (11.1.2). Given $x \in G_{0}$ there exist $x_{j} \in G_{j}$ such that $i_{0} x=i_{1} x_{1}+i_{2} x_{2}$. We compute

$$
\begin{aligned}
0 & =j_{0} i_{0} x=j_{0} i_{1} x_{1}+j_{0} i_{2} x_{2}=h_{1} x_{1}+h_{2} x_{2} \\
l_{1} x & =j_{1} i_{0} x=j_{1} i_{1} x+j_{1} i_{2} x=j_{1} i_{1} x=k_{1} x_{1}
\end{aligned}
$$

hence $x_{1}=k_{1}^{-1} l_{1} x$ and similarly $x_{2}=k_{2}^{-1} l_{2} x$.
(11.1.4) Five Lemma. Given a commutative diagram of groups and homomorphisms with exact rows:

(1) a surjective, $b, d$ injective $\Rightarrow c$ injective. (Here the $E$-part of the diagram is not needed.)
(2) $b, d$ surjective, e injective $\Rightarrow c$ surjective. (Here the $A$-part of the diagram is not needed.)
(3) a surjective, $b, d$ bijective, e injective $\Rightarrow c$ bijective.

Proof. For another proof see (11.2.7). We give here a direct proof by the "method" called diagram chasing. One refers to diagram chasing whenever the proof (chasing elements through the diagram) does not really require a mathematical idea, only careful patience.
(1) Let $c(w)=0$. Then $\gamma^{\prime} c(w)=d \gamma(w)=0$, and injectivity of $d$ shows $\gamma(w)=0$. By exactness, $\beta(v)=w$ for some $v$. Since $\beta^{\prime} b(v)=c \beta(v)=0$, we have $\alpha^{\prime}\left(u^{\prime}\right)=b(v)$ for some $u^{\prime}$, by exactness, and $a(u)=u^{\prime}$ by surjectivity of $a$. By injectivity of $b$ and commutativity we see $\alpha(u)=v$ and hence by exactness $w=\beta(v)=0$.
(2) Given $w^{\prime} \in C^{\prime}$. Choose $x$ such that $d(x)=\gamma^{\prime}\left(c^{\prime}\right)$. By exactness, commutativity, and injectivity of $e$, we see $\delta(x)=0$ and hence $\gamma(w)=x$ for some $w$. By commutativity, $c(w)$ and $w^{\prime}$ have the same image under $\gamma^{\prime}$. Hence $w^{\prime}=c(w) \cdot \beta^{\prime}\left(v^{\prime}\right)$ for some $v^{\prime}$. Then $c(w \cdot \beta(v))=c(w) \cdot c \beta(v)=c(w) \cdot \beta^{\prime} b(v)=$ $c(w) \cdot \beta^{\prime}\left(v^{\prime}\right)=w^{\prime}$, i.e., $w^{\prime}$ is contained in the image of $c$.
(3) A consequence of (1) and (2).

## Problems

1. Let $p$ be a projection operator on $M$. Then $1-p$ is a projection operator. The equalities $\operatorname{Im}(1-p)=\operatorname{Ker}(p)$ and $\operatorname{Ker}(1-p)=\operatorname{Im}(p)$ hold. Moreover $M=\operatorname{Im}(p) \oplus \operatorname{Im}(1-p)$. The submodule $A$ of $M$ is a direct summand if and only if there exists a projection operator with image $A$.
2. Let $\left(A_{j} \mid j \in J\right)$ be a finite family of modules. Suppose given linear maps $i^{k}: A_{k} \rightarrow A$ and $p^{l}: A \rightarrow A_{l}$ such that $p^{k} i^{k}=\operatorname{id}$ and $p^{k} i^{l}=0$ for $k \neq l$ (we write $p^{k} i^{l}=\delta^{k l}$ in this case). Then $\left(p_{k}\right) \circ\left\langle i^{k}\right\rangle=\operatorname{id}$ and $\left\langle i^{k}\right\rangle \circ\left(p_{k}\right)=\sum_{j} i^{j} p^{j}$ is a projection operator. Hence the following are equivalent: (1) $\left\langle i^{k}\right\rangle$ is an isomorphism. (2) $\left(p^{k}\right)$ is an isomorphism. (3) $\sum_{j} i^{j} p^{j}=\mathrm{id}$.
3. Let $p$ be a prime number. Determine the number of subgroups of $\mathbb{Z} /\left(p^{k}\right) \oplus \mathbb{Z} /\left(p^{l}\right)$.
4. Consider the group $\mathbb{Z} /(6) \oplus \mathbb{Z}$. Determine the subgroups of index $2,3,4,5,6$. Determine the number of complements of the torsion subgroup.
5. Let $A$ be a finitely generated abelian group. Then $A \otimes_{\mathbb{Z}} \mathbb{Q}$ is a $\mathbb{Q}$-vector space. Show that its dimension is the rank of $A$.
6. Let $M_{j}, j \in J$ be submodules of $M$. The following assertions are equivalent:
(1) $\sum_{j} M_{j}$ is the direct sum of the $M_{j}$.
(2) For each $i \in J, M_{i} \cap \sum_{j, j \neq i} M_{j}=\{0\}$.
(3) Suppose $\sum_{j} x_{j}=0, x_{j} \in M_{j}$, almost all $x_{j}=0$, then $x_{j}=0$ for each $j \in J$.

### 11.2 Exact Sequences

We start with a commutative diagram of modules.


It yields two derived diagrams $(\mathrm{Ke}=$ kernel, $\mathrm{Ko}=$ cokernel, $\mathrm{Im}=$ Image $)$.


The morphisms named $a, b, a^{\prime}, b^{\prime}$ are induced by the original morphisms with the same name by applying them to representatives. (1) and (2) are inclusions, (3) and (4) are quotients.
(11.2.1) Proposition. Let $(a, b)$ and $\left(a^{\prime}, b^{\prime}\right)$ be exact. Then a connecting morphism

$$
\delta: \operatorname{Ke}(\gamma) \cap \operatorname{Im}(b) \rightarrow \frac{A^{\prime}}{\operatorname{Im}(\alpha)+\operatorname{Ke}\left(a^{\prime}\right)}
$$

is defined by the correspondence $\left(a^{\prime}\right)^{-1} \beta b^{-1}$.
Proof. For $z \in \operatorname{Ke}(\gamma) \cap \operatorname{Im}(b)$ there exists $y \in B$ such that $b(y)=z$; since $z \in$ $\operatorname{Ke}(\gamma)$ and $\gamma b=b^{\prime} \beta$ we have $\beta(y) \in \operatorname{Ke}\left(b^{\prime}\right)$; since $\operatorname{Ke}\left(b^{\prime}\right) \subset \operatorname{Im}\left(a^{\prime}\right)$, there exists $x^{\prime} \in A^{\prime}$ such that $a^{\prime}\left(x^{\prime}\right)=\beta(y)$. We set $\delta(z)=x^{\prime}$ and show that this assignment is well-defined. If $\tilde{y} \in B, b(\tilde{y})=z$, then $b(y-\tilde{y})=0$; since $\operatorname{Ke}(b) \subset \operatorname{Im}(a)$, there exists $x \in A$ such that $a(x)=y-\tilde{y}$. We have $\beta(y)-\beta(\tilde{y})=a^{\prime} \alpha(x)$, because of $a^{\prime} \alpha=\beta a$, and with $a^{\prime}\left(\tilde{x}^{\prime}\right)=\beta(\tilde{y})$ we obtain $a^{\prime}\left(x^{\prime}-\tilde{x}^{\prime}-\alpha(x)\right)=0$, i.e., $x^{\prime} \equiv \tilde{x}^{\prime} \bmod \operatorname{Im}(\alpha)+\operatorname{Ke}\left(a^{\prime}\right)$.

We add further hypotheses to the original diagram and list the consequences for the derived diagrams. We leave the verification of (11.2.2), (11.2.3), (11.2.4), (11.2.5) to the reader.
11.2.2 If $a^{\prime}$ is injective, then (1) and (3) are bijective. If $b$ is surjective, then (2) and (4) are bijective.
11.2.3 Let $\left(a^{\prime}, b^{\prime}\right)$ be exact. Then

$$
\frac{A^{\prime}}{\operatorname{Im}(\alpha)+K e\left(a^{\prime}\right)} \stackrel{a^{\prime}}{\longrightarrow} \frac{B^{\prime}}{\operatorname{Im}(\beta)} \xrightarrow{b^{\prime}} \frac{C^{\prime}}{\operatorname{Im}(\gamma b)}
$$

is exact. If, moreover, $b$ is surjective, then (4) is bijective and therefore

$$
\mathrm{Ko}(\alpha) \xrightarrow{a^{\prime}} \mathrm{Ko}(\beta) \xrightarrow{b^{\prime}} \mathrm{Ko}(\gamma)
$$

is exact. If $b^{\prime}$ is surjective, then the derived $b^{\prime}$ is surjective too.
11.2.4 Let $(a, b)$ be exact. Then

$$
\operatorname{Ke}\left(a^{\prime} \alpha\right) \xrightarrow{a} \operatorname{Ke}(\beta) \xrightarrow{b} \operatorname{Ke}(\gamma) \cap \operatorname{Im}(b)
$$

is exact. If, moreover, $a^{\prime}$ is injective, then (1) is bijective and therefore

$$
\operatorname{Ke}(\alpha) \xrightarrow{a} \operatorname{Ke}(\beta) \xrightarrow{b} \operatorname{Ke}(\gamma)
$$

is exact. If $a$ is injective, then the derived $a$ is injective too.
11.2.5 Let $(a, b)$ and $\left(a^{\prime}, b^{\prime}\right)$ be exact. Then, as we have seen, $\delta$ is defined. Under these assumptions the bottom lines of the derived diagrams together with $\delta$ yield an exact sequence. (See the special case (11.2.6).)
(11.2.6) Kernel-Cokernel Lemma. If in the original diagram $a^{\prime}$ is injective and $b$ surjective, then (1), (2), (3), and (4) are bijective and the kernel-cokernel-sequence

$$
\operatorname{Ke}(\alpha) \xrightarrow{a} \operatorname{Ke}(\beta) \xrightarrow{b} \operatorname{Ke}(\gamma) \xrightarrow{\delta} \operatorname{Ko}(\alpha) \xrightarrow{a^{\prime}} \operatorname{Ko}(\beta) \xrightarrow{b^{\prime}} \operatorname{Ko}(\gamma)
$$

is exact.

Proof. We show the exactness at places involving $\delta$; the other cases have already been dealt with. The relations $\delta b=0$ and $a^{\prime} \delta=0$ hold by construction.

If the class of $x^{\prime}$ is contained in the kernel of $a^{\prime}$, then there exists $y$ such that $a^{\prime}\left(x^{\prime}\right)=\beta(y)$. Hence $z=b(y) \in \operatorname{Ke}(\gamma)$ by commutativity, and $\delta(z)=x^{\prime}$.

Suppose $z \in \operatorname{Ke}(\gamma)$ is contained in the kernel of $\delta$. Then there exists $y$ such that $z=b(y), \beta(y)=a^{\prime}\left(x^{\prime}\right)$ and $\beta(z)=\alpha(x) \in \operatorname{Im}(\alpha)$. Then $b(y-a(x))=z$ and $\beta(y-a(x))=\beta(y)-\beta a(x)=\beta(y)-a^{\prime} \alpha(x)=\beta(y)-a^{\prime}\left(x^{\prime}\right)=0$. Hence $y-a(x)$ is a pre-image of $z$.

We now relate the Kernel-Cokernel Lemma to the Five Lemma (11.2.7); see also (11.1.4). Given a commutative five-term diagram of modules and homomorphisms with exact rows.


We have three derived diagrams.


The rows of the first two diagrams are exact for trivial reasons. The exactness of the rows of the original diagram implies that the third diagram has exact rows. From the considerations so far we obtain the exact sequences

$$
\begin{gathered}
\operatorname{Ke}(e) \cap \operatorname{Im}(\delta) \rightarrow \operatorname{Ko}(\tilde{d}) \rightarrow \mathrm{Ko}(d), \\
\operatorname{Ke}(b) \rightarrow \operatorname{Ke}(\tilde{b}) \rightarrow A^{\prime} /\left(\operatorname{Im}(a)+\operatorname{Ke}\left(\alpha^{\prime}\right)\right), \\
0 \rightarrow \operatorname{Ke}(\tilde{b}) \rightarrow \operatorname{Ke}(c) \rightarrow \operatorname{Ke}(\tilde{d}) \rightarrow \operatorname{Ko}(\tilde{b}) \rightarrow \operatorname{Ko}(c) \rightarrow \operatorname{Ko}(\tilde{d}) \rightarrow 0 .
\end{gathered}
$$

This yields:
(11.2.7) Five Lemma. Given a five-term diagram as above. Then the following holds:
(1) $\operatorname{Ke}(\tilde{b})=0, \operatorname{Ke}(\tilde{d})=0 \Rightarrow \operatorname{Ke}(c)=0$.
(2) $\operatorname{Ko}(\tilde{b})=0, \operatorname{Ko}(\tilde{d})=0 \Rightarrow \operatorname{Ko}(c)=0$.
(3) $\operatorname{Ke}(b)=0, A^{\prime} /\left(\operatorname{Im}(a)+\operatorname{Ke}\left(\alpha^{\prime}\right)\right)=0 \Rightarrow \operatorname{Ke}(\tilde{b})=0$.
(4) $\operatorname{Ke}(e) \cap \operatorname{Im}(\delta)=0, \operatorname{Ko}(d)=0 \Rightarrow \operatorname{Ko}(\tilde{d})=0$.
(5) a surjective, $b, d$ injective $\Rightarrow c$ injective. (Here the $E$-part of the diagram is not needed.)
(6) $b, d$ surjective, e injective $\Rightarrow c$ surjective. (Here the $A$-part of the diagram is not needed.)
(7) a surjective, $b, d$ bijective, $e$ injective $\Rightarrow c$ bijective.

## Problems

1. Given homomorphisms $f: A \rightarrow B$ and $g: B \rightarrow C$ between $R$-modules. Then there is a natural exact sequence

$$
0 \rightarrow \mathrm{Ke}(f) \rightarrow \mathrm{Ke}(g f) \rightarrow \mathrm{Ke}(g) \rightarrow \mathrm{Ko}(f) \rightarrow \mathrm{Ko}(g f) \rightarrow \mathrm{Ko}(g) \rightarrow 0
$$

The connection to the previous considerations: The commutative diagram with exact rows

can be viewed as an exact sequence of chain complexes. Its homology sequence (11.3.2) is the desired sequence, if we identify the kernel and cokernel of $g f \oplus 1$ with the corresponding modules for $g f$.

Describe the morphisms of the sequence and give also a direct proof.

### 11.3 Chain Complexes

The algebraic terminology of chain complexes arose from the definition of homology groups. Since then it also has become of independent interest in algebra (homological algebra). The construction of (singular) homology proceeds in two stages: First one associates to a space a so-called chain complex. Then the chain complex yields, by algebra, the homology groups. The category of chain complexes and chain maps has an associated homotopy structure.

We work in this section with the category $R$-MOD of left modules over some fixed ring $R$. A family $A_{*}=\left(A_{n} \mid n \in \mathbb{Z}\right)$ of modules $A_{n}$ is called a $\mathbb{Z}$-graded module. We call $A_{n}$ the component of degree or dimension $n$. One sometimes considers the direct sum $\bigoplus_{n \in \mathbb{Z}} A_{n}$; then the elements in $A_{n}$ are said to be homogeneous of degree $n$. Typical examples are polynomial rings; if $k[x, y]$ is the polynomial ring in two indeterminates $x, y$ of degree 1 say, then the homogeneous polynomials of degree $n$ are spanned by $x^{i} y^{n-i}$ for $0 \leq i \leq n$, and in this manner we consider $k[x, y]$ as a graded $k$-module (actually a graded algebra, as defined later). One can also consider formal power series; this would correspond to taking the product $\prod_{n \in \mathbb{Z}} A_{n}$ instead of the sum.

Let $A_{*}$ and $B_{*}$ be $\mathbb{Z}$-graded modules. A family $f_{n}: A_{n} \rightarrow B_{n+k}$ of homomorphisms is called a morphism of degree $\boldsymbol{k}$ between the graded modules.

A sequence $C_{\bullet}=\left(C_{n}, \partial_{n} \mid n \in \mathbb{Z}\right)$ of modules $C_{n}$ and homomorphisms $\partial_{n}: C_{n} \rightarrow C_{n-1}$, called boundary operators or differentials, is said to be a chain complex, if for each $n \in \mathbb{Z}$ the boundary relation $\partial_{n-1} \circ \partial_{n}=0$ holds. We associate to a chain complex $C \bullet$ the modules

$$
\begin{aligned}
Z_{n} & =Z_{n}\left(C_{\bullet}\right)=\operatorname{Ker}\left(\partial_{n}: C_{n} \rightarrow C_{n-1}\right), \\
B_{n} & =B_{n}\left(C_{\bullet}\right)=\operatorname{Im}\left(\partial_{n+1}: C_{n+1} \rightarrow C_{n}\right), \\
H_{n} & =H_{n}\left(C_{\bullet}\right)=Z_{n} / B_{n} .
\end{aligned}
$$

We call $C_{n}\left(Z_{n}, B_{n}\right)$ the module of $\boldsymbol{n}$-chains (n-cycles, $\boldsymbol{n}$-boundaries) and $H_{n}$ the $n$-th homology module of the chain complex. (The boundary relation $\partial \partial=0$ implies $B_{n} \subset Z_{n}$, and therefore $H_{n}$ is defined.) Two $n$-chains whose difference is a boundary are said to be homologous. Often, in particular in the case $R=\mathbb{Z}$, we talk about homology groups.

Let $C_{\bullet}=\left(C_{n}, c_{n}\right)$ and $D_{\bullet}=\left(D_{n}, d_{n}\right)$ be chain complexes. A chain map $f_{\bullet}: C_{\bullet} \rightarrow D_{\bullet}$ is a sequence of homomorphisms $f_{n}: C_{n} \rightarrow D_{n}$ which satisfy the commutation rules $d_{n} \circ f_{n}=f_{n-1} \circ c_{n}$. A chain map induces (by restriction and passage to the factor groups) homomorphisms of the cycles, boundaries, and homology groups

$$
\begin{aligned}
Z_{n}\left(f_{\bullet}\right): Z_{n}\left(C_{\bullet}\right) & \rightarrow Z_{n}\left(D_{\bullet}\right), \\
B_{n}\left(f_{\bullet}\right): B_{n}\left(C_{\bullet}\right) & \rightarrow B_{n}\left(D_{\bullet}\right), \\
f_{*}=H_{n}\left(f_{\bullet}\right): H_{n}\left(C_{\bullet}\right) & \rightarrow H_{n}\left(D_{\bullet}\right) .
\end{aligned}
$$

A (short) exact sequence of chain complexes

$$
0 \rightarrow C^{\prime} \xrightarrow{f} C \xrightarrow{g} C^{\prime \prime} \rightarrow 0
$$

consists of chain maps $f$ and $g$ such that $0 \rightarrow C_{n}^{\prime} \xrightarrow{f_{n}} C_{n} \xrightarrow{g_{n}} C_{n}^{\prime \prime} \rightarrow 0$ is exact for each $n$.

We certainly have the induced morphisms $H_{n}(f)$ and $H_{n}(g)$. Moreover, there exists a connecting morphism $\partial_{n}: H_{n}\left(C^{\prime \prime}\right) \rightarrow H_{n-1}\left(C^{\prime}\right)$, also called boundary operator, which is induced by the correspondence $f_{n-1}^{-1} \circ d_{n} \circ g_{n}^{-1}$.

$$
z^{\prime} \in C_{n-1}^{\prime} \xrightarrow{C_{n-1}}{\stackrel{\downarrow}{d_{n}}}_{C_{n-1}}^{g_{n}} C_{n}^{\prime \prime} \ni z^{\prime \prime}
$$

(11.3.1) Lemma. For a cycle $z^{\prime \prime} \in C_{n}^{\prime \prime}$ with pre-image $z$ under $g_{n}$ the relation $g_{n-1} d_{n} z=d_{n}^{\prime \prime} g_{n} z=d_{n}^{\prime \prime} z^{\prime \prime}=0$ and exactness shows that there exists $z^{\prime}$ with $d_{n}(z)=f_{n-1}\left(z^{\prime}\right)$. The assignment $z^{\prime \prime} \mapsto z^{\prime}$ induces a well-defined homomorphism $\partial_{n}: H_{n}\left(C^{\prime \prime}\right) \rightarrow H_{n-1}\left(C^{\prime}\right)$.

Proof. The relation $f_{n-2} d_{n-1}^{\prime} z^{\prime}=d_{n-1} f_{n-1} z^{\prime}=d_{n-1} d_{n} z=0$ and the injectivity of $f_{n-2}$ show that $z^{\prime}$ is a cycle. If we choose another pre-image $z+f_{n} w^{\prime}$ of $z^{\prime \prime}$, then we have to replace $z^{\prime}$ by $z^{\prime}+d_{n}^{\prime} w^{\prime}$, so that the homology class of $z^{\prime}$ is welldefined. Finally, if we change $z^{\prime \prime}$ by a boundary, we can replace $z$ by the addition of a boundary and hence $d_{n} z$ does not change.
(11.3.2) Proposition. The sequence

$$
\cdots \rightarrow H_{n}\left(C^{\prime}\right) \xrightarrow{f_{*}} H_{n}(C) \xrightarrow{g_{*}} H_{n}\left(C^{\prime \prime}\right) \xrightarrow{\partial_{n}} H_{n-1}\left(C^{\prime}\right) \rightarrow \cdots
$$

is exact.
Proof. The boundary operator $d_{n}: C_{n} \rightarrow C_{n-1}$ induces a homomorphism

$$
d_{n}: K_{n}=C_{n} / B_{n} \rightarrow Z_{n-1}
$$

and its kernel and cokernel are $H_{n}$ and $H_{n-1}$. By (11.2.3) and (11.2.4) the rows of the next diagram are exact.

$$
\begin{gathered}
K_{n}^{\prime} \xrightarrow{f_{n}} K_{n} \xrightarrow{g_{n}} K_{n}^{\prime \prime} \longrightarrow 0 \\
0 \longrightarrow Z_{n-1}^{d_{n}^{\prime}} \xrightarrow{\downarrow_{n-1}^{\prime}}{ }^{d_{n}} \xrightarrow{\downarrow_{n-1}} \xrightarrow{d_{n-1}^{\prime \prime}} Z_{n-1}^{\prime \prime}
\end{gathered}
$$

The associated sequence (11.2.6) $H_{n}^{\prime} \rightarrow H_{n} \rightarrow H_{n}^{\prime \prime} \xrightarrow{\partial} H_{n-1}^{\prime} \rightarrow H_{n-1} \rightarrow H_{n-1}^{\prime \prime}$ is the exact homology sequence.

Let $f, g: C=\left(C_{n}, c_{n}\right) \rightarrow D=\left(D_{n}, d_{n}\right)$ be chain maps. A chain homotopy $s$ from $f$ to $g$ is a sequence $s_{n}: C_{n} \rightarrow D_{n+1}$ of homomorphisms which satisfy

$$
d_{n+1} \circ s_{n}+s_{n-1} \circ c_{n}=g_{n}-f_{n} .
$$

(This definition has two explanations; firstly, one can define "chain homotopy" in analogy to the topological definition by using the chain complex analogue of the unit interval; secondly, it codifies the boundary relation of a geometric homotopy.) We call $f$ and $g$ homotopic or chain homotopic, if there exists a chain homotopy $s$ from $f$ to $g$, in symbols $s: f \simeq g$. "Chain homotopic" is an equivalence relation on the set of chain maps $C \rightarrow D$; the data $s: f \simeq g$ and $t: g \simeq h$ imply $\left(s_{n}+t_{n}\right): f \simeq h$. This relation is also compatible with composition; if $s: f \simeq f^{\prime}: C \rightarrow D$ and $t: g \simeq g^{\prime}: D \rightarrow E$, then $\left(g_{n+1} s_{n}\right): g f \simeq g f^{\prime}$ and $\left(t_{n} f_{n}\right): g f \simeq g^{\prime} f$. We call $f: C \rightarrow D$ a chain equivalence, if there exists a chain map $g: D \rightarrow C$ and chain homotopies $f g \simeq$ id and $g f \simeq$ id.
(11.3.3) Proposition. Chain homotopic maps induce the same morphisms between the homology groups.

Proof. Let $x \in C_{n}$ be a cycle. The homotopy relation $g_{n}(x)-f_{n}(x)=d_{n+1} s_{n}(x)$ shows that $f_{n}(x)$ and $g_{n}(x)$ are homologous.

### 11.4 Cochain complexes

Let $C_{\bullet}=\left(C_{n}, \partial_{n}\right)$ be a chain complex of $R$-modules. Let $G$ be another $R$-module. We apply the functor $\operatorname{Hom}_{R}(-, R)$ to $C_{\bullet}$ and obtain a chain complex $C^{\bullet}=\left(C^{n}, \delta^{n}\right)$ of $R$-modules with $C^{n}=\operatorname{Hom}_{R}\left(C_{n}, R\right)$ and the $R$-linear map

$$
\delta^{n}: C^{n}=\operatorname{Hom}_{R}\left(C_{n}, R\right) \rightarrow \operatorname{Hom}_{R}\left(C_{n+1}, R\right)=C^{n+1}
$$

defined by $\delta^{n}(\varphi)=(-1)^{n+1} \varphi \circ \partial_{n+1}$ for $\varphi \in \operatorname{Hom}\left(C_{n}, R\right)$.
For the choice of this sign see 11.7.4. The reader will find different choices of signs in the literature. Other choices will not effect the cohomology functors. But there seems to be an agreement that our choice is the best one when it comes to products.

Now some "co" terminology. A cochain complex $C^{\bullet}=\left(C^{n}, \delta^{n}\right)$ is a $\mathbb{Z}$ graded module ( $C^{n} \mid n \in \mathbb{Z}$ ) together with homomorphisms $\delta^{n}: C^{n} \rightarrow C^{n+1}$, called coboundary operators or differentials ${ }^{1}$, such that $\delta^{n+1} \delta^{n}=0$. We set

$$
Z^{n}=\operatorname{Ker} \delta^{n}, \quad B^{n}=\operatorname{Im} \delta^{n-1}, \quad H^{n}=Z^{n} / B^{n}
$$

and call $C^{n}, Z^{n}, B^{n}$ the module of $\boldsymbol{n}$-cochains, $\boldsymbol{n}$-cocycles, $\boldsymbol{n}$-coboundaries, and $H^{n}$ the $n$-th cohomology module of the cochain complex.

[^4]
### 11.5 Natural Chain Maps and Homotopies

Let $\ell$ be an arbitrary category and $\mathrm{CH}_{+}$the category of chain complexes $\left(C_{n}, c_{n}\right)$ of abelian groups with $C_{n}=0$ for $n<0$ and chain maps. A functor $F_{*}: \smile \rightarrow \mathrm{CH}_{+}$ consists of a family of functors $F_{n}: \zeta \rightarrow \mathbb{Z}$ - MOD and natural transformations $d_{n}^{F}: F_{n} \rightarrow F_{n-1}$ such that $d_{n-1}^{F} \circ d_{n}^{F}=0$. A natural transformation $\varphi_{*}: F_{*} \rightarrow G_{*}$ between such functors is a family of natural transformations $\varphi_{n}: F_{n} \rightarrow G_{n}$ such that $d_{n}^{G} \varphi_{n}=\varphi_{n-1} d_{n}^{F}$. A natural chain homotopy $s_{*}: \varphi_{*} \simeq \psi_{*}$ from $\varphi_{*}$ to $\psi_{*}$ is a family $s_{n}: F_{n} \rightarrow G_{n+1}$ of natural transformations such that

$$
d_{n+1}^{G} \circ s_{n}+s_{n-1} \circ d_{n}^{F}=\psi_{n}-\varphi_{n}
$$

A functor $F_{n}: \smile \rightarrow \mathbb{Z}$-MOD is called free if there exists a family $\left(\left(B_{n, j}, b_{n, j}\right) \mid\right.$ $j \in J(n)$ ) of objects $B_{n, j}$ of $\mathcal{C}$ (called models) and elements $b_{n, j} \in F_{n}\left(B_{n, j}\right)$ such that

$$
F_{n}(f)\left(b_{n, j}\right), \quad j \in J(n), f \in \operatorname{Hom}_{e}\left(B_{n, j}, X\right)
$$

is for each object $X$ of $\mathcal{C}$ a $\mathbb{Z}$-basis of $F_{n}(X)$. A natural transformation $\varphi_{n}: F_{n} \rightarrow$ $G_{n}$ from a free functor $F_{n}$ into another functor $G_{n}$ is then determined by the values $\varphi_{n}\left(b_{n, j}\right)$ and the family of these values can be fixed arbitrarily in order to obtain a natural transformation. We call $F_{*}$ free if each $F_{n}$ is free. We call $G_{*}$ acyclic (with respect to the families of models for $F_{*}$ ) if the homology groups $H_{n}\left(G_{*}\left(B_{n, j}\right)\right)=0$ for $n>0$ and each model $B_{n, j}$.
(11.5.1) Theorem. Let $F_{*}$ be a free and $G_{*}$ be an acyclic functor. For each natural transformation $\bar{\varphi}: H_{0} \circ F_{0} \rightarrow H_{0} \circ G_{0}$ there exists a natural transformation $\varphi_{*}: F_{*} \rightarrow G_{*}$ which induces $\bar{\varphi}$. Any two natural transformations $\varphi$ and $\psi$ with this property are naturally chain homotopic ([57]).

Proof. We specify a natural transformation $\varphi_{0}$ by the condition that $\varphi\left(b_{0, j}\right)$ represents the homology class $\bar{\varphi}\left[b_{0, j}\right]$. Let now $\varphi_{i}: F_{i} \rightarrow G_{i}$ be natural transformations $(0 \leq i<n)$ such that $d_{i}^{G} \varphi_{i}=\varphi_{i-1} d_{i}^{F}$ for $0<i<n$. Consider the elements $\varphi_{n-1} d_{n}^{F} b_{n, j} \in G_{n-1}\left(B_{n, j}\right)$. For $n=1$ this element represents 0 in $H_{0}$, by the construction of $\varphi_{0}$. For $n>1$ we see from the induction hypothesis that $d_{n-1}^{G} \varphi_{n-1} d_{n}^{F} b_{n, j}=\varphi_{n-2} d_{n-1}^{F} d_{n}^{F} b_{n, j}=0$. Since $G_{*}$ is acyclic we find $g_{n, j} \in G_{n}\left(B_{n, j}\right)$ such that $d_{n}^{G} g_{n, j}=\varphi_{n-1} d_{n}^{F} b_{n, j}$. We specify a natural transformation $\varphi$ by the conditions $\varphi\left(b_{n, j}\right)=g_{n, j}$. This transformation then satisfies $d_{n}^{G} \varphi_{n}=\varphi_{n-1} d_{n}^{F}$. This finishes the induction step.

Let now $\varphi_{*}$ and $\psi_{*}$ be given. Then $\psi_{0}\left(b_{0, j}\right)-\varphi_{0}\left(b_{0, j}\right)=d_{1}^{G} c_{0, j}$ for some $c_{0, j}$, since $\psi_{0}\left(b_{0, j}\right)$ and $\varphi_{0}\left(b_{0, j}\right)$ represent the same homology class. We define the transformation $s_{0}: F_{0} \rightarrow G_{1}$ by the condition $s_{0}\left(b_{0, j}\right)=c_{0, j}$. Suppose now that $s_{n}: F_{n} \rightarrow G_{n+1}$ are given such that $d_{i+1}^{G} s_{i}+s_{i-1} d_{i}^{F}=\psi_{i}-\varphi_{i}$ for $0 \leq i<n$
(and $s_{-1}=0$ ). We compute with the induction hypothesis

$$
\begin{aligned}
& d_{n}^{G}\left(\psi_{n}-\varphi_{n}-s_{n-1} d_{n}^{F}\right) \\
& \quad=\psi_{n-1} d_{n}^{F}-\varphi_{n-1} d_{n}^{F}-\left(\psi_{n-1} d_{n}^{F}-\varphi_{n-1} d_{n}^{F}-s_{n-2} d_{n-1}^{F}\right) d_{n}^{F}=0 .
\end{aligned}
$$

Thus, by acyclicity, we can choose $c_{n, j} \in G_{n+1}\left(B_{n, j}\right)$ such that

$$
d_{n+1}^{G} c_{n, j}=\left(\psi_{n}-\varphi_{n}-s_{n-1} d_{n}^{F}\right)\left(b_{n, j}\right) .
$$

We now specify a natural transformation $s_{n}: F_{n} \rightarrow G_{n+1}$ by $s_{n}\left(b_{n, j}\right)=c_{n, j}$. It then has the required property $d_{n+1}^{G} s_{n}=\psi_{n}-\varphi_{n}-s_{n-1} d_{n}^{F}$.

## Problems

1. Let $F_{0} \leftarrow F_{1} \leftarrow \cdots$ be a chain complex of free $R$-modules $F_{i}$ and $D_{0} \leftarrow D_{1} \leftarrow \cdots$ an exact sequence of $R$-modules. A chain map $\left(\varphi: F_{i} \rightarrow D_{i} \mid i \in \mathbb{N}_{0}\right)$ induces a homomorphism $H_{0}\left(\varphi_{*}\right): H_{0}\left(F_{*}\right) \rightarrow H_{0}\left(D_{*}\right)$. Given a homomorphism $\alpha: H_{0}\left(F_{*}\right) \rightarrow H_{0}\left(D_{0}\right)$ there exists up to chain homotopy a unique chain map $\left(\varphi_{i}\right)$ such that $H_{0}\left(\varphi_{*}\right)=\alpha$. This can be obtained as a special case of (11.5.1).

The reader should now study the notion of a projective module (one definition is: direct summand of a free module) and then show that a similar result holds if the $F_{i}$ are only assumed to be projective.

An exact sequence of the form $0 \leftarrow A \leftarrow P_{0} \leftarrow P_{1} \leftarrow \cdots$ with projective modules $P_{i}$ is called a projective resolution of the module $A$. The result stated at the beginning says that projective resolutions are unique up to chain equivalence. (Fundamental Lemma of homological algebra). Each module has a free resolution.

### 11.6 Chain Equivalences

A chain map which induces an isomorphism of homology groups is under certain circumstances a chain equivalence. This is one of the results of this section.

The notion of a chain homotopy can be used to develop a homotopy theory of chain complexes in analogy to the topological homotopy theory.

We have the null complex; the chain groups are zero in each dimension. A chain complex is called contractible if it is chain equivalent to the null complex, or equivalently, if the identity is chain homotopic to the null map. A chain complex is said to be acyclic if its homology groups are zero.

Let $f:\left(K, d^{K}\right) \rightarrow\left(L, d^{L}\right)$ be a chain map. We construct a new chain complex $C f$, the mapping cone of $f$, by

$$
(C f)_{n}=L_{n} \oplus K_{n-1}, \quad d^{C f}(y, x)=\left(d^{L} y+f x,-d^{K} x\right) .
$$

This can also be written in matrix form

$$
\binom{y}{x} \mapsto\left(\begin{array}{cc}
d^{L} & f \\
0 & -d^{K}
\end{array}\right)\binom{y}{x}
$$

The suspension $\Sigma K$ of $K$ is defined by $(\Sigma K)_{n}=K_{n-1}$ and $d^{\Sigma K}=-d^{K}$. The canonical injection and projection yield an exact sequence of chain complexes $0 \rightarrow L \rightarrow C f \rightarrow \Sigma K \rightarrow 0$. Associated is an exact sequence (11.3.2), and the boundary morphism $\partial: H_{n+1}(\Sigma K) \rightarrow H_{n}(L)$ equals $H_{n}(f)$, if we use the canonical identifications $H_{n+1}(\Sigma K) \cong H_{n}(K)$. The next result shows a typical difference between the topological and the algebraic homotopy theory.
(11.6.1) Theorem. Let $C f$ be contractible. Then $f$ is a chain equivalence.

Proof. The inclusion $\iota: L \rightarrow C f, y \mapsto(y, 0)$ is null homotopic, since $C f$ is contractible. Let $s: \iota \simeq 0$ be a null homotopy. We write $s(y)=(\gamma(y), g(y)) \in$ $L \oplus K$ (without notation for the dimensions). The condition $\partial s+s \partial=\iota$ then reads

$$
(\partial \gamma y+f g y+\gamma \partial y,-\partial g y+g \partial y)=(y, 0)
$$

i.e., $\partial g=g \partial$ and $\partial \gamma+\gamma \partial=\mathrm{id}-f g$. Hence $g$ is a chain map, and because of the $\gamma$-relation, a right homotopy inverse of $f$.

The projection $\kappa: C f \rightarrow \Sigma K$ is likewise null homotopic. Let $t: \kappa \simeq 0$ be a null homotopy. We write $t(y, x)=h(y)+\eta(x)$. The equality $\partial t+t \partial=\kappa$ then means

$$
-\partial h y+h \partial y-\partial \eta x+\eta \partial x+h f x=x
$$

hence $\partial h=h \partial$ and $\partial \eta+\eta \partial=h f-$ id. Therefore $h$ is a chain map and a left homotopy inverse of $f$.
(11.6.2) Proposition. Let $K$ be acyclic and suppose that $Z_{n} \subset K_{n}$ is always a direct summand. Then $K$ is contractible.
Proof. We have the exact sequence $0 \rightarrow Z_{n} \rightarrow K_{n} \xrightarrow{\partial} B_{n-1} \rightarrow 0$, and since $K$ is acyclic we conclude $Z_{n}=B_{n}$. Moreover there exists $t_{n-1}: B_{n-1} \rightarrow K_{n}$ with $\partial t_{n-1}=$ id, since $Z_{n}$ is a direct summand of $K_{n}$. We therefore have a direct decomposition $K_{n}=B_{n} \oplus t_{n-1} B_{n-1}$. We define $s: K_{n} \rightarrow K_{n+1}$ by $s \mid B_{n}=t_{n}$ and $s_{n} \mid t_{n-1} B_{n-1}=0$. With these definitions one verifies separately on $B_{n}$ as well as on $t_{n-1} B_{n-1}$ that $\partial s+s \partial$ is the identity, i.e., $s$ is a null homotopy of the identity.
(11.6.3) Theorem. Let $f: K \rightarrow L$ be a chain map between chain complexes which consist offree modules over a principal ideal domain $R$. If $f$ induces isomorphisms $f_{*}: H_{*}(K) \cong H_{*}(L)$, then $f$ is a chain equivalence.

Proof. The exact homology sequence and the hypothesis imply that $C f$ is acyclic. A submodule of a free $R$-module is free. Hence the boundary groups of the complex $C f$ are free, and therefore the exact sequence $0 \rightarrow Z_{n} \rightarrow C f_{n} \rightarrow B_{n-1} \rightarrow 0$ splits. Now we apply (11.6.1) and (11.6.2), in order to see that $f$ is a chain equivalence.

In the topological applications we often have to work with large chain complexes. In some situations it is useful to replace them by smaller chain equivalent complexes. A graded $R$-module $A=\left(A_{n}\right)$ is said to be of finite type if the modules $A_{n}$ are finitely generated $R$-modules.
(11.6.4) Proposition. Let $R$ be a principal ideal domain. Let $C=\left(C_{n}\right)$ be a chain complex of free $R$-modules such that its homology groups are finitely generated. Then there exists a free chain complex $D$ of finite type which is chain equivalent to $C$.

Proof. Let $F_{n}$ be a finitely generated submodule of $Z_{n}(C)$ which is mapped onto $H_{n}(C)$ under the quotient map $Z_{n}(C) \rightarrow H_{n}(C)$, and denote by $G_{n}$ the kernel of the epimorphism $F_{n} \rightarrow H_{n}(C)$. Define a chain complex $D=\left(D_{n}, d_{n}\right)$ by $D_{n}=F_{n} \oplus G_{n-1}$ and $d_{n}(x, y)=(y, 0)$. Then $D$ is a free chain complex of finite type and $H_{n}(D)=F_{n} / G_{n} \cong H_{n}(C)$. Since $G_{n}$ is a free submodule of $B_{n}(C)$ we can choose for each $n$ a homomorphism $\varphi_{n}: G_{n} \rightarrow C_{n+1}$ such that $c_{n+1} \varphi_{n}(y)=y$ for each $y \in G_{n}$. Define $\psi_{n}: D_{n}=F_{n} \oplus G_{n-1} \rightarrow C_{n},(x, y) \mapsto x+\varphi_{n-1}(y)$. One verifies that $\psi=\left(\psi_{n}\right)$ is a chain map which induces an isomorphism of homology groups. By (11.6.3), $\psi$ is a chain equivalence.

### 11.7 Linear Algebra of Chain Complexes

We work in the category $R$-MOD for a commutative ring $R$.
11.7.1 Graded modules. Let $A_{\bullet}=\left(A_{n}\right)$ and $B_{\bullet}=\left(B_{n}\right)$ be $\mathbb{Z}$-graded left $R$ modules over a commutative ring $R$. The tensor product $A \bullet \otimes B_{\bullet}$ is the module with $\bigoplus_{p+q=n} A_{p} \otimes_{R} B_{q}$ as entry in degree $n$. If $f: A_{\bullet} \rightarrow A_{\bullet}^{\prime}$ and $g: B_{\bullet} \rightarrow B_{\bullet}^{\prime}$ are morphisms of some degree, then their tensor product $f \otimes g$ is defined by

$$
(f \otimes g)(a \otimes b)=(-1)^{|g||a|} f(a) \otimes g(b)
$$

Here $|a|$ denotes the degree of $a$. The formula for the tensor product obeys the (heuristic) "graded sign rule": Whenever entities of degree $x$ and $y$ are interchanged, then the sign $(-1)^{x y}$ appears. The tensor product of objects and of morphisms is associative and compatible with composition (in the graded sense)

$$
(f \otimes g) \circ\left(f^{\prime} \otimes g^{\prime}\right)=(-1)^{|g|\left|f^{\prime}\right|} f f^{\prime} \otimes g g^{\prime}
$$

(sign rule). This composition is associative, as it should be. When we use the degree as upper index (e.g., in cohomology), then the agreement $A^{k}=A_{-k}$ is sometimes suitable.
11.7.2 Graded algebras. A $\mathbb{Z}$-graded $R$-algebra $A^{\bullet}$ is a $\mathbb{Z}$-graded $R$-module ( $A^{n} \mid n \in \mathbb{Z}$ ) together with a family of $R$-linear maps

$$
A^{i} \otimes_{R} A^{j} \rightarrow A^{i+j}, \quad x \otimes y \mapsto x \cdot y
$$

The algebra is associative, if always $x \cdot(y \cdot z)=(x \cdot y) \cdot z$ holds, and commutative, if always $x \cdot y=(-1)^{|x||y|} y \cdot x$ holds (sign rule). A unit element $1 \in A^{0}$ of the algebra satisfies $1 \cdot x=x=x \cdot 1$. Let $M^{\bullet}=\left(M^{n}\right)$ be a $\mathbb{Z}$-graded $R$-module. A family

$$
A^{i} \otimes M^{j} \rightarrow M^{i+j}, \quad a \otimes x \mapsto a \cdot x
$$

of $R$-linear maps is the structure of an $A^{\bullet}$-module on $M^{\bullet}$, provided the associativity $a \cdot(b \cdot x)=(a \cdot b) \cdot x$ holds for $a, b \in A$ and $x \in M$. If $A$ has a unit element, then the module is unital, provided $1 \cdot x=x$ always holds. Let $A^{\bullet}$ and $B^{\bullet}$ be $\mathbb{Z}$ graded algebras. Their tensor product $A \otimes B$ is the tensor product of the underlying graded modules $(A \otimes B)^{n}=\bigoplus_{i+j=n} A^{i} \otimes B^{j}$ together with the multiplication $(a \otimes b) \cdot\left(a^{\prime} \otimes b^{\prime}\right)=(-1)^{|b|\left|a^{\prime}\right|} a a^{\prime} \otimes b b^{\prime}$ (sign rule). If $A$ and $B$ are associative, then $A \otimes B$ is associative. If both have a unit element 1 , then $1 \otimes 1$ is a unit element for the tensor product. If both algebras are commutative, then their tensor product is commutative. The tensor product of graded algebras is an associative functor. $\diamond$
11.7.3 Tensor product of chain complexes. Let $\left(A_{\bullet}, d_{A}\right)$ and $\left(B_{\bullet}, d_{\boldsymbol{B}}\right)$ be chain complexes. Then the graded module $A_{\bullet} \otimes B_{\bullet}$ is a chain complex with boundary operator $d=d_{A} \otimes 1+1 \otimes d_{B}$. Here we have to take the sign rule into account, i.e.,

$$
d(a \otimes b)=d_{A} a \otimes b+(-1)^{|a|} a \otimes d_{B} b
$$

One verifies $d d=0$, using this sign rule. Passage to homology induces

$$
H_{p}\left(A_{\bullet}\right) \otimes H_{q}\left(B_{\bullet}\right) \rightarrow H_{p+q}\left(A \bullet \otimes B_{\bullet}\right), \quad[a] \otimes[b] \mapsto[a \otimes b]
$$

The tensor product of chain complexes is associative.
11.7.4 Dual chain complex. We regard the ground ring $R$ as a trivial chain complex with $R$ in degree 0 and zero modules otherwise. Let $\left(A_{n}, \partial\right)$ be a chain complex. We define the dual graded $R$-module by $A_{-n}^{*}=\operatorname{Hom}_{R}\left(A_{n}, R\right)$. We require a boundary operator $\delta: A_{-n}^{*} \rightarrow A_{-n-1}^{*}$ on the dual module such that the evaluation $\varepsilon: A_{\bullet}^{*} \otimes A_{\bullet} \rightarrow R$

$$
\varepsilon: A_{-n}^{*} \otimes A_{n} \rightarrow R, \quad \varphi \otimes a \mapsto \varphi(a)
$$

$\varepsilon=0$ otherwise, becomes a chain map. This condition, $\varepsilon(\varphi \otimes a)=0$ and 11.7.3 yield for $\varphi \otimes a \in A_{-n-1}^{*} \otimes A_{n}$

$$
\begin{aligned}
0 & =d \varepsilon(\varphi \otimes a)=\varepsilon(d(\varphi \otimes a) \\
& =\varepsilon\left(\delta \varphi \otimes a+(-1)^{|\varphi|} \varphi \otimes \partial a\right. \\
& =(\delta \varphi)(a)+(-1)^{|\varphi|} \varphi(\partial a)
\end{aligned}
$$

i.e., we have to define $\delta \varphi=(-1)^{|\varphi|+1} \varphi \circ \partial$.
11.7.5 Hom-Complex. For graded modules $A_{\bullet}$ and $B_{\bullet}$ we let $\operatorname{Hom}\left(A_{\bullet}, B_{\bullet}\right)$ be the module with $\prod_{a \in \mathbb{Z}} \operatorname{Hom}\left(A_{a}, B_{a+n}\right)$ as component in degree $n$. On this Hommodule we use the boundary operator

$$
d\left(f_{i}\right)=\left(\partial \circ f_{i}\right)-\left((-1)^{n} f_{i} \circ \partial\right)
$$

for $\left(f_{i}: A_{i} \rightarrow B_{i+n}\right)$, i.e., the $a$-component $\mathrm{pr}_{a}(d f) \in \operatorname{Hom}\left(A_{a}, B_{a+n-1}\right)$ for $f=\left(f_{a}\right) \in \operatorname{Hom}\left(A_{\bullet}, B_{\bullet}\right)_{n}$ is defined to be

$$
\operatorname{pr}_{a}(d f)=\partial \circ f_{a}-(-1)^{n} g_{a-1} \circ \partial .
$$

One verifies $d d=0$. This definition generalizes our convention about the dual module.
11.7.6 Canonical maps. The following canonical maps from linear algebra are chain maps.
(1) The composition
$\operatorname{Hom}(B, C) \otimes \operatorname{Hom}(A, B) \rightarrow \operatorname{Hom}(A, B), \quad\left(f_{i}\right) \otimes\left(g_{j}\right) \mapsto\left(f_{l+|g|} \circ g_{l}\right)$.
(2) The adjunction
$\Phi: \operatorname{Hom}(A \otimes B, C) \rightarrow \operatorname{Hom}(A, \operatorname{Hom}(B, C)), \quad \Phi\left(f_{i}\right)(x)(y)=f_{|x|+|y|}(x \otimes y)$.
(3) The tautological map

$$
\gamma: \operatorname{Hom}\left(C, C^{\prime}\right) \otimes \operatorname{Hom}\left(D, D^{\prime}\right) \rightarrow \operatorname{Hom}\left(C \otimes D, C^{\prime} \otimes D^{\prime}\right)
$$

with $\gamma(f \otimes g)(x \otimes y)=(-1)^{|g||x|} f(x) \otimes g(y)$ (sign rule).
(4) The trace map $\lambda: A^{*} \otimes B \rightarrow \operatorname{Hom}(A, B), \lambda(\varphi \otimes b)(a)=(-1)^{|a||b|} \varphi(a) b . \diamond$

## Problems

1. Tensor product is compatible with chain homotopy. Let $s: f \simeq g: C \rightarrow C^{\prime}$ be a chain homotopy. Then $s \otimes \mathrm{id}: f \otimes \mathrm{id} \simeq g \otimes \mathrm{id}: C \otimes D \rightarrow C^{\prime} \otimes D$ is a chain homotopy.
2. A chain complex model of the unit interval is the chain complex $I \bullet$ with two non-zero groups $I_{1} \cong R$ with basis $e, I_{0} \cong R \oplus R$ with basis $e_{0}, e_{1}$ and boundary operator $d(e)=$ $e_{1}-e_{0}$ (in the topological context: the cellular chain complex of the unit interval). We use this model to define chain homotopies with the cylinder $I \bullet \otimes C$. Note

$$
C_{n} \oplus C_{n} \oplus C_{n-1} \cong\left(I_{\bullet} \otimes C\right)_{n}, \quad\left(x_{1}, x_{0}, y\right) \mapsto e_{1} \otimes x_{1}+e_{0} \otimes x_{0}+e \otimes y
$$

A chain map $h: I_{\bullet} \otimes C \rightarrow D$ consists, via these isomorphisms, of homomorphisms $h_{n}^{t}: C_{n} \rightarrow D_{n}$ and $s_{n}: C_{n} \rightarrow D_{n+1}$. The $h_{\bullet}^{t}$ are chain maps $(t=0,1)$ and $d s_{n}(y)=$ $h_{n}^{1}(y)-h_{n}^{0}(y)-s_{n-1} c y$, i.e., $s_{\bullet}: h_{\bullet}^{1} \simeq h_{\bullet}^{0}$ is a chain homotopy in our previous definition. 3. Imitate the topological definition of the mapping cone and define the mapping cone of a chain map $f: C \rightarrow D$ as a quotient of $I \bullet \otimes C \oplus D$. The $n$-th chain group is then canonically isomorphic to $C_{n-1} \oplus D_{n}$ and the resulting boundary operator is the one we defined in the section on chain equivalences. Consider also the mapping cylinder from this view-point.

### 11.8 The Functors Tor and Ext

Let $R$ be a principal ideal ring. We work in the category $R$-MOD; this comprises the category of abelian groups ( $\mathbb{Z}$-modules). An exact sequence $0 \rightarrow F_{1} \rightarrow F_{0} \rightarrow$ $A \rightarrow 0$ with free modules $F_{1}, F_{0}$ is a free resolution of $A$. Since submodules of free modules are free, it suffices to require that $F_{0}$ is free. Let $F(A)$ denote the free $R$-module generated by the set $A$. Denote the basis element of $F(A)$ which belongs to $a \in A$ by $[a]$. We have a surjective homomorphism $p: F(A) \rightarrow A$, $\sum n_{a}[a] \mapsto \sum n_{a} a$. Let $K(A)$ denote its kernel. The exact sequence

$$
0 \rightarrow K(A) \xrightarrow{i} F(A) \xrightarrow{p} A \rightarrow 0
$$

will be called the standard resolution of $A$. We take the tensor product (over $R$ ) of this sequence with a module $G$, denote the kernel of $i \otimes 1$ by $\operatorname{Tor}^{R}(A, G)=$ $\operatorname{Tor}(A, G)$ and call it the torsion product of $A, G$.

We now derive some elementary properties of torsion products. We show that $\operatorname{Tor}(A, G)$ can be determined from any free resolution, and we make $\operatorname{Tor}(-,-)$ into a functor in two variables. In the next lemma we compare free resolutions.
(11.8.1) Lemma. Given a homomorphism $f: A \rightarrow A^{\prime}$ and free resolution $\mathcal{F}$ and $\mathcal{F}^{\prime}$ of $A$ and $A^{\prime}$, there exists a commutative diagram

(without $s$ ). If $\left(\overline{f_{1}}, \overline{f_{0}}\right)$ is another choice of homomorphisms making the diagram commutative, then there exists a homomorphism $s: F_{0} \rightarrow F_{1}^{\prime}$ with $f_{0}-f_{0}^{\prime}=i^{\prime} s$ and $f_{1}-f_{1}^{\prime}=s i$.

Proof. Let $\left(x_{k}\right)$ be a basis of $F_{0}$. Choose $x_{k}^{\prime} \in F_{0}^{\prime}$ such that $p^{\prime}\left(x_{k}^{\prime}\right)=f p\left(x_{k}\right)$. Define $f_{0}$ by $f_{0}\left(x_{k}\right)=x_{k}^{\prime}$. Then $f p=p^{\prime} f_{0}$. Since $p^{\prime} f_{0} i=0$, there exists by exactness of $\mathcal{F}^{\prime}$ a unique $f_{1}$ such that $f_{0} i=i^{\prime} f_{1}$. Since $p^{\prime}\left(f_{0}-f_{0}^{\prime}\right)=f p-f p=$ 0 , the elements $\left(f_{0}-f_{0}^{\prime}\right)\left(x_{k}\right)$ are contained in the kernel of $p^{\prime}$. Hence we have $\left(f_{0}-f_{o}^{\prime}\right)\left(x_{k}\right)=i^{\prime}\left(y_{k}\right)$ for suitable $y_{k}$. We define $s$ by $s\left(x_{k}\right)=y_{k}$. From $i^{\prime}\left(f_{1}-f_{1}^{\prime}\right)=f_{0} i-f_{0}^{\prime} i=i^{\prime}$ si and the injectivity of $i^{\prime}$ we conclude $f_{1}-f_{1}^{\prime}=$ si.

We take the tensor product $\otimes G$ of the diagram in (11.8.1). The homomorphism $f_{1} \otimes 1$ induces a homomorphism $\operatorname{Ker}(i \otimes 1) \rightarrow \operatorname{Ker}\left(i^{\prime} \otimes 1\right)$ and $f_{1}-f_{1}^{\prime}=s i$ shows that this homomorphism does not depend on the choice of $\left(f_{1}, f_{0}\right)$. Let us denote this homomorphism by $T\left(f ; \mathcal{F}, \mathcal{F}^{\prime}\right)$. If $g: A^{\prime} \rightarrow A^{\prime \prime}$ is given and $\mathcal{F}^{\prime \prime}$ a
free resolution of $A^{\prime \prime}$, then $T\left(g ; \mathcal{F}^{\prime}, \mathcal{F}^{\prime \prime}\right) \circ T\left(f ; \mathcal{F}, \mathcal{F}^{\prime}\right)=T\left(g f ; \mathcal{F}, \mathcal{F}^{\prime \prime}\right)$. This implies that an isomorphism $f$ induces an isomorphism $T\left(f ; \mathcal{F}, \mathcal{F}^{\prime}\right)$. In particular each free resolution yields a unique isomorphism $\operatorname{Ker}(i \otimes 1) \cong \operatorname{Tor}(A ; G)$, if we compare $\mathcal{F}$ with the standard resolution. The standard resolution is functorial in $A$. This fact is used to make $\operatorname{Tor}(-, G)$ into a functor. It is clear that a homomorphism $G \rightarrow G^{\prime}$ induces a homomorphisms $\operatorname{Tor}(A, G) \rightarrow \operatorname{Tor}\left(A, G^{\prime}\right)$. Hence Tor is also a functor in the variable $G$ (and the two functor structures commute).

If we view $0 \rightarrow F_{1} \rightarrow F_{0} \rightarrow 0$ in (11.8.1) as a chain complex, then $\left(f_{1}, f_{0}\right)$ is a chain map and $s$ yields a chain homotopy between $\left(f_{1}, f_{0}\right)$ and $\left(f_{1}^{\prime}, f_{0}^{\prime}\right)$.
(11.8.2) Proposition. Elementary properties of torsion groups in the category of abelian groups are:
(1) Let $A$ be a free abelian group. Then $\operatorname{Tor}(A, G)=0$.
(2) $\operatorname{Tor}(\mathbb{Z} / n, G) \cong\{g \in G \mid n g=0\} \subset G$.
(3) If $G$ is torsion free, then $\operatorname{Tor}(\mathbb{Z} / n, G)=0$.
(4) $\operatorname{Tor}(\mathbb{Z} / m, \mathbb{Z} / n) \cong \mathbb{Z} / d$ with $d$ the greatest common divisor of $m, n$.
(5) A direct sum decomposition $A \cong A_{1} \oplus A_{2}$ induces a direct sum decomposition $\operatorname{Tor}(A, G) \cong \operatorname{Tor}\left(A_{1}, G\right) \oplus \operatorname{Tor}\left(A_{2}, G\right)$.

Proof. (1) $0 \rightarrow 0 \rightarrow A \rightarrow A \rightarrow 0$ is a free resolution. (2) Use the free resolution $0 \rightarrow \mathbb{Z} \xrightarrow{n} \mathbb{Z} \rightarrow \mathbb{Z} / n \rightarrow 0$. (3) and (4) are consequences of (2). In order to verify (5), use the direct sum of free resolutions.

We can also work with a resolution of the other variable. Let $Q_{1} \succ Q_{0} \rightarrow B$ be a free resolution and define $\operatorname{Tor}^{\prime}(A, B)=\operatorname{Ker}\left(A \otimes Q_{1} \rightarrow A \otimes Q_{0}\right)$.
(11.8.3) Proposition. There exists a canonical isomorphism

$$
\operatorname{Tor}(A, B) \cong \operatorname{Tor}^{\prime}(A, B)
$$

Proof. Let $P_{1} \rightarrow P_{0} \rightarrow A$ be a free resolution. From the resolutions of $A$ and $B$ we obtain a commutative diagram:


The Kernel-Cokernel Lemma (11.2.6) yields an isomorphism $\delta$ of $\operatorname{Tor}(A, B)=$ $\operatorname{Ker}(\gamma)$ with the submodule $\operatorname{Tor}^{\prime}(A, B)$ of Coker $\alpha$.

Interchanging the tensor factors yields an isomorphism $\operatorname{Tor}(B, A) \cong \operatorname{Tor}^{\prime}(A, B)$. We combine this with (11.8.3) and see that the isomorphisms (11.8.2) also hold if we interchange the variables. It is now no longer necessary to use the notation Tor ${ }^{\prime}$.

The functor Ext is defined in analogy to the functor Tor, the tensor product is replaced by the Hom-functor.

Let $R$ be a principal ideal domain and $0 \rightarrow K(A) \xrightarrow{i} F(A) \xrightarrow{p} A \rightarrow 0$ the standard free resolution of $A$ as above. We apply the functor $\operatorname{Hom}_{R}(-, B)$ to this sequence. The cokernel of $i^{*}: \operatorname{Hom}(F(A), B) \rightarrow \operatorname{Hom}(K(A), B)$ is defined to be $\operatorname{Ext}^{R}(A, B)=\operatorname{Ext}(A, B)$. We show that $\operatorname{Ext}(A, B)$ can be determined from any free resolution. We start with a diagram as in (11.8.1) and obtain a well-defined homomorphism $\operatorname{Coker}(\operatorname{Hom}(i, B)) \rightarrow \operatorname{Coker}\left(\operatorname{Hom}\left(i^{\prime}, B\right)\right)$; in particular we obtain an isomorphism $\operatorname{Ext}(A, B) \cong \operatorname{Coker}(\operatorname{Hom}(i, B))$.
(11.8.4) Proposition. Elementary properties of Ext in the category of abelian groups are:
(1) $\operatorname{Ext}(A, B)=0$ for a free abelian group $A$.
(2) $\operatorname{Ext}(\mathbb{Z} / n, B) \cong B / n B$.
(3) $\operatorname{Ext}(\mathbb{Z} / n, B)=0$ for $B=\mathbb{Q}, \mathbb{Q} / \mathbb{Z}, \mathbb{R}$.
(4) $\operatorname{Ext}(\mathbb{Z} / m, \mathbb{Z} / n) \cong \mathbb{Z} /(m, n)$.
(5) $\operatorname{Ext}\left(A_{1} \oplus A_{2}, B\right) \cong \operatorname{Ext}\left(A_{1}, B\right) \oplus \operatorname{Ext}\left(A_{2}, B\right)$.

The foregoing develops what we need in this text. We should at least mention the general case. Let $0 \leftarrow C \leftarrow P_{0} \leftarrow P_{1} \leftarrow \cdots$ be a projective resolution of the $R$-module $C$ and let $A$ be another $R$-module. We apply $\operatorname{Hom}(-, A)$ to the chain complex $P_{*}$ and obtain a cochain complex $\operatorname{Hom}\left(P_{*}, A\right)$; its $i$-th cohomology group $(i \geq 1)$ is denoted $\operatorname{Ext}_{R}^{i}(C, A)$. Since projective resolutions are unique up to chain equivalence, the $\operatorname{Ext}_{R^{i}}$-groups are unique up to isomorphism. For principal ideal domains only Ext ${ }_{1}$ occurs, since we have resolution of length 1. The notation Ext has its origin in the notion of extensions of modules. An exact sequence

$$
0 \rightarrow A \rightarrow B_{n-1} \rightarrow \cdots \rightarrow B_{1} \rightarrow B_{0} \rightarrow C \rightarrow 0
$$

is called an $\boldsymbol{n}$-fold extension of $\boldsymbol{A}$ by $\boldsymbol{C}$. One can obtain $\mathrm{Ext}_{R}^{n}(C, A)$ as certain congruence classes of $n$-fold extension of $A$ by $C$, see [120, Chapter III]. Write $E \leadsto E^{\prime}$ if there exists a commutative diagram

The congruence relation is generated by $\rightsquigarrow$.

## Problems

1. Suppose $\operatorname{Tor}(A, \mathbb{Z} / p)=0$ for each prime $p$. Then the abelian group $A$ is torsion free.
2. The kernel of $A \rightarrow A \otimes \mathbb{Z} \mathbb{Q}, a \mapsto a \otimes 1$ is the torsion subgroup of $A$.
3. Does there exist a non-trivial abelian group $A$ such that $A \otimes \mathbb{F}=0$ for each field $\mathbb{F}$ ?

### 11.9 Universal Coefficients

We still work in $R$-MOD for a principal ideal domain $R$. Let $C=\left(C_{n}, c_{n}\right)$ be a chain complex of modules. Then $C \otimes G=\left(C_{n} \otimes G, c_{n} \otimes 1\right)$ is again a chain complex.
(11.9.1) Proposition (Universal Coefficients). Let $C$ be a chain complex of free modules. Then there exists an exact sequence

$$
0 \rightarrow H_{q}(C) \otimes G \xrightarrow{\alpha} H_{q}(C \otimes G) \xrightarrow{\beta} \operatorname{Tor}\left(H_{q-1}(C), G\right) \rightarrow 0
$$

The sequence is natural in $C$ and $G$ and splits. The homomorphism $\alpha$ sends $[z] \otimes g$ for a cycle $z$ to the homology class $[z \otimes g]$.

Proof. The sequence $0 \rightarrow Z_{n} \rightarrow C_{n} \xrightarrow{c_{n}} B_{n-1} \rightarrow 0$ is exact; $B_{n-1}$ is a submodule of $C_{n-1}$ and hence free. Therefore the sequence splits and the induced sequence

$$
0 \rightarrow Z_{n} \otimes G \rightarrow C_{n} \otimes G \rightarrow B_{n-1} \otimes G \rightarrow 0
$$

is again a split exact sequence. We consider the totality of these sequences as an exact sequence of chain complexes, the $Z$ - and the $B$-complex have trivial boundary operator. Associated to this short exact sequence of chain complexes is a long exact homology sequence of the form

$$
B_{n} \otimes G \stackrel{i \otimes 1}{\longrightarrow} Z_{n} \otimes G \longrightarrow H_{n}(C \otimes G) \longrightarrow B_{n-1} \otimes G \stackrel{i \otimes 1}{\longrightarrow} Z_{n-1} \otimes G .
$$

One verifies that the boundary operator (11.3.1) of the homology sequence is $i \otimes 1$, where $i: B_{n} \subset Z_{n}$. The sequence $B_{n} \otimes G \rightarrow Z_{n} \otimes G \rightarrow H_{n} \otimes G \rightarrow 0$ is exact, hence the cokernel of $i \otimes 1$ is $H_{n}(C) \otimes G$, and the resulting map $H_{n}(C) \otimes G \rightarrow$ $H_{n}(C \otimes G)$ is $\alpha$. The kernel of $B_{n-1} \otimes G \rightarrow Z_{n-1} \otimes G$ is $\operatorname{Tor}\left(H_{n-1}(C), G\right)$, because $0 \rightarrow B_{n-1} \rightarrow Z_{n-1} \rightarrow H_{n-1}(C) \rightarrow 0$ is a free resolution. Let $r: C_{n} \rightarrow$ $Z_{n}$ be a splitting of $Z_{n} \subset C_{n}$. Then

$$
Z_{n}(C \otimes G) \subset C_{n} \otimes G \xrightarrow{r \otimes 1} Z_{n} \otimes G \rightarrow H_{n}(C) \otimes G
$$

maps $B_{n}(C \otimes G)$ to zero and induces $\rho: H_{n}(C \otimes G) \rightarrow H_{n}(C) \otimes G$ with $\rho \alpha=\mathrm{id}$, i.e., a splitting of the universal coefficient sequence.

Let again $C=\left(C_{n}, c_{n}\right)$ be a chain complex with free $R$-modules $C_{n}$. We obtain the cochain complex with cochain groups $\operatorname{Hom}\left(C_{n}, G\right)$ and cohomology groups $H^{n}(C ; G)$.
(11.9.2) Proposition (Universal Coefficients). There exists an exact sequence

$$
0 \rightarrow \operatorname{Ext}\left(H_{n-1}(C), G\right) \rightarrow H^{n}(C ; G) \xrightarrow{\alpha} \operatorname{Hom}\left(H_{n}(C), G\right) \rightarrow 0 .
$$

The map $\alpha$ sends the cohomology class of the cocycle $\varphi: C_{n} \rightarrow G$ to the homomorphism $H_{n}(C) \rightarrow G,[c] \mapsto \varphi(c)$. The sequence is natural with respect to chain maps (variable C) and module homomorphisms (variable $G$ ). The sequence splits, and the splitting is natural in $G$ but not in $C$.

Proof. Again we start with the split exact sequence $0 \rightarrow Z_{n} \rightarrow C_{n} \rightarrow B_{n-1} \rightarrow 0$ and the induced exact sequence

$$
0 \leftarrow \operatorname{Hom}\left(Z_{n}, G\right) \leftarrow \operatorname{Hom}\left(C_{n}, G\right) \leftarrow \operatorname{Hom}\left(B_{n-1}, G\right) \leftarrow 0
$$

We consider the totality of these sequences as an exact sequence of cochain complexes, the $Z$ - and the $B$-complex have trivial coboundary operator. Associated to this short exact sequence of cochain complexes is a long exact cohomology sequence of the form

$$
\cdots \leftarrow \operatorname{Hom}\left(B_{n}, G\right) \stackrel{d^{n}}{\leftarrow} \operatorname{Hom}\left(Z_{n}, G\right) \leftarrow H^{n}(C ; G) \leftarrow \operatorname{Hom}\left(B_{n-1}, G\right) \leftarrow \cdots
$$

which induces a short exact sequence

$$
\begin{equation*}
0 \leftarrow \operatorname{Ker} d^{n} \stackrel{\alpha}{\leftarrow} H^{n}(C ; G) \leftarrow \operatorname{Coker} d^{n-1} \leftarrow 0 \tag{4}
\end{equation*}
$$

We need:
(11.9.3) Lemma. The formal coboundary operator $d^{n}$ (without the additional sign introduced earlier!) is the homomorphism induced by $i: B_{n} \rightarrow Z_{n}$.

Proof. Let $\varphi: Z_{n} \rightarrow G$ be given. Then $d^{n}(\varphi)$ is obtained as follows: Extend $\varphi$ to $\tilde{\varphi}: C_{n} \rightarrow G$. Apply $\delta$ and find a pre-image of $\delta(\tilde{\varphi})=\tilde{\varphi} c_{n+1}$ in $\operatorname{Hom}\left(B_{n}, G\right)$. One verifies that $\varphi i$ is a pre-image.

From the exact sequence $0 \rightarrow B_{n} \rightarrow Z_{n} \rightarrow H_{n}(C) \rightarrow 0$ we obtain the exact sequence

$$
\operatorname{Hom}\left(B_{n}, G\right) \stackrel{i^{*}}{\leftarrow} \operatorname{Hom}\left(Z_{n}, G\right) \leftarrow \operatorname{Hom}\left(H_{n}(C), G\right) \leftarrow 0
$$

We use it to identify the $\operatorname{Ker} i^{*}$ with $\operatorname{Hom}\left(H_{n}(C), G\right)$. One verifies that $\alpha$ is as claimed in the statement (11.9.2). From the free presentation and the definition
of Ext we thus obtain the exact sequence of the theorem. The naturality of this sequence is a consequence of the construction. It remains to verify the splitting. We choose a splitting $r: C_{n} \rightarrow Z_{n}$ of the inclusion $Z_{n} \subset C_{n}$. Now consider the diagram


If $\varphi \in \operatorname{Ker} i^{*}$, then $r^{*}(\varphi)=\varphi \circ r \in \operatorname{Ker} \delta$. The splitting is induced by Ker $i^{*} \rightarrow$ $Z^{n}(\operatorname{Hom}(C, G)), \varphi \mapsto \varphi t$.

Without going into the definition of Ext we see from the discussion:
(11.9.4) Proposition. Suppose $H_{n-1}(C)$ is a free $R$-module. Then the homomorphism $\alpha: H^{n}(C ; G) \rightarrow \operatorname{Hom}\left(H_{n}(C), G\right)$ in (11.9.2) is an isomorphism.

Proof. The sequence $0 \rightarrow B_{n-1} \rightarrow Z_{n-1} \rightarrow H_{n-1} \rightarrow 0$ splits and therefore the cokernel of $d^{n-1}$ is zero.

Given a cochain complex $C^{\bullet}=\left(C^{q}, \delta^{q}\right)$ we can view it as a chain complex $C_{\bullet}=\left(C_{q}, \partial_{q}\right)$ by a shift of indices: We set $C_{q}=C^{-q}$ and we define $\partial_{q}: C_{q} \rightarrow$ $C_{q-1}$ as $\delta^{-q}: C^{-q} \rightarrow C^{-q+1}$. We can now rewrite (11.9.1):
(11.9.5) Proposition. Let $C^{\bullet}$ be a cochain complex of free $R$-modules. Then we have a split exact sequence

$$
0 \rightarrow H^{q}\left(C^{\bullet}\right) \otimes G \rightarrow H^{q}\left(C^{\bullet} \otimes G\right) \rightarrow \operatorname{Tor}\left(H^{q+1}\left(C^{\bullet}\right), G\right) \rightarrow 0
$$

Let now $C \bullet$ be a chain complex of free modules. We apply (11.9.5) to the dual cochain complex with $C^{q}=\operatorname{Hom}\left(C_{q}, R\right)$ and cohomology groups $H^{q}(C ; R)$.
(11.9.6) Proposition. Let $C$ be a free chain complex and $G$ be a module such that either $H_{*}(C)$ is of finite type or $G$ is finitely generated. Then there exists a natural exact sequence

$$
0 \rightarrow H^{p}(C) \otimes G \rightarrow H^{q}(C ; G) \rightarrow \operatorname{Tor}\left(H^{q+1}(C), G\right) \rightarrow 0
$$

and this sequence splits.
Proof. If $G$ is finitely generated we have a canonical isomorphism of the form $\operatorname{Hom}(C, R) \otimes G \cong \operatorname{Hom}(C, G)$; we use this isomorphism in (11.9.5). If $H_{*}(C)$ is of finite type we replace $C$ by a chain equivalent complex $C^{\prime}$ of finite type (see (11.6.4)). In that case we have again a canonical isomorphism $\operatorname{Hom}\left(C^{\prime}, R\right) \otimes G \cong$ $\operatorname{Hom}\left(C^{\prime}, G\right)$. We apply now (11.9.5) to $C^{\prime}$.
(11.9.7) Proposition. Let $f: C \rightarrow D$ be a chain map between complexes of free abelian groups. Suppose that for each field $\mathfrak{F}$ the map $f \otimes \mathbb{F}$ induces isomorphisms of homology groups. Then $f$ is a chain equivalence.

Proof. Let $C(f)$ denote the mapping cone of $f$. The hypothesis implies that $H_{*}(C(f) \otimes \mathbb{F})=0$. We use the universal coefficient sequence. It implies that $\operatorname{Tor}\left(H_{*}(C(f)), \mathbb{Z} / p\right)=0$ for each prime $p$. Hence $H_{*}(C(f))$ is torsion-free. From $H_{*}(C(f)) \otimes \mathbb{Q}$ we conclude that $H_{*}(C(f))$ is a torsion group. Hence $H_{*}(C(f))=0$. Now we use (11.6.3).

### 11.10 The Künneth Formula

Let $C$ and $D$ be chain complexes of $R$-modules over a principal ideal domain $R$. We have the tensor product chain complex $C \otimes_{R} D$ and the associated homomorphism

$$
\alpha: H_{i}(C) \otimes_{R} H_{j}(D) \rightarrow H_{i+j}\left(C \otimes_{R} D\right), \quad[x] \otimes[y] \mapsto[x \otimes y]
$$

We use the notation $*$ for $\operatorname{Tor}^{R}$. The next theorem and its proof generalizes the universal coefficient formula (11.9.1).
(11.10.1) Theorem (Künneth Formula). Suppose $C$ consists of free $R$-modules. Then there exists an exact sequence
$0 \rightarrow \bigoplus_{i+j=n} H_{i}(C) \otimes_{R} H_{j}(D) \rightarrow H_{n}\left(C \otimes_{R} D\right) \rightarrow \bigoplus_{i+j=n-1} H_{i}(C) * H_{j}(D) \rightarrow 0$.
If also $D$ is a free complex, then the sequence splits.
Proof. We consider the graded modules $Z(C)$ and $B(C)$ of cycles and boundaries as chain complexes with trivial boundary. Since $Z(C)$ is free, we have the equalities (canonical isomorphisms)

$$
(Z(C) \otimes Z(D))_{n}=\operatorname{Ker}\left(1 \otimes \partial:(Z(C) \otimes D)_{n} \rightarrow(Z(C) \otimes D)_{n-1}\right)
$$

and

$$
(Z(C) \otimes B(D))_{n}=\operatorname{Im}\left(1 \otimes \partial:(Z(C) \otimes D)_{n+1} \rightarrow(Z(C) \otimes D)_{n}\right)
$$

and they imply $H(Z(C) \otimes D) \cong Z(C) \otimes H(D)$ (homology commutes with the tensor product by a free module). In a similar manner we obtain an isomorphism $H(B(C) \otimes D) \cong B(C) \otimes H(D)$. We form the tensor product of the free resolution of chain complexes

$$
0 \rightarrow B(C) \xrightarrow{i} Z(C) \rightarrow H(C) \rightarrow 0
$$

with $H(D)$. We obtain the following exact sequence, referred to as $(\dagger)$, with injective morphism (1) and surjective morphism (2)

$$
H(C) * H(D) \xrightarrow{(1)} B(C) \otimes H(D) \xrightarrow{i \otimes 1} Z(C) \otimes H(D) \xrightarrow{(2)} H(C) \otimes H(D)
$$

Let us use the notation $(A[-1])_{n}=A_{n-1}$ for a graded object $A$. We tensor the exact sequence of chain complexes $0 \rightarrow Z(C) \rightarrow C \rightarrow B(C)[-1] \rightarrow 0$ with $D$ and obtain an exact sequence

$$
0 \rightarrow Z(C) \otimes D \rightarrow C \otimes D \rightarrow(B(C) \otimes D)[-1] \rightarrow 0
$$

Its exact homology sequence has the form

$$
\begin{aligned}
\cdots & \rightarrow H(B(C) \otimes D) \xrightarrow{(1)} H(Z(C) \otimes D) \rightarrow H(C \otimes D) \\
& \rightarrow H(B(C) \otimes D)[-1] \xrightarrow{(1)} H(Z(C) \otimes D)[-1] \rightarrow \cdots .
\end{aligned}
$$

One verifies that $(1)$ is the map $(i \otimes 1)_{*}$. Hence we obtain the exact sequence

$$
0 \rightarrow \operatorname{Coker}\left(i_{*}\right) \rightarrow H(C \otimes D) \rightarrow \operatorname{Ker}\left(i_{*}\right)[-1] \rightarrow 0
$$

which yields, together with the sequence $(\dagger)$, the exact sequence of the theorem.
Choose retractions $r: C_{n} \rightarrow Z_{n}(C)$ and $s: D_{n} \rightarrow Z_{n}(D)$. Then $(C \otimes D)_{n} \rightarrow$ $H(C) \otimes H(D), c \otimes d \mapsto[r(c)] \otimes[s(d)]$ sends the boundaries of $(C \otimes D)_{n}$ to zero and induces a retraction $\rho: H_{n}(C \otimes D) \rightarrow(H(C) \otimes H(D))_{n}$ of $\alpha$.

As in the case of the universal coefficient theorem we can rewrite (11.10.1) in terms of cochain complexes. Under suitable finiteness conditions we can then apply the result to the dual complex of a chain complex and obtain:
(11.10.2) Theorem (Künneth Formula). Let $C$ and $D$ be free chain complexes such that $H_{*}(C)$ or $H_{*}(D)$ is of finite type. Then there exists a functorial exact sequence
$0 \rightarrow \underset{i+j=n}{\bigoplus} H^{i}(C) \otimes H^{j}(D) \rightarrow H^{n}(C \otimes D) \rightarrow \underset{i+j=n+1}{\bigoplus} H^{i}(C) * H^{j}(D) \rightarrow 0$
and this sequence splits.

## Chapter 12

## Cellular Homology

In this chapter we finally show that ordinary homology theory is determined on the category of cell complexes by the axioms of Eilenberg and Steenrod. From the axioms one constructs the cellular chain complex of a CW-complex. This chain complex depends on the skeletal filtration, and the boundary operators of the chain complex are determined by the so-called incidence numbers; these are mapping degrees derived from the attaching maps. The main theorem then says that the algebraic homology groups of the cellular chain complex are isomorphic to the homology groups of the homology theory (if it satisfies the dimension axiom). From this fact one obtains immediately qualitative results and explicit computations of homology groups. Thus if $X$ has $k(n) n$-cells, then $H_{n}(X ; \mathbb{Z})$ is a subquotient of the free abelian group of rank $k(n)$. A finite cell complex has finitely generated homology groups. We deduce that the combinatorial Euler characteristic is a homotopy invariant that can be computed from the homology groups.

In the case of a simplicial complex we show that singular homology is isomorphic to the classical combinatorial simplicial homology. In this context, simplicial homology is a special case of cellular homology.

### 12.1 Cellular Chain Complexes

Let $h_{*}$ be an additive homology theory. Let $X$ be obtained from $A$ by attaching $n$-cells via $(\Phi, \varphi): \coprod_{e \in E}\left(D_{e}^{n}, S_{e}^{n-1}\right) \rightarrow(X, A)$. The characteristic map of the cell $e$ is denoted by $\left(\Phi^{e}, \varphi^{e}\right)$. The index $e$ distinguishes different copies.
(12.1.1) Proposition. The induced map

$$
\Phi^{n}=\left\langle\Phi_{*}^{e}\right\rangle: \bigoplus_{e} h_{*}\left(D_{e}^{n}, S_{e}^{n-1}\right) \rightarrow h_{*}(X, A)
$$

is an isomorphism.
Proof. By (10.4.6), $\Phi_{*}: h_{*}\left(\coprod_{e}\left(D_{e}^{n}, S_{e}^{n-1}\right)\right) \rightarrow h_{*}(X, A)$ is an isomorphism. Now apply the additivity isomorphism $\bigoplus_{e} h_{*}\left(D_{e}^{n}, S_{e}^{n-1}\right) \cong h_{*}\left(\coprod_{e}\left(D_{e}^{n}, S_{e}^{n-1}\right)\right.$ and compose it with $\Phi_{*}$.

The isomorphism inverse to $\Phi^{n}$ is obtained as follows. Given $z \in h_{k}(X, A)$. We use the inclusion $p^{e}:(X, A) \subset(X, X \backslash e)$ and the relative homeomorphism $\Phi^{e}:\left(D^{n}, S^{n-1}\right) \rightarrow(X, X \backslash e)$. Let $z_{e} \in h_{k}\left(D_{e}^{n}, S_{e}^{n-1}\right)$ denote the image of $z$ under

$$
z \in h_{k}(X, A) \xrightarrow{p_{*}^{e}} h_{k}(X, X \backslash e) \stackrel{\Phi_{*}^{e}}{\longleftrightarrow} h_{k}\left(D_{e}^{n}, S_{e}^{n-1}\right) \ni z_{e} .
$$

Then $z \mapsto\left(z_{e} \mid e \in E\right)$ is inverse to $\Phi^{n}$.
Let $X$ be a CW-complex. The boundary operator $\partial: h_{k+1}\left(X^{n+1}, X^{n}\right) \rightarrow$ $h_{k}\left(X^{n}, X^{n-1}\right)$ of the triple $\left(X^{n+1}, X^{n}, X^{n-1}\right)$ is transformed via the isomorphisms (12.1.1) into a matrix of linear maps

$$
m(e, f): h_{k+1}\left(D_{f}^{n+1}, S_{f}^{n}\right) \rightarrow h_{k}\left(D_{e}^{n}, S_{e}^{n-1}\right)
$$

for each pair $(f, e)$ of an $(n+1)$-cell $f$ and an $n$-cell $e$ (as always in linear algebra). Let $\iota^{e, f}$ be the composition

$$
S_{f}^{n} \xrightarrow{\varphi^{f}} X^{n} \xrightarrow{q^{e}} X^{n} /\left(X^{n} \backslash e\right) \stackrel{\Phi^{e}}{\longleftrightarrow} D^{n} / S^{n-1} .
$$

If we compose $\iota^{e, f}$ with an h-equivalence $\kappa^{n}: D^{n} / S^{n-1} \rightarrow S^{n}$, then $\kappa^{n} \iota^{e, f}$ has as a self-map of $S^{n}$ a degree $d(e, f)$. We call $d(e, f)$ the incidence number of the pair $(f, e)$ of cells. The case $n=0$ is special, so let us consider it separately. Note that $D^{0} / S^{-1}$ is the point $D^{0}=\{0\}$ together with a disjoint base point $\{*\}$. Let $\kappa^{0}$ be given by $\kappa^{0}(0)=+1$ and $\kappa^{0}(*)=-1$. We have two 0 -cells $\varphi^{f}( \pm 1)=e_{ \pm}$ (they could coincide). With these conventions $d\left(f, e_{ \pm}\right)= \pm 1$.

In the following considerations we use different notation $\partial, \partial^{\prime}, \partial^{\prime \prime}$ for the boundary operators.
(12.1.2) Proposition. The diagram

is commutative.
Proof. Consider the diagram


Given $x \in h_{k+1}\left(D^{n+1}, S^{n}\right)$. Then $p_{*} m(e, f) x$ is, by definition of $m(e, f)$, the image of $x$ in $h_{k}\left(D^{n} / S^{n-1}\right)$. Now use the commutativity of the diagram.
(12.1.3) Corollary. Let $\sigma: h_{k}\left(D^{n}, S^{n-1}\right) \rightarrow h_{k+1}\left(D^{n+1}, S^{n}\right)$ be a suspension isomorphism. Then $m(e, f) \circ \sigma$ is the multiplication by $d(e, f)$, provided the relation $\partial^{\prime \prime} \circ \sigma=\kappa_{*}^{n} \circ p_{*}$ holds.

We now write the isomorphism (12.1.1) in a different form. We use an iterated suspension isomorphism $\sigma^{n}: h_{k-n} \rightarrow h_{k}\left(D^{n}, S^{n-1}\right)$ in each summand. Let $C_{n}(X)$ denote the free abelian group on the $n$-cells of $(X, A)$. Elements in $C_{n}(X) \otimes_{\mathbb{Z}} h_{k-n}$ will be written as finite formal sums $\sum_{e} e \otimes u_{e}$ where $u_{e} \in h_{k-n}$; the elements in $C_{n}(X) \otimes h_{k-n}$ are called cellular n-chains with coefficients in $\boldsymbol{h}_{\boldsymbol{k}-\boldsymbol{n}}$. We thus have constructed an isomorphism

$$
\zeta_{n}: C_{n}(X) \otimes_{\mathbb{Z}} h_{k-n} \rightarrow h_{k}(X, A), \quad \sum_{e} e \otimes u_{e} \mapsto \sum_{e} \Phi_{*}^{e} \sigma^{n}\left(u_{e}\right) .
$$

The matrix of incidence numbers provides us with the $\mathbb{Z}$-linear map

$$
M(n): C_{n+1}(X) \rightarrow C_{n}(X), \quad f \mapsto \sum_{e} d(e, f) e
$$

The sum is finite: $d(e, f)$ can only be non-zero if the image of $\varphi^{f}$ intersects $e$ (property (W3) of a Whitehead complex). From the preceding discussion we obtain:
(12.1.4) Proposition. Suppose $\sigma$ and $\kappa$ are chosen such that the relation (12.1.3) holds. Then the diagram

$$
\begin{gathered}
h_{k+1}\left(X^{n+1}, X^{n}\right) \xrightarrow{\partial} h_{k}\left(X^{n}, X^{n-1}\right) \\
\prod_{\zeta_{n+1}} \\
C_{n+1}(X) \otimes h_{k-n} \xrightarrow{M(n) \otimes \mathrm{id}} C_{n}(X) \otimes h_{k-n}
\end{gathered}
$$

is commutative.
The composition of the boundary operators (belonging to the appropriate triples)

$$
h_{m+1}\left(X^{n+1}, X^{n}\right) \xrightarrow{\partial} h_{m}\left(X^{n}, X^{n-1}\right) \xrightarrow{\partial} h_{m-1}\left(X^{n-1}, X^{n-2}\right)
$$

is zero, because the part $h_{m}\left(X^{n}\right) \rightarrow h_{m}\left(X^{n}, X^{n-1}\right) \rightarrow h_{m-1}\left(X^{n-1}\right)$ of the exact sequence of the pair ( $X^{n}, X^{n-1}$ ) is "contained" in this composition. We set $h_{n, k}(X)=h_{n+k}\left(X^{n}, X^{n-1}\right)$. Thus the groups ( $\left.h_{n, k}(X) \mid n \in \mathbb{Z}\right)$ together with the boundary operators just considered form a chain complex $h_{\bullet, k}(X)$.
(12.1.5) Proposition. The product $M(n-1) M(n)$ of two adjacent incidence matrices is zero. The cellular chain groups $C_{n}(X)$ together with the homomorphisms $M(n): C(n) \rightarrow C(n-1)$ form a chain complex $C \bullet(X)$. This chain complex is called the cellular chain complex of $X$.

Proof. The relation $M(n-1) M(n)=0$ follows from (12.1.4) applied to the chain complex $H_{\bullet, 0}(X)$ obtained from singular homology with coefficients in $\mathbb{Z}$.

The cellular chain complex has its algebraically defined homology groups. In the next section we prove that in the case of an ordinary homology theory the algebraic homology groups of the cellular chain complex are naturally isomorphic to the homology groups of the theory. We should point out that the algebraic homology groups of the chain complexes $h_{\bullet, k}(X)$ only depend on the space and the coefficients of the homology theory, so are essentially independent of the theory. Nevertheless, they can be used to obtain further information about general homology theories this is the topic of the so-called spectral sequences [130].

The definition of incidence numbers uses characteristic maps and a homotopy equivalence $\kappa$. These data are not part of the structure of a CW-complex so that the incidence numbers are not completely determined by the CW-complex. The choice of a characteristic map determines, as one says, an orientation of the cell. If $\Phi, \Psi:\left(D^{n}, S^{n-1}\right) \rightarrow\left(X^{n}, X^{n-1}\right)$ are two characteristic maps of a cell $e$, then

$$
\Psi^{-1} \Phi: D^{n} / S^{n-1} \rightarrow X^{n} / X^{n} \backslash e \leftarrow D^{n} / S^{n-1}
$$

is a homeomorphism and hence has degree $\pm 1$. One concludes that the incidence numbers are defined up to sign by the CW-complex.
(12.1.6) Proposition. A cellular map $f: X \rightarrow Y$ induces a chain map with components $f_{*}: h_{m}\left(X^{n}, X^{n-1}\right) \rightarrow h_{m}\left(Y^{n}, Y^{n-1}\right)$. Homotopic cellular maps induce chain homotopic maps.

Proof. The first assertion is clear. Let $f, g: X \rightarrow Y$ be cellular maps and let $\varphi: X \times I \rightarrow Y, f \simeq g$ be a homotopy between them. By the cellular approximation theorem we can assume that $\varphi$ is cellular, i.e., $\varphi\left((X \times I)^{n}\right) \subset Y^{n}$. Note that $(X \times I)^{n}=X^{n} \times \partial I \cup X^{n-1} \times I$. We define a chain homotopy as the composition

$$
s_{n}: h_{m}\left(X^{n}, X^{n-1}\right) \xrightarrow{\sigma} h_{m+1}\left(\left(X^{n}, X^{n-1}\right) \times(I, \partial I)\right) \xrightarrow{\varphi_{*}} h_{m+1}\left(Y^{n+1}, Y^{n}\right) .
$$

In order to verify the relation $\partial s_{n}=g_{*}-f_{*}-s_{n-1} \partial$ we apply (10.9.4) to $(A, B, C)=\left(X^{n}, X^{n-1}, X^{n-2}\right)$ and compose with $\varphi_{*}$.
(12.1.7) Proposition. Let $\rho: k_{*}(-) \rightarrow l_{*}(-)$ be a natural transformation between additive homology theories such that $\rho$ induces isomorphisms of the coefficient groups $\rho: k_{n}(P) \cong l_{n}(P), n \in \mathbb{Z}, P$ a point. Then $\rho$ is an isomorphism $k_{*}(X) \rightarrow l_{*}(X)$ for each $C W$-complex $X$.

Proof. Since $\rho$ is compatible with the suspension isomorphism we see from (12.1.1) that $\rho: k_{*}\left(X^{n}, X^{n-1}\right) \cong l_{*}\left(X^{n}, X^{n-1}\right)$. Now one uses the exact homology sequences and the Five Lemma to prove by induction on $n$ that $\rho$ is an isomorphism for $n$-dimensional complexes. For the general case one uses (10.8.1).

## Problems

1. The map $x \mapsto\left(2 \sqrt{1-\|x\|^{2}} x, 2\|x\|^{2}-1\right)$ induces a homeomorphism $\kappa^{n}$. Let $\sigma$ be the suspension isomorphism (10.2.5). Then commutativity holds in (12.1.3). For the proof show that $S^{n} \rightarrow S^{n} / D_{+}^{n} \cong D_{-}^{n} / S^{n-1} \xrightarrow{r} D^{n} / S^{n-1} \xrightarrow{\kappa^{n}} S^{n}$, with the projection $r$ which deletes the last coordinate, has degree 1 .
2. Prove $M(n-1) M(n)=0$ without using homology by homotopy theoretic methods.

### 12.2 Cellular Homology equals Homology

Let $H_{*}(-)=H_{*}(-; G)$ be an ordinary additive homology theory with coefficients in $G$ (not necessarily singular homology). The cellular chain complex $C_{\bullet}(X)=$ $C_{\bullet}(X ; G)$ of a CW-complex $X$ with respect to this theory has its algebraically defined homology groups. It is a remarkable and important fact that these algebraic homology groups are naturally isomorphic to the homology groups of the space $X$. This result says that the homology groups are computable from the combinatorial data (the incidence matrices) of the cellular complex.
(12.2.1) Theorem. The n-th homology group of the cellular chain complex $C_{\bullet}(X)$ is naturally isomorphic to $H_{n}(X)$.

Proof. We show that the isomorphism is induced by the correspondence

$$
H_{n}\left(X^{n}, X^{n-1}\right) \leftarrow H_{n}\left(X^{n}\right) \rightarrow H_{n}(X)
$$

We divide the proof into several steps.
(1) A basic input is $H_{k}\left(X^{n}, X^{n-1}\right)=0$ for $k \neq 0$; this follows from our determination of the cellular chain groups in (12.1.1) and the dimension axiom.
(2) $H_{k}\left(X^{n}\right)=0$ for $k>n$. Proof by induction on $n$. The result is clear for $X^{0}$ by the dimension axiom. Let $k>n+1$. We have the exact sequence $H_{k}\left(X^{n}\right) \rightarrow H_{k}\left(X^{n+1}\right) \rightarrow H_{k}\left(X^{n+1}, X^{n}\right)$. The first group is zero by induction, the third by (1).
(3) Since $H_{n-1}\left(X^{n-2}\right)=0$, the map $H_{n-1}\left(X^{n-1}\right) \rightarrow H_{n-1}\left(X^{n-1}, X^{n-2}\right)$ is injective. Hence the cycle group $Z_{n}$ of the cellular chain complex is the kernel of $\partial: H_{n}\left(X^{n}, X^{n-1}\right) \rightarrow H_{n-1}\left(X^{n-1}\right)$.
(4) The exact sequence $0 \rightarrow H_{n}\left(X^{n}\right) \rightarrow H_{n}\left(X^{n}, X^{n-1}\right) \rightarrow H_{n-1}\left(X^{n-1}\right)$ induces an isomorphism $(b): H_{n}\left(X^{n}\right) \cong Z_{n}$.
(5) $H_{k}\left(X, X^{n}\right)=0$ for $k \leq n$. One shows by induction on $t$ that the groups $H_{k}\left(X^{n+t}, X^{n}\right)$ are zero for $t \geq 0$ and $k \leq n$. We know that for an additive theory the canonical map $\operatorname{colim}_{t} H_{k}\left(X^{n+t}, X^{n}\right) \rightarrow H_{k}\left(X, X^{n}\right)$ is an isomorphism (see (10.8.1) and (10.8.4)). For singular homology one can also use that a singular chain has compact support and that a compact subset of $X$ is contained in some skeleton $X^{m}$.
(6) The map $H_{n}\left(X^{n+1}\right) \rightarrow H_{n}(X)$ is an isomorphism. This follows from the exact sequence of the pair ( $X, X^{n+1}$ ) and (5).
(7) The diagram

shows us that we have an induced isomorphism (a) (Five Lemma).
(12.2.2) Corollary. Suppose $X$ has a finite number of $n$-cells; then $H_{n}(X ; \mathbb{Z})$ is a finitely generated abelian group. Let $X$ be n-dimensional; then $H_{k}(X ; G)=0$ for $k>n$.
(12.2.3) Example (Real projective space). The diagram

with attaching map $\Phi: x \mapsto\left[x, \sqrt{1-\|x\|^{2}}\right]$ is a pushout. The incidence map with the homomorphism $\kappa^{i-1}$ of Problem 1 in the previous section is computed to be $S^{i-1} \rightarrow S^{i-1},(y, t) \mapsto\left(2 t y, 2 t^{2}-1\right)$ of degree $1+(-1)^{i}$. This yields the cellular chain complex

$$
C_{0} \stackrel{0}{\leftarrow} C_{1} \stackrel{2}{\leftarrow} C_{2} \stackrel{0}{\leftarrow} \cdots
$$

with $C_{i}=\mathbb{Z}$ for $0 \leq i \leq n$ and boundary operator, alternatively, the zero morphism and the multiplication by 2 . The cellular chain complex with coefficients in the abelian group $G$ is of the same type (using the canonical identification $\mathbb{Z} \otimes G \cong G$ ). Let ${ }_{2} G=\{g \in G \mid 2 g=0\}$. We obtain the cellular homology

$$
H_{j}\left(\mathbb{R} P^{n} ; G\right) \cong \begin{cases}G, & j=0 \\ G / 2 G, & 0<j=2 k-1<n \\ { }_{2} G, & 0<j=2 k \leq n \\ G & n=2 k-1\end{cases}
$$

Similarly for $\mathbb{R} P^{\infty}$.
(12.2.4) Example. The sphere $S^{n}$ has a CW-decomposition with two $i$-cells in each dimension $i, 0 \leq i \leq n$. The attaching diagram is

with $\Phi_{+}(x)=\left(x, \sqrt{1-\|x\|^{2}}\right)$ and $\Phi_{-}(x)=-\Phi_{+}(x)$. This attaching map is $G$-equivariant, if the cyclic group $G=\left\{1, t \mid t^{2}=1\right\}$ acts on the spheres by the antipodal map and on the left column by permutation of the summands. The equivariant chain groups are therefore isomorphic to the group ring $\mathbb{Z} G=$ $\mathbb{Z} \cdot 1 \oplus \mathbb{Z} \cdot t$. In order to determine the equivariant boundary operator we use the fact that we know already the homology of this chain complex. If we add the homology groups in dimension 0 and $n$ we obtain an exact sequence

$$
0 \rightarrow \mathbb{Z}\left(\varepsilon_{n}\right) \xrightarrow{\eta} \mathbb{Z} G \rightarrow \mathbb{Z} G \rightarrow \cdots \rightarrow \mathbb{Z} G \xrightarrow{\varepsilon} \mathbb{Z} \rightarrow 0
$$

The map $\varepsilon$ sends $1, t$ to 1 . The kernel is generated by $1-t$. From the geometry we see that the first boundary operator sends the generator $1 \in C_{1}$ represented by a suitably oriented 1 -cell to $\pm(1-t)$. We orient the cell such that the plus-sign holds. Then $d_{1}$ is the multiplication by $1-t$. The kernel of $d_{1}$ is thus generated by $1+t$. We can again orient the 2 -cells such that $d_{2}$ is multiplication by $1+t$. If we continue in this manner, we see that $d_{k}=1-t$ for $k$ odd, and $d_{k}=1+t$ for $k$ even. The homology module $H_{n}\left(S^{n}\right)=\mathbb{Z}\left(\varepsilon_{n}\right)$ carries the $t$-action $\varepsilon_{n}=(-1)^{n+1}$, the degree of the antipodal map. One can, of course, determine the boundary operator by a computation of degrees. We leave this as an exercise. Similar results hold for $S^{\infty}$.

Let $X$ and $Y$ be CW-complexes. The product inherits a cell decomposition. The cross product induces an isomorphism

$$
\bigoplus_{k+l=n} H_{k}\left(X^{k}, X^{k-1}\right) \otimes H_{l}\left(Y^{l}, Y^{l-1}\right) \rightarrow H_{n}\left((X \times Y)^{n},(X \times Y)^{n-1}\right)
$$

With a careful choice of cell orientations these isomorphisms combine to an isomorphism $C_{*}(X) \otimes C_{*}(Y) \cong C_{*}(X \times Y)$ of cellular chain complexes.

### 12.3 Simplicial Complexes

We describe the classical combinatorial definition of homology groups of polyhedra. These groups are isomorphic to the singular groups for this class of spaces. The combinatorial homology groups of a finite polyhedron are finitely generated abelian groups and they are zero above the dimension of the polyhedron. This finite generation is not at all clear from the definition of the singular groups.

Recall that a simplicial complex $K=(E, S)$ consists of a set $E$ of vertices and a set $S$ of finite subsets of $E$. A set $s \in S$ with $q+1$ elements is called a $q$-simplex of $K$. We require the following axioms:
(1) A one-point subset of $E$ is a simplex in $S$.
(2) $s \in S$ and $\emptyset \neq t \subset s$ imply $t \in S$.

An ordering of a $p$-simplex is a bijection $\{0,1, \ldots, p\} \rightarrow s$. An ordering of $K$ is a partial order on $E$ which induces a total ordering on each simplex. We write $s=\left\langle v_{0}, \ldots, v_{p}\right\rangle$, if the vertices of $s$ satisfy $v_{0}<v_{1}<\cdots<v_{p}$ in the given partial ordering. Let $C_{p}(K)$ denote the free abelian group with basis the set of $p$-simplices. Its elements are called the simplicial $p$-chains of $K$. Now fix an ordering of $K$ and define a boundary operator

$$
\partial: C_{p}(K) \rightarrow C_{p-1}(K), \quad\left\langle v_{0}, \ldots, v_{p}\right\rangle \mapsto \sum_{i=0}^{p}(-1)^{i}\left\langle v_{0}, \ldots, \widehat{v_{i}}, \ldots, v_{p}\right\rangle
$$

The symbol $\widehat{v_{i}}$ means that this $v_{i}$ is to be omitted from the string of vertices. The boundary relation $\partial \partial$ holds (we set $C_{p}(K)=0$ for $p \leq-1$ ). We denote the $p$-th homology group of this chain complex by $H_{p}(K)$. This is the classical combinatorial homology group.

A simplicial complex $K$ has a geometric realization $|K|$. An ordered simplex $s=\left\langle v_{0}, \ldots, v_{p}\right\rangle$ has an associated singular simplex

$$
\Phi^{s}: \Delta^{p} \rightarrow|K|, \quad\left(t_{0}, \ldots, t_{p}\right) \mapsto \sum t_{j} v_{j}
$$

We extend $s \mapsto \Phi^{s}$ by linearity to a homomorphism $\rho_{p}: C_{p}(K) \rightarrow S_{p}(|K|)$. The boundary operators are arranged so that $\rho=\left(\rho_{p}\right)$ is a chain map.
(12.3.1) Theorem. $\rho$ induces isomorphisms $R_{p}: H_{p}(K) \cong H_{p}(|K|)$.

Proof. We write $X=|K|$. Let $S(p)$ be the set of $p$-simplices. The characteristic $\operatorname{maps} \Phi^{s}:\left(\Delta^{p}, \partial \Delta^{p}\right) \rightarrow\left(X^{p}, X^{p-1}\right)$ yield an isomorphism (12.1.1),

$$
\Phi^{p}: \bigoplus_{s \in S(p)} H_{p}\left(\Delta_{s}^{p}, \partial \Delta_{s}^{p}\right) \rightarrow H_{p}\left(X^{p}, X^{p-1}\right)
$$

The identity of $\Delta^{p}$ represents a generator $\iota_{p}$ of $H_{p}\left(\Delta^{p}, \partial \Delta^{p}\right)$. Let $x_{s}$ be its image under $\Phi_{*}^{s}$. Then $\left(x_{s} \mid s \in S(p)\right)$ is a $\mathbb{Z}$-basis of $H_{s}\left(X^{p}, X^{p-1}\right)$. If we express $x \in H_{p}\left(X^{p}, X^{p-1}\right)$ in terms of this basis, $x=\sum_{s} n_{s} x_{s}$, then $n_{s}$ is determined by the image $n_{s} \iota_{p}$ of $x$ under

$$
x \in H_{p}\left(X^{p}, X^{p-1}\right) \rightarrow H_{p}\left(X^{p}, X^{p} \backslash e_{s}\right) \stackrel{\Phi_{*}^{s}}{\longleftarrow} H_{p}\left(\Delta^{p}, \partial \Delta^{p}\right) \ni n_{s} l_{p}
$$

Here $e_{s}$ is the open simplex which belongs to $s$. Let $s(i)$ denote the $i$-th face of $\Delta^{p}$ and $x_{s(i)} \in H_{p-1}\left(X^{p-1}, X^{p-2}\right)$ the corresponding basis element. We claim $\partial x_{s}=\sum_{i=0}^{p}(-1)^{i} x_{s(i)}$. It is clear for geometric reasons that the expression of $\partial x_{s}$
in terms of the basis $\left(x_{t} \mid t \in S(p-1)\right)$ can have a non-zero coefficient only for the $x_{s(i)}$. The coefficient of $x_{s(i)}$ is seen from the commutative diagram

$$
\begin{aligned}
& \begin{array}{c}
H_{p}\left(\Delta^{p}, \partial \Delta^{p}\right) \xrightarrow{\Phi_{*}^{S}} \xrightarrow{\stackrel{\Phi}{2}^{\downarrow}} H_{p}\left(X^{p}, X^{p-1}\right) \\
H_{p-1}\left(\partial \Delta^{p}, \partial \Delta^{p} \backslash s(i)^{\circ}\right) \xrightarrow{\Phi_{*}^{s}} \xrightarrow{\downarrow} H_{p-1}\left(X^{p-1}, X^{p-2}\right)
\end{array} \\
& \left.H_{p-1}\left(\Delta^{p-1}, \partial \Delta^{p-1}\right) \xrightarrow{\Phi^{s(i)}} H^{p-1}\left(d_{i}^{p}\right)_{*}^{p-1}, X^{p-1} \backslash e_{s(i)}\right) .
\end{aligned}
$$

Note $\Phi^{s} d_{i}^{p}=\Phi^{s(i)}$. The left column sends $\iota_{p}$ to $(-1)^{i} \iota_{p-1}$. We have constructed so far an isomorphism of $C_{\bullet}(K)$ with the cellular chain complex $C_{\bullet}(|K|)$ of $|K|$. Let $P_{p}: H_{p}\left(C_{\bullet}(K)\right) \rightarrow H_{p}\left(C_{\bullet}(|K|)\right)$ be the induced isomorphism. Let $Q_{p}: H_{p}\left(C_{\bullet}(|K|)\right) \rightarrow H_{p}(|K|)$ be the isomorphism in the proof of (12.2.1). Tracing through the definitions one verifies $R_{p}=Q_{p} P_{p}$. Hence $R_{p}$ is the composition of two isomorphisms.

An interesting consequence of (12.3.1) is that $\rho: C_{\bullet}(K) \rightarrow S_{\bullet}(|K|)$ is a chain equivalence. Thus, for a finite complex $K$, the singular complex of $|K|$ is chain equivalent to a chain complex of finitely generated free abelian groups, zero above the dimension of $K$.
(12.3.2) Example. A circle $S^{1}$ can be triangulated by a regular $n$-gon with vertices $\left\{e_{0}, \ldots, e_{n-1}\right\}$ and ordered simplices $s_{i}=\left\langle e_{i}, e_{i+1}\right\rangle, 0 \leq i \leq n-1$ and $\bmod n$ notation $e_{n}=e_{0}$. The cellular chain complex is given by $\partial\left\langle e_{i}, e_{i+1}\right\rangle=$ $\left\langle e_{i}\right\rangle-\left\langle e_{i+1}\right\rangle$. The sum $z=\sum_{i=0}^{n-1} s_{i}$ is a 1-cycle. Let $\iota: \mathbb{Z} \rightarrow C_{1}(K), 1 \mapsto z$ and $\varepsilon: C_{0}(K) \rightarrow \mathbb{Z}, e_{j} \mapsto 1$. Then the sequence

$$
0 \rightarrow \mathbb{Z} \xrightarrow{\iota} C_{1}(K) \xrightarrow{\partial} C_{0}(K) \xrightarrow{\varepsilon} \mathbb{Z} \rightarrow 0
$$

is exact. Hence $\iota$ induces an isomorphism $H_{1}(C) \cong \mathbb{Z}$.

## Problems

1. Let $K$ be the tetrahedral simplicial complex; it consists of $E=\{0,1,2,3\}$, and all subsets are simplices. Verify $H_{i}(K)=0$ for $n>0$. Generalize to an $n$-simplex.

### 12.4 The Euler Characteristic

Let $X$ be a finite $C W$-complex and $f_{i}(X)$ the number of its $i$-cells. The combinatorial Euler characteristic of $X$ is the alternating sum

$$
\chi(X)=\sum_{i \geq 0}(-1)^{i} f_{i}(X)
$$

The fundamental and surprising property of this number is its topological invariance, in fact its homotopy invariance - it does not depend on the cellular decomposition of the space. The origin is the famous result of Euler which says that in the case $X=S^{2}$ the value $\chi(X)$ always equals 2 ([61], [62], [64]).

We prepare the investigation of the Euler characteristic by an algebraic result about chain complexes. Let $\mathcal{M}$ be a category of $R$-modules. An additive invariant for $\mathcal{M}$ with values in the abelian group $A$ assigns to each module $M$ in $\mathcal{M}$ an element $\lambda(M) \in A$ such that for each exact sequence $0 \rightarrow M_{0} \rightarrow M_{1} \rightarrow M_{2} \rightarrow 0$ in $\mathcal{M}$ the additivity

$$
\begin{equation*}
\lambda\left(M_{0}\right)-\lambda\left(M_{1}\right)+\lambda\left(M_{2}\right)=0 \tag{1}
\end{equation*}
$$

holds. For the zero-module $M$ we have $\lambda(M)=0$ since there exists an exact sequence $0 \rightarrow M \rightarrow M \rightarrow M \rightarrow 0$. We consider only categories which contain with a module also its submodules and its quotient modules as well as all exact sequences between its objects. Let

$$
C_{*}: 0 \longrightarrow C_{k} \xrightarrow{\partial_{k}} C_{k-1} \rightarrow \cdots \rightarrow C_{1} \xrightarrow{\partial_{1}} C_{0} \xrightarrow{\partial_{0}} 0
$$

be a chain complex in this category. Then its homology groups $H_{i}\left(C_{*}\right)$ are also contained in this category.
(12.4.1) Proposition. Let $\lambda$ be an additive invariant for $\mathcal{M}$. Then for each chain complex $C_{*}$ in $\mathcal{M}$ as above the following equality holds:

$$
\sum_{i=0}^{k}(-1)^{i} \lambda\left(C_{i}\right)=\sum_{i=0}^{k}(-1)^{i} \lambda\left(H_{i}\left(C_{*}\right)\right)
$$

Proof. Induction on the length $k$ of $C_{*}$. We set $H_{i}=H_{i}\left(C_{*}\right), B_{i}=\operatorname{Im} \partial_{i+1}$, $Z_{i}=\operatorname{Ker} \partial_{i}$. For $k=1$ there exist, by definition of homology groups, exact sequences

$$
0 \rightarrow B_{0} \rightarrow C_{0} \rightarrow H_{0} \rightarrow 0, \quad 0 \rightarrow H_{1} \rightarrow C_{1} \rightarrow B_{0} \rightarrow 0
$$

We apply the additivity (1) to both sequences and thereby obtain $\lambda\left(H_{0}\right)-\lambda\left(H_{1}\right)=$ $\lambda\left(C_{0}\right)-\lambda\left(C_{1}\right)$. For the induction step we consider the sequences

$$
\begin{gathered}
C_{*}^{\prime}: 0 \rightarrow C_{k-1} \rightarrow \cdots \rightarrow C_{0} \rightarrow 0 \\
0 \rightarrow H_{k} \rightarrow C_{k} \rightarrow B_{k-1} \rightarrow 0, \quad 0 \rightarrow B_{k-1} \rightarrow Z_{k-1} \rightarrow H_{k-1} \rightarrow 0
\end{gathered}
$$

the last two are exact and the first one is a chain complex. The homology groups of the chain complex are, for $k \geq 2$,

$$
H_{i}\left(C_{*}^{\prime}\right)=H_{i}\left(C_{*}\right), \quad 0 \leq i \leq k-2, \quad H_{k-1}\left(C_{*}^{\prime}\right)=Z_{k-1} .
$$

We apply the induction hypothesis to $C_{*}^{\prime}$ and (1) to the other sequences. We obtain the desired result by eliminating $\lambda\left(B_{k-1}\right)$ and $\lambda\left(Z_{k-1}\right)$.

The relation of the combinatorial Euler characteristic to homology groups goes back to Henri Poincaré [150], [152]. The $i$-th Betti number, named after Enrico Betti [20], $b_{i}(X)$ of $X$ is the rank of $H_{i}(X ; \mathbb{Z})$, i.e., the cardinality of a basis of its free abelian part, or equivalently, the dimension of the $\mathbb{Q}$-vector space $H_{i}(X ; \mathbb{Z}) \otimes \mathbb{Q} \cong H_{i}(X ; \mathbb{Q})$. The result of Poincaré says:
(12.4.2) Theorem. For each finite CW-complex $X$ the combinatorial Euler characteristic equals the homological Euler characteristic $\sum_{i \geq 0}(-1)^{i} b_{i}(X)$.
Proof. For finitely generated abelian groups $A \mapsto \operatorname{rank} A$ is an additive invariant. We apply (12.4.1) to the cellular chain complex $C(X)$ of $X$ and observe that rank $C_{i}(X)=f_{i}(X)$.

If $\lambda$ is an additive invariant for $\mathcal{M}$ and $C_{*}$ a chain complex of finite length in $\mathcal{M}$, then we call $\chi\left(C_{*}\right)=\sum_{i \geq 0}(-1)^{i} \lambda\left(C_{i}\right)=\sum_{i \geq 0}(-1)^{i} \lambda\left(H_{i}\left(C_{*}\right)\right)$ the Euler characteristic of $C_{*}$ with respect to $\lambda$.
(12.4.3) Proposition. Let

$$
0 \leftarrow H_{0}^{\prime} \leftarrow H_{0} \leftarrow H_{0}^{\prime \prime} \leftarrow H_{1}^{\prime} \leftarrow H_{1} \leftarrow H_{1}^{\prime \prime} \leftarrow H_{2}^{\prime} \leftarrow H_{2} \leftarrow \cdots
$$

be an exact sequence of modules in $\mathcal{M}$ which consists eventually of zero-modules. Let $\chi\left(H_{*}\right)=\sum_{i \geq 0}(-1)^{i} \lambda\left(H_{i}\right)$ and similarly for $H^{\prime}$ and $H^{\prime \prime}$. Then

$$
\chi\left(H_{*}^{\prime}\right)-\chi\left(H_{*}\right)+\chi\left(H_{*}^{\prime \prime}\right)=0 .
$$

Proof. Apply (12.4.1) to the given exact sequence, considered as chain complex, and order the terms according to $H, H^{\prime}$, and $H^{\prime \prime}$.

One can define the Euler characteristic by homological methods for spaces which are not necessarily finite CW-complexes. There are several possibilities depending on the homology theory being used.

Let $R$ be a principal ideal domain. We call $(X, A)$ of finite $R$-type if the groups $H_{i}(X, A ; R)$ are finitely generated $R$-modules and only finitely many of them are non-zero. In that case we have the associated homological Euler characteristic

$$
\chi(X, A ; R)=\sum_{i \geq 0}(-1)^{i} \operatorname{rank}_{R} H_{i}(X, A ; R) .
$$

(12.4.4) Proposition. If $(X, A)$ is of finite $\mathbb{Z}$-type, then it is of finite $R$-type and the equality $\chi(X, A ; \mathbb{Z})=\chi(X, A ; R)$ holds.
Proof. If ( $X, A$ ) is of finite $\mathbb{Z}$-type, then the singular complex $S_{\bullet}(X, A)$ is chain equivalent to a chain complex $D_{\bullet}$ of finitely generated free abelian groups with only finitely many of the $D_{n}$ non-zero (see (11.6.4)). Therefore

$$
\begin{aligned}
\chi(X, A ; R) & =\sum_{i}(-1)^{i} \operatorname{rank}_{R} H_{i}(D \bullet \otimes R)=\sum_{i}(-1)^{i} \operatorname{rank}_{R}\left(D_{i} \otimes R\right) \\
& =\sum_{i}(-1)^{i} \operatorname{rank}_{\mathbb{Z}}\left(D_{i}\right)=\chi(X, A ; \mathbb{Z}),
\end{aligned}
$$

by (12.4.1), and some elementary algebra.

Proposition (12.4.3) has the following consequence. Suppose two of the spaces $A, X,(X, A)$ are of finite $R$-type. Then the third is of finite $R$-type and the additivity relation

$$
\chi(A ; R)+\chi(X, A ; R)=\chi(X ; R)
$$

holds. Let $A_{0}, A_{1}$ be subspaces of $X$ with MV-sequence, then

$$
\chi\left(A_{0} ; R\right)+\chi\left(A_{1} ; R\right)=\chi\left(A_{0} \cup A_{1} ; R\right)+\chi\left(A_{0} \cap A_{1} ; R\right)
$$

provided the spaces involved are of finite $R$-type. Similarly in the relative case. Let $(X, A)$ and $(Y, B)$ be of finite $R$-type. Then the Künneth formula is used to show that the product is of finite $R$-type and the product formula

$$
\chi(X, A ; R) \cdot \chi(Y, B ; R)=\chi((X, A) \times(Y, B) ; R)
$$

holds. These relations should be clear for finite CW-complex and the combinatorial Euler characteristic by counting cells.

For the more general case of Lefschetz invariants and fixed point indices see [51], [52], [109], [116].

### 12.5 Euler Characteristic of Surfaces

We report about the classical classification of surfaces and relate this to the Euler characteristic. For details of the combinatorial or differentiable classification see e.g., [167], [80], [123]. See also the chapter about manifolds.

Let $F_{1}$ and $F_{2}$ be connected surfaces. The connected sum $F_{1} \# F_{2}$ of these surfaces is obtained as follows. Let $D_{j} \subset F_{j}$ be homeomorphic to the disk $D^{2}$ with boundary $S_{j}$. In the topological sum $F_{1} \backslash D_{1}^{\circ}+F_{2} \backslash D_{2}^{\circ}$ we identify $x \in S_{1}$ with $\varphi(x) \in S_{2}$ via a homeomorphism $\varphi: S_{1} \rightarrow S_{2}$. The additivity of the Euler characteristic is used to show

$$
\chi\left(F_{1}\right)-1+\chi\left(F_{2}\right)-1=\chi\left(F_{1} \# F_{2}\right)
$$

i.e., the assignment $F \mapsto \chi(F)-2$ is additive with respect to the connected sum. Let $m F$ denote the $m$-fold connected sum of $F$ with itself. We have the standard surfaces sphere $S^{2}$, torus $T$, and projective plane $P$. The Euler characteristics are

$$
\chi\left(S^{2}\right)=2, \quad \chi(m T)=2-2 m, \quad \chi(n P)=2-n
$$

If $F$ is a compact surface with $k$ boundary components, then we can attach $k$ disks $D^{2}$ along the components in order to obtain a closed surface $F^{*}$. By additivity $\chi\left(F^{*}\right)=\chi(F)+k$. Connected surfaces $F_{j}$ with the same number of boundary components are homeomorphic if and only if the associated surfaces $F_{j}^{*}$ are homeomorphic.
(12.5.1) Theorem. A closed connected surface is homeomorphic to exactly one of the surfaces $S^{2}, m T$ with $m \geq 1, n P$ with $n \geq 1$. The $n P$ are the non-orientable surfaces.

The homeomorphism type of a closed orientable surface is determined by the orientation behaviour and the Euler characteristic. The homeomorphism type of a compact connected surface with boundary is determined by the orientation behaviour, the Euler characteristic and the number of boundary components.

The sphere has genus $0, m T$ has genus $m$ and $n P$ has genus $n$.
12.5.2 Platonic solids. A convex polyhedron is called regular if each vertex is the end point of the same number of edges, say $m$, and each 2-dimensional face has the same number of boundary edges, say $n$. If $E$ is the number of vertices, $K$ the number of edges and $F$ the number of 2-faces, then $m E=2 K$ and $n F=2 K$. We insert this into the Euler relation $E+F=K+2$, divide by $2 K$, and obtain

$$
\frac{1}{m}+\frac{1}{n}=\frac{1}{K}+\frac{1}{2}
$$

We have $m \geq 3, n \geq 3$. The equation has only the solutions which are displayed in the next table.

| $m$ | $n$ | $K$ | solid | $E$ | $F$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 3 | 6 | tetrahedron | 4 | 4 |
| 4 | 3 | 12 | octahedron | 6 | 8 |
| 3 | 4 | 12 | cube | 8 | 6 |
| 3 | 5 | 30 | dodecahedron | 20 | 12 |
| 5 | 3 | 30 | icosahedron | 12 | 20 |

12.5.3 Lines in the projective plane. Let $G_{1}, \ldots, G_{n}$ be lines in the projective plane $P$. We consider the resulting cells decomposition of $P$. Let $t_{r}$ be the number of points which are incident with $r$ lines. We have the Euler characteristic relation $f_{0}-f_{1}+f_{2}=1$ where $f_{i}$ is the number of $i$-cells. Thus $f_{0}=t_{2}+t_{3}+\cdots$. From an $r$-fold intersection point there start $2 r$ edges. The sum over the vertices yields $f_{1}=2 t_{2}+3 t_{3}+4 t_{4}+\cdots$. Let $p_{n}$ denote the numbers of $n$-gons, then $f_{2}=\sum p_{s}, \quad 2 f_{1}=\sum s p_{s}$. We insert these relations into the Euler characteristic relation and obtain

$$
\sum_{r \geq 2}(3-r) t_{r}+\sum_{s \geq 2}(3-s) p_{s}=3 f_{0}-f_{1}+3 f_{2}-2 f_{1}=3
$$

We now assume that not all lines are incident with a single point; then we do not have 2 -gons. From $2 f_{1} \geq 3 f_{2}$ and then $f_{1} \leq 3\left(f_{0}-1\right)$ we conclude

$$
t_{2} \geq 3+\sum_{r \geq 4}(r-3) t_{r}
$$

Thus there always exist at least three double points.
(12.5.4) Proposition. Let $X$ be a Hausdorff space and $p: X \rightarrow Y$ a local homeomorphism onto a connected space. Then $p$ is a covering with finitely many leaves if and only if $p$ is proper.

Proof. (1) Suppose $p$ is proper. For $n \in \mathbb{N}$ let $Y_{n}=\left\{y \in Y\left|n \leq\left|p^{-1}(y)\right|\right\}\right.$. We show that $Y_{n}$ is open and closed. Since $Y$ is connected, either $Y_{n}=\emptyset$ or $Y_{n}=Y$. The inclusion $Y_{n} \supset Y_{n+1}$ shows that there is a largest $n$ such that $Y_{n}=Y$ and $Y_{n+1}=\emptyset$. Hence the fibres have the cardinality $n$.

Let $p^{-1}(y)=\left\{x_{1}, \ldots, x_{m}\right\}$. Since $X$ is a Hausdorff space and $p$ a local homeomorphism, there exist open pairwise disjoint sets $U_{i} \ni x_{i}$ which are mapped homeomorphically under $p$ onto the same open set $V \ni y$. Hence each fibre $p^{-1}(z), z \in V$ has at least cardinality $n$. If $y \in Y_{n}$, then $m \geq n$ and hence $z \in Y_{n}$, i.e., $V \subset Y_{n}$. This shows that $Y_{n}$ is open.

Let $p^{-1}(y)=\left\{x_{1}, \ldots x_{t}\right\}, t<n$, i.e., $y \notin Y_{n}$. Let again the $U_{i} \ni x_{i}$ be open with homeomorphic image $V \in Y$. Since $p$ is closed, being a proper map, the set $C=\left(X \backslash\left(U_{1} \cup \cdots \cup U_{t}\right)\right)$ is closed in $Y$. This set does not contain $y$. Hence $Y \backslash C=W$ is an open neighbourhood of $y$ and

$$
p^{-1}(W)=p^{-1}(Y) \backslash p^{-1} p\left(X \backslash\left(U_{1} \cup \cdots \cup U_{t}\right)\right) \subset U_{1} \cup \cdots \cup U_{t}
$$

This shows $\left|p^{-1}(z)\right| \leq t$ for each $z \in W$, and the complement of $Y_{n}$ is seen to be open.

We now know that all fibres of $p$ have the same cardinality, and since $p$ is a local homeomorphism it must be a covering.
(2) Suppose conversely that $p$ is an $n$-fold covering. We have to show that $p$ is closed. A projection pr: $B \times F \rightarrow B$ with a finite discrete set $F$ as fibre is closed. Now we use (1.5.4).

A continuous map $p: X \rightarrow Y$ between surfaces is called a ramified covering if for each $x \in X$ there exist centered charts $\left(U, \varphi, U^{\prime}\right)$ about $x$ and $\left(V, \psi, V^{\prime}\right)$ about $y=p(x)$ with $p(U) \subset V$ such that

$$
\psi \varphi^{-1}: \varphi(U)=U^{\prime} \rightarrow \mathbb{C}, \quad z \mapsto z^{n}
$$

with $n \in \mathbb{N}$. We call $n-1$ the ramification index of $p$ at $x$. In the case that $n=1$ we say that $p$ is unramified at $x$ and for $n>1$ we call $x$ a ramification point.
(12.5.5) Proposition. Let $p: X \rightarrow Y$ be a ramified covering between compact connected surfaces. Let $V$ be the image under $p$ of the ramification points. Then $p: X \backslash p^{-1}(p) \rightarrow Y \backslash V$ is a covering with finitely many leaves.

Proof. For each $y \in Y$ the set $p^{-1}(y) \subset X$ is closed and hence compact. The pre-images $p^{-1}(y)$ in a ramified covering are always discrete, hence finite. The set $V$ is also discrete and hence finite. The map $p$ is, as a continuous map between compact Hausdorff spaces, closed. Thus we have shown that the map in question is proper. Now we use (12.5.4).
(12.5.6) Proposition (Riemann-Hurwitz). Let $p: X \rightarrow Y$ be a ramified covering between compact connected surfaces. Let $P_{1}, \ldots, P_{r} \in X$ be the ramification points with ramification index $v\left(P_{j}\right)$. Let $n$ be the cardinality of the general fibre. Then for the Euler characteristics the relation

$$
\chi(X)=n \chi(Y)-\sum_{j=1}^{r} v\left(P_{j}\right)
$$

holds.
Proof. Let $Q_{1}, \ldots, Q_{s}$ be the images of the ramification points. Choose pairwise disjoint neighbourhoods $D_{1}, \ldots, D_{s} \subset Y$ where $D_{j}$ is homeomorphic to a disk. Then

$$
p: X_{0}=X \backslash \bigcup_{j=1}^{s} p^{-1}\left(D_{j}^{\circ}\right) \rightarrow Y \backslash \bigcup_{j=1} D_{j}^{\circ}=Y_{0}
$$

is an $n$-fold covering (see (12.5.4)). We use the relation $\chi\left(X_{0}\right)=n \chi\left(Y_{0}\right)$ for $n$-fold coverings. If $C$ is a finite set in a surface $X$, then $\chi(X \backslash C)=\chi(X)-|C|$. Thus we see

$$
\chi(X)-\sum_{j=1}^{s}\left|p^{-1}\left(Q_{j}\right)\right|=n(\chi(Y)-s)
$$

Moreover

$$
n s-\sum_{j=1}^{s}\left|p^{-1}\left(Q_{j}\right)\right|=\sum_{i=1}^{r} v\left(P_{i}\right)
$$

since for $p^{-1}\left(Q_{j}\right)=\left\{P_{1}^{j}, \ldots, P_{n(j)}^{j}\right\}$ the relation $\sum_{t=1}^{n(j)}\left(v\left(P_{t}^{j}\right)+1\right)=n$ holds.

An interesting application of the Riemann-Hurwitz formula concerns actions of finite groups on surfaces. Let $F$ be a compact connected orientable surface and $G \times F \rightarrow F$ an effective orientation preserving action. We assume that this action has the following properties:
(1) The isotropy group $G_{x}$ of each point $x \in F$ is cyclic.
(2) There exist about each point $x$ a centered chart $\varphi: U \rightarrow \mathbb{R}^{2}$ such that $U$ is $G_{x}$-invariant and $\varphi$ transforms the $G_{x}$-action on $U$ into a representation on $\mathbb{R}^{2}$, i.e., a suitable generator of $G_{x}$ acts on $\mathbb{R}^{2}$ as rotation about an angle $2 \pi /\left|G_{x}\right|$.
In this case the orbit map $p: F \rightarrow F / G$ is a ramified covering, $F / G$ is orientable, and the ramification points are the points with non-trivial isotropy group. One can show that each orientation preserving action has the properties (1) and (2). Examples are actions of a finite group $G \subset \mathrm{SO}(3)$ on $S^{2}$ by matrix multiplication and of a finite group $G \subset \mathrm{GL}_{2}(\mathbb{Z})$ on the torus $T=\mathbb{R}^{2} / \mathbb{Z}^{2}$ by matrix multiplication.

The ramified coverings which arise as orbit maps from an action are of a more special type. If $x \in F$ is a ramification point, then so is each point in $p^{-1} p x$, and these points have the same ramification index, since points in the same orbit have conjugate isotropy groups. Let $C_{1}, \ldots, C_{r}$ be the orbits with non-trivial isotropy group and let $n_{j}$ denote the order of the isotropy group of $x \in C_{i}$; hence $\left|C_{i}\right| n_{i}=$ $|G|$. The Riemann-Hurwitz formula yields in this case:

### 12.5.7 Riemann-Hurwitz formula for group actions.

$$
\chi(F)=|G|\left(\chi(F / G)-\sum_{j=1}^{r}\left(1-1 / n_{j}\right)\right) .
$$

In the case of a free action $r=0$ and there is no sum.
12.5.8 Actions on spheres. Let $F=S^{2}$ and $|G| \geq 2$. Since $\chi\left(S^{2}\right)=2$ we see that $\chi(F / G) \leq 0$ is not compatible with 12.5 .7 , hence $\chi(F / G)=2$ and the orbit space is again a sphere. We also see that $r \leq 3$ and $r=0,1$ are not possible. For $r=2$ we have $2 /|G|=1 / n_{1}+1 / n_{2}, 2=\left|C_{1}+\right| C_{2}$. Hence there are two fixed points (example: rotation about an axis). For $r=3$ one verifies that

$$
1+\frac{2}{|G|}=\frac{1}{n_{1}}+\frac{1}{n_{2}}+\frac{1}{n_{3}}
$$

has the solutions (for $n_{1} \geq n_{2} \geq n_{3}$ ) displayed in the next table.

| $n_{1}$ | $n_{2}$ | $n_{3}$ | $\|G\|$ |
| :---: | :---: | :---: | :---: |
| $\|G\| / 2$ | 2 | 2 | $\|G\|$ |
| 3 | 3 | 2 | 12 |
| 4 | 3 | 2 | 24 |
| 5 | 3 | 2 | 60 |

Examples are the standard actions of subgroups of $\mathrm{SO}(3)$, namely $D_{2 n}$ (dihedral), $A_{4}$ (tetrahedral), $S_{4}$ (octahedral), $A_{5}$ (icosahedral). Up to homeomorphism there are no other actions.
12.5.9 Action on the torus. Let $F=T=S^{1} \times S^{1}$ be the torus, $\chi(F)=0$. The Riemann-Hurwitz formula shows that for $r \geq 1$ we must have $\chi(F / G)=2$. The cases $r \geq 5$ and $r=1,2$ are impossible. For $r=4$ we must have $n_{1}=n_{2}=$ $n_{3}=n_{4}=2$ and $G=\mathbb{Z} / 2$. For $r=3$ the solutions of 12.5.7 are displayed in a table.

| $n_{1}$ | $n_{2}$ | $n_{3}$ |
| :---: | :---: | :---: |
| 3 | 3 | 3 |
| 2 | 3 | 6 |
| 2 | 4 | 4 |

Consider the matrices in $\mathrm{SL}_{2}(\mathbb{Z})$

$$
A=\left(\begin{array}{cc}
0 & 1 \\
-1 & 1
\end{array}\right), \quad\left(\begin{array}{ll}
-1 & 1 \\
-1 & 0
\end{array}\right) .
$$

The cyclic groups generated by $A, A^{2}, A^{3}$ realize cases 2 and 1 of the table and the case $r=4$ above. The matrix $B$ realizes case 3 of the table.

## Problems

1. Let $G$ act effectively on a closed orientable surface $F$ of genus 2 preserving the orientation. Then $|G|$ divides 48 or 10 . There exist groups of orders 48 and 10 which act on a surface of genus 2. The group of order 48 has a central subgroup $C$ of order 2 and $G / C$ is the octahedral group $S_{4}$ acting on the sphere $F / C$. Study the solutions of 12.5 .7 and determine the groups which can act on $F$. Use covering space theory and work towards a topological classification of the actions.
2. The nicest models of surfaces are of course Riemann surfaces. Here we assume known the construction of a compact Riemann surface from a polynomial equation in two variables. The equation $y^{2}=f(x)$ with $2 g+2$ branch points defines a surface of genus $g$. Such curves are called hyper-elliptic $(g \geq 2)$. It is known that all surfaces of genus 2 are hyper-elliptic. A hyper-elliptic surface always has the hyper-elliptic involution $I(x, y)=(x,-y)$. Here are some examples. Let us write $e(a)=\exp (2 \pi i a)$.
(1) $y^{2}=x\left(x^{2}-1\right)\left(x^{2}-4\right)$ has a $\mathbb{Z} / 4$-action generated by $A(x, y)=(-x, e(1 / 4) y)$. Note $A^{2}=I$.
(2) $y^{2}=\left(x^{3}-1\right) /\left(x^{3}-8\right)$ has a $\mathbb{Z} / 3$-action generated by $B(x, y)=(e(1 / 3) x, y)$. Since $B$ commutes with $I$, we obtain an action of $\mathbb{Z} / 6$.
(3) $y^{2}=\left(x^{3}-1\right) /\left(x^{3}+1\right)$ has a $\mathbb{Z} / 6$-action generated by $C(x, y)=(e(1 / 6) x, 1 / y)$. Since $C$ commutes with $I$, we obtain an action of $\mathbb{Z} / 6 \oplus \mathbb{Z} / 2$. It has an action of $\mathbb{Z} / 4$ generated by $D(x, y)=(1 / x, e(1 / 4) y)$. Note $D^{2}=I$. The actions $C$ and $D$ do not commute, in fact $C D=D C^{5}$. Thus we obtain an action of a group $F$ which is an extension

$$
1 \rightarrow \mathbb{Z} / 2 \rightarrow F \rightarrow D_{12} \rightarrow 1
$$

where $\mathbb{Z} / 2$ is generated by $I$ and $D_{12}$ denotes the dihedral group of order 12 .
(4) $y^{2}=x\left(x^{4}-1\right)$ has the following automorphisms (see also [121, p. 94])

$$
\begin{aligned}
G(x, y) & =(e(1 / 4) x, e(1 / 8) y), \quad G^{8}=\mathrm{id}, \quad G^{4}=I \\
H(x, y) & =\left(1 / x, e(1 / 4) y / x^{3}\right), \quad H^{4}=\mathrm{id}, \quad H^{2}=I \\
K(x, y) & =(-(x-i) /(x+i), 2 \sqrt{2} e(1 / 8) y /(x+i)), \quad K^{3}=I
\end{aligned}
$$

The elements $G, H, K$ generate a group of order 48. If we quotient out the central hyperelliptic involution we obtain the octahedral group of order 24 acting on the sphere. Thus there also exists an action of a group of order 24 such that the quotient by the hyper-elliptic involution is the tetrahedral group (and not the dihedral group $D_{12}$, as in (3)).
(5) $y^{2}=x^{5}-1$ has an action of $\mathbb{Z} / 5$ generated by $J(x, y)=(e(1 / 5) x, y)$. It commutes with $I$ and gives an action of $\mathbb{Z} / 10$.
3. By an analysis of 12.5 .7 one can show that, for an effective action of $G$ on a closed orientable surface of genus $g \geq 2$, the inequality $|G| \leq 84(g-1)$ holds. There exists a group of order 168 which acts on a surface of genus 3 [63, p. 242].

## Chapter 13

## Partitions of Unity in Homotopy Theory

Partitions of unity and numerable coverings of a space are useful tools in order to obtain global results from local data. (A related concept is that of a paracompact space.) We present some notions about partitions of unity in the context of point-set topology. Then we use them to show that, roughly, local homotopy equivalences are global ones and a map is a fibration if it is locally a fibration (see the precise statements in (13.3.1) and (13.4.1)). We apply the results to prove a theorem of Dold about fibrewise homotopy equivalences (see (13.3.4)). Conceptually, partitions of unity are used to relate the homotopy colimit of a covering to the colimit of the covering; see (13.2.4) for a result of this type. There are many other results of this type in the literature. This chapter only can serve as an introduction to this topic.

### 13.1 Partitions of Unity

Let $t: X \rightarrow \mathbb{R}$ be continuous. The closure of $t^{-1}(\mathbb{R} \backslash 0)$ is the support $\operatorname{supp}(t)$ of $t$. A family $T=\left(t_{j}: X \rightarrow \mathbb{R} \mid j \in J\right)$ of continuous functions is said to be locally finite if the family of supports $\left(\operatorname{supp}\left(t_{j}\right) \mid j \in J\right)$ is locally finite. We call $T$ point finite if $\left\{j \in J \mid t_{j}(x) \neq 0\right\}$ is a finite set for each $x \in X$. We call a locally finite $T$ a partition of unity if the $t_{j}$ assume only non-negative values and if for each $x \in X$ we have $\sum_{j \in J} t_{j}(x)=1$. A covering $\mathcal{U}=\left(U_{j} \mid j \in J\right)$ is numerable if there exists a partition of unity $T$ such that $\operatorname{supp}\left(t_{j}\right) \subset U_{j}$ holds for each $j \in J$; the family $T$ is then called a numeration of $\mathcal{U}$ or a partition of unity subordinate to $\mathcal{U}$.
(13.1.1) Theorem. A locally finite open covering of a normal space is numerable.

Proof. Let $U=\left(U_{j} \mid j \in J\right)$ be a locally finite open covering of the normal space $X$ and $V=\left(V_{j} \mid j \in J\right)$ a shrinking of $U$ and $W=\left(W_{j} \mid j \in J\right)$ a shrinking of $V$. By the theorem of Urysohn, there exist continuous functions $\tau_{j}: X \rightarrow[0,1]$ which assume the value 1 on $W_{j}$ and the value 0 on the complement of $V_{j}$. The function $\tau=\sum_{j \in J} \tau_{j}: X \rightarrow[0,1]$ is well-defined and continuous, since by local finiteness of $V$, in a suitable neighbourhood of a point only a finite number of $\tau_{j}$ are non-zero. We set $f_{j}(x)=\tau_{j}(x) \cdot \tau(x)^{-1}$. The functions $\left(f_{j} \mid j \in J\right)$ are a numeration of $U$.
(13.1.2) Lemma. Let the covering $V=\left(V_{k} \mid k \in K\right)$ be a refinement of the covering $U=\left(U_{j} \mid j \in J\right)$. If $V$ is numerable, then also $U$ is numerable.

Proof. Let $\left(f_{k} \mid k \in K\right)$ be a numeration of $V$. For each $k \in K$ choose $a(k) \in J$ with $V_{k} \subset U_{a(k)}$. This defines a map $a: K \rightarrow J$. We set $g_{j}(x)=$ $\sum_{k, a(k)=j} f_{k}(x)$; this is the zero function if the sum is empty. Then $g_{j}$ is continuous; the support of $g_{j}$ is contained in the union of the supports of the $f_{k}$ with $a(k)=j$ and is therefore contained in $U_{j}$. Moreover, the sum of the $g_{j}$ is 1 . The family $\left(g_{j} \mid j \in J\right)$ is locally finite: If $W$ is an open neighbourhood of $x$ which meets only a finite number of supports $\operatorname{supp}\left(f_{k}\right), k \in E \subset K, E$ finite, then $W$ meets only the supports of the $g_{j}$ with $j \in a(E)$.
(13.1.3) Theorem. Each open covering of a paracompact space is numerable.

Proof. Let $U=\left(U_{j} \mid j \in J\right)$ be an open covering of the paracompact space $X$ and let $V=\left(V_{k} \mid k \in K\right)$ be a locally finite refinement. Since $X$ is normal, there exists a numeration $\left(f_{k} \mid k \in K\right)$ of $V$. Now apply the previous lemma.
(13.1.4) Lemma. Let $\left(f_{j}: X \rightarrow[0, \infty[\mid j \in J)\right.$ be a family of continuous functions such that $U=\left(f^{-1}\right] 0, \infty[\mid j \in J)$ is a locally finite covering of $X$. Then $U$ is numerable and has, in particular, a shrinking.

Proof. Since $U$ is locally finite, $f: x \mapsto \max \left(f_{j}(x) \mid j \in J\right)$ is continuous and nowhere zero. We set $g_{j}(x)=f_{j}(x) f(x)^{-1}$. Then

$$
t_{j}: X \rightarrow[0,1], \quad x \mapsto \max \left(2 g_{j}(x)-1,0\right)
$$

is continuous. Since $t_{j}(x)>0$ if and only if $g_{j}(x)>1 / 2$, we have the inclusions $\operatorname{supp}\left(t_{j}\right) \subset g_{j}^{-1}\left[1 / 4, \infty\left[\subset f^{-1}\right] 0, \infty\left[\right.\right.$. For $x \in X$ and $i \in J$ with $f_{i}(x)=$ $\max \left(f_{j}(x)\right)$ we have $t_{i}(x)=1$. Hence the supports of the $t_{j}$ form a locally finite covering of $X$, and the functions $x \mapsto t_{i}(x) / t(x), t(x)=\sum_{j \in J} t_{j}(x)$ are a numeration of $U$.
(13.1.5) Theorem. Let $\mathcal{U}=\left(U_{j} \mid j \in J\right)$ be a covering of the space $X$. The following assertions are equivalent:
(1) $\mathcal{U}$ is numerable.
(2) There exists afamily ( $s_{a, n}: X \rightarrow[0, \infty[\mid a \in A, n \in \mathbb{N})=S$ of continuous functions $s_{a, n}$ with the properties:
(a) $S$, i.e., $\left(s_{a, n}^{-1}\right] 0, \infty[)$, refines $U$.
(b) For each $n$ the family $\left(s_{a, n}^{-1}\right] 0, \infty[\mid a \in A)$ is locally finite.
(c) For each $x \in X$ there exists $(a, n)$ such that $s_{a, n}(x)>0$.

Proof. (1) $\Rightarrow$ (2) is clear.
(2) $\Rightarrow(1)$. $\left(s_{a, n}\right)$ is, by assumption, a countable union of locally finite families. From these data we construct a locally finite family. By replacing $s_{a, n}$ with $s_{a, n} /\left(1+s_{a, n}\right)$ we can assume that $s_{a, n}$ has an image contained in $[0,1]$. Let

$$
q_{r}(x)=\sum_{a \in A, i<r} s_{a, i}(x), \quad r \geq 1
$$

and $q_{r}(x)=0$ for $r=0$. (The sum is finite for each $x \in X$.) Then $q_{r}$ and

$$
p_{a, r}(x)=\max \left(0, s_{a, r}(x)-r q_{r}(x)\right)
$$

are continuous. Let $x \in X$; then there exists $s_{a, k}$ with $s_{a, k}(x) \neq 0$; we choose such a function with minimal $k$; then $q_{k}(x)=0, p_{a, k}(x)=s_{a, k}(x)$. Therefore the sets $\left.\left.p_{a, k}^{-1}\right] 0,1\right]$ also cover $X$. Choose $N \in \mathbb{N}$ such that $N>k$ and $s_{a, k}(x)>\frac{1}{N}$. Then $q_{N}(x)>\frac{1}{N}$, and therefore $N q_{N}(y)>1$ for all $y$ in a suitable neighbourhood of $x$. In this neighbourhood, all $p_{a, r}$ with $r \geq N$ vanish. Hence

$$
\left.\left.\left(p_{a, n}^{-1}\right] 0,1\right] \mid a \in A, n \in \mathbb{N}\right)
$$

is a locally finite covering of $X$ which refines $\mathcal{U}$. We finish the proof by an application of the previous lemma.
(13.1.6) Theorem. Let $\left(U_{j} \mid j \in J\right)$ be a numerable covering of $B \times[0,1]$. Then there exists a numerable covering $\left(V_{k} \mid k \in K\right)$ of $B$ and a family $(\epsilon(k) \mid k \in K)$ of positive real numbers such that, for $t_{1}, t_{2} \in[0,1], t_{1}<t_{2}$ and $\left|t_{1}-t_{2}\right|<\epsilon(k)$, there exist a $j \in J$ with $V_{k} \times\left[t_{1}, t_{2}\right] \subset U_{j}$.

Proof. Let $\left(t_{j} \mid j \in J\right)$ be a numeration of $\left(U_{j}\right)$. For each $r$-tuple $k=\left(j_{1}, \ldots, j_{r}\right) \in$ $J^{r}$, define a continuous map

$$
v_{k}: B \rightarrow I, \quad x \mapsto \prod_{i=1}^{r} \min \left(t_{j_{i}}(x, s) \left\lvert\, s \in\left[\frac{i-1}{r+1}, \frac{i+1}{r+1}\right]\right.\right)
$$

Let $K=\bigcup_{r=1}^{\infty} J^{r}$. We show that the $\left.\left.V_{k}=v_{k}^{-1}\right] 0,1\right]$ and $\epsilon(k)=\frac{1}{2 r}$ for $k=$ $\left(j_{1}, \ldots, j_{r}\right)$ satisfy the requirements of the theorem. Namely if $\left|t_{1}-t_{2}\right|<\frac{1}{2 r}$, there exists $i$ with $\left[t_{1}, t_{2}\right] \subset\left[\frac{i-1}{r+1}, \frac{i+1}{r+1}\right]$ and hence $V_{k} \times\left[t_{1}, t_{2}\right] \subset U_{j_{i}}$.

We show that $\left(V_{k}\right)$ is a covering. Let $x \in B$ be given. Each point $(x, t)$ has an open neighbourhood of the form $U(x, t) \times V(x, t)$ which is contained in a suitable set $\left.\left.W(i)=t_{i}^{-1}\right] 0,1\right]$ and meets only a finite number of the $W(j)$. Suppose $V\left(x, t_{1}\right), \ldots, V\left(x, t_{n}\right)$ cover the interval $I=[0,1]$; let $\frac{2}{r+1}$ be a Lebesgue number of this covering. We set $U=U\left(x, t_{1}\right) \cap \cdots \cap U\left(x, t_{n}\right)$. Each set $U \times\left[\frac{i-1}{r+1}, \frac{i+1}{r+1}\right]$ is then contained in a suitable $W\left(j_{i}\right)$. Hence $x$ is contained in $V_{k}, k=\left(j_{1}, \ldots, j_{r}\right)$.

There are only a finite number of $j \in J$ for which $W(j) \cap(U \times I) \neq \emptyset$. Since $v_{k}(x) \neq 0$ implies the relation $W\left(j_{i}\right) \cap\{x\} \times I \neq \emptyset$, the family $\left(V_{k} \mid k \in J^{r}\right)$ is locally finite for $r$ fixed. The existence of a numeration for $\left(V_{k} \mid k \in K\right)$ follows now from theorem (13.1.5).

A family of continuous maps $\left(t_{j}: X \rightarrow[0,1] \mid j \in J\right)$ is called a generalized partition of unity if for each $x \in X$ the family $\left(t_{j}(x) \mid j \in J\right)$ is summable with sum 1.
(13.1.7) Lemma. Let $\left(t_{j} \mid j \in J\right)$ be a generalized partition of unity. Then $\left.\left.\left(t_{j}^{-1}\right] 0,1\right] \mid j \in J\right)$ is a numerable covering.
Proof. Summability of $\left(t_{j}(a)\right)$ means: For each $\varepsilon>0$ there exists a finite set $E \subset J$ such that for all finite sets $F \supset E$ the inequality $\left|1-\sum_{j \in F} t_{j}(a)\right|>1-\varepsilon$ holds. In that case $V=\left\{x \mid \sum_{j \in E} t_{j}(x)>1-\varepsilon\right\}$ is an open neighbourhood of $a$. If $k \notin E, x \in V$ and $t_{k}(x)>\varepsilon$, then $t_{k}(x)+\sum_{j \in E} t_{j}(x)>1$. This is impossible. Hence for each $a \in X$ there exists an open neighbourhood $V(a)$ such that only a finite number of functions $t_{j}$ have a value greater than $\varepsilon$ on $V(a)$. Let $s_{j, n}(x)=\max \left(t_{j}(x)-n^{-1}, 0\right)$ for $j \in J$ and $n \in \mathbb{N}$. By what we have just shown, the $s_{j, n}$ are locally finite for fixed $n$. The claim now follows from (13.1.5).

It is a useful fact that arbitrary partitions of unity can be reduced to countable ones. The method of proof is inspired by the barycentric subdivision of a simplicial complex. Let $\mathcal{U}=\left(U_{j} \mid j \in J\right)$ be a covering of the space $Z$ with subordinate partition of unity $T=\left(t_{j} \mid j \in J\right)$. For each finite set $E \subset J$ we set $q_{E}(z)=$ $\max \left(0, \min _{i \in E} t_{i}(z)-\max _{j \notin E \backslash S} t_{j}(z)\right)$. The function $q_{e}$ is continuous, since $T$ is locally finite. From this definition one verifies:
(13.1.8) Lemma. If $q_{E}(x) \neq 0 \neq q_{F}(x)$, then either $E \subset F$ or $F \subset E$. The family $\left(|E| q_{E} \mid E \subset J\right.$ finite) is a locally finite partition of unity.
(13.1.9) Corollary. Let $\left.\left.U(E)=q_{E}^{-1}\right] 0,1\right]$. Then $U(E) \cap U(F) \neq \emptyset$ and $|E|=|F|$ implies $E=F$. We set $U_{n}=\coprod_{|E|=n} U(E)$ and define $\tau_{n}: U_{n} \rightarrow[0,1]$ by $\tau_{n}\left|U(E)=|E| q_{E}\right.$. Then $\left(\tau_{n} \mid n \in \mathbb{N}\right)$ is a numeration of $\left(U_{n} \mid n \in \mathbb{N}\right)$.

Suppose the functions $t_{j}$ are non-zero. Let $N$ be the nerve of the covering $\left.\left.\left(t_{j}^{-1}\right] 0,1\right] \mid j \in J\right)$. Then the nerve of the covering $\left.\left(q_{E}^{-1}\right] 0,1\right] \mid E \subset J$ finite $)$ is the barycentric subdivision of $N$.

### 13.2 The Homotopy Colimit of a Covering

Let $K=(V, S)$ be a simplicial complex. We consider it as a category: The objects are the simplices, the morphisms are the inclusions of simplices. A contravariant functor $X: K \rightarrow$ TOP is called a simplicial $K$-diagram (in TOP). It associates to each simplex $s$ a space $X_{s}$ and to each inclusion $t \subset s$ a continuous map $r_{t}^{s}: X_{s} \rightarrow$ $X_{t}$. We also have a covariant functor $\Delta: K \rightarrow$ TOP which $\Delta(s)=\left\{\sum_{v \in s} t_{v} v \mid\right.$ $\left.t_{v} \in I, \sum t_{v}=1\right\}$, and for an inclusion $t \subset s$ we have the canonical inclusion $i_{t}^{s}: \Delta(t) \rightarrow \Delta(s)$. The geometric realization $|X|$ of a $K$-diagram $X$ is the quotient of $\coprod_{s} X_{s} \times \Delta(s)$ with respect to the relation

$$
X_{s} \times \Delta(s) \ni\left(x, i_{t}^{s}(a) \sim\left(r_{t}^{s}(x), a\right)\right) \in X_{t} \times \Delta(t)
$$

Restriction to the $n$-skeleton $K^{n}$ yields a functor $X^{n}: K^{n} \rightarrow$ TOP. In $|X|$ we have the subspace $|X|^{n}$ which is the image of the $X_{s} \times \Delta(s)$ with $\operatorname{dim} s \leq n$. Since $\left|X^{n}\right|$ is a quotient of the sum of these products we obtain a continuous map $\left|X^{n}\right| \rightarrow|X|^{n}$.
(13.2.1) Proposition. The space $|X|$ is the colimit of the subspaces $|X|^{n}$. The canonical map $\left|X^{n}\right| \rightarrow|X|^{n}$ is a homeomorphism. There exists a canonical pushout diagram

$$
\begin{gathered}
\coprod_{s, \operatorname{dim} s=n} X_{s} \times \partial \Delta(s) \xrightarrow{\varphi^{n}}\left|X^{n-1}\right| \\
\bigsqcup_{s, \operatorname{dim} s=n}^{\downarrow} X_{s} \times \Delta(s) \xrightarrow{\Phi^{n}}\left|X^{n}\right|
\end{gathered}
$$

The attaching map $\varphi^{n}$ is defined as follows: $\partial \Delta(s)$ is the union of the $i_{t}^{s} \Delta(t)$, where the $t \subset s$ have one element less than $s$. The map $\varphi^{n}$ is defined on $X_{s} \times i_{t}^{s} \Delta(s)$ by $r_{t}^{s} \times\left(i_{t}^{s}\right)^{-1}$ composed with the canonical map into $\left|X^{n-1}\right|$.

Let $\mathcal{U}=\left\{U_{j} \mid j \in J\right\}$ be a covering of a space $X$. For each finite non-empty $E \subset J$ we write $U_{E}=\bigcap_{j \in} U_{j}$. We define a subspace $C(U)$ of $X \times \prod_{j \in J} I_{j}$, $I_{j}=I$, as the set of families $y=\left(x ; t_{j}\right)$ such that:
(1) Only a finite number of the $t_{j}$ are non-zero.
(2) $\sum_{j} t_{j}=1$.
(3) If $J(y)=\left\{j \in J \mid t_{j} \neq 0\right\}$ then $x \in U_{J(y)}$.

We have coordinate maps $\mathrm{pr}=\mathrm{pr}^{C}: C(U) \rightarrow X,\left(x ; t_{j}\right) \mapsto x$ and $t_{i}: C(U) \rightarrow I$, $\left(x ; t_{j}\right) \mapsto t_{i}$. They are restrictions of the product projections and therefore continuous. The $t_{j}$ form a point-finite partition of unity on $C(U)$. We view $C(U)$ via $\mathrm{pr}^{C}$ as a space over $X$.

We define a second space $B(U)$ with the same underlying set but with a new topology. Recall the nerve $N(U)$ of the covering $\mathcal{U}$. We have the simplicial $N(U)$ diagram which associated to a simplex $E$ of the nerve the space $U_{E}$ and to an inclusion $F \subset E$ of simplices the inclusion $r_{F}^{E}: U_{E} \rightarrow U_{F}$. The space $B(U)$ is the geometric realization of this $N(U)$-diagram. Thus $B(U)$ is the quotient space of $\coprod_{E} U_{E} \times \Delta(E)$ by the relation

$$
U_{E} \times \Delta(E) \ni\left(x, d_{F}^{E}(a)\right) \sim\left(i_{F}^{E}(x), a\right) \in U_{F} \times \Delta(F)
$$

The sum is taken over the finite non-empty subsets $E$ of $J$. Let $\Delta(E)^{\circ}$ be the interior of $\Delta(E)$ and $\partial \Delta(E)$ its boundary. Then each element of $B(U)$ has a unique representative of the form $(x ; t) \in U_{E} \times \Delta(E)^{\circ}$ for a unique $E$. We can interpret this element as an element of $C(U)$, and in this manner we obtain a bijection of sets $\rho: B(U) \rightarrow C(U)$. This map is continuous, since the canonical maps $U_{E} \times \Delta(E) \rightarrow C(U)$ are continuous. The space $B(U)$ has a projection $\mathrm{pr}=\mathrm{pr}^{B}$ onto $X$ and $\rho$ is a map over $X$.
(13.2.2) Proposition. The map $\rho$ is a homotopy equivalence over $X$.

Proof. We construct a map $\pi: C(U) \rightarrow B(U)$. For this purpose we choose a locally finite partition of unity $\left(\tau_{j}\right)$ subordinate to the open covering $\left.\left.t_{j}^{-1}\right] 0,1\right]$ of $C(U)$.

Then we define

$$
\pi: y=\left(x ; t_{j}\right) \mapsto\left(x ; \tau_{j}(y)\right)=z
$$

The map is well-defined and continuous: Let $j \in J(z)$, i.e., $0 \neq t_{j}(z)=\tau_{j}(y)$ hence $J(z) \subset J(y)$ and $x \in J(z)$; this shows that $z \in B(U)$. Let $W \subset C(U)$ be an open set such that $J(W)=\left\{j\left|\tau_{j}\right| W \neq 0\right\}$ is finite. Let $y=\left(x ; t_{j}\right) \in W$. Then $J(W) \subset J(y)$, therefore $\pi$ factors on $W$ through a map $W \rightarrow U_{J(W)} \times \Delta(J(W))$, and this shows the continuity.

A homotopy $\rho \pi \simeq \operatorname{id}_{C(U)}$ is defined by

$$
(y, t)=\left(\left(x ; t_{j}\right), t\right) \mapsto\left(x ; t t_{j}+(1-t) \tau_{j}\right)
$$

This assignment is clearly well-defined and continuous. A homotopy $\pi \rho \simeq \mathrm{id}$ is defined by the same formula $(y ; t) \mapsto\left(x ; t t_{j}(y)+(1-t) \tau_{j} \rho(y)\right)$. In order to verify the continuity, we let again $W$ be as above, but now considered as a subset of $B(U)$. We consider the composition with $X_{E} \times \Delta(E) \rightarrow B(U)$. The formula for the homotopy on the pre-image of $W$ has an image in $X_{E} \times \Delta(E)$.

Let $B(U)^{n}$ be the subspace of $B(U)$ which is the image of the $U_{E} \times \Delta(E)$ with $|E| \leq n+1$. We state (13.2.1) for the special case at hand.
(13.2.3) Proposition. $B(U)$ is the colimit of the sequence of subspaces $B(U)^{n}$. The canonical map $\coprod_{\operatorname{dim} E \leq n} U_{E} \times \Delta(E) \rightarrow B(U)^{n}$ is a quotient map. The inclusion $B^{n-1} \subset B^{n}$ is obtained via a pushout diagram


The map $k_{n}$ is defined on $X_{E} \times \partial \Delta(E)$ as follows: Let $F \subset E$ be a proper subset. Then $k_{n}$ is defined on $X_{E} \times \Delta(F)$ by $X_{E} \times \Delta(F) \subset X_{F} \times \Delta(F) \rightarrow B^{n-1}$.
(13.2.4) Proposition. Let $U$ be numerable. Then the projections $C(\mathcal{U}) \rightarrow X$ and $B(U) \rightarrow X$ are shrinkable.

Proof. Let $\left(\tau_{j} \mid j \in J\right)$ a numeration of $U$. Then $x \mapsto\left(x ; \tau_{j}(x)\right)$ is a section $s$ of $\mathrm{pr}^{C}$ and $\left(\left(x ; t_{j}\right), t\right) \mapsto\left(x ; t t_{j}+(1-t) \tau_{j}(x)\right)$ is a homotopy from $s \mathrm{pr}^{C}$ to the identity over $X$. Thus $\mathrm{pr}^{C}$ is shrinkable, and (13.2.2) shows that also $\mathrm{pr}^{B}$ is shrinkable.

For some applications we need a barycentric subdivision of $B(\mathcal{U})$. Recall that we have the barycentric subdivision $N^{\prime}(\mathcal{U})$ of the nerve of $\mathcal{U}$. An $n$-simplex of $N^{\prime}(U)$ is an ordered set $\tau=\left(E_{0} \varsubsetneqq E_{1} \varsubsetneqq \cdots \varsubsetneqq E_{n}\right)$ such that $U_{E_{n}} \neq \emptyset$. We write $q(\tau)=E_{n}$. We have the $N^{\prime}(U)$-diagram which associates to $\tau$ the space
$X_{q(\tau)}$ and to $\sigma \subset \tau$ the inclusion $X_{q(\tau)} \subset X_{q(\sigma)}$. Let $B^{\prime}(U)$ denote the geometric realization of this $N^{\prime}(U)$-diagram. Since the simplices are ordered, we can replace $\Delta(\tau)$ by the standard simplex $\Delta[n]$ spanned by $[n]=\{0,1, \ldots, n\}$.
(13.2.5) Remark. In the case of the barycentric subdivision the pushout diagram in (13.2.3) reads as follows:


The sum is over the set $A_{n}=\left\{\left(\sigma_{0}, \ldots, \sigma_{n}\right) \mid \sigma_{0} \varsubsetneqq \cdots \varsubsetneqq \sigma_{n}, \sigma_{n} \subset J\right.$ finite $\}$, and $q\left(\sigma_{0}, \ldots, \sigma_{n}\right)=\sigma_{n}$.

### 13.3 Homotopy Equivalences

The main result (13.3.1) of this section asserts that being a homotopy equivalence is in a certain sense a local property.
(13.3.1) Theorem. Let $p: X \rightarrow B$ and $q: Y \rightarrow B$ be spaces over $B$ and $f: X \rightarrow Y$ a map over B. Let $\mathcal{X}=\left(X_{j} \mid j \in J\right)$ be a covering of $X$ and $y=\left(Y_{j} \mid j \in J\right)$ a covering of $Y$. Let $f\left(X_{j}\right) \subset Y_{j}$ and assume that for each finite $E \subset J$ the map ${ }_{E}: X_{E} \rightarrow Y_{E}$ induced by $f$ is a homotopy equivalence over $B$. Then the induced map $B(f): B(\mathcal{X}) \rightarrow B(\mathcal{Y})$ is a homotopy equivalence over $B$. Thus if the coverings $\mathcal{X}$ and $\mathscr{y}$ are numerable, then $f$ is a homotopy equivalence over $B$.

Proof. From (5.3.4) and (13.2.3) we prove inductively that the induced maps $B(\mathcal{X})^{n} \rightarrow B(Y)^{n}$ are h-equivalences. Now we use (5.2.9), in order to show that $B f$ is an h-equivalence. In the case of numerable coverings we also use (13.2.4).
(13.3.2) Remark. In the situation of (13.3.1) we can conclude that $f$ is a homotopy equivalence, if the projections $p_{X}: B(\mathcal{X}) \rightarrow X$ and $p_{Y}$ are homotopy equivalences.
(13.3.3) Theorem. Let $p: X \rightarrow B$ and $q: Y \rightarrow B$ be spaces over $B$ and $f: X \rightarrow Y$ a map over $B$. Let $\left(U_{j} \mid j \in J\right)$ be a numerable covering of $B$. Let $f_{j}: p^{-1}\left(U_{j}\right) \rightarrow q^{-1}\left(U_{j}\right)$ be the map induced by $f$ over $U_{j}$. Suppose each $f_{j}$ is a fibrewise homotopy equivalence. Then $f$ is a fibrewise homotopy equivalence.

Proof. The hypothesis implies that $f$ is a fibrewise homotopy equivalence over each set $V \subset V_{j}$. We can therefore apply (13.3.1).

We say that a covering ( $U_{j} \mid j \in J$ ) of $B$ is null homotopic if every inclusion $U_{j} \subset B$ is null homotopic.
(13.3.4) Theorem. Let $f: X \rightarrow Y$ be a map over $B$ from $p: X \rightarrow B$ to $q: Y \rightarrow B$. Assume that $p$ and $q$ are fibrations. Suppose $B$ has a numerable null homotopic covering $\left(V_{j} \mid j \in J\right)$ and that each path component of $B$ contains a point $b$ such that $f$ is a homotopy equivalence over $b$. The $f$ is a fibrewise homotopy equivalence.

Proof. Let $V_{j} \subset B$ be homotopic to the constant map $V_{j} \rightarrow\{b(j)\}$. We can assume that $f_{b(j)}: X_{b(j)} \rightarrow Y_{b(j)}$ is an h-equivalence. By the homotopy theorem for fibrations we obtain a homotopy commutative diagram of maps over $V_{j}$

with fibrewise homotopy equivalences (1) and (2). Hence $f_{j}$ is a fibrewise equivalence and we can apply (13.3.3)

## Problems

1. For each $j \in J$ we let $C(U)_{j}=\operatorname{pr}^{-1}\left(U_{j}\right)$ and similarly for $B$. Then the partial projection maps $\operatorname{pr}_{j}^{C}: C(U)_{j} \rightarrow U_{j}$ and $\operatorname{pr}_{j}^{B}: B(U)_{j} \rightarrow U_{j}$ are shrinkable.
2. If the coverings in (13.3.1) are open, then $f_{*}:[Z, X] \rightarrow[Z, Y]$ is for each paracompact $Z$ a bijection. The canonical projection $p: B(\mathcal{X}) \rightarrow X$ induces for a paracompact space $Z$ a bijection $p_{*}:[Z, B(X)] \rightarrow[Z, X]$.

### 13.4 Fibrations

(13.4.1) Theorem. Let $\mathcal{V}=\left(V_{j} \mid j \in J\right)$ be a covering of $B$ and $p: E \rightarrow B$ a continuous map. Assume that the map $p_{j}: p^{-1}\left(B_{j}\right) \rightarrow B_{j}$ induced by $p$ is for each $j \in J$ a fibration. If the covering $\mathcal{V}$ is numerable, then $p$ is a fibration. If the covering $\mathcal{V}$ is open, then $p$ has the HLP for paracompact spaces.

Proof. We have to solve a homotopy lifting problem (left diagram)


We form the pullback of $p$ along $h$ (right diagram). The initial condition $a$ yields a section $s_{0}$ of $q$ over $X \times 0$. A lifting of $h$ with this initial condition amounts to a section $s$ of $q$ which extends $s_{0}$. We pull back the numerable covering of $B$ to a numerable covering of $X \times I$. There exists a numerable covering $\mathcal{U}=\left(U_{k} \mid k \in K\right)$ of $X$ such that $q$ is a fibration over the sets $U_{k} \times I$ (Problem 1). We begin by constructing a lifting $t: B(U) \times I \rightarrow E$ of $\mathrm{pr}^{B}$ which extends the lifting $t_{0}$ over $B(U) \times 0$ determined by $s_{0}$. The lifting is constructed inductively from partial liftings $t_{n}$ over $B(U)^{n} \times I$. The induction step is again based on the pushout diagram (13.2.3), now multiplied by $I$. The extension of the lifting $t_{n}$ amounts to solving a lifting problem of the type

and this is possible (by (5.5.3)), because $U_{E} \times \Delta(E) \times I$ is mapped into a subset over which $q$ is a fibration. If the covering $U$ is numerable we compose it with a section of $\mathrm{pr}^{B}$ and obtain the desired extension of $s_{0}$.
(13.4.2) Theorem. Let $p: Y \rightarrow X$ be a continuous map. Let $y=\left(Y_{j} \mid j \in J\right)$ be a family of subsets of $Y$ and $X=\left(X_{j} \mid j \in J\right)$ a numerable covering of $X$. Assume that $p\left(Y_{j}\right) \subset X_{j}$ and that for finite $E \subset J$ the map $p_{E}: Y_{E} \rightarrow X_{E}$ induced by $p$ is shrinkable. Then $p$ has a section. (Note that $Y$ is not assumed to be a covering of $Y$.)
Proof. We work with the barycentric subdivision $B^{\prime}(\mathcal{X})$. We show the existence of a map $s: B^{\prime}(\mathcal{X}) \rightarrow Y$ such that $p s=\mathrm{pr}^{B}$. The proof does not use the numerability of the covering. We construct inductively maps $s^{n}: B^{\prime}(X)^{n} \rightarrow Y$ with the appropriate properties and an additional property which makes the induction work.

The map $B^{0}=\coprod_{E} X_{E} \rightarrow Y$ is given as follows: We choose sections $X_{E} \rightarrow$ $Y_{E}$ of $p_{E}$ and compose them with the inclusion $Y_{E} \subset Y$.

Suppose $s^{n-1}$ is given. We want to extend

$$
s^{n-1} k_{n}: \amalg\left(X_{q(\tau)} \times \partial \Delta[n]\right) \rightarrow E
$$

over $\amalg\left(X_{q(\tau)} \times \Delta[n]\right)$. If $\tau=\left(E_{0}, \ldots, E_{n}\right)$ we impose the additional hypothesis that the image of $X_{q(\tau)} \times \partial \Delta[n]$ under $s^{n-1} k_{n}$ is contained in $Y_{E_{0}}$. The construction of $s^{0}$ agrees with this requirement. Under this additional hypothesis we have a commutative diagram


From (5.5.3) we see that $s^{n-1} k_{n}$ can be extended over $\coprod X_{q(\tau)} \times \Delta[n]$. With an extension we construct $s^{n}$ via the pushout (13.2.5). We show that $s^{n}$ satisfies the additional hypothesis. Given $\tau=\left(E_{0}, \ldots, E_{n+1}\right)$ we describe

$$
k_{n+1}: X_{q(\tau)} \times \partial \Delta[n+1] \rightarrow B(U)^{n}
$$

Let $d_{i}: \Delta[n] \rightarrow \Delta[n]_{i}$ be the standard map onto the $i$-th face of $\Delta[n+1]$ with inverse homeomorphism $e_{i}$. Let $\partial_{i}: X_{q(\tau)} \rightarrow X_{q\left(\varepsilon_{i} \tau\right)}$ be the inclusion where $\varepsilon_{i} \tau=\left(E_{0}, \ldots, E_{i-1}, E_{i+1}, \ldots, E_{n+1}\right)$. The restriction of $k_{n+1}$ to the subset $X_{q(\tau)} \times \Delta[n+1]_{i}$ is $K_{n}\left(\partial_{i} \times e_{i}\right)$. By construction of $s^{n}$ the image of $s^{n} K_{n}\left(\partial_{i} \times e_{i}\right)$ is contained in $X_{E_{0}}$ (for $i>0$ ) or $X_{E_{1}}$ (for $i=0$ ). But $X_{E_{1}} \subset X_{E_{0}}$, hence $s^{n}$ has the desired property.

If $\mathcal{X}$ is numerable, then pr has a section $t$ and $s t$ is a section of $p$.
(13.4.3) Theorem. Let $p: X \rightarrow B$ be a continuous map and $\mathcal{X}=\left(X_{j} \mid j \in J\right)$ a numerable covering of $X$. Assume that for each finite $E \subset J$ the restriction $p_{E}: X_{E} \rightarrow B$ is a fibration (an h-fibration, shrinkable). Then $p$ is a fibration (an $h$-fibration, shrinkable).

Proof. Recall that for a fibration $p: X \rightarrow B$ the canonical map $r: X^{I} \rightarrow W(p)$ is shrinkable (see (5.6.5)), and that $p$ is a fibration if this map has a section (see (5.5.1)). If the $p_{E}$ are fibrations, then the $r_{E}: X_{E}^{I} \rightarrow W\left(p_{E}\right)$ are shrinkable. The $W\left(p_{j}\right)$ form a numerable covering of $W(p)$. Theorem (13.4.2) shows that $r$ has a section, hence $p$ is a fibration.

Assume that the $p_{E}$ are shrinkable, i.e., homotopy equivalences over $B$. We apply (13.3.1) and see that $p$ is shrinkable.

Assume that the $p_{E}$ are h-fibrations. The map $p$ is an h-fibration if and only if the canonical map $b: W(p) \rightarrow X$ is a homotopy equivalence over $B$ (this can be taken as a definition of an h-fibration). The $W\left(p_{j}\right)$ form a numerable covering of $W(p)$ and the $b_{E}: W\left(p_{E}\right) \rightarrow X_{E}$ are homotopy equivalences over $B$, since $p_{E}$ are h-fibrations. Thus we are in a position where (13.3.1) can be applied.

The hypothesis of (13.4.3) is satisfied if the $X_{E}$ are either empty or contractible.

## Problems

1. If $q: M \rightarrow N \times[a, b]$ is a fibration over $N \times[a, c]$ and $N \times[c, b]$, then $q$ is a fibration.
2. Let $\mathcal{X}=\left(X_{j} \mid j \in J\right)$ be a numerable covering of $X$. If the spaces $X_{E}$ have the homotopy type of a CW-complex, then $X$ has the homotopy type of a CW-complex.
3. Let $p: E \rightarrow B$ be an h-fibration. Suppose $B$ and each fibre $p^{-1}(b)$ have the homotopy type of a CW-complex. Then $E$ has the homotopy type of a CW-complex.

## Chapter 14

## Bundles

Bundles (also called fibre bundles) are one of the main objects and tools in topology and geometry. They are locally trivial maps with some additional structure. A basic example in geometry is the tangent bundle of a smooth manifold and its associated principal bundle. They codify the global information that is contained in the transitions functions (coordinate changes).

The classification of bundles is reduced to a homotopy problem. This is achieved via universal bundles and classifying spaces. We construct for each topological group $G$ the universal $G$-principal bundle $E G \rightarrow B G$ over the so-called classifying space $B G$. The isomorphism classes of numerable bundles over $X$ are then in bijection with the homotopy set $[X, B G]$.

The classification of vector bundles is equivalent to the classification of their associated principal bundles. A similar equivalence holds between $n$-fold covering spaces and principal bundles for the symmetric group $S_{n}$. This leads to a different setting for the classification of coverings.

From the set of (complex) vector bundles over a space $X$ and their linear algebra one constructs the Grothendieck ring $K(X)$. The famous Bott periodicity theorem in one of its formulations is used to make the functor $K(X)$ part of a cohomology theory, the so-called topological $K$-theory. Unfortunately lack of space prevents us from developing this very important aspect.

Classifying spaces and universal bundles have other uses, and the reader may search in the literature for information.

The cohomology ring $H^{*}(B G)$ of the classifying space $B G$ of a discrete group $G$ is also called the cohomology of the group. There is a purely algebraic theory which deals with such objects.

If $X$ is a $G$-space, one can form the associated bundle $E G \times_{G} X \rightarrow B G$. This bundle over $B G$ can be interpreted as an invariant of the transformation group $X$. The cohomology of $E G \times_{G} X$ is a module over the cohomology ring $H^{*}(B G)$ (Borel-cohomology). The module structure contains some information about the transformation group $X$, e.g., about its fixed point set (see [7], [43]).

### 14.1 Principal Bundles

Let $G$ be a topological group. In the general theory we use multiplicative notation and denote the unit element of $G$ by $e$. Let $r: E \times G \rightarrow E,(x, g) \mapsto x g$ be a continuous right action of $G$ on $E$, and $p: E \rightarrow B$ a continuous map. The pair ( $p, r$ ) is called a (right) $\boldsymbol{G}$-principal bundle if the following axioms hold:
(1) For $x \in E$ and $g \in G$ we have $p(x g)=p(x)$.
(2) For each $b \in B$ there exists an open neighbourhood $U$ of $b$ in $B$ and a $G$ homeomorphism $\varphi: p^{-1}(U) \rightarrow U \times G$ which is a trivialization of $p$ over $U$ with typical fibre $G$. Here $G$ acts on $U \times G$ by $((u, h), g) \mapsto(u, h g)$.
If we talk about a $G$-principal bundle $p: E \rightarrow B$, we understand a given action of $G$ on $E$. From the axioms we see that $G$ acts freely on $E$. The map $p$ factors through the orbit map $q: E \rightarrow E / G$ and induces a continuous bijection $h: E / G \rightarrow B$. Since $q$ and $p$ are open maps, hence quotient maps, $h$ is a homeomorphism. Thus $G$-principal bundles can be identified with suitable free right $G$-spaces. In contrast to an arbitrary locally trivial map with typical fibre $G$, the local trivializations in a principal bundle have to be compatible with the group action. In a similar manner we define left principal bundles.

A $G$-principal bundle with a discrete group $G$ is called a $\boldsymbol{G}$-principal covering. The continuity of the action $r$ is in this case equivalent to the continuity of all right translations $r_{g}: E \rightarrow E, x \mapsto x g$. This is due to the fact that $E \times G$ is homeomorphic to the topological sum $\amalg_{g \in G} E \times\{g\}$, if $G$ is discrete.

Let $E \times G \rightarrow E$ be a free action and set $C(E)=\{(x, x g) \mid x \in E, g \in G\}$. We call $t=t_{E}: C(E) \rightarrow G,(x, x g) \mapsto g$ the translation map of the action.
(14.1.1) Lemma. Let $p: E \rightarrow E / G$ be locally trivial. Then the translation map is continuous.

Proof. Let $W=p^{-1}(U) \subset E$ be a $G$-stable open set which admits a trivialization $\psi: U \times G \rightarrow W$. The pre-image of $(W \times W) \cap C(E)$ under $\psi \times \psi$ is $\{(u, g, u, h) \mid$ $u \in U, g, h \in G\}$, and $t \circ(\psi \times \psi)$ is the continuous map $(u, g, u, h) \mapsto g^{-1} h$.

A free $G$-action on $E$ is called weakly proper if the translation map is continuous. It is called proper if, in addition, $C(E)$ is closed in $E \times E$.
(14.1.2) Proposition. A free action of $G$ on $E$ is weakly proper if and only if $\theta^{\prime}: E \times G \rightarrow C(E),(x, g) \mapsto(x, x g)$ is a homeomorphism.

Proof. The map $\psi: C(E) \rightarrow E \times G,(x, y) \mapsto\left(x, t_{E}(x, y)\right)$ is a set-theoretical inverse of $\theta^{\prime}$. It is continuous if and only if $t_{E}$ is continuous.

Let $E$ carry a free right $G$-action and $F$ a left $G$-action. We have a commutative diagram

with orbit maps $P$ and $p$ and $q=\mathrm{pr}_{1} / G$.
(14.1.3) Proposition. A free right $G$ action on $E$ is weakly proper if and only if for each left $G$-space $F$ the diagram is a topological pullback.

Proof. We compare the diagram with the canonical pullback

with $X=\left\{((x, f), y) \in\left(E \times_{G} F\right) \times E \mid p(x)=p(y)\right\}$ and $a=\operatorname{pr}_{1}, b=$ $\mathrm{pr}_{2}$. There exists a unique map $\lambda: E \times F \rightarrow X$ such that $b \lambda=\mathrm{pr}_{1}, a \lambda=P$, i.e., $\lambda(x, f)=((x, f), x)$. The diagram in question is a pullback if and only if $\lambda$ is a homeomorphism. Suppose this is the case for the left $G$-space $G$. The homeomorphism $E \times_{G} G \rightarrow E,(x, g) \mapsto x g$ transforms $q$ into $p, X$ into $C(E)$ and $\lambda$ into $(x, g) \mapsto(x g, x)$. The latter is, in different notation, $\theta^{\prime}$. Hence $\theta^{\prime}$ is a homeomorphism if the diagram is a pullback for $F=G$.

Conversely, let the action be weakly proper. The map
$\tilde{\mu}: \tilde{X}=\{((x, f), y) \mid p(x)=p(y)\} \rightarrow E \times F, \quad((x, f), y) \mapsto\left(y, t(x, y)^{-1} f\right)$
is continuous. One verifies that $\tilde{\mu}$ induces a map $\mu: X \rightarrow E \times F$. The equalities

$$
\mu \lambda(x, f)=\mu((x, f), x)=\left(x, t^{-1}(x, x) f\right)=(x, f)
$$

show that $\mu$ is an inverse of $\lambda$.
(14.1.4) Proposition. Let $G$ act freely and weakly properly on $E$. The sections of $q: E \times_{G} F \rightarrow E / G$ correspond bijectively to the maps $f: E \rightarrow F$ with the property $f(x g)=g^{-1} f(x)$; here we assign to $f$ the section $s_{f}: x \mapsto(x, f(x))$.

Proof. It should be clear that $s_{f}$ is a continuous section. Conversely, let $s: B \rightarrow$ $E \times_{G} F$ be a continuous section. We use the pullback diagram displayed before (14.1.3). It yields an induced section $\sigma$ of $\mathrm{pr}_{1}$ which is determined by the conditions $\mathrm{pr}_{1} \circ \sigma=\mathrm{id}$ and $P \circ \sigma=s \circ p$. Let $f=\operatorname{pr}_{2} \circ \sigma: E \rightarrow F$. Then $\mathrm{pr}_{1} \sigma(x g)=$ $x g=\operatorname{pr}_{1}(\sigma(x) g)$, since $\sigma$ is a section and $\mathrm{pr}_{1}$ a $G$-map. (The right action on $E \times F$ is $(e, f, g) \mapsto\left(e g, g^{-1} f\right)$.) The equalities $P \sigma(x g)=s p(x g)=s p(x)=$ $P \sigma(x)=P(\sigma(x) g)$ hold, since $\sigma$ is an induced section and $P$ the orbit map. Since $\sigma(x g)$ and $\sigma(x) g$ have the same image under $P$ and $\mathrm{pr}_{1}$, these elements are equal; we now apply the $G$-map $\mathrm{pr}_{2}$ and obtain finally $f(x g)=g^{-1} f(x)$.
(14.1.5) Proposition. Let the free $G$-action on $E$ be weakly proper. Then the orbit map $p: E \rightarrow E / G=B$ is isomorphic to $\mathrm{pr}: B \times G \rightarrow B$, if and only if $p$ has a section.

Proof. Let $s$ be a section of $p$. Then $B \times G \rightarrow E,(b, g) \mapsto s(b) g$ and $E \rightarrow$ $B \times G, x \mapsto(p(x), t(s p x, x))$ are inverse $G$-homeomorphisms, compatible with the projections to $B$. Conversely, pr has a section and hence also the isomorphic map $p$.
(14.1.6) Proposition. Let $X$ and $Y$ be free $G$-spaces and $\Phi: X \rightarrow Y$ a $G$-map. If $\varphi=\Phi / G$ is a homeomorphism and $Y$ weakly proper, then $\Phi$ is a homeomorphism.

Proof. $X$ is weakly proper, since the translation map of $X$ is obtained from the translation map of $Y$ by composition with $\Phi \times \Phi$. We have to find an inverse $\Psi: Y \rightarrow X$. By (14.1.4), it corresponds to a section of $\pi_{Y}:(Y \times X) / G \rightarrow Y / G$. We have the section $s: x \mapsto(x, \Phi(x))$ of $\pi_{X}:(X \times Y) / G \rightarrow X / G$. Let $\psi$ be the inverse of $\varphi$. With the interchange map $\tau:(X \times Y) / G \rightarrow(Y \times X) / G$ we form $\sigma=\tau \circ s \circ \psi$. One verifies that $\sigma$ is a section of $\pi_{Y}$.

Let a commutative diagram below with principal $G$-bundles $p$ and $q$ be given, and let $F$ be a $G$-map. Then $F$ or $(F, f)$ is called a bundle map.


If $f$ is a homeomorphism, then $F$ is a homeomorphism (see (14.1.6)). If $f$ is the identity, then $F$ is called a bundle isomorphism.

Given a principal bundle $p: X \rightarrow B$ and a map $f: C \rightarrow B$, we have a pullback diagram as above with $Y=\{(c, x) \mid f(c)=p(x)\} \subset C \times X$. The maps $q$ and $F$ are the restrictions of the projections onto the factors. The $G$-action on $Y$ is $(c, x) g=(c, x g)$. If $p$ is trivial over $V$, then $q$ is trivial over $f^{-1}(V)$. Therefore $q$ is a principal bundle, called the bundle induced from $p$ by $f$. Also $F$ is a bundle map. From the universal property of a pullback we see, that the bundle map diagram above is a pullback.
(14.1.7) Proposition. Let $U$ be a right $G$-space. The following are equivalent:
(1) There exists a G-map $f: U \rightarrow G$.
(2) There exists a subset $A \subset U$ such that $m: A \times G \rightarrow U,(a, g) \mapsto a g$ is $a$ homeomorphism.
(3) The orbit map $p: U \rightarrow U / G$ is $G$-homeomorphic over $U / G$ to the projection $\mathrm{pr}: U / G \times G \rightarrow U / G$.
(4) $U$ is a free $G$-space, $p: U \rightarrow U / G$ has a section, and $t_{U}$ is continuous.

Proof. (1) $\Rightarrow$ (2). Let $A=f^{-1}(e)$ and $v: U \rightarrow A, \mathrm{x} \mapsto x \cdot f(x)^{-1}(x)$. Then $(v, f): U \rightarrow A \times G$ is an inverse of $m$.
(2) $\Rightarrow$ (3). The $G$-homeomorphism $m$ induces a homeomorphism $m / G$ of the orbit spaces. We have the homeomorphism $\varepsilon: A \rightarrow(A \times G) / G, a \mapsto(a, e)$. With these data $m \circ(\varepsilon \times \mathrm{id}) \circ m / G=\mathrm{pr}$.
(3) $\Rightarrow$ (4). If $\varphi: U / G \times G \rightarrow U$ is a $G$-homeomorphism over $U / G$, then the $G$-action is free and $x \mapsto \varphi(x, e)$ is a section of $p$. The translation map of $U / G \times G$ is continuous and hence, via $\varphi$, also $t_{U}$.
(4) $\Rightarrow$ (1). Let $s: U / G \rightarrow G$ be a section. Then $U \rightarrow G, u \mapsto t_{U}(\operatorname{sp}(u), u)$ is a $G$-map.

A right $G$-space $U$ is called trivial if there exists a continuous $G$-map $f: U \rightarrow G$ into the $G$-space $G$ with right translation action. A right $G$-space is called locally trivial if it has an open covering by trivial $G$-subspaces.
(14.1.8) Proposition. The total space $E$ of $a$ G-principal bundle is locally trivial. If $E$ is locally trivial, then $E \rightarrow E / G$ is a $G$-principal bundle.
14.1.9 Hopf fibrations. Consider $S^{2 n-1} \subset \mathbb{C}^{n}$ as a free $S^{1}$-space with action induced from scalar multiplication. Let $U_{j}$ be the subset of points $z=\left(z_{k}\right)$ with $z_{j} \neq 0$. The map $z \mapsto z_{j}\left|z_{j}\right|^{-1}$ shows that $U_{j}$ is a trivial $S^{1}$-space. The orbit space of this action is $\mathbb{C} P^{n-1}$. The $S^{1}$-principal bundle $p: S^{2 n-1} \rightarrow \mathbb{C} P^{n-1}$, i.e., the orbit map, is called a Hopf fibration. There is a similar $\mathbb{Z} / 2$-principal bundle $S^{n-1} \rightarrow \mathbb{R} P^{n-1}$ onto the real projective space and an $S^{3}$-principal bundle $S^{4 n-1} \rightarrow \mathbb{H} P^{n-1}$ onto the quaternionic projective space.
(14.1.10) Proposition. Let $f: X \rightarrow Y$ be a $G$-map and $p_{Y}: Y \rightarrow Y / G$ a $G$ principal bundle. Then the diagram

is a pullback.
Proof. Let $U \subset Y$ be a $G$-set with a $G$-map $h: U \rightarrow G$. Then $h \circ f: f^{-1}(U) \rightarrow$ $U \rightarrow G$ is a $G$-map. Hence $p_{X}$ is a $G$-principal bundle. The diagram is therefore a bundle map and hence a pullback.

We say, a map $f: X \rightarrow Y$ has local sections if each $y \in Y$ has an open neighbourhood $V$ and a section $s: V \rightarrow X$ of $f$ over $V$; the latter means $f s(v)=v$ for all $v \in V$.
(14.1.11) Proposition. Let $G$ be a topological group and $H$ a subgroup. The quotient map $q: G \rightarrow G / H$ is an $H$-principal bundle if and only if $q$ has a section over some neighbourhood of the unit coset.

Proof. A locally trivial map has local sections. Conversely, let $s: U \rightarrow G$ be a section of $q$ over $U$. The map $t_{G}$ is continuous. For each $k \in G$ we have the $H$ equivariant map $k q^{-1}(U) \rightarrow H, k g \mapsto s(q(g))^{-1} g$. We thus can apply (14.1.8) and (14.1.7).

Actions with the properties of the next proposition were called earlier properly discontinuous.
(14.1.12) Proposition. Let $E \times G \rightarrow E,(x, g) \mapsto x g$ be a free right action of the discrete group $G$. The following assertions are equivalent:
(1) The orbit map $p: E \rightarrow E / G$ is a $G$-principal covering.
(2) Each $x \in E$ has a neighbourhood $U$, such that $U \cap U g=\emptyset$ for each $g \neq e$.
(3) The set $t^{-1}(e)$ is open in $C$.
(4) The map $t$ is continuous.

Proof. (1) $\Rightarrow$ (4) holds by (14.1.1).
(4) $\Rightarrow$ (3). The set $\{e\} \subset G$ is open, since $G$ is discrete.
(3) $\Rightarrow$ (2). We have $t(x, x)=e$. Since $t^{-1}(e)$ is open, there exists an open neighbourhood $U$ of $x$ in $E$ such that $(U \times U) \cap C \subset t^{-1}(e)$. Let $U \cap U g \neq \emptyset$, say $v=u g$ for $u, v \in U$. Then $(u, v)=(u, u g) \in(U \times U) \cap C$, hence $t(u, u g)=g=e$.
(2) $\Rightarrow$ (1). Let $U$ be open. Then $U \times G \rightarrow U G,(u, g) \mapsto u g$ is a $G$-homeomorphism, hence $U G$ an open trivial $G$-subspace.
(14.1.13) Example. Let $G$ be a closed discrete subgroup of the topological group $E$. Then the action $G \times E \rightarrow E,(g, x) \mapsto g x$ is free and has property (4) of the previous proposition. Examples are $\mathbb{Z} \subset \mathbb{R}$ or $\mathbb{Z} \subset \mathbb{C}$.
(14.1.14) Example. The map $g: \mathbb{R} \rightarrow S^{1}, t \mapsto \exp (2 \pi i t)$ has kernel $\mathbb{Z}$. Therefore there exists a bijective map $f: \mathbb{R} / \mathbb{Z} \rightarrow S^{1}$ such that $f p=g$. Since $g$ is an open map, $g$ is a quotient map and therefore $f$ a homeomorphism. By the previous example, $g$ is therefore a covering. Similarly exp: $\mathbb{C} \rightarrow \mathbb{C}^{*}$ is seen to be a covering.
(14.1.15) Example. Let $G$ be a Lie group and $H$ a closed subgroup. Then the quotient map $p: G \rightarrow G / H$ is an $H$-principal bundle. In the chapter on differentiable manifolds we show that $G / H$ carries the structure of a smooth manifold such that $p$ is a submersion. A submersion has always smooth local sections.

We construct locally trivial bundles from principal bundles. Let $p: E \rightarrow B$ be a right $G$-principal bundle and $F$ a left $G$-space. The projection $E \times F \rightarrow E$ induces, via passage to orbit spaces, $q: E \times_{G} F \rightarrow B$. The map $q$ is locally trivial
with typical fibre $F$. A bundle chart $\varphi: p^{-1}(U) \rightarrow U \times G$ of $p$ yields a bundle chart

$$
q^{-1}(U)=p^{-1}(U) \times_{G} F \xrightarrow{\varphi \times_{G}^{\mathrm{id}}}(U \times G) \times_{G} F \cong U \times F
$$

for $q$. We call $q$ the associated fibre bundle with typical fibre $F$, and $G$ is said to be the structure group of this fibre bundle. The structure group contains additional information: The local trivializations have the property that the transition functions are given by homeomorphisms of the fibre which arise from an action of an element of the group $G$.

Let $p: Y \rightarrow B$ be a right $G$-principal bundle. It may happen that there exists a right $H$-principal bundle $q: X \rightarrow Y$ for a subgroup $H \subset G$ and a $G$-homeomorphism $\rho: X \times_{H} G \rightarrow Y$ over $B$. In that case $(q, \rho)$ is called a reduction of the structure of $p$. One can consider more generally a similar problem for homomorphisms $\alpha: H \rightarrow G$.
(14.1.16) Example. Let $E \rightarrow B$ be a $G$-principal bundle and $H \subset G$ a subgroup. Then $E \times_{G} G / H \rightarrow E / H,(x, g H) \mapsto x g H$ is a homeomorphism. Therefore $E / H \rightarrow E / G, x H \mapsto x G$ is isomorphic to the associated bundle $E \times_{G} G / H \rightarrow$ $E / G$. From a subgroup $K \subset H \subset G$ we obtain in this manner $G / K \rightarrow G / H$ as a bundle with structure group $H$ and fibre $H / K$, if $G \rightarrow G / H$ has local sections.

If $X$ is a $G$-space and $H \triangleleft G$, then $G / H$ acts on $X / H$ by $(x H, g H) \mapsto x g H$. The quotient map $X / H \rightarrow X / G$ induces a homeomorphism $(X / H) /(G / H) \cong$ $X / G$. In particular, $E / H \rightarrow E / G$ becomes in this manner a $G / H$-principal bundle.

One can "topologise" various algebraic notions in analogy to the passage from groups to topological groups. An important notion in this respect is that of a small category.

A (small) topological category $C$ consists of an object space $\mathrm{Ob}(C)$ and a morphism space $\operatorname{Mor}(C)$ such that the structure data

$$
\begin{aligned}
s: \operatorname{Mor}(C) \rightarrow \operatorname{Ob}(C) & \text { (source), } \\
r: \operatorname{Mor}(C) \rightarrow \operatorname{Ob}(C) & \text { (range), } \\
i: \operatorname{Ob}(C) \rightarrow \operatorname{Mor}(C) & \text { (identity), } \\
c: \operatorname{Mor}_{2}(C) \rightarrow \operatorname{Mor}(C) & \text { (composition) }
\end{aligned}
$$

are continuous. Here

$$
\operatorname{Mor}_{2}(C)=\{(\beta, \alpha) \in \operatorname{Mor}(C) \times \operatorname{Mor}(C) \mid s(\beta)=r(\alpha)\}
$$

carries the subspace topology of $\operatorname{Mor}(C) \times \operatorname{Mor}(C)$. For these data the usual axioms of a category hold. In a groupoid each morphism has an inverse. In a topological
groupoid we require in addition that passage to the inverse is a continuous map $\operatorname{Mor}(C) \rightarrow \operatorname{Mor}(C)$.

A topological group can be considered as a topological groupoid with object space a point. Principal bundles yield a parameterized version.
(14.1.17) Example. Let $E$ be a free right $G$-space with a weakly proper action. Let $p: E \rightarrow B$ be a map which factors over the orbit map $q: E \rightarrow E / G$ and induces a homeomorphism $E / G \cong B$. We construct a topological groupoid with object space $B$. The product $p \times p: E \times E \rightarrow B \times B$ factors over the orbit map $Q: E \times E \rightarrow(E \times E) / G,(a, b) \mapsto[a, b]$ of the diagonal action and induces

$$
(s, r):(E \times E) / G \rightarrow B \times B
$$

We define $(E \times E) / G$ as the morphism space of our category and $s, r$ as source, range. The diagonal of $E$ induces $i: B \cong E / G \rightarrow(E \times E) / G$, and this is defined to be the identity. We define the composition by

$$
[a, b] \circ[x, y]=\left[x, b \cdot t(y, a)^{-1}\right]
$$

with the translation map $t=t_{E}$ of $E$. One verifies that composition is associative and continuous. (The space $\mathrm{Mor}_{2}$ is a quotient space of $E \times C(E) \times E$.) The morphism $[b, a]$ is inverse to $[a, b]$, hence the inverse is continuous and we have obtained a topological groupoid.

## Problems

1. A free action of a finite group $G$ on a Hausdorff space $E$ is proper.
2. The action $\mathbb{R}^{2} \backslash 0 \times \mathbb{R}^{*} \rightarrow \mathbb{R}^{2} \backslash 0,((x, y), t) \mapsto\left(t x, t^{-1} y\right)$ is a non-trivial $\mathbb{R}^{*}$-principal bundle. Determine the orbits and the orbit space.
3. Let $E$ be a space with a free right $G$-action. Then the translation map $t_{E}$ is continuous if and only if the pullback of $p$ along $p$ is a trivial $G$-space.
4. The continuous maps $E \times_{G} F_{1} \rightarrow E \times{ }_{G} F_{2}$ over $E / G$ correspond via ( $x, u$ ) $\mapsto$ ( $x, \alpha(x, u)$ ) to the continuous maps $\alpha: E \times F_{1} \rightarrow F_{2}$ with the equivariance condition $g \alpha(x, u)=\alpha\left(x g^{-1} g u\right)$.

If $E$ is connected and $F_{1}, F_{2}$ discrete, then $\alpha$ does not depend on $x \in E$ and has the form $\beta \circ \mathrm{pr}$ with a uniquely determined equivariant map $\beta: F_{1} \rightarrow F_{2}$.
5. The groupoid (14.1.17) has further properties. There exists at least one morphism between any two objects. The map $(s, r):(E \times E) / G \rightarrow B \times B$ is open.
6. Reconsider in the light of (14.1.17) the topological groupoid that was used in the determination of the fundamental groupoid of $S^{1}$.

### 14.2 Vector Bundles

Vector bundles are, roughly speaking, continuous families of vector spaces. Suppose given a continuous map $p: X \rightarrow B$ and the structure of an $n$-dimensional
$\mathbb{R}$-vector space on each fibre $X_{b}=p^{-1}(b)$. A bundle chart or a trivialization over the open basic set $U \subset B$ for these data is a homeomorphism $\varphi: p^{-1}(U) \rightarrow U \times \mathbb{R}^{n}$ over $U$ which is fibrewise linear. A set of bundle charts is a bundle atlas, if their basic domains cover $B$. The data $p: X \rightarrow B$ together with the vector space structures on the fibres are an $\boldsymbol{n}$-dimensional real vector bundle over the space $B$ if a bundle atlas exists. Thus a vector bundle is in particular a locally trivial map. In a similar manner one defines complex vector bundles or quaternionic vector bundles. A vector bundle $\xi: E(\xi) \rightarrow B$ is called numerable, if there exists a numerable covering $U$ of $B$ such that $\xi$ is trivial over the members $U \in \mathcal{U}$. (This notion is also used for other types of locally trivial bundles.) A bundle has finite type, if it has a finite bundle atlas.

Let $(U, \varphi)$ and $(V, \psi)$ be bundle charts for $p$. Then the transition map is

$$
\psi \varphi^{-1}:(U \cap V) \times \mathbb{R}^{n} \rightarrow(U \cap V) \times \mathbb{R}^{n}, \quad(x, v) \mapsto\left(x, g_{x}(v)\right)
$$

with $g_{x} \in \mathrm{GL}_{n}(\mathbb{R})$. The assignment $g: U \cap V \rightarrow \mathrm{GL}_{n}(\mathbb{R}), x \mapsto g_{x}$ is continuous.
A bundle atlas is said to be orienting, if the $g_{x}$ have positive determinant. If an orienting atlas exists, then the bundle is orientable. An orientation of a vector bundle $p: E \rightarrow B$ consists of a vector space orientation of each fibre $p^{-1}(b)$ with the property: For each $x \in B$ there exists a bundle chart $(U, \varphi)$ about $x$ such that $\varphi$ transports for each $b \in U$ the given orientation on $p^{-1}(b)$ into the standard orientation of $\mathbb{R}^{n}$. A chart with this property is called positive with respect to the given orientation. The positive charts form an orienting atlas, and for each orienting atlas there exists a unique orientation such that its charts are positive with respect to the orientation. A complex vector space has a canonical orientation. If one uses this orientation in each fibre, then the bundle, considered as a real bundle, is an oriented bundle.

Let $\xi: E(\xi) \rightarrow B$ and $\eta: E(\eta) \rightarrow C$ be real vector bundles. A bundle morphism $\xi \rightarrow \eta$ over $\varphi: B \rightarrow C$ is a commutative diagram

with a map $\Phi$ which is fibrewise linear. If $\Phi$ is bijective on fibres, then we call the bundle morphism a bundle map. Thus we have categories of vector bundles with bundle morphisms or bundle maps as morphisms. The trivial $n$-dimensional bundle is the product bundle $\mathrm{pr}: B \times \mathbb{R}^{n} \rightarrow B$. More generally, we call a bundle trivial if it is isomorphic to the product bundle.
(14.2.1) Proposition. A bundle map over the identity is a bundle isomorphism.

Proof. We have to show that the inverse of $\Phi$ is continuous. Via bundle charts this can be reduced to a bundle map between trivial bundles

$$
U \times \mathbb{R}^{n} \rightarrow U \times \mathbb{R}^{n}, \quad(u, v) \mapsto\left(u, g_{u}(v)\right) .
$$

In that case $(u, v) \mapsto\left(u, g_{u}^{-1}(v)\right)$ is a continuous inverse, since $u \mapsto g_{u}^{-1}$ is continuous.
(14.2.2) Proposition. If the previous diagram is a pullback in TOP and $\eta$ a vector bundle, then there exists a unique structure of a vector bundle on $\xi$ such that the diagram is a bundle map.

Proof. Since $\Phi$ is bijective on fibres, we define the vector space structures in such a way that $\Phi$ becomes fibrewise linear. It remains to show the existence of bundle charts.

If $\eta$ is the product bundle, then $\xi$ can be taken as product bundle. If $\eta$ has a bundle chart over $V$, then $\xi$ has a bundle chart over $\varphi^{-1}(V)$, by transitivity of pullbacks.

We call $\xi$ in (14.2.2) the bundle induced from $\eta$ along $\varphi$ and write occasionally $\xi=\varphi^{*} \eta$ in this situation. The previous considerations show that a bundle map is a pullback. (Compare the analogous situation for principal bundles.)

A bundle morphism over $\operatorname{id}(B)$ has for each $b \in B$ a rank, the rank of the linear map between the fibres over $b$. It is then clear what we mean by a bundle morphism of constant rank.

A subset $E^{\prime} \subset E$ of an $n$-dimensional real bundle $p: E \rightarrow B$ is a $k$-dimensional subbundle of $p$, if there exists an atlas of bundle charts (called adapted charts) $\varphi: p^{-1}(U) \rightarrow U \times \mathbb{R}^{n}$ such that $\varphi\left(E^{\prime} \cap p^{-1}(U)\right)=U \times\left(\mathbb{R}^{k} \times 0\right)$. The restriction $p: E^{\prime} \rightarrow B$ is then a vector bundle.

A vector bundle is to be considered as a continuous family of vector spaces. We can apply constructions and notions from linear algebra to these vector spaces. We begin with kernels, cokernels, and images.
(14.2.3) Proposition. Let $\alpha: \xi_{1} \rightarrow \xi_{2}$ be a bundle morphism over B of constant rank and $\alpha_{b}$ the induced linear map on the fibres over $b$. Then the following hold:
(1) $\operatorname{Ker} \alpha=\bigcup_{b \in B} \operatorname{Ker}\left(\alpha_{b}\right) \subset E\left(\xi_{1}\right)$ is a subbundle of $\xi_{1}$.
(2) $\operatorname{Im}(\alpha)=\bigcup_{b \in B} \operatorname{Im}\left(\alpha_{b}\right) \subset E\left(\xi_{2}\right)$ is a subbundle of $\xi_{2}$.
(3) Suppose $\operatorname{Coker}(\alpha)=\bigcup_{b \in B} E\left(\xi_{2}\right)_{b} / \operatorname{Im}\left(\alpha_{b}\right)$ carries the quotient topology from $E\left(\xi_{2}\right)$. Then, with the canonical projection onto $B, \operatorname{Coker}(\alpha)$ is a vector bundle.

Proof. The problem in all three cases is the existence of bundle charts. This is a local problem. Therefore it suffices to consider morphisms

$$
\alpha: B \times \mathbb{R}^{m} \rightarrow B \times \mathbb{R}^{n}, \quad(b, v) \mapsto\left(b, \alpha_{b}(v)\right)
$$

between trivial bundles.
We write $K_{x}=\operatorname{Ker}\left(\alpha_{x}\right)$ and $L_{x}=\operatorname{Im}\left(\alpha_{x}\right)$. We fix $b \in B$ and choose complements $\mathbb{R}^{m}=K \oplus K^{\prime}$ and $\mathbb{R}^{n}=L \oplus L^{\prime}$ for $K=K_{b}$ and $L=L_{b}$. Let $q: \mathbb{R}^{m} \rightarrow K$ and $p: \mathbb{R}^{n} \rightarrow L$ be the projections with $\operatorname{Ker}(q)=K^{\prime}$ and $\operatorname{Ker}(p)=L^{\prime}$. Then

$$
\gamma_{x}: \mathbb{R}^{m} \oplus L^{\prime} \rightarrow \mathbb{R}^{n} \oplus K, \quad(v, w) \mapsto\left(\alpha_{x}(v)+w, q(v)\right)
$$

is an isomorphism for $x=b$, hence also an isomorphism for $x$ in a neighbourhood of $b$. Thus let us assume without essential restriction that $\gamma_{x}$ is always an isomorphism. Since $\alpha_{x}$ has constant rank $k$, we conclude that $K_{x} \cap K^{\prime}=0$ and $L_{x} \cap L^{\prime}=0$. This fact is used to verify that

$$
\begin{array}{cl}
B \times \mathbb{R}^{m} \rightarrow B \times(L \times K), & (x, v) \mapsto\left(x, p \alpha_{x}(v), q(v)\right) \\
B \times\left(K^{\prime} \times L^{\prime}\right) \rightarrow B \times \mathbb{R}^{n}, & (x, v, w) \mapsto\left(x, \alpha_{x}(v)+w\right)
\end{array}
$$

are fibrewise linear homeomorphisms. The first one maps $\bigcup_{x \in B}\{x\} \times K_{x}$ onto $B \times(0 \times K)$ and the second one $B \times\left(K^{\prime} \times 0\right)$ onto $\bigcup_{x \in B}\{x\} \times L_{x}$. Moreover, the second induces a bijection of $B \times\left(0 \times L^{\prime}\right)$ with $\bigcup_{x \in B}\{x\} \times \mathbb{R}^{n} / L_{x}$. Thus we have verified (1)-(3) in the local situation.

### 14.2.4 Tangent bundle of the sphere. Let

$$
T S^{n}=\{(x, v) \mid\langle x, v\rangle=0\} \subset S^{n} \times \mathbb{R}^{n+1}
$$

with the projection $p: T S^{n} \rightarrow S^{n}$ onto the first factor. The fibre $p^{-1}(x)$ is the orthogonal complement of $x$ in $\mathbb{R}^{n+1}$. These data define the tangent bundle of the sphere. One can apply (14.2.3) to the family $\alpha_{x}: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+1}, v \mapsto\langle x, v\rangle x$ of orthogonal projections.

Recall the stereographic projections $\varphi_{ \pm}: S^{n} \backslash\left\{ \pm e_{n+1}\right\} \rightarrow \mathbb{R}^{n}$. The differential of $\varphi_{-} \circ \varphi_{+}^{-1}: \mathbb{R}^{n} \backslash 0 \rightarrow \mathbb{R}^{n} \backslash 0$ at $x$ is the linear map

$$
\mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \quad \xi \mapsto \frac{\|x\|^{2} \xi-2\langle x, \xi\rangle x}{\|x\|^{4}}
$$

For $\|x\|=1$ we obtain the reflection $\xi \mapsto \xi-2\langle x, \xi\rangle x$ at the hyperplane orthogonal to $x$. Let $U_{ \pm}=p^{-1}\left(S^{n} \backslash\left\{e_{n+1}\right\}\right)$. The differential of $\varphi_{ \pm}$yields a homeomorphism which is fibrewise linear and the diagram


If we identify in $\mathbb{R}^{n} \times \mathbb{R}^{n}+\mathbb{R}^{n} \times \mathbb{R}^{n}$ the point $(x, v) \in\left(\mathbb{R}^{n} \backslash 0\right) \times \mathbb{R}^{n}$ in the first summand with $\left(\frac{x}{\|x\|^{2}}, \frac{\|x\|^{2} \xi-2\langle x, \xi\rangle x}{\|x\|^{4}}\right)$ then we obtain a vector bundle over $S=$ $\left(\mathbb{R}^{n} \backslash 0+\mathbb{R}^{n} \backslash 0\right) / x \sim x\|x\|^{-2}$ which is isomorphic to $p: T S^{n} \rightarrow S^{n}$. We can simplify the situation by identifying in $D^{n} \times \mathbb{R}^{n}+D^{n} \times \mathbb{R}^{n}$ the point $(x, v) \in$ $S^{n-1} \times \mathbb{R}^{n}$ in the first summand with $(x, v-2\langle x, v\rangle x)$ in the second summand.

In the tangent bundle we have the subspace of tangent vectors of length 1 . In our case this is the space $\left\{(u, v) \in S^{n} \times S^{n} \mid\langle u, v\rangle=1\right\}$, the Stiefel manifold $V_{2}\left(\mathbb{R}^{n+1}\right)$. We can obtain it from $D^{n} \times S^{n-1}+D^{n} \times S^{n-1}$ by the identification $(x, v) \sim(x, v-2\langle x, v\rangle v)$. For even $n$ we obtain from (10.7.8) the integral homology of this Stiefel manifold.

For "smallest" structure groups of the tangent bundle of $S^{n}$ see [36]. The vector field problem [3] is a special case of this problem.

Important vector bundles in geometry are the tangent bundles of differentiable manifolds and the normal bundles of immersed manifolds.
14.2.5 Tautological bundles. Let $V$ be an $n$-dimensional real vector space and $G_{k}(V)$ the Grassmann manifold of the $k$-dimensional subspaces of $V$. We set

$$
E_{k}(V)=\left\{(x, v) \mid x \in G_{k}(V), v \in x\right\} \subset G_{k}(V) \times V
$$

We have the projections $\gamma_{k}(V)=\gamma_{k}: E_{k}(V) \rightarrow G_{k}(V),(x, v) \mapsto x$, and the fibre over the element $x \in G_{k}(V)$ is the subspace $x$. For this reason we call this bundle the tautological bundle. It remains to verify that $\gamma_{k}$ is locally trivial. For this purpose we recall the $\mathrm{O}(k)$-principal bundle $p: S_{k}\left(\mathbb{R}^{n}\right) \rightarrow G_{k}\left(\mathbb{R}^{n}\right)$ from the Stiefel manifold to the Grassmann manifold. The map

$$
\begin{aligned}
S_{k}\left(\mathbb{R}^{n}\right) \times_{\mathrm{O}(k)} \mathbb{R}^{k} & \rightarrow E_{k}\left(\mathbb{R}^{n}\right), \\
\left(\left(v_{1}, \ldots, v_{k}\right),\left(\lambda_{1}, \ldots, \lambda_{k}\right)\right) & \mapsto\left(\left\langle v_{1}, \ldots, v_{k}\right\rangle, \sum \lambda_{j} v_{j}\right)
\end{aligned}
$$

is a fibrewise linear homeomorphism; it describes the tautological bundle as an associated fibre bundle.

Here is a different argument. Suppose $x$ is spanned by $\left(v_{1}, \ldots, v_{k}\right) \in S_{k}\left(\mathbb{R}^{n}\right)$; then $p_{x}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, v \mapsto \sum_{j=1}^{k}\left\langle v, v_{j}\right\rangle v_{j}$ is the orthogonal projection onto $x$. It depends continuously on $\left(v_{1}, \ldots, v_{k}\right)$ and induces a continuous map $G_{k}\left(\mathbb{R}^{n}\right) \rightarrow$ $\operatorname{Hom}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), x \mapsto p_{x}$, and

$$
G_{k}\left(\mathbb{R}^{n}\right) \times \mathbb{R}^{n} \rightarrow G_{k}\left(\mathbb{R}^{n}\right) \times \mathbb{R}^{n}, \quad(x, v) \mapsto\left(x, p_{x}(v)\right)
$$

is a bundle morphism of constant rank with image $E_{k}\left(\mathbb{R}^{n}\right)$. Now one can use (14.2.3).

There exist analogous complex tautological bundles over the complex Grassmannians.
14.2.6 Line bundles over $\mathbb{C} \boldsymbol{P}^{\boldsymbol{n}}$. Let $H: \mathbb{C}^{n+1} \backslash 0 \rightarrow \mathbb{C} P^{n}$ be the defining $\mathbb{C}^{*}$-principal bundle. Let $\mathbb{C}(k)$ be the one-dimensional complex $\mathbb{C}^{*}$-representation $\mathbb{C}^{*} \times \mathbb{C} \rightarrow \mathbb{C},(\lambda, z) \mapsto \lambda^{k} z$. We obtain the associated complex line bundle

$$
H(k)=\left(\mathbb{C}^{n+1} \backslash 0\right) \times_{\mathbb{C}^{*}} \mathbb{C}(-k) \rightarrow \mathbb{C} P^{n}
$$

Thus $H(k)$ is the quotient of $\left(\mathbb{C}^{n+1} \backslash 0\right) \times \mathbb{C}$ under the equivalence relation $(z, u) \sim$ $\left(\lambda z, \lambda^{k} u\right)$ for $\lambda \in \mathbb{C}^{*}$. We also have the $S^{1}$-principal bundle $S^{2 n+1} \rightarrow \mathbb{C}^{n}$ (the Hopf bundle). The inclusion $S^{2 n+1} \times \mathbb{C} \rightarrow\left(\mathbb{C}^{n+1} \backslash 0\right) \times \mathbb{C}$ induces a homeomorphism

$$
S^{2 n+1} \times{S^{1}} \mathbb{C}(-k) \rightarrow\left(\mathbb{C}^{n+1} \backslash 0\right) \times_{\mathbb{C}^{*}} \mathbb{C}(-k)
$$

The inverse homeomorphism is induced by $(z, u) \mapsto\left(\|z\|^{-1} z,\|z\|^{-k} u\right)$. The unit sphere bundle is $S^{2 n+1} \times S^{1} S^{1}(-k)$. The assignment $z \mapsto(z, 1)$ induces a homeomorphism

$$
S^{2 n+1} / C_{|k|} \rightarrow S^{2 n+1} \times_{S^{1}} S^{1}(-k)
$$

Here $C_{m} \subset S^{1}$ is the subgroup of order $m$ (roots of unity).
The bundles $H(k)$ over $\mathbb{C} P^{n}$ exist for $1 \leq n \leq \infty$. We call the bundle $H(1)$ the canonical complex line bundle. For $n=\infty$ it will serve as a universal onedimensional vector bundle.

The tautological bundle over $\mathbb{C} P^{n}=G_{1}\left(\mathbb{C}^{n+1}\right)$ is $H(-1)$, since

$$
\left(\mathbb{C}^{n+1} \backslash 0\right) \times_{\mathbb{C}^{*}} \mathbb{C}(1) \rightarrow E_{1}\left(\mathbb{C}^{n+1}\right), \quad(x, u) \mapsto([x], u x)
$$

is an isomorphism.
The sections of $H(k)$ correspond to the functions $f: \mathbb{C}^{n+1} \backslash 0 \rightarrow \mathbb{C}$ with the property $f(\lambda z)=\lambda^{k} f(z)$, they are homogenous functions of degree $k$. This is the reason to define $H(k)$ with $\mathbb{C}(-k)$.

Let $q: E \rightarrow B$ be a right $G$-principal bundle and $V$ an $n$-dimensional representation of $G$. Then the associated bundle $p: E \times_{G} V \rightarrow B$ is an $n$-dimensional vector bundle. A bundle chart $\varphi: q^{-1}(U) \rightarrow U \times G$ for $q$ induces a bundle chart $q^{-1}(U) \times_{G} V \rightarrow U \times V$ for $p$, and the vector space structure on the fibres of $p$ is uniquely determined by the requirement that the bundle charts are fibrewise linear.

We now show that vector bundles are always associated to principal bundles. Let $p: X \rightarrow B$ be an $n$-dimensional real vector bundle. Let $E_{b}=\operatorname{Iso}\left(\mathbb{R}^{n}, X_{b}\right)$ be the space of linear isomorphisms. The group $G=\operatorname{GL}_{n}(\mathbb{R})=\operatorname{Iso}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right)=\operatorname{Aut}\left(\mathbb{R}^{n}\right)$ acts freely and transitively on $E_{b}$ from the right by composition of linear maps. We have the set map

$$
q: E(\xi)=E=\coprod_{b \in B} E_{b} \rightarrow B, \quad E_{b} \rightarrow\{b\}
$$

with fibrewise $\mathrm{GL}_{n}(\mathbb{R})$-action just explained. If $\varphi: p^{-1}(U) \rightarrow U \times \mathbb{R}^{n}, \varphi_{b}: X_{b} \rightarrow$ $\mathbb{R}^{n}$ is a bundle chart of $p$, we define

$$
\tilde{\varphi}: q^{-1}(U)=\coprod_{b \in U} E_{b} \rightarrow U \times \operatorname{Iso}\left(\mathbb{R}^{n}, \mathbb{R}^{n}\right), \quad \alpha \in E_{b} \mapsto\left(b, \varphi_{b} \circ \alpha\right)
$$

to be a bundle chart for $q$. The transition function for two such charts has the form

$$
(U \cap V) \times \operatorname{Aut}\left(\mathbb{R}^{n}\right) \rightarrow(U \cap V) \times \operatorname{Aut}\left(\mathbb{R}^{n}\right), \quad(b, \gamma) \mapsto\left(b, \psi_{b} \varphi_{b}^{-1} \gamma\right)
$$

This map is continuous, because $b \mapsto \psi_{b} \varphi_{b}^{-1}$ is continuous. Therefore there exists a unique topology on $E$ in which the sets $q^{-1}(U)$ are open and the charts $\tilde{\varphi}$ homeomorphisms. The fibrewise $\mathrm{GL}_{n}(\mathbb{R})$-action on $E$ now becomes continuous and $\tilde{\varphi}$ is equivariant. This shows $q: E \rightarrow B$ to be a $\mathrm{GL}_{n}(\mathbb{R})$-principal bundle. The evaluation $\operatorname{Iso}\left(\mathbb{R}^{n}, X_{b}\right) \times \mathbb{R}^{n} \rightarrow X_{b},(f, u) \mapsto f(u)$ induces an isomorphism $E(\xi) \times_{\mathrm{GL}_{n}(\mathbb{R})} \mathbb{R}^{n} \cong X(\xi)$ of vector bundles.
(14.2.7) Theorem. The assignment which associated to a $\mathrm{GL}_{n}(\mathbb{R})$-principal bundle $E \rightarrow B$ the vector bundle $E \times_{\mathrm{GL}_{n}(\mathbb{R})} \mathbb{R}^{n} \rightarrow B$ is an equivalence of the category of $\mathrm{GL}_{n}(\mathbb{R})$-principal bundles with the category of $n$-dimensional real vector bundles; the morphisms are in both cases the bundle maps.

Proof. The construction above shows that each vector bundle is, up to isomorphism, in the image of this functor. The construction also associates to each bundle map $(F, f): \xi \rightarrow \eta$ between vector bundles a bundle map between principal bundles which is given on fibres by

$$
E(\xi)_{b}=\operatorname{Iso}\left(\mathbb{R}^{n}, X(\xi)_{b}\right) \rightarrow \operatorname{Iso}\left(\mathbb{R}^{n}, X(\eta)_{f(b)}\right)=E(\eta)_{f(b)}
$$

and these isomorphisms are compatible with the original bundle maps, i.e., they constitute a natural isomorphism. Therefore the functor is surjective on morphism sets between two given objects. The injectivity is a consequence of the fact that a $G$ map $E(\xi)_{b} \rightarrow E(\eta)_{f(b)}$ is determined by the associated linear map $E(\xi)_{b} \times_{G} \mathbb{R}^{n} \rightarrow$ $E(\eta)_{f(b)} \times{ }_{G} \mathbb{R}^{n}\left(\right.$ where $G=\mathrm{GL}_{n}(\mathbb{R})$ ).

## Problems

1. Determine an $\mathrm{O}(n)$-principal bundle such that the associated vector bundle is the tangent bundle of $S^{n}$.
2. Consider in $\mathbb{C}^{n+1}$ the set of points $\left(z_{0}, \ldots, z_{n}\right)$ which satisfy the equations

$$
z_{0}^{2}+z_{1}^{2}+\cdots+z_{n}^{2}=0, \quad\left|z_{0}\right|^{2}+\left|z_{1}\right|^{2}+\cdots+\left|z_{n}\right|^{2}=2
$$

Show that this space is homeomorphic to the Stiefel manifold $V_{2}\left(\mathbb{R}^{n+1}\right)$. Show that $V_{2}\left(\mathbb{R}^{3}\right)$ is the projective space $\mathbb{R} P^{3}$. Thus we have embedded this space into $S^{5}$.
3. An $n$-dimensional real vector bundle is trivial if and only if it has $n$ continuous sections which are everywhere linearly independent.
4. The bundle $H(k)$ over $\mathbb{C} P^{1}$ is obtained from two trivial bundles $\mathrm{pr}_{1}: \mathbb{C} \times \mathbb{C} \rightarrow \mathbb{C}$ by gluing over $\mathbb{C}^{*} \times \mathbb{C}$ with the transition maps $(z, \omega) \mapsto\left(z^{-1}, z^{-k} \omega\right)$.
5. The complex tangent bundle of $\mathbb{C} P^{1}$ is $H(2)$.
6. A bundle morphism $J: \xi \rightarrow \xi$ of a real vector bundle which satisfies $J^{2}(x)=-x$ for
each $x \in E(\xi)$ is called a complex structure on $\xi$. If we define in each fibre the multiplication by $i \in \mathbb{C}$ as the map $J$, then $\xi$ becomes a complex vector bundle. One has to verify the local triviality as a complex bundle.
7. An oriented real vector bundle is associated to a $\mathrm{GL}_{n}(\mathbb{R})_{+}$-principal bundle. It is constructed as above using the orientation preserving isomorphisms Iso $+\left(\mathbb{R}^{n}, \xi^{-1}(b)\right)$. There exists an equivalence of categories analogous to (14.2.7).

A reduction of the structure group from $\mathrm{GL}_{n}(\mathbb{R})$ to $\mathrm{GL}_{n}(\mathbb{R})_{+}$corresponds to the choice of an orientation of the vector bundle. The reductions of a $\mathrm{GL}_{n}(\mathbb{R})$-bundle $E \rightarrow B$ correspond to the sections of $E / \mathrm{GL}_{n}(\mathbb{R})_{+} \rightarrow B$; the latter is a twofold covering, the orientation covering.
8. The simplest non-trivial vector bundle is a line bundle over $S^{1}$. Its total space $X$ can be viewed as the (open) Möbius band [140, Werke II, p. 484]. A formal definition is $X=S^{1} \times_{G} \mathbb{R}$, where $G=\{ \pm 1\}$ acts on $S^{1}$ and $\mathbb{R}$ by $(\lambda, z) \mapsto \lambda z$. It is also associated to the $G$-principal bundle $q: S^{1} \rightarrow S^{1}, z \mapsto z^{2}$ (where $S^{1} \subset \mathbb{C}$ ). Suppose the bundle were trivial. Then there would exist a nowhere vanishing section $s: S^{1} \rightarrow E$, hence a map $\sigma: S^{1} \rightarrow \mathbb{R} \backslash\{0\}$ satisfying $\sigma(-z)=-\sigma(z)$. The latter contradicts the intermediate value theorem of calculus.

In the same manner one constructs for each $n \geq 1$ a non-trivial line bundle $S^{n} \times_{G} \mathbb{R}^{1} \rightarrow$ $\mathbb{R} P^{n}=S^{n} / G$.
9. Let $f: X \rightarrow G / H$ be a $G$-map and $A=f^{-1}(e H)$. Then $A$ is a left $H$-space and we have a bijective $G$-map $F: G \times_{H} A \rightarrow X,(g, x) \mapsto g x$. The map $F$ is a homeomorphism if $G \rightarrow G / H$ has local sections. If $p$ is a vector bundle and $G$ acts by bundle automorphisms, then $A$ is an $H$-representation.

### 14.3 The Homotopy Theorem

A locally trivial bundle is called numerable if it is trivial over the members of a numerable covering of the base space. We show that homotopic maps induce isomorphic bundles. We begin with the universal situation of a homotopy.
(14.3.1) Theorem. Let $p: E \rightarrow B \times I$ be a numerable, locally trivial bundle with typical fibre $F$. Then there exists a bundle map $R: E \rightarrow E$ over $r: B \times I \rightarrow B \times I$, $(b, t) \mapsto(b, 1)$ which is the identity on $E \mid B \times 1$ and the morphism $(R, r)$ is $a$ pullback.

Proof. (1) By (13.1.6), (3.1.4), and (13.1.8) we choose a numerable countable covering $\left(U_{j} \mid j \in \mathbb{N}\right)$ of $B$ such that $p$ is trivial over $U_{j} \times I$. We then choose a numeration $\left(t_{j}\right)$ of $\left(U_{j}\right)$. Let $t(x)=\max \left(t_{j}(x)\right)$ and set $u_{j}(x)=t_{j}(x) / t(x)$. Then the support of $u_{j}$ is contained in $U_{j}$ and $\max \left\{u_{j}(x) \mid j \in \mathbb{N}\right\}=1$ holds. Let

$$
r_{j}: B \times I \rightarrow B \times I, \quad(x, t) \mapsto\left(x, \max \left(u_{j}(x), t\right)\right)
$$

We define over $r_{j}$ a bundle map $R_{j}: E \rightarrow E$ : It is the identity in the complement of $p^{-1}\left(U_{j} \times I\right)$, and over $U_{j} \times I$ a trivialization $U_{j} \times I \times G \rightarrow E \mid U_{j} \times I$ transforms
it into

$$
(x, t, g) \mapsto\left(x, \max \left(u_{j}(x), t\right), g\right)
$$

Then $R_{j}$ is the identity on $E \mid B \times 1$. From the construction we see that $\left(R_{j}, r_{j}\right)$ is a pullback. The desired bundle map $R$ is the composition of the $R_{j}$ according to the ordering of $\mathbb{N}$. This is sensible, since for each $x \in E$ only a finite number of $R_{j}(x)$ are different from $x$. The condition $\max \left\{u_{j}(x) \mid j \in J\right\}=1$ shows that $R$ is a map over $r$.

If we apply the previous proof to principal bundles (to vector bundles), then ( $R, r$ ) is a bundle map in the corresponding category of bundles.

Let $p: E \rightarrow B \times I$ be as in (14.3.1) and denote by $p_{t}: E_{t} \rightarrow B \times t \cong B$ its restriction to $B \times t$. We obtain from (14.3.1) a pullback $(R, r): p \rightarrow p_{1}$. The map $r$ induces from $p$ the product bundle $p_{1} \times \mathrm{id}: E_{1} \times I \rightarrow B \times I$. We conclude that there exists an isomorphism $E \cong E_{1} \times I$ of bundles which is the identity $E_{1}=E_{1} \times 1$ over $B \times 1$.
(14.3.2) Theorem. Under the assumptions of (14.3.1) the bundles $E_{0}$ and $E_{1}$ are isomorphic.

Proof. We have bundle maps $E_{0}=E \mid B \times 0 \subset E \cong E_{1} \times I \xrightarrow{\mathrm{pr}} E_{1}$.
14.3.3 Homotopy Theorem. Let $q: E \rightarrow C$ be a numerable $G$-principal bundle and $h: B \times I \rightarrow C$ a homotopy. Then the bundles induced from $p$ along $h_{0}$ and $h_{1}$ are isomorphic. A similar statement holds for vector bundles.

Proof. This follows from the previous theorem, since $h_{j}^{*} q=\left(h^{*} q\right)_{j}$.

### 14.3.4 Homotopy lifting. Let


be a bundle map between numerable $G$-principal bundles. Let $h: B \times I \rightarrow C$ be a homotopy with $h_{0}=\varphi$. Then there exists a homotopy of bundle maps $H: X \times I \rightarrow Y$ with $H_{0}=\Phi$ and $q \circ H=h \circ(p \times \mathrm{id})$.

Proof. There exists a diagram

with two pullback squares and $h i_{0}=\varphi$ and $\tilde{h} \iota=\Phi$. There exists an isomorphism $\alpha: X \times I \rightarrow Z$ of $p \times$ id with $Q$ such that $\alpha i_{0}=\iota$. The desired homotopy is $H=\tilde{h} \circ \alpha$.
(14.3.5) Theorem. Let $q: X \rightarrow C$ be a numerable locally trivial map.Then $q$ is $a$ fibration.

Proof. Given a homotopy $h: B \times I \rightarrow C$ and an initial condition $a: B \rightarrow X$. We pull back the bundle along $h$. The initial condition gives a section of the pullback bundle over $B \times 0$. We have seen that the bundle over a product $B \times I$ is isomorphic to a product bundle, and in a product the section has an obvious extension to $B \times I$. We have remarked earlier that the extendibility of the section is equivalent to finding a lifting of the homotopy with given initial condition.

### 14.4 Universal Bundles. Classifying Spaces

We denote by $\mathscr{B}(B, G)$ the set of isomorphism classes of numerable $G$-principal bundles over $B$. (This is a set!) A continuous map $f: B \rightarrow C$ induces via pullback a well-defined map $\mathscr{B}(f)=f^{*}: \mathscr{B}(C, G) \rightarrow \mathscr{B}(B, G)$. We thus obtain a homotopy invariant functor $\mathscr{B}(-, G)$.

Let $p_{G}: E G \rightarrow B G$ be a numerable $G$-principal bundle and $[B, B G]$ the set of homotopy classes $B \rightarrow B G$. Since homotopic maps induce isomorphic bundles, we obtain a well-defined map

$$
\iota_{B}:[B, B G] \rightarrow \mathscr{B}(B, G), \quad[f] \mapsto\left[f^{*} p_{G}\right]
$$

The $\iota_{B}$ constitute a natural transformation.
We call the total space $E G$ universal if each numerable free $G$-space $E$ has up to $G$-homotopy a unique $G$-map $E \rightarrow E G$. (Thus $E G$ is a terminal object in the appropriate homotopy category.) The corresponding bundle $p_{G}: E G \rightarrow B G$ is also called universal.

Let $\xi: E(\xi) \rightarrow B$ be a numerable $G$-principal bundle. Then there exists a $G$-map $\Phi: E(\xi) \rightarrow E G$ and an induced map $\bar{\Phi}: B \rightarrow B G$; and $G$-homotopic maps induce homotopic maps between the base spaces. We assign to $\xi$ the class $[\bar{\Phi}] \in[B, B G]$. Isomorphic bundles yield the same homotopy class. Thus we obtain a well-defined map $\kappa_{B}: \mathscr{B}(B, G) \rightarrow[B, B G]$, and the $\kappa_{B}$ constitute a natural transformation. The compositions $\iota_{B} \kappa_{B}$ and $\kappa_{B} \iota_{B}$ are the identity.

If $p^{\prime}: E^{\prime} G \rightarrow B^{\prime} G$ is another universal bundle, then there exist bundle maps $\beta: E G \rightarrow E^{\prime} G, \gamma: E^{\prime} G \rightarrow E G$. The compositions $\beta \gamma$ and $\gamma \beta$ are homotopic to the identity as bundle maps. In particular, the spaces $B G$ and $B^{\prime} G$ are homotopy equivalent. The space $B G$ is called a classifying space of the group $G$. A map $k: B \rightarrow B G$ which induces from $E G \rightarrow B G$ a given bundle $q: E \rightarrow B$ is called a classifying map of the bundle $q$. Hence:
(14.4.1) Theorem (Classification Theorem). We assign to each isomorphism class of numerable $G$-principal bundles the homotopy class of a classifying map and obtain a well-defined bijection $\mathfrak{B}(G, B) \cong[B, B G]$. The inverse assigns to $k: B \rightarrow$ $B G$ the bundle induced by $k$ from the universal bundle.
(14.4.2) Theorem. There exist universal $G$-principal bundles.

The proof of the theorem will be given in three steps.
(1) Construction of the space $E G$ (14.4.3).
(2) Proof that any two $G$-maps $E \rightarrow E G$ are $G$-homotopic (see (14.4.4)).
(3) Proof that each numerable $G$-space $E$ admits a $G$-map (see (14.4.5)).
14.4.3 The Milnor space. We present a construction of the universal bundle which is due to Milnor [131]. It uses the notion of a join of a family of spaces. Let $\left(X_{j} \mid j \in J\right)$ be a family of spaces $X_{j}$. The join

$$
X=\star_{j \in J} X_{j}
$$

is defined as follows. The elements of $X$ are represented by families

$$
\left(t_{j} x_{j} \mid j \in J\right), \quad t_{j} \in[0,1], \quad x_{j} \in X_{j}, \quad \sum_{j \in J} t_{j}=1
$$

in which only a finite number of $t_{j}$ are different from zero. The families $\left(t_{j} x_{j}\right)$ and ( $u_{j} y_{j}$ ) represent the same element of $X$ if and only if
(1) $t_{j}=u_{j}$ for each $j \in J$,
(2) $x_{j}=y_{j}$ whenever $t_{j} \neq 0$.

The notation $t_{j} x_{j}$ is short-hand for the pair $\left(t_{j}, x_{j}\right)$. This is suggestive, since we can replace $0 x_{j}$ by $0 y_{j}$ for arbitrary $x_{j}$ and $y_{j}$ in $X_{j}$. We therefore have coordinate maps

$$
\left.\left.t_{j}: X \rightarrow[0,1], \quad\left(t_{i} x_{i}\right) \mapsto t_{j}, \quad p_{j}: t_{j}^{-1}\right] 0,1\right] \rightarrow X_{j},\left(t_{i} x_{i}\right) \mapsto x_{j}
$$

The Milnor topology on $X$ shall be the coarsest topology for which all $t_{j}$ and $p_{j}$ are continuous. This topology is characterized by the following universal property: A map $f: Y \rightarrow X$ from any space $Y$ is continuous if and only if the maps $t_{j} f: Y \rightarrow$ $[0,1]$ and $\left.\left.p_{j} f: f^{-1} t_{j}^{-1}\right] 0,1\right] \rightarrow X_{j}$ are continuous. For a finite number of spaces we use the notation $X_{1} \star \cdots \star X_{n}$ for their join.

If the spaces $X_{j}$ are right $G$-spaces, then $\left(\left(t_{j} x_{j}\right), g\right) \mapsto\left(t_{j} x_{j} g\right)$ defines a continuous action of $G$ on $X$. Continuity is verified with the universal property of the join topology. The Milnor space is

$$
E G=G \star G \star G \star \cdots,
$$

a join of a countably infinite number of copies of $G$. We write $B G=E G / G$ for the orbit space and $p: E G \rightarrow B G$ for the orbit map.

It remains to show that $E G \rightarrow B G$ is numerable. The coordinate functions $t_{j}$ are $G$-invariant and induce therefore functions $\tau_{j}$ on $B G$. The $\tau_{j}$ are a point-finite partition of unity subordinate to the open covering by the $\left.\left.V_{j} / G, V_{j}=t_{j}^{-1}\right] 0,1\right]$. The bundle is trivial over $V_{j} / G$, since we have, by construction, $G$-maps $p_{j}: V_{j} \rightarrow G$.
(14.4.4) Proposition. Let $E$ be a $G$-space. Any two $G$-maps $f, g: E \rightarrow E G$ are G-homotopic.

Proof. We consider the coordinate form of $f(x)$ and $g(x)$,

$$
\left(t_{1}(x) f_{1}(x), t_{2}(x) f_{2}(x), \ldots\right) \quad \text { and } \quad\left(u_{1}(x) g_{1}(x), u_{2}(x) g_{2}(x), \ldots\right),
$$

and show that $f$ and $g$ are $G$-homotopic to maps with coordinate form

$$
\left(t_{1}(x) f_{1}(x), 0, t_{2}(x) f_{2}(x), 0, \ldots\right) \quad \text { and } \quad\left(0, u_{1}(x) g_{1}(x), 0, u_{2}(x) g_{2}(x), \ldots\right)
$$

where 0 denotes an element of the form $0 \cdot y$. In order to achieve this, for $f$ say, we construct a homotopy in an infinite number of steps. The first step has in the homotopy parameter $t$ the form

$$
\left(t_{1} f_{1}, t t_{2} f_{2},(1-t) t_{2} f_{2}, t t_{3} f_{3},(1-t) t_{3} f_{3}, \ldots\right)
$$

It removes the first zero in the final result just stated. We now iterate this process appropriately. We obtain the desired homotopy by using the first step on the interval $\left[0, \frac{1}{2}\right]$, the second step on the interval $\left[\frac{1}{2}, \frac{3}{4}\right]$, and so on. The total homotopy is continuous, since in each coordinate place only a finite number of homotopies are relevant.

Having arrived at the two forms above, they are now connected by the homotopy $\left((1-t) t_{1} f_{1}, t u_{1} g_{1},(1-t) t_{2} f_{2}, t u_{2} g_{2}, \ldots\right)$ in the parameter $t$.
(14.4.5) Proposition. Let $E$ be a $G$-space. Let $\left(U_{n} \mid n \in \mathbb{N}\right)$ be an open covering by $G$-trivial sets. Suppose there exists a point-finite partition of unity $\left(v_{n} \mid n \in \mathbb{N}\right)$ by $G$-invariant functions subordinate to the covering $\left(U_{n}\right)$. Then there exists a $G$-map $\varphi: E \rightarrow E G$.

A numerable free $G$-space $E$ admits a $G$-map $E \rightarrow E G$.
Proof. By definition of a $G$-trivial space, there exist $G$-maps $\varphi_{j}: U_{j} \rightarrow G$. The desired map $\varphi$ is now given by $\varphi(z)=\left(v_{1}(z) \varphi_{1}(z), v_{2}(z) \varphi_{2}(z), \ldots\right)$. It is continuous, by the universal property of the Milnor topology.

In order to apply the last result to the general case, we reduce arbitrary partitions of unity to countable ones (see (13.1.8)).
(14.4.6) Proposition. The space EG is contractible.

Proof. We have already seen that there exists a homotopy of the identity to the map $\left(t_{j} g_{j}\right) \mapsto\left(t_{1} g_{1}, 0, t_{2} g_{2}, t_{3} g_{3}, \ldots\right)$. The latter map has the null homotopy $\left((1-t) t_{1} g_{1}, t e,(1-t) t_{2} g_{2}, \ldots\right)$.
(14.4.7) Example. The locally trivial map $p: E G \rightarrow B G$ is a fibration with contractible total space by (14.3.5). We also have the path fibration $P \rightarrow B G$ with contractible total space and fibre $\Omega B G$. We can turn a homotopy equivalence $E G \rightarrow P$ into a fibrewise map, and this map is then a fibrewise homotopy equivalence. Hence we have a homotopy equivalence $\Omega B G \simeq G$. The exact homotopy sequence then yields an isomorphism $\partial: \pi_{n}(B G) \cong \pi_{n-1}(G)$.
(14.4.8) Example. For a discrete group, $B G$ is an Eilenberg-Mac Lane space of type $K(G, 1)$. The space $B S^{1}$ is an Eilenberg-Mac Lane space $K(\mathbb{Z}, 2)$. Models for $B \mathbb{Z} / 2$ and $B S^{1}$ are $\mathbb{R} P^{\infty}$ and $\mathbb{C} P^{\infty}$, respectively.

A continuous homomorphism $\alpha: K \rightarrow L$ induces the map

$$
E(\alpha): E K \rightarrow E L, \quad\left(t_{i} k_{i}\right) \mapsto\left(t_{i} \alpha\left(k_{i}\right)\right)
$$

which is compatible with the projections to the classifying spaces. We obtain an induced map $B(\alpha): B K \rightarrow B L$. In this manner $B$ becomes a functor from the category of topological groups into TOP.
(14.4.9) Proposition. An inner automorphism $\alpha: K \rightarrow K, k \mapsto u k u^{-1}$ induces a map $B(\alpha)$ which is homotopic to the identity.

Proof. The map $\left(t_{i} k_{i}\right) \mapsto\left(t_{i} u k_{i}\right)$ is a $K$-map and therefore $K$-homotopic to the identity. The assignment $\left(t_{i} k_{i}\right) \mapsto\left(t_{i} u k_{i} u^{-1}\right)$ induces the same map between the orbit spaces.
(14.4.10) Proposition. Let $X$ be a free numerable $G$-space. Then the join $E=$ $X \star X \star \cdots$ is a universal $G$-space.

Proof. As in the proof of 14.4 .3 we see that any two $G$-maps into $E$ are $G$ homotopic. Since $X$ is numerable, so is $E$.
(14.4.11) Corollary. Let $H$ be a subgroup of $G$. Assume that $G$ is numerable as $H$-space. Then EG is, considered as $H$-space, universal.

The next theorem characterizes universal bundles so that we need not rely on a special construction.
(14.4.12) Theorem. A numerable $G$-principal bundle $q: E \rightarrow B$ is universal if and only if $E$ is contractible (as a space without group action).

Proof. We know already that Milnor's space $E G$ is contractible. If $p$ is universal, the $G$-space $E$ is $G$-homotopy equivalent to $E G$ and hence contractible.

Conversely, assume that $E$ is contractible. Then the associated fibre bundle $E \times{ }_{G} E G \rightarrow B$ has a contractible fibre $E G$ and is therefore shrinkable (use (13.3.3)). Hence it has a section and any two sections are homotopic as sections. A section corresponds to a bundle map $\alpha: E \rightarrow E G$ (see (14.1.4). For the same reason there exists a bundle map $\beta: E G \rightarrow E$. By 14.4.3, $\alpha \beta$ is homotopic to the identity as a bundle map. In order to see that $\beta \alpha$ is homotopic $\operatorname{id}(E)$, we use that sections are homotopic.

We compare classifying spaces of different groups and discuss the functorial properties of classifying spaces. Let $\alpha: K \rightarrow L$ be a continuous homomorphism between topological groups. We denote by ${ }_{\alpha} L$ the $K$-space

$$
K \times L \rightarrow L, \quad(k, l) \mapsto \alpha(k) \cdot l .
$$

The associated bundle $E(K) \times{ }_{K} L \rightarrow B(K)$ inherits a right $L$-action and is an $L$-principal bundle. It has a classifying map $B(\alpha): B(K) \rightarrow B(L)$. For the Milnor bundle the homotopy class is the same as the one already defined. If $\beta: L \rightarrow M$ is a further homomorphism, then the relation $B(\beta) B(\alpha) \simeq B(\beta \alpha)$ is easily verified.

Let $i: H \subset G$ be the inclusion of a subgroup. We restrict the $G$-action to $H$ and obtain a free and contractible $H$-space res $H_{H} E G$. If $G \rightarrow G / H$ is a numerable $H$-principal bundle, then $\operatorname{res}_{H} E G$ is numerable as $H$-space; hence we have in this case in $\operatorname{res}_{H} E G \rightarrow\left(\operatorname{res}_{H} E G\right) / H$ as model for $E H \rightarrow B H$. We then obtain, because of $E G \times{ }_{G} H \cong E G / H$, a map

$$
B i: B H=(E G) / H \rightarrow(E G) / G=B G
$$

which is a fibre bundle with fibre $G / H$. If $G / H$ is contractible, then $B i$ is a numerable fibration with contractible fibre, hence a homotopy equivalence. This situation occurs for the inclusions $\mathrm{O}(n) \rightarrow \mathrm{GL}_{n}(\mathbb{R})$ and $\mathrm{U}(n) \rightarrow \mathrm{GL}_{n}(\mathbb{C})$, and in general for the inclusion $K \subset G$ of a maximal compact subgroup $K$ of a connected Lie group $G$ [84, p. 180].
(14.4.13) Proposition. The inclusions of subgroups induce homotopy equivalences $B \mathrm{O}(n) \rightarrow B \mathrm{GL}_{n}(\mathbb{R})$ and $B \mathrm{U}(n) \rightarrow B \mathrm{GL}_{n}(\mathbb{C})$.

Let $H$ be a normal subgroup of $G$. Then $E(G / H) \times E(G)$ is a numerable free $G$-space; hence $(E(G / H) \times E G) / G$ is a model for $B G$. (In general, for each $G$-space $X$ which is contractible, the product $X \times E G$ is another model for $E G$.) With this model and the orbit map of the projection $E(G / H) \times E G \rightarrow E(G / H)$ we obtain a map $p: B G \rightarrow B(G / H)$ which is a fibre bundle with structure group $G / H$ and fibre $B H$. In this case $B H=E G / H$ with induced $G / H$-action. The map
$p$ and the inclusion $i: B H \rightarrow B G$ of a fibre are induced maps of the type $B \rho$ for the cases $i: H \subset G$ and $\rho: G \rightarrow G / H$. Therefore we have a fibre bundle

$$
B H \xrightarrow{B i} B G \xrightarrow{B p} B(G / H) .
$$

Principal bundles for a discrete group $G$ are covering spaces; this holds in particular for the universal bundle $E G \rightarrow B G$. Since $E G$ is simply connected, it is also the universal covering of $B G$. Thus two notions of "universal" meet. What is the relation between these concepts?

Let $B$ be a pathwise connected space with universal covering $p: E \rightarrow B$, a right $\pi$-principal covering for $\pi=\pi_{1}(B)$. Let $\varphi: \pi \rightarrow G$ be a homomorphism. We have as before the right $G$-principal covering $E \times_{\pi \varphi} G$. If $\varphi$ and $\psi$ are conjugate homomorphisms, i.e., if $g \varphi(a) g^{-1}=\psi(a)$ for a $g \in G$, then

$$
E \times_{\pi \varphi} G \rightarrow E \times_{\pi \psi} G, \quad(x, h) \mapsto(x, g h)
$$

is an isomorphism of $G$-principal coverings. The assignment $\varphi \mapsto E \times_{\pi \varphi} G$ is a map $\alpha: \operatorname{Hom}(\pi, G)_{c} \rightarrow \mathscr{B}(G, B)$ from the set of conjugacy classes of homomorphisms (index $c$ ) to the set of isomorphism classes of $G$-principal bundles over $B$.
(14.4.14) Proposition. The map $\alpha$ is a bijection.
(14.4.15) Example. Let $G$ be discrete and abelian. Then conjugate homomorphisms are equal. If all coverings of $B$ are numerable (say $B$ paracompact), then $\mathcal{B}(B, G)=[B, B G]$. A bijection

$$
\alpha: \operatorname{Hom}(\pi, G) \cong[B, B G]=H^{1}(B ; G)
$$

is obtained from (14.4.14). For the last equality note that $B G$ is an Eilenberg-Mac Lane space and represents the first cohomology.
(14.4.16) Example. The fibration $\mathrm{U}(n) / \mathrm{U}(n-1) \rightarrow B \mathrm{U}(n-1) \rightarrow B \mathrm{U}(n)$ and $\mathrm{U}(n) / \mathrm{U}(n-1) \cong S^{2 n-1}$ show that the map $i(n): B \mathrm{U}(n-1) \rightarrow B \mathrm{U}(n)$ induced by the inclusion $\mathrm{U}(n-1) \subset \mathrm{U}(n)$ is $(2 n-1)$-connected. The induced map $i(n)_{*}:[X, B(n-1)] \rightarrow[X, B \mathrm{U}(n)]$ is therefore bijective (surjective) for a CWcomplex $X$ of dimension $\operatorname{dim} X<2 n-1(\operatorname{dim} X \leq 2 n-1)$. So if $\operatorname{dim} X \leq 2 n-2$, then a $k$-dimensional complex vector bundle $\xi$ over $X$ is isomorphic to $\eta \oplus(k-n) \varepsilon$ for a unique isomorphism class $\eta$ of an $n$-dimensional bundle $\eta$.

## Problems

1. Work out a proof of (14.4.14).
2. The canonical diagram

is homotopy commutative. See (14.4.7).
3. The abelianized group $\pi_{1}(B)$ is isomorphic to the homology group $H_{1}(B ; \mathbb{Z})$. Therefore we can write (14.4.15) in the form $\alpha: \operatorname{Hom}\left(H_{1}(B), G\right) \cong H^{1}(B ; G)$. The classifying map $f: B \rightarrow B G$ of a $G$-principal bundle $q: X \rightarrow B$ induces homomorphisms $f_{*}: \pi_{1}(X) \rightarrow$ $\pi_{1}(B)$ and $f_{*}: H_{1}(B) \rightarrow H_{1}(B G)$. If $G$ is abelian and discrete, then $G \cong \pi_{1}(B G) \cong$ $H_{1}(B G)$. We thus obtain a map

$$
\beta:[B, B G] \rightarrow \operatorname{Hom}\left(H_{1}(B), G\right)
$$

Under the hypotheses of (14.4.15), $\beta$ is inverse to $\alpha$.
4. We give an example of a non-numerable bundle. The equation $x z+y^{2}=1$ yields a hyperboloid $Q$ in $\mathbb{R}^{3}$. The action of the additive group $\mathbb{R}$ on $\mathbb{R}^{3}$

$$
c \cdot(x, y, z)=\left(x, y+c x, z-2 c y-c^{2} x\right)
$$

is free on $Q$, and $Q$ becomes an $\mathbb{R}$-principal bundle. Numerable $\mathbb{R}$-principal bundles are trivial, since $\mathbb{R}$ is contractible. The bundle $Q$ is non-trivial. The orbit space is the non-Hausdorff line with two origins. If the bundle were trivial it would have a section, and this would imply that the orbit space is separated.
5. The join $S^{m} \star S^{n}$ is homeomorphic to $S^{m+n+1},\left(t_{1} z_{1}, t_{2} z_{2}\right) \mapsto\left(\sqrt{t_{1}} z_{1}, \sqrt{t_{2}} z_{2}\right)$ is a homeomorphism. The join of $k$ copies $S^{1}$ is homeomorphic to $S^{2 k-1}$. A suitable homeomorphism respects the $S^{1}$-action, if we let $S^{1}$ act on $S^{2 k-1}$ by scalar multiplication $(\lambda, v) \mapsto \lambda v$. The Milnor construction thus yields in this case the Hopf bundle $S^{2 k-1} \rightarrow \mathbb{C} P^{k-1}$.
6. A suitable isomorphism $\pi_{n}(B G) \cong \pi_{n-1}(G)$ has the following interpretation. Let $p: E \rightarrow S^{n}$ be a $G$-principal bundle. Write $S^{n}=D_{+} \cup D_{-}, S^{n-1}=D_{+} \cap D_{-}$as usual. Then $p \mid D_{+}$and $p \mid D_{-}$are trivial. Choose trivializations $t_{ \pm}: p^{-1}\left(D_{ \pm}\right) \rightarrow D_{ \pm} \times G$. They differ over $S^{n-1}$ by an automorphism

$$
S^{n-1} \times G \rightarrow S^{n-1} \times G, \quad(x, g) \mapsto\left(x, \alpha_{x}(g)\right)
$$

of principal bundles. Hence $\alpha_{x}(g)=\alpha_{x}(e) g$, and $x \mapsto \alpha_{x}(e)$ represents an element in $\pi_{n-1}(G)$ which corresponds under the isomorphism in question to the classifying map of $p$.
7. The canonical map $S^{\infty} \rightarrow \mathbb{C} P^{\infty}$ is an $S^{1}$-principal bundle with contractible total space. Hence $\mathbb{C} P^{\infty}$ is a model for $B S^{1}$. This space is also an Eilenberg-Mac Lane space of type $K(\mathbb{Z}, 2)$. In a similar manner one has $B(\mathbb{Z} / 2)=\mathbb{R} P^{\infty}=K(\mathbb{Z} / 2,1)$.
8. Suppose the $X_{j}$ are Hausdorff spaces. Then their join is a Hausdorff space.
9. The map $\left(X_{1} \star X_{2}\right) \star X_{3} \rightarrow X_{1} \star X_{2} \star X_{3}$ which sends $\left(u_{1}\left(t_{1} x_{1}, t_{2} x_{2}\right), u_{2} x_{3}\right)$ to ( $u_{1} t_{1} x_{1}, u_{1} t_{2} x_{2}, u_{2} x_{3}$ ) is a homeomorphism. Discuss in general the associativity of the join.
10. The join of a family $\left(X_{j} \mid j \in J\right)$ is a subspace of the product $\prod_{j \in J} C X_{j}$ of cones, when the cone $C X=I \times X / 0 \times X$ is given the Milnor topology with coordinate functions $t:(x, t) \mapsto t$ and $\left.\left.t^{-1}\right] 0,1\right] \rightarrow X,(x, t) \mapsto x$ (and not the quotient topology as previously used in homotopy theory).
11. As a set, $X_{0} \star \cdots \star X_{n}$ is a quotient of $X_{0} \times \cdots \times X_{n} \times \Delta[n]$. If the $X_{j}$ are compact

Hausdorff spaces, then the join carries the quotient topology. In general the two topologies yield h-equivalent spaces.
12. A theorem of type (14.2.7) can be proved in certain other situations. Let $p: E \rightarrow B$ be a right $S(n)$-principal bundle for the symmetric group $S(n)$ and $F(n)=\{1, \ldots, n\}$ the standard left $S(n)$-set. Then $p_{n}: E \times_{S(n)} F(n) \rightarrow B$ is an $n$-fold covering. The assignment $p \mapsto p_{n}$ is part of an equivalence between the category of $S(n)$-principal bundles and $n$-fold coverings. Isomorphism classes of $n$-fold numerable coverings of $B$ are therefore classified by $[B, B S(n)]$.
13. Use the previous problem in order to classify $n$-fold coverings of $S^{1} \vee S^{1}$ via the bijection to $\left[S^{1} \vee S^{1}, B S(n)\right]$.

### 14.5 Algebra of Vector Bundles

Let $\xi: E(\xi) \rightarrow B$ and $\eta: E(\eta) \rightarrow C$ be vector bundles over the same field. The product $\xi \times \eta: E(\xi) \times E(\eta) \rightarrow B \times C$ is a vector bundle. Let $B=C$; we pull back the product bundle along the diagonal $d: B \rightarrow B \times B, b \mapsto(b, b)$ and obtain $d^{*}(\xi \times \eta)=\xi \oplus \eta$, the Whitney sum of $\xi$ and $\eta$. The fibre of $\xi \oplus \eta$ over $b$ is the direct sum of the fibres $\xi_{b} \oplus \eta_{b}$. A bundle $\eta$ is called an inverse of $\xi$, if $\xi \oplus \eta$ is isomorphic to a trivial bundle.

A Riemannian metric on a real vector bundle $\xi$ is a continuous map $s: E(\xi \oplus \xi) \rightarrow \mathbb{R}$ which is on each fibre an inner product $s(x)$ on $E(\xi)_{x}$. If $\xi$ has a Riemannian metric and if $\alpha: \eta \rightarrow \xi$ is a fibrewise injective bundle morphism over $B$, then $\operatorname{Coker}(\alpha)$ is isomorphic to the fibrewise orthogonal complement $\zeta$ of $\operatorname{Im}(\alpha)$ (this is a subbundle). We have therefore an isomorphism $\xi \cong \eta \oplus \zeta$. Similarly for complex bundles and hermitian metrics.
(14.5.1) Proposition. A numerable vector bundle has a Riemannian metric.

Proof. Let $\mathcal{U}$ be a covering of $B$ with numeration $\left(\tau_{U} \mid U \in \mathcal{U}\right.$ ). A trivial bundle certainly has a Riemannian metric; so let $s_{U}$ be a metric on $\xi \mid U$. Then $\sum_{U} \tau_{U} s_{U}$ is a Riemannian metric on $\xi$. The sum is short-hand notation for the inner product $\sum_{U} \tau_{U}(x) s_{U}(x)$ on the fibre over $x$, and we agree that "zero times undefined $=$ zero".
(14.5.2) Proposition. A bundle $\xi: E(\xi) \rightarrow B$ has an inverse if and only if it is numerable of finite type.

Proof. Let $\varphi_{j}: \xi^{-1}\left(U_{j}\right) \rightarrow U_{j} \times \mathbb{R}^{n}$ be bundle charts and $\left(\tau_{j}\right)$ a numeration of $\left(U_{j}\right),(j \in J, J$ finite $)$. Then

$$
\alpha: E(\xi) \rightarrow B \times \bigoplus_{j \in J} \mathbb{R}^{n}, \quad x \mapsto\left(\xi(x) ; \tau_{j}(\xi(x)) \operatorname{pr}_{2} \varphi_{j}(x) \mid j \in J\right)
$$

is a fibrewise injective bundle morphism into a trivial bundle. The orthogonal complement of the image of $\alpha$ is an inverse of $\xi$.

Let $\xi$ be a $k$-dimensional bundle with inverse $\eta$. From an isomorphism of $\xi \oplus \eta$ to a trivial bundle we obtain a map $f: E(\xi) \subset E(\xi \oplus \eta) \cong B \times \mathbb{R}^{n} \xrightarrow{\mathrm{pr}} \mathbb{R}^{n}$ which is injective on each fibre. Given a map with this property we get a bundle map $\xi \rightarrow \gamma_{k}\left(\mathbb{R}^{n}\right)$ into the tautological bundle by mapping $x \in \xi_{b}$ to $\left(f\left(\xi_{b}\right), f(x)\right) \in$ $E_{k}\left(\mathbb{R}^{n}\right) \subset G_{k}\left(\mathbb{R}^{n}\right) \times \mathbb{R}^{n}$. (Verify that $b \mapsto f\left(\xi_{b}\right)$ is continuous.) This map is called the Gauss map of $\xi$. The bundle $\gamma_{k}$ is numerable of finite type, as a bundle over a compact Hausdorff space, hence the induced bundle $\xi$ has the same properties.

Standard constructions of linear algebra can be applied fibrewise to vector bundles. Examples are:

| $V^{*}$ | dual space of $V$ | $\xi^{*}$ | dual bundle of $\xi$ |
| :--- | :--- | :--- | :--- |
| $V \oplus W$ | direct sum | $\xi \oplus \eta$ | Whitney sum |
| $V \otimes W$ | tensor product | $\xi \otimes \eta$ | tensor product |
| $\Lambda^{i} V$ | $i$-th exterior power | $\Lambda^{i} \xi$ | $i$-th exterior power |
| $\operatorname{Hom}(V, W)$ | homomorphisms | $\operatorname{Hom}(\xi, \eta)$ | homomorphism bundle |

Canonical isomorphisms between algebraic constructions yield canonical isomorphisms for the corresponding vector bundles. Examples are:

$$
\begin{aligned}
(\xi \oplus \eta) \otimes \zeta & \cong(\xi \otimes \zeta) \oplus(\eta \otimes \zeta) \\
\operatorname{Hom}(\xi, \eta) & \cong \xi^{*} \otimes \eta \\
\Lambda^{k}(\xi \oplus \eta) & \cong \bigoplus_{i+j=k}\left(\Lambda^{i} \xi \otimes \Lambda^{j} \eta\right)
\end{aligned}
$$

In the last isomorphism $\Lambda^{0} \xi$ is the trivial one-dimensional bundle and $\Lambda^{1} \xi \cong \xi$. In order to prove such statements, one has to use that the constructions of linear algebra are in an appropriate sense continuous. It suffices to consider an example, say the tensor product. Let $\xi: E(\xi) \rightarrow B$ and $\eta: E(\eta) \rightarrow B$ be real vector bundles. The total space of $\xi \otimes \eta$ has the underlying set

$$
\bigcup_{b \in B}\left(\xi_{b} \otimes \eta_{b}\right)=E(\xi \otimes \eta)
$$

the disjoint union of the tensor products of the fibres. Let $\varphi: \xi^{-1}(U) \rightarrow U \times \mathbb{R}^{m}$ be a bundle chart of $\xi$ and $\psi: \eta^{-1}(U) \rightarrow U \times \mathbb{R}^{n}$ a chart of $\eta$. Then a bundle chart for $\xi \otimes \eta$ over $U$ should be

$$
\gamma: \bigcup_{b \in U}\left(\xi_{b} \otimes \eta_{b}\right) \rightarrow U_{j} \times\left(\mathbb{R}^{m} \otimes \mathbb{R}^{n}\right)
$$

the fibre $\xi_{b} \otimes \eta_{b}$ is mapped by the tensor product of the linear maps $\varphi$ over $b$ and $\psi$ over $b$. At this point it is now important to observe that the transition maps of such charts are homeomorphisms. Therefore there exists a unique topology on $E(\xi \otimes \eta)$ such that the sources of the $\gamma$ are open and the $\gamma$ are homeomorphisms. In
this manner we have obtained the data of the bundle $\xi \otimes \eta$. In dealing with tensor products one has to distinguish $\otimes_{\mathbb{R}}$ for real bundles and $\otimes_{\mathbb{C}}$ for complex bundles.

If we start with bundles $\xi: E(\xi) \rightarrow B$ and $\eta: E(\eta) \rightarrow C$ we obtain in a similar manner a bundle $\xi \hat{\otimes} \eta$ over $B \times C$ with fibres $\xi_{b} \otimes \eta_{c}$. It is called the exterior tensor product. Let $B=C$ and let $d: B \times B$ be the diagonal; then $d^{*}(\xi \hat{\otimes} \eta)=\xi \otimes \eta$. Let $p: B \times C \rightarrow B$ and $q: B \times C \rightarrow C$ be the projections; then $\xi \hat{\otimes} \eta=p^{*} \xi \otimes q^{*} \eta$.
(14.5.3) Example. Let $p: E \rightarrow B$ be an $S^{1}$-principal bundle and $\xi: E(\xi)=$ $E \times{ }_{S^{1}} \mathbb{C} \rightarrow B$ the associated complex line bundle. Then $p$ is the unit-sphere bundle of $\xi$. Let $C_{m} \subset S^{1}$ be the cyclic subgroup of order $m$. The $m$-fold tensor product $\xi^{\otimes m}=\xi \otimes \cdots \otimes \xi$ is $E \times_{S^{1}} \mathbb{C}(m)$, where $S^{1}$ acts on $\mathbb{C}$ by $(\lambda, z) \mapsto \lambda^{m} z$. The unit-sphere bundle of $\eta^{\otimes m}$ is $E / C_{m} \rightarrow B$. If we use the model $S^{\infty} \rightarrow B S^{1}$ for the universal $S^{1}$-principal bundle, we obtain the canonical map $B C_{m} \rightarrow B S^{1}$ as the sphere bundle of the $m$-fold tensor product of the universal line bundle.
(14.5.4) Example. Let $p: E \rightarrow B$ be a right $G$-principal bundle. Let $V, W$ be complex $G$-representations. Let $p_{V}: E \times_{G} V \rightarrow B$ be the associated complex vector bundle. Then there are canonical isomorphisms $p_{V} \oplus p_{W} \cong p_{V \oplus W}$ and $p_{V} \otimes p_{W} \cong p_{V \otimes W}$. For the bundles $H(k)$ over $\mathbb{C} P^{n}$ the relations $H(k) \otimes \mathbb{C} H(l) \cong$ $H(k+l)$ hold.
14.5.5 Complex vector bundles over $\boldsymbol{S}^{\mathbf{2}}=\mathbb{C} \boldsymbol{P}^{\mathbf{1}}$. We have the line bundles $H(k)$ over $\mathbb{C} P^{1}$ for $k \in \mathbb{Z}$. The total space is $H(k)=\left(\mathbb{C}^{2} \backslash 0\right) \times_{\mathbb{C}} * \mathbb{C}$ with equivalence relation $\left(\left(z_{0}, z_{1}\right), u\right) \sim\left(\left(\lambda z_{0}, \lambda z_{1}\right), \lambda^{k} u\right)$. Set $\eta=H(1)$; then $\eta^{n} \cong H(n)$. Let $\xi$ be an arbitrary line bundle over $\mathbb{C} P^{1}$. We have the charts $\varphi_{0}: \mathbb{C} \rightarrow U_{0}=$ $\left\{\left[z_{0}, z_{1}\right] \mid z_{0} \neq 0\right\}$ and $\varphi_{1}: \mathbb{C} \rightarrow U_{1}\left\{\left[z_{0}, z_{1}\right] \mid z_{1} \neq 0\right\}$. We pull back $\xi$ along $\varphi_{j}$ and obtain a trivial bundle. Let $\Phi_{j}: \mathbb{C} \times \mathbb{C} \rightarrow \xi \mid U_{j}$ be a trivialization. Then $\Phi_{1}^{-1} \Phi_{0}: \mathbb{C}^{*} \times \mathbb{C} \rightarrow \mathbb{C}^{*} \times \mathbb{C}$ has the form $(z, u) \mapsto\left(z^{-1}, a_{z} \cdot u\right)$ for some map $a: \mathbb{C}^{*} \rightarrow \mathbb{C}^{*}$. The map $a$ is homotopic to a map $z \mapsto z^{-k}$. We use a homotopy in order to construct a bundle over $\mathbb{C} P^{1} \times[0,1]$ which is over $\mathbb{C} P^{1} \times 0$ given by the gluing $(z, u) \mapsto\left(z^{-1}, a_{z} u\right)$ and over $\mathbb{C} P^{1} \times 1$ by the gluing $(z, u) \mapsto\left(z^{-1}, z^{-k} u\right)$. The latter gives $H(k)$. By the homotopy theorem we see that $\xi$ is isomorphic to $H(k)$. Let $\mathscr{B}$ denote the set of isomorphism classes of complex line bundles over $\mathbb{C} P^{1}$ with tensor product as composition law (see Problem 4). We have just seen that $\kappa: \mathbb{Z} \rightarrow \mathscr{B}, k \mapsto H(k)$ is a surjective homomorphism. We know that $\mathcal{B} \cong\left[\mathbb{C} P^{1}, \mathbb{C} P^{\infty}\right] \cong \pi_{2}\left(\mathbb{C} P^{\infty}\right) \cong \mathbb{Z}$. Therefore $\kappa$ has a trivial kernel, because otherwise $\mathfrak{B}$ would be a finite cyclic group. Altogether we have seen that the $H(k)$ represent the isomorphism classes of complex line bundles.

Now we use (14.4.16) and see that a $k$-dimensional bundle $(k \geq 1)$ is isomorphic to $H(n) \oplus(k-1) \varepsilon$ for a unique $n \in \mathbb{Z}$. Bundles over $\mathbb{C} P^{1}$ have a cancellation property: An isomorphism $\xi \oplus \zeta \cong \eta \oplus \zeta$ implies $\xi \cong \eta$; this is again a consequence of (14.4.16).

For the bundles $H(k)$ over $\mathbb{C} P^{1}$ the relations $H(k) \oplus H(l) \cong H(k+l) \oplus \varepsilon$ hold. In order to prove this relation, we construct an isomorphism of $\eta \oplus \eta^{-1}$ to the trivial bundle. We write the bundle in the form $S^{3} \times{ }_{S^{1}}(\mathbb{C}(-1) \oplus \mathbb{C}(1))$. A fibrewise map to $\mathbb{C}^{2}$ is given by

$$
\left(\left(z_{0}, z_{1}\right),\left(u_{0}, u_{1}\right)\right) \mapsto\left(z_{0} u_{0}-\bar{z}_{1} u_{1}, z_{1} u_{0}+\bar{z}_{0} u_{1}\right)
$$

Observe that the matrix with rows $\left(z_{0},-\bar{z}_{1}\right),\left(z_{1}, \bar{z}_{0}\right)$ is unitary. For $u_{0}$ the image is the tautological bundle $H(-1)$, for $u_{1}$ the orthogonal complement $H(1)$. We show by induction $\eta^{k}+(k-1) \varepsilon=k \eta$. This relation is clear for $k=1$ and follows for $k=2$ from $\eta \oplus \eta^{-1}=2 \varepsilon$. Multiply $\eta^{k}+(k-1) \varepsilon=k \eta$ by $\eta$, add $k \varepsilon$ and cancel $(k-1) \eta$; the desired relation for $k+1$ drops out. Suppose $k, l \in \mathbb{N}$. Then

$$
\eta^{k} \oplus \eta^{l} \oplus(k-1+l-1) \varepsilon=(k+l) \eta=\eta^{k+l} \oplus(k+l-1) \varepsilon
$$

and cancellation of $(k-1+l-1) \varepsilon$ gives $\eta^{k} \oplus \eta^{l}=\eta^{k+l} \oplus \varepsilon$. We multiply this relation by $\eta^{-k}, \eta^{-l}$, or $\eta^{-(k+l)}$ in order to verify the remaining cases.

## Problems

1. Let $\xi$ and $\eta$ be vector bundles over $B$. An orientation of $\xi$ and $\eta$ induces an orientation of $\xi \oplus \eta$, fibrewise the sum orientation of the vector spaces. If two of the bundles $\xi$, $\eta$, and $\xi \oplus \eta$ are orientable, then the third is orientable.
2. In a bundle with Riemannian metric the fibrewise orthogonal complement of a subbundle is a subbundle.
3. Let $p: E \rightarrow B$ be an $n$-dimensional bundle with Riemannian metric. Then there exists a bundle atlas such that the transition maps have an image in the orthogonal group $\mathrm{O}(n)$. The structure group is therefore reducible to $\mathrm{O}(n)$. If the bundle is orientable, then the structure group is reducible to $\mathrm{SO}(n)$.
4. Let $\xi$ and $\eta$ be complex line bundles over $B$. Then $\xi \otimes \mathbb{C} \eta$ is again a line bundle. The bundle $\xi \otimes \mathbb{C} \xi^{*}$ is trivial; the assignments $\xi_{b} \otimes \xi_{b}^{*} \rightarrow \mathbb{C},(x, \lambda) \mapsto \lambda(x)$ are an isomorphism to the trivial bundle. The isomorphism classes of complex line bundles are an abelian group with composition law the tensor product.
5. Let $X$ be a normal space and $Y \subset X$ a closed subset. A section $s: Y \rightarrow E \mid Y$ over $Y$ of a numerable vector bundle $\xi: E \rightarrow X$ has an extension to a section over $X$.
6. Let $p: E \rightarrow X$ and $q: F \rightarrow X$ be vector bundles. The bundle morphisms $E \rightarrow F$ correspond to the sections of $\operatorname{Hom}(E, F) \rightarrow X$.
7. Let $p: E \rightarrow X$ and $q: F \rightarrow X$ be numerable bundles over the normal space $X$. If $f: E|Y \rightarrow F| Y$ is an isomorphism over the closed set $Y$, then there exists an open neighbourhood $U$ of $Y$ and an isomorphism $f: E|U \rightarrow F| U$ which extends $f$ over $Y$.
8. The map $\mathbb{C} P^{a} \times \mathbb{C} P^{b} \rightarrow \mathbb{C} P^{a+b},\left(\left[x_{i}\right],\left[y_{j}\right]\right) \mapsto\left[z_{k}\right]$ with $x_{t}=\sum_{i+j=t} x_{i} y_{j}$ induces from $H(1)$ the exterior tensor product $H(1) \hat{\otimes} H(1)$. In the case $a=b=\infty$ the map is associative and defines the structure of an $H$-space. It induces on $\left[B, \mathbb{C} P^{\infty}\right]$ the group
structure on the set of line bundles given by the tensor product.
9. Determine two-dimensional real bundles over $\mathbb{R} P^{2}$ [44, p. 434].

### 14.6 Grothendieck Rings of Vector Bundles

Denote by $V(X)$ the set of isomorphism classes of complex vector bundles over $X$. The Whitney sum and the tensor product induce on $V(X)$ two associative and commutative composition laws (addition + , multiplication $\cdot$ ), and the distributive law holds. Addition has a zero element, the 0 -dimensional bundle; multiplication has a unit element, the 1-dimensional trivial bundle.

A commutative monoid $M$ is a set together with an associative and commutative composition law + with zero element. A universal group for $M$ is a homomorphism $\kappa: M \rightarrow K(M)$ into an abelian group $K(M)$ such that each monoidhomomorphism $\varphi: M \rightarrow A$ into an abelian group $A$ has a unique factorization $\Phi \circ \kappa=\varphi$ with a homomorphism $\Phi: K(M) \rightarrow A$. A monoid-homomorphism $f: M \rightarrow N$ induces a homomorphism $K(f): K(M) \rightarrow K(N)$. Let $N \subset M$ be a submonoid. We define an equivalence relation on $M$ by

$$
x \sim y \quad \Leftrightarrow \quad \text { there exist } a, b \in N \text { such that } x+a=y+b
$$

Let $p: M \rightarrow M / N, x \mapsto[x]$ denote the quotient map onto the set of equivalence classes. We obtain by $[x]+[y]=[x+y]$ a well-defined composition law on $M / N$ which is a monoid structure.

In the product monoid $M \times M$ we have the diagonal submonoid $D(M)=$ $\{(m, m)\}$. We set $K(M)=(M \times M) / D(M)$ and $\kappa(x)=[x, 0]$. Then $K(M)$ is an abelian group and $\kappa$ a universal homomorphism. Since $[x, 0]+[0, x]=[x, x]=0$, we see $[0, x]=-\kappa(x)$. The elements of $K(M)$ are formal differences $x-y, x, y \in$ $M, \kappa(x)-\kappa(y)=[x, y]$, and $x-y=x^{\prime}-y^{\prime}$ if and only if $x+y^{\prime}+z=x^{\prime}+y+z$ holds as equality in $M$ for some $z \in M$.

We apply these concepts to $M=V(X)$ and write $K(X)=K(V(X))$. The tensor product induces a bi-additive map $V(X) \times V(X) \rightarrow V(X)$. It induces a bi-additive map in the $K$-groups:
(14.6.1) Proposition. Let $A, B, C$ be abelian monoids and $m: A \times B \rightarrow C$ be a bi-additive map. The there exists a unique bi-additive map $K(m)$ such that the diagram
is commutative.

The bi-additive map induced by the tensor product is written as multiplication, and $K(X)$ becomes in this way a commutative ring. This ring is often called the Grothendieck ring of complex vector bundles. In general, the universal groups $K(M)$ are called Grothendieck groups.

We can apply the same construction to real vector bundles and obtain the Grothendieck ring $K \mathrm{O}(X)$. Other notations for these objects are $K \mathrm{O}(X)=K_{\mathbb{R}}(X)$ and $K(X)=K \mathrm{U}(X)=K_{\mathbb{C}}(X)$.

Pullback of bundles along $f: X \rightarrow Y$ induces a ring homomorphism $K(f)=$ $f^{*}: K(Y) \rightarrow K(X)$ and similarly for $K O$. Homotopic maps induce the same homomorphism.
(14.6.2) Example. $K\left(S^{2}\right)$ is free abelian as an additive group with basis 1 and $\eta$. The multiplicative structure is determined by $\eta^{2}=2 \eta-1$. This is a consequence of 14.5.5.

The inclusions $\mathrm{U}(n) \rightarrow \mathrm{U}(n+1), A \mapsto\left(\begin{array}{cc}A & 0 \\ 0 & 1\end{array}\right)$ are used to define $\mathrm{U}=$ colim $\mathrm{U}(n)$, a topological group with the colimit topology. The inclusion of groups $\mathrm{U}(n) \rightarrow \mathrm{U}$ induces $B \mathrm{U}(n) \rightarrow B \mathrm{U}$. If we compose a classifying map $X \rightarrow B \mathrm{U}(n)$ with this map, we call the result $X \rightarrow B \mathrm{U}$ the stable classifying map. Bundles $\xi$ and $\xi \oplus a \varepsilon$ are called stably equivalent, and they have the same stable classifying map (up to homotopy).
(14.6.3) Proposition. Let $X$ be a path connected compact Hausdorff space. Then there exists a natural bijection $K(X) \cong[X, \mathbb{Z} \times B \mathrm{U}]$. Here $\mathbb{Z}$ carries the discrete topology.

Proof. Let $[\xi]-[\eta] \in K(X)$. A bundle $\eta$ over a compact Hausdorff space has an inverse bundle $\eta^{-}$(see (14.5.2)). Hence $\left[\xi \oplus \eta^{-}\right]-\left[\eta \oplus \eta^{-}\right] \in K(X)$ is the same element. Therefore each element in $K(X)$ can be written in the form $[\xi]-n$. Suppose $[\xi]-n=[\eta]-m$. Then $\xi \oplus m \varepsilon \oplus \zeta \cong \eta \oplus n \varepsilon \oplus \zeta$ for some $\zeta$. We add an inverse of $\zeta$ and arrive at a relation of the form $\xi \oplus a \varepsilon \cong \eta \oplus b \varepsilon$, i.e., $\xi$ and $\eta$ are stably equivalent. The homotopy class of a stable classifying map $k_{\xi}: X \rightarrow B \mathrm{U}$ is therefore uniquely determined by the element $[\xi]-n$. We define $\kappa: K(X) \rightarrow[X, \mathbb{Z} \times B \mathrm{U}]$ by sending $[\xi]-n$ to $k_{\xi}: X \rightarrow(\operatorname{dim} \xi-n) \times B \mathrm{U}$.

Conversely, let $f: X \rightarrow \mathbb{Z} \times B \mathrm{U}$ be given. Since $X$ is path connected, the image is contained in some $k \times B \mathrm{U}$. The compactness of $X$ is used to verify that $f$ admits a factorization $X \rightarrow B \mathrm{U}(n) \rightarrow B \mathrm{U}$. We obtain a well-defined inverse map $[X, \mathbb{Z} \times B \mathrm{U}] \rightarrow K(X)$, if we assign to $f: X \rightarrow B \mathrm{U}(n) \rightarrow B \mathrm{U}$ the element $\left[f_{n}^{*} \gamma_{n}\right]-[n-k]$.

For more general spaces the Grothendieck ring $K(X)$ can differ substantially from the homotopy group $[X, \mathbb{Z} \times B \mathrm{U}]$, e.g., for $X=\mathbb{C} P^{\infty}$. The latter is a kind of completion of the Grothendieck ring.

The (exterior) tensor product of bundles yields a ring homomorphism

$$
K(X) \otimes_{\mathbb{Z}} K(Y) \rightarrow K(X \times Y)
$$

A fundamental result is the periodicity theorem of Bott. One of its formulations is: For compact spaces $X$ the tensor product yields isomorphisms

$$
K(X) \otimes K\left(S^{2}\right) \cong K\left(X \times S^{2}\right), \quad K \mathrm{O}(X) \otimes K \mathrm{O}\left(S^{8}\right) \cong K \mathrm{O}\left(X \times S^{8}\right)
$$

Starting from this isomorphism one constructs the cohomology theories which are called $K$-theories. For an introduction see [15], [9], [10], [12], [11], [13], [14], [102]. For the Bott periodicity see also [6], [106], [19].

## Chapter 15

## Manifolds

This chapter contains an introduction to some concepts and results of differential topology. For more details see [30], [44], [107]. We restrict attention to those parts which are used in the proof of the so-called Pontrjagin-Thom theorem in the chapter on bordism theory. We do not summarize the results here, since the table of contents should give enough information.

### 15.1 Differentiable Manifolds

A topological space $X$ is $\boldsymbol{n}$-dimensional locally Euclidean if each $x \in X$ has an open neighbourhood $U$ which is homeomorphic to an open subset $V$ of $\mathbb{R}^{n}$. A homeomorphism $h: U \rightarrow V$ is a chart or local coordinate system of $X$ about $x$ with chart domain $U$. The inverse $h^{-1}: V \rightarrow U$ is a local parametrization of $X$ about $x$. If $h(x)=0$, we say that $h$ and $h^{-1}$ are centered at $x$. A set of charts is an atlas for $X$ if their domains cover $X$. If $X$ is $n$-dimensional locally Euclidean, we call $n$ the dimension of $X$ and write $\operatorname{dim} X=n$. The dimension is well-defined, by invariance of dimension.

An $\boldsymbol{n}$-dimensional manifold or just $\boldsymbol{n}$-manifold is an $n$-dimensional locally Euclidean Hausdorff space with countable basis for its topology. Hence manifolds are locally compact. A surface is a 2 -manifold. A 0 -manifold is a discrete space with at most a countably infinite number of points. The notation $M^{n}$ is used to indicate that $n=\operatorname{dim} M$.

Suppose ( $U_{1}, h_{1}, V_{1}$ ) and ( $U_{2}, h_{2}, V_{2}$ ) are charts of an $n$-manifold. Then we have the associated coordinate change or transition function

$$
h_{2} h_{1}^{-1}: h_{1}\left(U_{1} \cap U_{2}\right) \rightarrow h_{2}\left(U_{1} \cap U_{2}\right),
$$

a homeomorphism between open subsets of Euclidean spaces.
Recall: A map $f: U \rightarrow V$ between open subsets of Euclidean spaces $(U \subset$ $\mathbb{R}^{n}, V \subset \mathbb{R}^{m}$ ) is a $C^{k}$-map if it is $k$-times continuously differentiable in the ordinary sense of analysis $(1 \leq k \leq \infty)$. A continuous map is also called a $C^{0}$-map. A $C^{k}$-map $f: U \rightarrow V$ has a differential $D f(x): \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ at $x \in U$.

If the coordinate changes $h_{2} h_{1}^{-1}$ and $h_{1} h_{2}^{-1}$ are $C^{k}$-maps, we call the charts $\left(U_{1}, h_{1}, V_{1}\right)$ and $\left(U_{2}, h_{2}, V_{2}\right) \boldsymbol{C}^{\boldsymbol{k}}$-related $(1 \leq k \leq \infty)$. An atlas is a $C^{k}$-atlas if any two of its charts are $C^{k}$-related. We call $C^{\infty}$-maps smooth or just differentiable; similarly, we talk about a smooth or differentiable atlas.
(15.1.1) Proposition. Let $\mathcal{A}$ be a smooth atlas for $M$. The totality of charts which are smoothly related to all charts of $\mathscr{A}$ is a smooth atlas $D(\mathcal{A})$. If $\mathcal{A}$ and $\mathfrak{B}$ are smooth atlases, then $\mathcal{A} \cup \mathscr{B}$ is a smooth atlas if and only if $D(\mathcal{A})=D(\mathscr{B})$. The atlas $D(\mathcal{A})$ is the uniquely determined maximal smooth atlas which contains $\mathcal{A}$.

A differential structure on the $n$-manifold $M$ is a maximal smooth atlas $\mathscr{D}$ for $M$. The pair $(M, D)$ is called a smooth manifold. A maximal atlas serves just the purpose of this definition. Usually we work with a smaller atlas which then generates a unique differential structure. Usually we omit the differential structure from the notation; the charts of $\mathscr{D}$ are then called the charts of the differentiable manifold $M$.

Let $M$ and $N$ be smooth manifolds. A map $f: M \rightarrow N$ is smooth at $x \in M$ if $f$ is continuous at $x$ and if for charts $\left(U, h, U^{\prime}\right)$ about $x$ and $\left(V, k, V^{\prime}\right)$ about $f(x)$ the composition $k f h^{-1}$ is differentiable at $h(x)$. We call $k f h^{-1}$ the expression $\boldsymbol{o f} \boldsymbol{f}$ in local coordinates. The map $f$ is smooth if it is differentiable at each point. The composition of smooth maps is smooth. Thus we have the category of smooth manifolds and smooth maps. A diffeomorphism is a smooth map which has a smooth inverse. Manifolds $M$ and $N$ are diffeomorphic if there exists a diffeomorphism $f: M \rightarrow N$.

Smooth manifolds $M$ and $N$ have a product in the category of smooth manifolds. The charts of the form $\left(U \times V, f \times g, U^{\prime} \times V^{\prime}\right)$ for charts $\left(U, f, U^{\prime}\right)$ of $M$ and ( $V, g, V^{\prime}$ ) of $N$ define a smooth structure on $M \times N$. The projections onto the factors are smooth. The canonical isomorphisms $\mathbb{R}^{m} \times \mathbb{R}^{n}=\mathbb{R}^{m+n}$ are diffeomorphisms.

A subset $N$ of an $n$-manifold $M$ is a $\boldsymbol{k}$-dimensional submanifold of $M$ if the following holds: For each $x \in N$ there exists a chart $h: U \rightarrow U^{\prime}$ of $M$ about $x$ such that $h(U \cap N)=U^{\prime} \cap\left(\mathbb{R}^{k} \times 0\right)$. A chart with this property is called adapted to $N$. The difference $n-k$ is the codimension of $N$ in $M$. (The subspace $\mathbb{R}^{k} \times 0$ of $\mathbb{R}^{n}$ may be replaced by any $k$-dimensional linear or affine subspace if this is convenient.) If we identify $\mathbb{R}^{k} \times 0=\mathbb{R}^{k}$, then $\left(U \cap N, h, U^{\prime} \cap \mathbb{R}^{k}\right)$ is a chart of $N$. If $M$ is smooth, we call $N$ a smooth submanifold of $M$ if there exists about each point an adapted chart from the differential structure of $M$. The totality of charts ( $U \cap N, h, U^{\prime} \cap \mathbb{R}^{k}$ ) which arise from adapted smooth charts of $M$ is then a smooth atlas for $N$. In this way, a differentiable submanifold becomes a smooth manifold, and the inclusion $N \subset M$ is a smooth map. A smooth map $f: N \rightarrow M$ is a smooth embedding if $f(N) \subset M$ is a smooth submanifold and $f: N \rightarrow f(N)$ a diffeomorphism.

The spheres are manifolds which need an atlas with at least two charts. We have the atlas with two charts $\left(U_{N}, \varphi_{N}\right)$ and $\left(U_{S}, \varphi_{S}\right)$ coming from the stereographic projection (see (2.3.2)). The coordinate transformation is $\varphi_{S} \circ \varphi_{N}^{-1}(y)=\|y\|^{-2} y$. The differential of the coordinate transformation at $x$ is $\xi \mapsto\left(\|x\|^{2} \xi-2\langle x, \xi\rangle x\right)$. $\|x\|^{-4}$. For $\|x\|=1$ we obtain the reflection $\xi \mapsto \xi-2\langle x, \xi\rangle x$ in a hyperplane.

We now want to construct charts for the projective space $\mathbb{R} P^{n}$. The subset
$U_{i}=\left\{\left[x_{0}, \ldots, x_{n}\right] \mid x_{i} \neq 0\right\}$ is open. The assignment

$$
\varphi_{i}: U_{i} \rightarrow \mathbb{R}^{n}, \quad\left[x_{0}, \ldots, x_{n}\right] \mapsto x_{i}^{-1}\left(x_{0}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)
$$

is a homeomorphism. These charts are smoothly related.
Charts for $\mathbb{C} P^{n}$ can be defined by the same formulas. Note that $\mathbb{C} P^{n}$ has dimension $2 n$ as a smooth manifold. (It is $n$-dimensional when viewed as a socalled complex manifold.)
(15.1.2) Proposition. Let $M$ be an n-manifold and $U=\left(U_{j} \mid j \in J\right)$ an open covering of $M$. Then there exist charts $\left(V_{k}, h_{k}, B_{k} \mid k \in \mathbb{N}\right)$ of $M$ with the following properties:
(1) Each $V_{k}$ is contained in some member of $\mathcal{U}$.
(2) $B_{k}=U_{3}(0)=\left\{x \in \mathbb{R}^{n} \mid\|x\|<3\right\}$.
(3) The family $\left(V_{k} \mid k \in \mathbb{N}\right)$ is a locally finite covering of $M$.

In particular, each open cover has a locally finite refinement, i.e., manifolds are paracompact. If $M$ is smooth, there exists a smooth partition of unity $\left(\sigma_{k} \mid k \in \mathbb{N}\right)$ subordinate to $\left(V_{k}\right)$. There also exists a smooth partition of unity $\left(\alpha_{j} \mid j \in J\right)$ such that the support of $\alpha_{j}$ is contained in $U_{j}$ and at most a countable number of the $\alpha_{j}$ are non-zero.

Proof. The space $M$ is a locally compact Hausdorff space with a countable basis. Therefore there exists an exhaustion

$$
M_{0} \subset M_{1} \subset M_{2} \subset \cdots \subset M=\bigcup_{i=1}^{\infty} M_{i}
$$

by open sets $M_{i}$ such that $\bar{M}_{i}$ is compact and contained in $M_{i+1}$. Hence $K_{i}=$ $\bar{M}_{i+1} \backslash M_{i}$ is compact. For each $i$ we can find a finite number of charts $\left(V_{\nu}, h_{\nu}, B_{v}\right)$, $B_{v}=U_{3}(0)$, such that $V_{v} \subset \underline{U}_{j}$ for some $j$ and such that the $h_{v}^{-1} U_{1}(0)$ cover $K_{i}$ and such that $V_{v} \subset M_{i+2} \backslash \vec{M}_{i-1}\left(M_{-1}=\emptyset\right)$. Then the $V_{v}$ form a locally finite, countable covering of $M$, now denoted ( $V_{k}, h_{k}, B_{k} \mid k \in \mathbb{N}$ ).

The function $\lambda: \mathbb{R} \rightarrow \mathbb{R}, \lambda(t)=0$ for $t \leq 0, \lambda(t)=\exp (-1 / t)$ for $t>0$, is a $C^{\infty}$-function. For $\varepsilon>0$, the function $\varphi_{\varepsilon}(t)=\lambda(t)(\lambda(t)+\lambda(\varepsilon-t))^{-1}$ is $C^{\infty}$ and satisfies $0 \leq \varphi_{\varepsilon} \leq 1, \varphi_{\varepsilon}(t)=0 \Leftrightarrow t \leq 0, \varphi_{\varepsilon}(t)=1 \Leftrightarrow t \geq \varepsilon$. Finally, $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}, x \mapsto \varphi_{\varepsilon}(\|x\|-r)$ is a $C^{\infty}$-map which satisfies $0 \leq \psi(x) \leq 1$, $\psi(x)=1 \Leftrightarrow x \in U_{r}(0), \psi(x)=0 \Leftrightarrow\|x\| \geq r+\varepsilon$.

We use these functions $\psi$ for $r=1$ and $\varepsilon=1$ and define $\psi_{i}$ by $\psi \circ h_{i}$ on $V_{i}$ and as zero on the complement. Then the $\sigma_{k}=s^{-1} \psi_{k}$ with $s=\sum_{j=1}^{\infty} \psi_{j}$ yield a smooth, locally finite partition of unity subordinate to ( $V_{k} \mid k \in \mathbb{N}$ ).

The last statement follows from (13.1.2).
Let $C_{0}$ and $C_{1}$ be closed disjoint subsets of the smooth manifold $M$. Then there exists a smooth function $\varphi: M \rightarrow[0,1]$ such that $\varphi\left(C_{j}\right) \subset\{j\}$; apply the previous proposition to the covering by the $U_{j}=M \backslash C_{j}$.

Let $A$ be a closed subset of the smooth manifold $M$ and $U$ an open neighbourhood of $A$ in $M$. Let $f: U \rightarrow[0,1]$ be smooth. Then there exists a smooth function $F: M \rightarrow[0,1]$ such that $F|A=f| A$. For the proof choose a partition of unity $\left(\varphi_{0}, \varphi_{1}\right)$ subordinate to $(U, M \backslash A)$. Then set $F(x)=\varphi_{0}(x) f(x)$ for $x \in U$ and $F(x)=0$ otherwise.
(15.1.3) Proposition. Let $M$ be a submanifold of $N$. A smooth function $f: M \rightarrow \mathbb{R}$ has a smooth extension $F: N \rightarrow \mathbb{R}$.

Proof. From the definition of a submanifold we obtain for each $p \in M$ an open neighbourhood $U$ of $p$ in $N$ and a smooth retraction $r: U \rightarrow U \cap M$. Hence we can find an open covering $\left(U_{j} \mid j \in J\right)$ of $M$ in $N$ and smooth extensions $f_{j}: U_{j} \rightarrow \mathbb{R}$ of $f \mid U_{j} \cap M$. Let $\left(\alpha_{j} \mid j \in J\right)$ be a subordinate smooth partition of unity and set $F(x)=\sum_{j \in J} \alpha_{j}(x) f_{j}(x)$, where a summand is defined to be zero if $f_{j}(x)$ is not defined.
(15.1.4) Proposition. Let $M$ be a smooth manifold. There exists a smooth proper function $f: M \rightarrow \mathbb{R}$.

Proof. A function between Hausdorff spaces is proper if the pre-image of a compact set is compact. We choose a countable partition of unity $\left(\tau_{k} \mid k \in \mathbb{N}\right)$ such that the functions $\tau_{k}$ have compact support. Then we set $f=\sum_{k=1}^{\infty} k \cdot \tau_{k}: M \rightarrow \mathbb{R}$. If $x \notin \bigcup_{j=1}^{n} \operatorname{supp}\left(\tau_{j}\right)$, then $1=\sum_{j \geq 1} \tau_{j}(x)=\sum_{j>n} \tau_{j}(x)$ and therefore $f(x)=$ $\sum_{j>n} j \tau_{j}(x)>n$. Hence $f^{-1}[-n, n]$ is contained in $\bigcup_{j=1}^{n} \operatorname{supp}\left(\tau_{j}\right)$ and therefore compact.

In working with submanifolds we often use, without further notice, the following facts. Let $M$ be a smooth manifold and $A \subset M$. Then $A$ is a submanifold if and only if each $a \in A$ has an open neighbourhood $U$ such that $A \cap U$ is a submanifold of $U$. (Being a submanifold is a local property.) Let $f: N_{1} \rightarrow N_{2}$ be a diffeomorphism. Then $M_{1} \subset N_{1}$ is a submanifold if and only if $f\left(M_{1}\right)=M_{2} \subset N_{2}$ is a submanifold. (Being a submanifold is invariant under diffeomorphisms.)

Important objects in mathematics are the group objects in the smooth category. A Lie group consists of a smooth manifold $G$ and a group structure on $G$ such that the group multiplication and the passage to the inverse are smooth maps. The fundamental examples are the classical matrix groups. A basic result in this context says that a closed subgroup of a Lie group is a submanifold and with the induced structure a Lie group [84], [29].

## Problems

1. The gluing procedure (1.3.7) can be adapted to the smooth category. The maps $g_{i}^{j}$ are assumed to be diffeomorphisms, and the result will be a locally Euclidean space. Again one has to take care that the result will become a Hausdorff space.
2. Let $E$ be an $n$-dimensional real vector space $0<r<n$. We define charts for the Grassmann manifold $G_{r}(E)$ of $r$-dimensional subspaces of $E$. Let $K$ be a subspace of codimension $r$ in $E$. Consider the set of complements in $K$

$$
U(K)=\left\{F \in G_{r}(E) \mid F \oplus K=E\right\}
$$

The sets are the chart domains. Let $P(K)=\left\{p \in \operatorname{Hom}(E, E) \mid p^{2}=p, p(E)=K\right\}$ be the set of projections with image $K$. Then $P(K) \rightarrow U(K), p \mapsto \operatorname{Ker}(p)$ is a bijection. The set $P(K)$ is an affine space for the vector space $\operatorname{Hom}(E / K, K)$. Let $j: K \subset E$ and let $q: E \rightarrow E / K)$ be the quotient map. Then

$$
\operatorname{Hom}(E / K, K) \times P(K) \rightarrow P(K), \quad(\varphi, p) \mapsto p+j \varphi q
$$

is a transitive free action. We choose a base point $p_{0} \in P(K)$ in this affine space and obtain a bijection

$$
U(K) \leftarrow P(K) \rightarrow \operatorname{Hom}(E / K, K), \quad \operatorname{Ker}(p) \leftarrow p \mapsto p-p_{0}
$$

The bijections are the charts for a smooth structure.
3. $\left\{(x, y, z) \in \mathbb{R}^{3} \mid z^{2} x^{3}+3 z x^{2}+3 x-z y^{2}-2 y=1\right\}$ is a smooth submanifold of $\mathbb{R}^{3}$ diffeomorphic to $\mathbb{R}^{2}$. If one considers the set of solutions $(x, y, z) \in \mathbb{C}^{2}$, then one obtains a smooth complex submanifold of $\mathbb{C}^{3}$ which is contractible but not homeomorphic to $\mathbb{C}^{2}$ (see [47]).

### 15.2 Tangent Spaces and Differentials

We associate to each point $p$ of a smooth $m$-manifold $M$ an $m$-dimensional real vector space $T_{p}(M)$, the tangent space of $M$ at the point $p$, and to each smooth map $f: M \rightarrow N$ a linear map $T_{p} f: T_{p}(M) \rightarrow T_{f(p)}(N)$, the differential of $f$ at $p$, such that the functor properties hold (chain rule)

$$
T_{p}(g f)=T_{f(p)} g \circ T_{p} f, \quad T_{p}(\mathrm{id})=\mathrm{id}
$$

The elements of $T_{p}(M)$ are the tangent vectors of $M$ at $p$.
Since there exist many different constructions of tangent spaces, we define them by a universal property.

A tangent space of the $m$-dimensional smooth manifold $M$ at $p$ consists of an $m$-dimensional vector space $T_{p}(M)$ together with an isomorphism $i_{k}: T_{p} M \rightarrow$ $\mathbb{R}^{m}$ for each chart $k=\left(U, \varphi, U^{\prime}\right)$ about $p$ such that for any two such charts $k$ and $l=\left(V, \psi, V^{\prime}\right)$ the isomorphism $i_{l}^{-1} i_{k}$ is the differential of the coordinate change $\psi \varphi^{-1}$ at $\varphi(p)$. If ( $T_{p}^{\prime} M, i_{k}^{\prime}$ ) is another tangent space, then $\iota_{p}=i_{k}^{-1} \circ$ $i_{k}^{\prime}: T_{p}^{\prime} M \rightarrow T_{p} M$ is independent of the choice of $k$. Thus a tangent space is determined, up to unique isomorphism, by the universal property. If we fix a chart $k$, an arbitrary $m$-dimensional vector space $T_{p} M$, and an isomorphism $i_{k}: T_{p} M \rightarrow$ $\mathbb{R}^{m}$, then there exists a unique tangent space with underlying vector space $T_{p} M$ and
isomorphism $i_{k}$; this follows from the chain rule of calculus. Often we talk about the tangent space $T_{p} M$ and understand a suitable isomorphism $i_{k}: T_{p} M \rightarrow \mathbb{R}^{m}$ as structure datum.

Let $f: M^{m} \rightarrow N^{n}$ be a smooth map. Choose charts $k=\left(U, \varphi, U^{\prime}\right)$ about $p \in M$ and $l=\left(V, \psi, V^{\prime}\right)$ about $f(p) \in N$. There exists a unique linear map $T_{p} f$ which makes the diagram

commutative; the morphism at the bottom is the differential of $\psi f \varphi^{-1}$ at $\varphi(p)$. Again by the chain rule, $T_{p} f$ is independent of the choice of $k$ and $l$. Differentials, defined in this manner, satisfy the chain rule. This definition is also compatible with the universal maps $\iota_{p}$ for different choices of tangent spaces $T_{p} f \circ \iota_{p}=\iota_{f(p)} \circ T_{p}^{\prime} f$.

In abstract terms: Make a choice of $T_{p}(M)$ for each pair $p \in M$. Then the $T_{p} M$ and the $T_{p} f$ constitute a functor from the category of pointed smooth manifolds and pointed smooth maps to the category of real vector spaces. Different choices of tangent spaces yield isomorphic functors.

The purpose of tangent spaces is to allow the definition of differentials. The actual vector spaces are adapted to the situation at hand and can serve other geometric purposes (e.g., they can consist of geometric tangent vectors).

We call a smooth map $f$ an immersion if each differential $T_{x} f$ is injective and a submersion if each differential $T_{x} f$ is surjective. The point $x \in M$ is a regular point of $f$ if $T_{x} f$ is surjective. A point $y \in N$ is a regular value of $f$ if each $x \in f^{-1}(y)$ is a regular point, and otherwise a singular value. If $f^{-1}(y)=\emptyset$, then $y$ is also called a regular value.
(15.2.1) Rank Theorem. Let $f: M \rightarrow N$ be a smooth map from an m-manifold into an $n$-manifold.
(1) If $T_{a} f$ is bijective, then there exist open neighbourhoods $U$ of $a$ and $V$ of $f(a)$, such that $f$ induces a diffeomorphism $f: U \rightarrow V$.
(2) If $T_{a} f$ is injective, then there exist open neighbourhoods $U$ of $a, V$ of $f(a)$, $W$ of $0 \in \mathbb{R}^{n-m}$ and a diffeomorphism $F: U \times W \rightarrow V$ such that $F(x, 0)=f(x)$ for $x \in U$.
(3) If $T_{a} f$ is surjective, then there exist open neighbourhoods $U$ of $a, V$ of $f(a)$, $W$ of $0 \in \mathbb{R}^{m-n}$ and a diffeomorphism $F: U \rightarrow V \times W$ such that $\mathrm{pr}_{V} F(x)=f(x)$ for $x \in U$ with the projection $\mathrm{pr}_{V}: V \times W \rightarrow V$.
(4) Suppose $T_{x} f$ has rank $r$ for all $x \in M$. Then for each $a \in M$ there exist open neighbourhoods $U$ of $a, V$ of $f(a)$ and diffeomorphisms $\varphi: U \rightarrow U^{\prime}$, $\psi: V \rightarrow V^{\prime}$ onto open sets $U^{\prime} \subset \mathbb{R}^{m}, V^{\prime} \subset \mathbb{R}^{n}$ such that $f(U) \subset V$ and $\psi f \varphi^{-1}\left(x_{1}, \ldots, x_{m}\right)=\left(x_{1}, \ldots, x_{r}, 0, \ldots, 0\right)$ for all $\left(x_{1}, \ldots, x_{m}\right) \in U^{\prime}$.

Proof. The assertions are of a local nature. Therefore we can, via local charts, reduce to the case that $M$ and $N$ are open subsets of Euclidean spaces. Then these assertions are known from calculus.
(15.2.2) Proposition. Let $y$ be a regular value of the smooth map $f: M \rightarrow N$. Then $P=f^{-1}(y)$ is a smooth submanifold of $M$. For each $x \in P$, we can identify $T_{x} P$ with the kernel of $T_{x} f$.

Proof. Let $x \in P$. The rank theorem (15.2.1) says that $f$ is in suitable local coordinates about $x$ and $f(x)$ a surjective linear map; hence $P$ is locally a submanifold.

The differential of a constant map is zero. Hence $T_{x} P$ is contained in the kernel of $T_{x} f$. For reasons of dimension, the spaces coincide.
(15.2.3) Example. The differentials of the projections onto the factors yield an isomorphism $T_{(x, y)}(M \times N) \cong T_{x}(M) \times T_{y}(N)$ which we use as an identification. With these identifications, $T_{(x, y)}(f \times g)=T_{x} f \times T_{y} g$ for smooth maps $f$ and $g$. Let $h: M \times N \rightarrow P$ be a smooth map. Then $T_{(x, y)} h$, being a linear map, is determined by the restrictions to $T_{x} M$ and to $T_{y} N$, hence can be computed from the differentials of the partial maps $h_{1}: a \mapsto h(a, y)$ and $h_{2}: b \mapsto h(x, b)$ via $T_{(x, y)} h(u, v)=T_{x} h_{1}(u)+T_{y} h_{2}(v)$.
(15.2.4) Proposition. Suppose $f: M \rightarrow N$ is an immersion which induces $a$ homeomorphism $M \rightarrow f(M)$. Then $f$ is a smooth embedding.

Proof. We first show that $f(M)$ is a smooth submanifold of $N$ of the same dimension as $M$. It suffices to verify this locally.

Choose $U, V, W$ and $F$ according to (15.2.1). Since $U$ is open and $M \rightarrow f(M)$ a homeomorphism, the set $f(U)$ is open in $f(M)$. Therefore $f(U)=f(M) \cap P$, with some open set $P \subset N$. The set $R=V \cap P$ is an open neighbourhood of $b$ in $N$, and $R \cap f(M)=f(U)$ holds by construction. It suffices to show that $f(U)$ is a submanifold of $R$. We set $Q=F^{-1} R$, and have a diffeomorphism $F: Q \rightarrow R$ which maps $U \times 0$ bijectively onto $f(U)$. Since $U \times 0$ is a submanifold of $U \times W$, we see that $f(U)$ is a submanifold.

By assumption, $f: M \rightarrow f(M)$ has a continuous inverse. This inverse is smooth, since $f: M \rightarrow f(M)$ has an injective differential, hence bijective for dimensional reasons, and is therefore a local diffeomorphism.
(15.2.5) Proposition. Let $f: M \rightarrow N$ be a surjective submersion and $g: N \rightarrow P$ a set map between smooth manifolds. If $g f$ is smooth, then $g$ is smooth.

Proof. Let $f(x)=y$. By the rank theorem, there exist chart domains $U$ about $x$ and $V$ about $y$ such that $f(U)=V$ and $f: U \rightarrow V$ has, in suitable local coordinates, the form $\left(x_{1}, \ldots, x_{m}\right) \mapsto\left(x_{1}, \ldots, x_{n}\right)$. Hence there exists a smooth map $s: V \rightarrow U$ such that $f s(z)=z$ for all $z \in V$. Then $g(z)=g f s(z)$, and $g f s$ is smooth. (The map $s$ is called a local section of $f$ about $y$.)

It is an important fact of analysis that most values are regular. A set $A \subset N$ in the $n$-manifold $N$ is said to have (Lebesgue) measure zero if for each chart ( $U, h, V$ ) of $N$ the subset $h(U \cap A)$ has measure zero in $\mathbb{R}^{n}$. A subset of $\mathbb{R}^{n}$ has measure zero if it can be covered by a countable number of cubes with arbitrarily small total volume. We use the fact that a diffeomorphism (in fact a $C^{1}$-map) sends sets of measure zero to sets of measure zero. An open (non-empty) subset of $\mathbb{R}^{n}$ does not have measure zero. The next theorem is a basic result for differential topology; in order to save space we refer for its proof to the literature [136], [30], [177].
(15.2.6) Theorem (Sard). The set of singular values of a smooth map has measure zero, and the set of regular values is dense.

## Problems

1. An injective immersion of a compact manifold is a smooth embedding.
2. Let $f: M \rightarrow N$ be a smooth map which induces a homeomorphism $M \rightarrow f(M)$. If the differential of $f$ has constant rank, then $f$ is a smooth embedding. By the rank theorem, $f$ has to be an immersion, since $f$ is injective.
3. Let $M$ be a smooth $m$-manifold and $N \subset M$. The following assertions are equivalent: (1) $N$ is a $k$-dimensional smooth submanifold of $M$. (2) For each $a \in N$ there exist an open neighbourhood $U$ of $a$ in $M$ and a smooth map $f: U \rightarrow \mathbb{R}^{m-k}$ such that the differential $D f(u)$ has rank $m-k$ for all $u \in U$ and such that $N \cap U=f^{-1}(0)$. (Submanifolds are locally solution sets of "regular" equations.)
4. $f: \mathbb{R}^{n+1} \rightarrow \mathbb{R},\left(x_{0}, \ldots, x_{n}\right) \mapsto \sum x_{i}^{2}=\|x\|^{2}$ has, away from the origin, a nonzero differential. The sphere $S^{n}(c)=f^{-1}\left(c^{2}\right)=\left\{x \in \mathbb{R}^{n+1} \mid c=\|x\|\right\}$ of radius $c>0$ is therefore a smooth submanifold of $\mathbb{R}^{n+1}$. From Proposition (15.2.2) we obtain $T_{x} S^{n}(c)=\left\{v \in \mathbb{R}^{n+1} \mid x \perp v\right\}$.
5. Let $M(m, n)$ be the vector space of real $(m, n)$-matrices and $M(m, n ; k)$ for $0 \leq k \leq$ $\min (m, n)$ the subset of matrices of rank $k$. Then $M(m, n ; k)$ is a smooth submanifold of $M(m, n)$ of dimension $k(m+n-k)$.
6. The subset $S_{k}\left(\mathbb{R}^{n}\right)=\left\{\left(x_{1}, \ldots, x_{k}\right) \mid x_{i} \in \mathbb{R}^{n} ; x_{1}, \ldots, x_{k}\right.$ linearly independent $\}$ of the $k$-fold product of $\mathbb{R}^{n}$ is called the Stiefel manifold of $k$-frames in $\mathbb{R}^{n}$. It can be identified with $M(k, n ; k)$ and carries this structure of a smooth manifold.
7. The group $\mathrm{O}(n)$ of orthogonal $(n, n)$-matrices is a smooth submanifold of the vector space $M_{n}(\mathbb{R})$ of real $(n, n)$-matrices. Let $S_{n}(\mathbb{R})$ be the subspace of symmetric matrices. The map $f: M_{n}(\mathbb{R}) \rightarrow S_{n}(\mathbb{R}), B \mapsto B^{t} \cdot B$ is smooth, $\mathrm{O}(n)=f^{-1}(E)$, and $f$ has surjective differential at each point $A \in \mathrm{O}(n)$. The derivative at $s=0$ of $s \mapsto\left(A^{t}+s X^{t}\right)(A+s X)$ is $A^{t} \cdot X+X^{t} \cdot A$; the differential of $f$ at $A$ is the linear map $M_{n}(\mathbb{R}) \rightarrow S_{n}(\mathbb{R}), X \mapsto$ $A^{t} \cdot X+X^{t} \cdot A$. It is surjective, since the symmetric matrix $S$ is the image of $X=\frac{1}{2} A S$. From (15.2.2) we obtain

$$
T_{A} \mathrm{O}(n)=\left\{X \in M_{n}(\mathbb{R}) \mid A^{t} \cdot X+X^{t} \cdot A=0\right\}
$$

and in particular for the unit matrix $E, T_{E} \mathrm{O}(n)=\left\{X \in M_{n}(\mathbb{R}) \mid A^{t}+A=0\right\}$, the space of skew-symmetric matrices. A local parametrization of $\mathrm{O}(n)$ about $E$ can be obtained from the exponential map $T_{E} \mathrm{O}(n) \rightarrow \mathrm{O}(n), X \mapsto \exp X=\sum_{0}^{\infty} X^{k} / k!$. Group multiplication
and passage to the inverse are smooth maps.
8. Make a similar analysis of the unitary group $\mathrm{U}(n)$.
9. The Stiefel manifolds have an orthogonal version which generalizes the orthogonal group, the Stiefel manifold of orthonormal $\boldsymbol{k}$-frames. Let $V_{k}\left(\mathbb{R}^{n}\right)$ be the set of orthonormal $k$ tuples $\left(v_{1}, \ldots, v_{k}\right), v_{j} \in \mathbb{R}^{n}$. If we write $v_{j}$ as row vector, then $V_{k}\left(\mathbb{R}^{n}\right)$ is a subset of the vector space $M=M(k, n ; \mathbb{R})$ of real $(k, n)$-matrices. Let $S=S_{k}(\mathbb{R})$ again be the vector space of symmetric $(k, k)$-matrices. Then $f: M \rightarrow S, A \mapsto A \cdot A^{t}$ has the pre-image $f^{-1}(E)=V_{k}\left(\mathbb{R}^{n}\right)$. The differential of $f$ at $A$ is the linear map $X \mapsto X A^{t}+A X^{t}$ and it is surjective. Hence $E$ is a regular value. The dimension of $V_{k}\left(\mathbb{R}^{n}\right)$ is $(n-k) k+\frac{1}{2} k(k-1)$. 10. The defining map $\mathbb{R}^{n+1} \backslash 0 \rightarrow \mathbb{R} P^{n}$ is a submersion. Its restriction to $S^{n}$ is a submersion and an immersion (a 2 -fold regular covering).
11. The graph of a smooth function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a smooth submanifold of $\mathbb{R}^{n+1}$.
12. Let $Y$ be a smooth submanifold of $Z$ and $X \subset Y$. Then $X$ is a smooth submanifold of $Y$ if and only if it is a smooth submanifold of $Z$. If $X$ is a smooth submanifold, then there exists about each point $x \in X$ a chart $(U, \varphi, V)$ of $Z$ such that $\varphi(U \cap X)$ as well as $\varphi(U \cap Y)$ are intersections of $V$ with linear subspaces. (Charts adapted to $X \subset Y \subset Z$. Similarly for inclusions of submanifolds $X_{1} \subset X_{2} \subset \cdots \subset X_{r}$.)
13. Let $\Lambda^{k}\left(\mathbb{R}^{n}\right)$ be the $k$-th exterior power of $\mathbb{R}^{n}$. The action of $\mathrm{O}(n)$ on $\mathbb{R}^{n}$ induces an action on $\Lambda^{k}\left(\mathbb{R}^{n}\right)$, a smooth representation. If we assign to a basis $x(1), \ldots, x(k)$ of a $k$-dimensional subspace the element $x(1) \wedge \cdots \wedge x(k) \in \Lambda^{k}\left(\mathbb{R}^{n}\right)$, we obtain a well-defined, injective, $\mathrm{O}(n)$-equivariant map $j: G_{k}\left(\mathbb{R}^{n}\right) \rightarrow P\left(\Lambda^{k} \mathbb{R}^{n}\right)$ (Plücker coordinates). The image of $j$ is a smooth submanifold of $P\left(\Lambda^{k} \mathbb{R}^{n}\right)$, i.e., $j$ is an embedding of the Grassmann manifold $G_{k}\left(\mathbb{R}^{n}\right)$.
14. The Segre embedding is the smooth embedding

$$
\mathbb{R} P^{m} \times \mathbb{R} P^{n} \rightarrow \mathbb{R} P^{(m+1)(n+1)-1}, \quad\left(\left[x_{i}\right],\left[y_{j}\right]\right) \mapsto\left[x_{i} y_{j}\right]
$$

For $m=n=1$ the image is the quadric $\left\{\left[s_{0}, s_{1}, s_{2}, s_{3}\right] \mid s_{0} s_{3}-s_{1} s_{2}=0\right\}$.
15. Let $h: \mathbb{R}^{n+1} \times \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n+k+1}$ be a symmetric bilinear form such that $x \neq 0, y \neq 0$ implies $h(x, y) \neq 0$. Let $g: S^{n} \rightarrow S^{n+k}, x \mapsto h(x, x) /|h(x, x)|$. If $g(x)=g(y)$, hence $h(x, x)=t^{2} h(y, y)$ with some $t \in \mathbb{R}$, then $h(x+t y, x-t y)=0$ and therefore $x+t y=0$ or $x-t y=0$. Hence $g$ induces a smooth embedding $\mathbb{R} P^{n} \rightarrow S^{n+k}$. The bilinear form $h\left(x_{0}, \ldots, x_{n}, y_{0}, \ldots, y_{n}\right)=\left(z_{0}, \ldots, z_{2 n}\right)$ with $z_{k}=\sum_{i+j=k} x_{i} y_{j}$ yields an embedding $\mathbb{R} P^{n} \rightarrow S^{2 n}$ [89], [95].
16. Remove a point from $S^{1} \times S^{1}$ and show (heuristically) that the result has an immersion into $\mathbb{R}^{2}$. (Removing a point is the same as removing a big 2-cell!).

### 15.3 Smooth Transformation Groups

Let $G$ be a Lie group and $M$ a smooth manifold. We consider smooth action $G \times M \rightarrow M$ of $G$ on $M$. The left translations $l_{g}: M \rightarrow M, x \mapsto g x$ are then diffeomorphisms. The map $\beta: G \rightarrow M, g \mapsto g x$ is a smooth $G$-map with image the orbit $B=G x$ through $x$. We have an induced bijective $G$-equivariant set map $\gamma: G / G_{x} \rightarrow B$. The map $\beta$ has constant rank; this follows from the equivariance. If $L_{g}: G \rightarrow G$ and $l_{g}: M \rightarrow M$ denote the left translations by $g$,
then $l_{g} \beta=\beta L_{g}$, and since $L_{g}$ and $l_{g}$ are diffeomorphisms, we see that $T_{e} \beta$ and $T_{g} \beta$ have the same rank.
(15.3.1) Proposition. Suppose the orbit $B=G x$ is a smooth submanifold of $M$. Then:
(1) $\beta: G \rightarrow B$ is a submersion.
(2) $G_{x}=\beta^{-1}(x)$ is a closed Lie subgroup of $G$.
(3) There exists a unique smooth structure on $G / G_{x}$ such that the quotient map $G \rightarrow G / G_{x}$ is a submersion. The induced map $\gamma: G / G_{x} \rightarrow B$ is a diffeomorphism.

Proof. If $\beta$ would have somewhere a rank less than the dimension of $B$, the rank would always be less than the dimension, by equivariance. This contradicts the theorem of Sard. We transport via $\gamma$ the smooth structure from $B$ to $G / G_{x}$. The smooth structure is unique, since $G \rightarrow G / G_{x}$ is a submersion. The pre-image $G_{x}$ of a regular value is a closed submanifold.

The previous proposition gives us $G_{x}$ as a closed Lie subgroup. We need not use the general theorem about closed subgroups being Lie subgroups.
(15.3.2) Example. The action of $\mathrm{SO}(n)$ on $S^{n-1}$ by matrix multiplication is smooth. We obtain a resulting equivariant diffeomorphism $S^{n-1} \cong \mathrm{SO}(n) / \mathrm{SO}(n-1)$. In a similar manner we obtain equivariant diffeomorphisms $S^{2 n-1} \cong \mathrm{U}(n) / \mathrm{U}(n-1) \cong$ $\operatorname{SU}(n) / \operatorname{SU}(n-1)$.
(15.3.3) Theorem. Let $M$ be a smooth n-manifold. Let $C \subset M \times M$ be the graph of an equivalence relation $R$ on $M$, i.e., $C=\{(x, y) \mid x \sim y\}$. Then the following are equivalent:
(1) The set of equivalence classes $N=M / R$ carries the structure of a smooth manifold such that the quotient map $p: M \rightarrow N$ is a submersion.
(2) $C$ is a closed submanifold of $M \times M$ and $\mathrm{pr}_{1}: C \rightarrow M$ is a submersion.
(15.3.4) Theorem. Let $M$ be a smooth $G$-manifold with free, proper action of the Lie group $G$. Then the orbit space $M / G$ carries a smooth structure and the orbit map $p: M \rightarrow M / G$ is a submersion.

Proof. We verify the hypothesis of the quotient theorem (15.3.3). We have to show that $C$ is a closed submanifold. The set $C$ is homeomorphic to the image of the $\operatorname{map} \Theta: G \times M \rightarrow M \times M,(g, x) \mapsto(x, g x)$, since the action is proper. We show that $\Theta$ is a smooth embedding. It suffices to show that $\Theta$ is an immersion (see (15.2.4)). The differential

$$
T_{(g, x)} \Theta: T_{g} G \times T_{x} M \rightarrow T_{x} M \times T_{g x} M
$$

will be decomposed according to the two factors

$$
T_{(g, x)} \Theta(u, v)=T_{g} \Theta(?, x) u+T_{x} \Theta(g, ?) v
$$

The first component of $T_{g} \Theta(?, x) u$ is zero, since the first component of the partial map is constant. Thus if $T_{(g, x)}(u, v)=0$, the component of $T_{x} \Theta(g, ?) v$ in $T_{x} M$ is zero; but this component is $v$. It remains to show that $T_{g} f: T_{g} G \rightarrow T_{g x} M$ is injective for $f: G \rightarrow M, g \mapsto g x$. Since the action is free, the map $f$ is injective; and $f$ has constant rank, by equivariance. An injective map of constant rank has injective differential, by the rank theorem. Thus we have verified the first hypothesis of (15.3.3). The second one holds, since $\mathrm{pr}_{1} \circ \Theta=\mathrm{pr}_{2}$ shows that $\mathrm{pr}_{1}$ is a submersion.
(15.3.5) Example. The cyclic group $G=\mathbb{Z} / m \subset S^{1}$ acts on $\mathbb{C}^{n}$ by

$$
\mathbb{Z} / m \times \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}, \quad\left(\zeta,\left(z_{1}, \ldots, z_{n}\right)\right) \mapsto\left(\zeta^{r_{1}} z_{1}, \ldots, \zeta^{r_{n}} z_{n}\right)
$$

where $r_{j} \in \mathbb{Z}$. This action is a smooth representation. Suppose the integers $r_{j}$ are coprime to $m$. The induced action on the unit sphere is then a free $G$-manifold $S\left(r_{1}, \ldots, r_{n}\right)$; the orbit manifold $L\left(r_{1}, \ldots, r_{n}\right)$ is called a (generalized) lens space.
(15.3.6) Example. Let $H$ be a closed Lie subgroup of the Lie group $G$. The $H$-action on $G$ by left translation is smooth and proper. The orbit space $H \backslash G$ carries a smooth structure such that the quotient map $G \rightarrow H \backslash G$ is a submersion. The $G$-action on $H \backslash G$ is smooth. One can consider the projective spaces, Stiefel manifolds and Grassmann manifolds as homogeneous spaces from this view-point.
(15.3.7) Theorem. Let $M$ be a smooth $G$-manifold. Then:
(1) An orbit $C \subset M$ is a smooth submanifold if and only if it is a locally closed subset.
(2) If the orbit $C$ is locally closed and $x \in C$, then there exists a unique smooth structure on $G / G_{x}$ such that the orbit map $G \rightarrow G / G_{x}$ is a submersion. The map $G / G_{x} \rightarrow C, g G_{x} \mapsto g x$ is a diffeomorphism. The $G$-action on $G / G_{x}$ is smooth.
(3) If the action is proper, then (1) and (2) hold for each orbit.

Proof. (1) $\beta: G \rightarrow C, g \mapsto g x$ has constant rank by equivariance. Hence there exists an open neighbourhood of $e$ in $G$ such that $\beta(U)$ is a submanifold of $M$. Since $C$ is locally closed in the locally compact space $M$, the set $C$ is locally compact and therefore $\beta: G \rightarrow C$ is an open map (see (1.8.6)). Hence there exists an open set $W$ in $M$ such that $C \cap W=\beta(U)$. Therefore $C$ is a submanifold in a neighbourhood of $x$ and, by equivariance, also globally a submanifold.
(2) Since $C$ is locally closed, the submanifold $C$ has a smooth structure. The map $\beta$ has constant rank and is therefore a submersion. We now transport the smooth structure from $C$ to $G / G_{x}$.
(3) The orbits of a proper action are closed.

### 15.4 Manifolds with Boundary

We now extend the notion of a manifold to that of a manifold with boundary. A typical example is the $n$-dimensional disk $D^{n}=\left\{x \in \mathbb{R}^{n} \mid\|x\| \leq 1\right\}$. Other examples are half-spaces. Let $\lambda: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a non-zero linear form. We use the corresponding half-space $H(\lambda)=\left\{x \in \mathbb{R}^{n} \mid \lambda(x) \geq 0\right\}$. Its boundary $\partial H(\lambda)$ is the kernel of $\lambda$. Typical half-spaces are $\mathbb{R}_{ \pm}^{n}=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \mid \pm x_{1} \geq 0\right\}$. If $A \subset \mathbb{R}^{m}$ is any subset, we call $f: A \rightarrow \mathbb{R}^{n}$ differentiable if for each $a \in A$ there exists an open neighbourhood $U$ of $a$ in $\mathbb{R}^{m}$ and a differentiable map $F: U \rightarrow \mathbb{R}^{n}$ such that $F|U \cap A=f| U \cap A$. We only apply this definition to open subsets $A$ of half-spaces. In that case, the differential of $F$ at $a \in A$ is independent of the choice of the extension $F$ and will be denoted $D f(a)$.

Let $n \geq 1$ be an integer. An n-dimensional manifold with boundary or d-manifold is a Hausdorff space $M$ with countable basis such that each point has an open neighbourhood which is homeomorphic to an open subset in a half-space of $\mathbb{R}^{n}$. A homeomorphism $h: U \rightarrow V, U$ open in $M, V$ open in $H(\lambda)$ is called a chart about $x \in U$ with chart domain $U$. With this notion of chart we can define the notions: $C^{k}$-related, atlas, differentiable structure. An n-dimensional smooth manifold with boundary is therefore an $n$-dimensional manifold $M$ with boundary together with a (maximal) smooth $C^{\infty}$-atlas on $M$.

Let $M$ be a manifold with boundary. Its boundary $\partial M$ is the following subset: The point $x$ is contained in $\partial M$ if and only if there exists a chart $(U, h, V)$ about $x$ such that $V \subset H(\lambda)$ and $h(x) \in \partial H(\lambda)$. The complement $M \backslash \partial M$ is called the interior $\operatorname{In}(M)$ of $M$. The following lemma shows that specifying a boundary point does not depend on the choice of the chart (invariance of the boundary).
(15.4.1) Lemma. Let $\varphi: V \rightarrow W$ be a diffeomorphism between open subsets $V \subset$ $H(\lambda)$ and $W \subset H(\mu)$ ofhalf-spaces in $\mathbb{R}^{n}$. Then $\varphi(V \cap \partial H(\lambda))=W \cap \partial H(\mu)$.
(15.4.2) Proposition. Let $M$ be an n-dimensional smooth manifold with boundary. Then either $\partial M=\emptyset$ or $\partial M$ is an $(n-1)$-dimensional smooth manifold. The set $M \backslash \partial M$ is a smooth n-dimensional manifold with empty boundary.

The boundary of a manifold can be empty. Sometimes it is convenient to view the empty set as an $n$-dimensional manifold. If $\partial M=\emptyset$, we call $M$ a manifold without boundary. This coincides then with the notion introduced in the first section. In order to stress the absence of a boundary, we call a compact manifold without boundary a closed manifold.

A map $f: M \rightarrow N$ between smooth manifolds with boundary is called smooth if it is continuous and $C^{\infty}$-differentiable in local coordinates. Tangent spaces and the differential are defined as for manifolds without boundary.

Let $x \in \partial M$ and $k=(U, h, V)$ be a chart about $x$ with $V$ open in $\mathbb{R}_{-}^{n}$. Then the pair $(k, v), v \in \mathbb{R}^{n}$ represents a vector $w$ in the tangent space $T_{x} M$. We say that $w$ is pointing outwards (pointing inwards, tangential) to $\partial M$ if $v_{1}>0\left(v_{1}<0\right.$, $v_{1}=0$, respectively). One verifies that this disjunction is independent of the choice of charts.
(15.4.3) Proposition. The inclusion $j: \partial M \subset M$ is smooth and the differential $T_{x} j: T_{x}(\partial M) \rightarrow T_{x} M$ is injective. Its image consists of the vectors tangential to $\partial M$. We consider $T_{x} j$ as an inclusion.

The notion of a submanifold can have different meanings for manifolds with boundary. We define therefore submanifolds of type I and type II.

Let $M$ be a smooth $n$-manifold with boundary. A subset $N \subset M$ is called a $k$-dimensional smooth submanifold (of type I) if the following holds: For each $x \in N$ there exists a chart $(U, h, V), V \subset \mathbb{R}_{-}^{n}$ open, of $M$ about $x$ such that $h(U \cap N)=V \cap\left(\mathbb{R}^{k} \times 0\right)$. Such charts of $M$ are adapted to $N$. The set $V \cap\left(\mathbb{R}^{k} \times 0\right) \subset \mathbb{R}_{-}^{k} \times 0=\mathbb{R}_{-}^{k}$ is open in $\mathbb{R}_{-}^{k}$. A diffeomorphism onto a submanifold of type $I$ is an embedding of type I. From this definition we draw the following conclusions.
(15.4.4) Proposition. Let $N \subset M$ be a smooth submanifold of type I. The restrictions $h: U \cap N \rightarrow h(U \cap N)$ of the charts $(U, h, V)$ adapted to $N$ form a smooth atlas for $N$ which makes $N$ into a smooth manifold with boundary. The relation $N \cap \partial M=\partial N$ holds, and $\partial N$ is a submanifold of $\partial M$.

Let $M$ be a smooth $n$-manifold without boundary. A subset $N \subset M$ is a $k$-dimensional smooth submanifold (of type II) if the following holds: For each $x \in N$ there exists a chart $(U, h, V)$ of $M$ about $x$ such that $h(U \cap N)=V \cap\left(\mathbb{R}_{-}^{k} \times 0\right)$. Such charts are adapted to $N$.

The intersection of $D^{n}$ with $\mathbb{R}^{k} \times 0$ is a submanifold of type $\mathrm{I}(k<n)$. The subset $D^{n}$ is a submanifold of type II of $\mathbb{R}^{n}$. The next two propositions provide a general means for the construction of such submanifolds.
(15.4.5) Proposition. Let $M$ be a smooth n-manifold with boundary. Let $f: M \rightarrow \mathbb{R}$ be smooth with regular value 0 . Then $f^{-1}[0, \infty[$ is a smooth submanifold of type II of $M$ with boundary $f^{-1}(0)$.

Proof. We have to show that for each $x \in f^{-1}[0, \infty[$ there exists a chart which is adapted to this set. If $f(x)>0$, then $x$ is contained in the open submanifold $\left.f^{-1}\right] 0, \infty[$, hence the required charts exist. Let therefore $f(x)=0$. By the rank theorem (15.2.1), $f$ has in suitable local coordinates the form $\left(x_{1}, \ldots, x_{n}\right) \mapsto x_{1}$. From this fact one easily obtains the adapted charts.
(15.4.6) Proposition. Let $f: M \rightarrow N$ be smooth and $y \in f(M) \cap(N \backslash \partial N)$ be a regular value of $f$ and $f \mid \partial M$. Then $P=f^{-1}(y)$ is a smooth submanifold of type I of $M$ with $\partial P=(f \mid \partial M)^{-1}(y)=\partial M \cap P$.

Proof. Being a submanifold of type I is a local property and invariant under diffeomorphisms. Therefore it suffices to consider a local situation. Let therefore $U$ be open in $\mathbb{R}_{-}^{m}$ and $f: U \rightarrow \mathbb{R}^{n}$ a smooth map which has $0 \in \mathbb{R}^{n}$ as regular value for $f$ and $f \mid \partial U(n \geq 1, m>n)$.

We know already that $f^{-1}(0) \cap \operatorname{In}(U)$ is a smooth submanifold of $\operatorname{In}(U)$. It remains to show that there exist adapted charts about points $x \in \partial U$. Since $x$ is a regular point of $f \mid \partial U$, the Jacobi matrix ( $D_{i} f_{j}(x) \mid 2 \leq i \leq m, 1 \leq j \leq n$ ) has rank $n$. By interchange of the coordinates $x_{2}, \ldots, x_{m}$ we can assume that the matrix

$$
\left(D_{i} f_{j}(x) \mid m-n+1 \leq i \leq n, 1 \leq j \leq n\right)
$$

has rank $n$. (This interchange is a diffeomorphism and therefore harmless.) Under this assumption, $\varphi: U \rightarrow \mathbb{R}_{-}^{m}, u \mapsto\left(u_{1}, \ldots, u_{m-n}, f_{1}(u), \ldots, f_{n}(u)\right)$ has bijective differential at $x$ and therefore yields, by part (1) of the rank theorem applied to an extension of $f$ to an open set in $\mathbb{R}^{m}$, an adapted chart about $x$.

If only one of the two manifolds $M$ and $N$ has a non-empty boundary, say $M$, then we define $M \times N$ as the manifold with boundary which has as charts the products of charts for $M$ and $N$. In that case $\partial(M \times N)=\partial M \times N$. If both $M$ and $N$ have a boundary, then there appear "corners" along $\partial M \times \partial N$; later we shall explain how to define a differentiable structure on the product in this case.

## Problems

1. The map
$\left.\left.D_{n}(+)=\left\{(x, t) \mid t>0,\|x\|^{2}+t^{2} \leq 1\right\} \rightarrow\right]-1,0\right] \times U_{1}(0),(x, t) \mapsto\left(\frac{t}{\sqrt{1-\|x\|^{2}}}-1, x\right)$
is an adapted chart for $S^{n-1}=\partial D^{n} \subset D^{n}$.
2. Let $B$ be a $\partial$-manifold. A smooth function $f: \partial B \rightarrow \mathbb{R}$ has a smooth extension to $B$. A smooth function $g: A \rightarrow \mathbb{R}$ from a submanifold $A$ of type I or of type II of $B$ has a smooth extension to $B$.
3. Verify the invariance of the boundary for topological manifolds (use local homology groups).
4. A $\partial$-manifold $M$ is connected if and only if $M \backslash \partial M$ is connected.
5. Let $M$ be a $\partial$-manifold. There exists a smooth function $f: M \rightarrow[0, \infty[$ such that $f(\partial M)=\{0\}$ and $T_{x} f \neq 0$ for each $x \in \partial M$.
6. Let $f: M \rightarrow \mathbb{R}^{k}$ be an injective immersion of a compact $\partial$-manifold. Then the image is a submanifold of type II.
7. Verify that "pointing inwards" is well-defined, i.e., independent of the choice of charts.
8. Unfortunately is not quite trivial to classify smooth 1 -dimensional manifolds by just
starting from the definitions. The reader may try to show that a connected 1-manifold without boundary is diffeomorphic to $\mathbb{R}^{1}$ or $S^{1}$; and a $\partial$-manifold is diffeomorphic to $[0,1]$ or [0, 1[.

### 15.5 Orientation

Let $V$ be an $n$-dimensional real vector space. We call ordered bases $b_{1}, \ldots, b_{n}$ and $c_{1}, \ldots, c_{n}$ of $V$ positively related if the determinant of the transition matrix is positive. This relation is an equivalence relation on the set of bases with two equivalence classes. An equivalence class is an orientation of $V$. We specify orientations by their representatives. The standard orientation of $\mathbb{R}^{n}$ is given by the standard basis $e_{1}, \ldots, e_{n}$, the rows of the unit matrix. Let $W$ be a complex vector space with complex basis $w_{1}, \ldots, w_{n}$. Then $w_{1}, i w_{1}, \ldots, w_{n}, i w_{n}$ defines an orientation of the underlying real vector space which is independent of the choice of the basis. This is the orientation induced by the complex structure. Let $u_{1}, \ldots, u_{m}$ be a basis of $U$ and $w_{1}, \ldots, w_{n}$ a basis of $W$. In a direct sum $U \oplus W$ we define the sum orientation by $u_{1}, \ldots, u_{m}, w_{1}, \ldots, w_{n}$. If $o(V)$ is an orientation of $V$, we denote the opposite orientation (the occidentation) by $-o(V)$. A linear isomorphism $f: U \rightarrow V$ between oriented vector spaces is called orientation preserving or positive if for the orientation $u_{1}, \ldots, u_{n}$ of $U$ the images $f\left(u_{1}\right), \ldots, f\left(u_{n}\right)$ yield the given orientation of $V$.

Let $M$ be a smooth $n$-manifold with or without boundary. We call two charts positively related if the Jacobi matrix of the coordinate change has always positive determinant. An atlas is called orienting if any two of its charts are positively related. We call $M$ orientable, if $M$ has an orienting atlas. An orientation of a manifold is represented by an orienting atlas; and two such define the same orientation if their union contains only positively related charts. If $M$ is oriented by an orienting atlas, we call a chart positive with respect to the given orientation if it is positively related to all charts of the orienting atlas. These definitions apply to manifolds of positive dimension. An orientation of a zero-dimensional manifold $M$ is a function $\epsilon: M \rightarrow\{ \pm 1\}$.

Let $M$ be an oriented $n$-manifold. There is an induced orientation on each of its tangent spaces $T_{x} M$. It is specified by the requirement that a positive chart $(U, h, V)$ induces a positive isomorphism $T_{x} h: T_{x} M \rightarrow T_{h(x)} V=\mathbb{R}^{n}$ with respect to the standard orientation of $\mathbb{R}^{n}$. We can specify an orientation of $M$ by the corresponding orientations of the tangent spaces.

If $M$ and $N$ are oriented manifolds, the product orientation on $M \times N$ is specified by declaring the products ( $U \times V, k \times l, U^{\prime} \times V^{\prime}$ ) of positive charts $\left(U, k, U^{\prime}\right)$ of $M$ and $\left(V, l, V^{\prime}\right)$ of $N$ as positive. The canonical isomorphism $T_{(x, y)}(M \times N) \cong T_{x} M \oplus T_{y} N$ is then compatible with the sum orientation of vector spaces. If $N$ is a point, then the canonical identification $M \times N \cong M$ is orientation preserving if and only if $\epsilon(N)=1$. If $M$ is oriented, then we denote
the manifold with the opposite orientation by $-M$.
Let $M$ be an oriented manifold with boundary. For $x \in \partial M$ we have a direct decomposition $T_{x}(M)=N_{x} \oplus T_{x}(\partial M)$. Let $n_{x} \in N_{x}$ be pointing outwards. The boundary orientation of $T_{x}(\partial M)$ is defined by that orientation $v_{1}, \ldots, v_{n-1}$ for which $n_{x}, v_{1}, \ldots, v_{n-1}$ is the given orientation of $T_{x}(M)$. These orientations correspond to the boundary orientation of $\partial M$; one verifies that the restriction of positive charts for $M$ yields an orienting atlas for $\partial M$.

In $\mathbb{R}_{-}^{n}$, the boundary $\partial \mathbb{R}_{-}^{n}=0 \times \mathbb{R}^{n-1}$ inherits the orientation defined by $e_{2}, \ldots, e_{n}$. Thus positive charts have to use $\mathbb{R}_{-}^{n}$.

Let $D^{2} \subset \mathbb{R}^{2}$ carry the standard orientation of $\mathbb{R}^{2}$. Consider $S^{1}$ as boundary of $D^{2}$ and give it the boundary orientation. An orienting vector in $T_{x} S^{1}$ is then the velocity vector of a counter-clockwise rotation. This orientation of $S^{1}$ is commonly known as the positive orientation. In general if $M \subset \mathbb{R}^{2}$ is a two-dimensional submanifold with boundary with orientation induced from the standard orientation of $\mathbb{R}^{2}$, then the boundary orientation of the curve $\partial M$ is the velocity vector of a movement such that $M$ lies "to the left".

Let $M$ be an oriented manifold with boundary and $N$ an oriented manifold without boundary. Then product and boundary orientation are related as follows

$$
o(\partial(M \times N))=o(\partial M \times N), \quad o(\partial(N \times M))=(-1)^{\operatorname{dim} N} o(N \times \partial M)
$$

The unit interval $I=[0,1]$ is furnished with the standard orientation of $\mathbb{R}$. Since the outward pointing vector in 0 yields the negative orientation, we specify the orientation of $\partial I$ by $\epsilon(0)=-1, \epsilon(1)=1$. We have $\partial(I \times M)=0 \times M \cup 1 \times M$. The boundary orientation of $0 \times M \cong M$ is opposite to the original one and the boundary orientation of $1 \times M \cong M$ is the original one, if $I \times M$ carries the product orientation. We express these facts by the suggestive formula $\partial(I \times M)=$ $1 \times M-0 \times M$. (These conventions suggest that homotopies should be defined with the cylinder $I \times X$.)

A diffeomorphism $f: M \rightarrow N$ between oriented manifolds respects the orientation if $T_{x} f$ is for each $x \in M$ orientation preserving. If $M$ is connected, then $f$ respects or reverses the orientation.

## Problems

1. Show that a 1-manifold is orientable.
2. Let $f: M \rightarrow N$ be a smooth map and let $A$ be the pre-image of a regular value $y \in N$. Suppose $M$ is orientable, then $A$ is orientable.

We specify an orientation as follows. Let $M$ and $N$ be oriented. We have an exact sequence $0 \rightarrow T_{a} A \xrightarrow{(1)} T_{a} M \xrightarrow{(2)} T_{y} N \rightarrow 0$, with inclusion (1) and differential $T_{a} f$ at (2). This orients $T_{a} A$ as follows: Let $v_{1}, \ldots, v_{k}$ be a basis of $T_{a} A, w_{1}, \ldots, w_{l}$ a basis of $T_{y} N$, and $u_{1}, \ldots, u_{l}$ be pre-images in $T_{a} M$; then $v_{1}, \ldots, v_{k}, u_{1}, \ldots, u_{l}$ is required to be the given orientation of $T_{a} M$. These orientations induce an orientation of $A$. This orientation
of $A$ is called the pre-image orientation.
3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R},\left(x_{i}\right) \mapsto \sum x_{i}^{2}$ and $S^{n-1}=f^{-1}(1)$. Then the pre-image orientation coincides with the boundary orientation with respect to $S^{n-1} \subset D^{n}$.

### 15.6 Tangent Bundle. Normal Bundle

The notions and concepts of bundle theory can now be adapted to the smooth category. A smooth bundle $p: E \rightarrow B$ has a smooth bundle projection $p$ and the bundle charts are assumed to be smooth. A smooth subbundle of a smooth vector bundle has to be defined by smooth bundle charts. Let $\alpha: \xi_{1} \rightarrow \xi_{2}$ be a smooth bundle morphism of constant rank; then $\operatorname{Ker} \alpha$ and $\operatorname{Im} \alpha$ are smooth subbundles. The proof of (14.2.3) can also be used in this situation. A smooth vector bundle has a smooth Riemannian metric; for the existence proof one uses a smooth partition of unity and proceeds as in (14.5.1). Let $\xi$ be a smooth subbundle of the smooth vector bundle $\eta$ with Riemannian metric; then the orthogonal complement of $\xi$ in $\eta$ is a smooth subbundle.

Let $M$ be a smooth $n$-manifold. Denote by $T M$ the disjoint union of the tangent spaces $T_{p}(M), p \in M$. We write a point of $T_{p}(M) \subset T M$ in the form $(p, v)$ with $v \in T_{p}(M)$, for emphasis. We have the projection $\pi_{M}: T M \rightarrow M,(p, v) \mapsto p$. Each chart $k=(U, h, V)$ of $M$ yields a bijection

$$
\varphi_{k}: T U=\bigcup_{p \in U} T_{p}(M) \rightarrow U \times \mathbb{R}^{n}, \quad(p, v) \mapsto\left(p, i_{k}(v)\right)
$$

Here $i_{k}$ is the morphism which is part of the definition of a tangent space. The map $\varphi_{k}$ is a map over $U$ and linear on fibres. The next theorem is a consequence of the general gluing procedure.
(15.6.1) Theorem. There exists a unique structure of a smooth manifold on TM such that the $\left(T U, \varphi_{k}, U \times \mathbb{R}^{n}\right)$ are charts of the differential structure. The projection $\pi_{M}: T M \rightarrow M$ is then a smooth map, in fact a submersion. The vector space structure on the fibres of $\pi_{M}$ give $\pi_{M}$ the structure of an $n$-dimensional smooth real vector bundle with the $\varphi_{k}$ as bundles charts.

The vector bundle $\pi_{M}: T M \rightarrow M$ is called the tangent bundle of $M$. A smooth map $f: M \rightarrow N$ induces a smooth fibrewise map $T f: T M \rightarrow T N,(p, v) \mapsto$ $\left(f(p), T_{p} f(v)\right)$.
(15.6.2) Proposition. Let $M \subset \mathbb{R}^{q}$ be a smooth $n$-dimensional submanifold. Then

$$
T M=\left\{(x, v) \mid x \in M, v \in T_{x} M\right\} \subset \mathbb{R}^{q} \times \mathbb{R}^{q}
$$

is a $2 n$-dimensional smooth submanifold.

Proof. Write $M$ locally as $h^{-1}(0)$ with a smooth map $h: U \rightarrow \mathbb{R}^{q-n}$ of constant rank $q-n$. Then $T M$ is locally the pre-image of zero under

$$
U \times \mathbb{R}^{q} \rightarrow \mathbb{R}^{q-n} \times \mathbb{R}^{q-n}, \quad(u, v) \mapsto(h(u), D h(u)(v)),
$$

and this map has constant rank $2(q-n)$; this can be seen by looking at the restrictions to $U \times 0$ and $u \times \mathbb{R}^{q}$.

We can apply (15.6.2) to $S^{n} \subset \mathbb{R}^{n+1}$ and obtain the model of the tangent bundle of $S^{n}$, already used at other occasions.

Let the Lie group $G$ act smoothly on $M$. We have an induced action

$$
G \times T M \rightarrow T M, \quad(b, v) \mapsto\left(T l_{g}\right) v
$$

This action is again smooth and the bundle projection is equivariant, i.e., $T M \rightarrow M$ is a smooth $G$-vector bundle.
(15.6.3) Proposition. Let $\xi: E \rightarrow M$ be a smooth $G$-vector bundle. Suppose the action on $M$ is free and proper. Then the orbit map $E / G \rightarrow M / G$ is a smooth vector bundle. We have an induced bundle map $\xi \rightarrow \xi / G$.

The differential $T p: T M \rightarrow T(M / G)$ of the orbit map $p$ is a bundle morphism which factors over the orbit map $T M \rightarrow(T M) / G$ and induces a bundle morphism $q:(T M) / G \rightarrow T(M / G)$ over $M / G$. The map is fibrewise surjective. If $G$ is discrete, then $M$ and $M / G$ have the same dimension, hence $q$ is an isomorphism.
(15.6.4) Proposition. For a free, proper, smooth action of the discrete group $G$ on $M$ we have a bundle isomorphism $(T M) / G \cong T(M / G)$ induced by the orbit map $M \rightarrow M / G$.
(15.6.5) Example. We have a bundle isomorphism $T S^{n} \oplus \varepsilon \cong(n+1) \varepsilon$. If $G=\mathbb{Z} / 2$ acts on $T S^{n}$ via the differential of the antipodal map and trivially on $\varepsilon$, then the said isomorphism transforms the action into $S^{n} \times \mathbb{R}^{n+1} \rightarrow S^{n} \times \mathbb{R}^{n+1},(x, v) \mapsto$ $(-x,-v)$. We pass to the orbit spaces and obtain an isomorphism $T\left(\mathbb{R} P^{n}\right) \oplus \varepsilon \cong$ $(n+1) \eta$ with the tautological line bundle $\eta$ over $\mathbb{R} P^{n}$.

In the general case the map $q:(T M) / G \rightarrow T(M / G)$ has a kernel, a bundle $K \rightarrow M / G$ with fibre dimension $\operatorname{dim} G$. See [44, IX.6] for details.
(15.6.6) Example. The defining map $\mathbb{C}^{n+1} \backslash 0 \rightarrow\left(\mathbb{C}^{n+1} \backslash 0\right) / \mathbb{C}^{*}=\mathbb{C} P^{n}$ yields a surjective bundle map $q: T\left(\mathbb{C}^{n+1} \backslash 0\right) / \mathbb{C}^{*} \rightarrow T\left(\mathbb{C} P^{n}\right)$. The source of $q$ is the $(n+1)$-fold Whitney sum $(n+1) \eta$ where $E(\eta)$ is the quotient of $\left(\mathbb{C}^{n+1} \backslash 0\right) \times \mathbb{C}$ with respect to $(z, x) \sim(\lambda z, \lambda x)$ for $\lambda \in \mathbb{C}^{*}$ and $(z, x) \in\left(\mathbb{C}^{n+1} \backslash 0\right) \times \mathbb{C}$. The kernel bundle of $q$ is trivial: We have a canonical section of $(n+1) \eta$

$$
\mathbb{C} P^{n} \rightarrow\left(\left(\mathbb{C}^{n+1} \backslash 0\right) \times \mathbb{C}^{n+1}\right) / \mathbb{C}^{*}, \quad[z] \mapsto(z, z) / \sim,
$$

and the subbundle generated by this section is contained in the kernel of $q$. Hence the complex tangent bundle of $\mathbb{C} P^{n}$ satisfies $T\left(\mathbb{C} P^{n}\right) \oplus \varepsilon \cong(n+1) \eta$. For $\eta$ see $H(1)$ in (14.2.6).

Let $p: E \rightarrow M$ be a smooth vector bundle. Then $E$ is a smooth manifold and we can ask for its tangent bundle.
(15.6.7) Proposition. There exists a canonical exact sequence

$$
0 \rightarrow p^{*} E \xrightarrow{\alpha} T E \xrightarrow{\beta} p^{*} T M \rightarrow 0
$$

of vector bundles over $E$, written in terms of total spaces.
Proof. The differential of $p$ is a bundle morphism $T p: T E \rightarrow T M$, and it induces a bundle morphism $\beta: T E \rightarrow p^{*} T M$ which is fibrewise surjective, since $p$ is a submersion. We consider the total space of $p^{*} E \rightarrow E$ as $E \oplus E$ and the projection onto the first summand is the bundle projection. Let $(v, w) \in E_{x} \oplus E_{x}$. We define $\alpha(v, w)$ as the derivative of the curve $t \mapsto v+t w$ at $t=0$. The bundle morphism $\alpha$ has an image contained in the kernel of $\beta$ and is fibrewise injective. Thus, for reasons of dimension, the sequence is exact.
(15.6.8) Remark. We restrict the exact sequence given in (15.6.7) to the zero section $i: M \subset E$. Since $p i=$ id we obtain an exact sequence

$$
0 \rightarrow E \xrightarrow{\alpha} T E \mid M \xrightarrow{\beta} T M \rightarrow 0
$$

of vector bundles over $M$. For $w \in E_{x}, x \in M$ the vector $\alpha(w) \in T_{x} E$ is the derivative at $t=0$ of the curve $t \mapsto t w \in E_{x}$. The bundle map $\beta$ has the right inverse $t i: T M \rightarrow T E \mid M$. We therefore obtain a canonical isomorphism $(\alpha, T i): E \oplus T M \cong T E \mid M$. We have written this in a formal manner. The geometric meaning is that $T_{x} E$ splits into the tangent vectors in direction of the fibre and the tangent vectors to the submanifold $M$. Since the tangent space of a vector space is canonically identified with the vector space, we can consider $\alpha$ as an inclusion.

Let $f: M \rightarrow N$ be an immersion. Then $T f$ is fibrewise injective. We pull back $T N$ along $f$ and obtain a fibrewise injective bundle morphism $i: T M \rightarrow f^{*} T N \mid M$. The quotient bundle is called the normal bundle of the immersion. In the case of a submanifold $M \subset N$ the normal bundle $v(M, N)$ of $M$ in $N$ is the quotient bundle of $T N \mid M$ by $T M$. If we give $T N$ a smooth Riemannian metric, then we can take the orthogonal complement of $T M$ as a model for the normal bundle. The normal bundle of $S^{n} \subset \mathbb{R}^{n+1}$ is the trivial bundle.

We will show that the total space of the normal bundle of an embedding $M \subset N$ describes a neighbourhood of $M$ in $N$. We introduce some related terminology. Let $v: E(\nu) \rightarrow M$ denote the smooth normal bundle. A tubular map is a smooth map $t: E(\nu) \rightarrow N$ with the following properties:
(1) It is the inclusion $M \rightarrow N$ when restricted to the zero section.
(2) It embeds an open neighbourhood of the zero section onto an open neighbourhood $U$ of $M$ in $N$.
(3) The differential of $t$, restricted to $T E(v) \mid M$, is a bundle morphism

$$
\tau: T E(\nu)|M \rightarrow T N| M .
$$

We compose with the inclusion (15.6.8)

$$
\alpha: E(v) \rightarrow E(v) \oplus T M \cong T E(v) \mid M
$$

and the projection

$$
\pi: T N \mid M \rightarrow E(\nu)=(T N \mid M) / T M .
$$

We require that $\pi \tau \alpha$ is the identity. If we use another model of the normal bundle given by an isomorphism $\iota: E(v) \rightarrow(T N \mid M) / T M$, then we require $\pi \tau \alpha=\iota$.
The purpose of (3) is to exclude bundle automorphisms.
(15.6.9) Remark (Shrinking). Let $t: E(\nu) \rightarrow N$ be a tubular map for a submanifold $M$. Then one can find by the process of shrinking another tubular map that embeds $E(\nu)$. There exists a smooth function $\varepsilon: M \rightarrow \mathbb{R}$ such that

$$
E_{\varepsilon}(\nu)=\left\{y \in E(\nu)_{x} \mid\|y\|<\varepsilon(x)\right\} \subset U .
$$

Let $\lambda_{\eta}(t)=\eta t \cdot\left(\eta^{2}+t^{2}\right)^{-1 / 2}$. Then $\lambda_{\eta}:[0, \infty[\rightarrow[0, \eta[$ is a diffeomorphism with derivative 1 at $t=0$. We obtain an embedding

$$
h: E \rightarrow E, \quad y \mapsto \lambda_{\varepsilon(x)}(\|y\|) \cdot\|y\|^{-1} \cdot y, \quad y \in E(\nu)_{x} .
$$

Then $g=f h$ is a tubular map that embeds $E(\nu)$.
The image $U$ of a tubular map $t: E(v) \rightarrow N$ which embeds $E(v)$ is called a tubular neighbourhood of $M$ in $N$.

Let $M$ be an $m$-dimensional smooth submanifold $M \subset \mathbb{R}^{n}$ of codimension $k$. We take $N(M)=\left\{(x, v) \mid x \in M, v \perp T_{x} M\right\} \subset M \times \mathbb{R}^{n}$ as the normal bundle of $M \subset \mathbb{R}^{n}$.
(15.6.10) Proposition. $N(M)$ is a smooth submanifold of $M \times \mathbb{R}^{n}$, and the projection $N(M) \rightarrow M$ is a smooth vector bundle.
Proof. Let $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ be a linear map. Its transpose $A^{t}$ with respect to the standard inner product is defined by $\langle A v, w\rangle=\left\langle v, A^{t} w\right\rangle$. If $A$ is surjective, then $A^{t}$ is injective, and the relation image $\left(A^{t}\right)=(\text { kernel } A)^{\perp}$ holds; moreover $A \cdot A^{t} \in \mathrm{GL}_{k}(\mathbb{R})$.

We define $M$ locally as the solution set: Suppose $U \subset \mathbb{R}^{n}$ is open, $\varphi: U \rightarrow \mathbb{R}^{k}$ a submersion, and $\varphi^{-1}(0)=U \cap M=W$. We set $N(M) \cap\left(W \times \mathbb{R}^{n}\right)=N(W)$. The smooth maps

$$
\begin{array}{ll}
\Phi: W \times \mathbb{R}^{n} \rightarrow W \times \mathbb{R}^{k}, & (x, v) \mapsto\left(x, T_{x} \varphi(v)\right), \\
\Psi: W \times \mathbb{R}^{k} \rightarrow W \times \mathbb{R}^{n}, & (x, v) \mapsto\left(x,\left(T_{x} \varphi\right)^{t}(v)\right)
\end{array}
$$

satisfy

$$
N(W)=\operatorname{Im} \Psi, \quad T(W)=\operatorname{Ker} \Phi .
$$

The composition $\Phi \Psi$ is a diffeomorphism: it has the form $(w, v) \mapsto\left(w, g_{w}(v)\right)$ with a smooth map $W \rightarrow \mathrm{GL}_{k}(\mathbb{R}), w \mapsto g_{w}$ and therefore $(w, v) \mapsto\left(w, g_{w}^{-1}(v)\right)$ is a smooth inverse. Hence $\Psi$ is a smooth embedding with image $N(W)$ and $\Psi^{-1} \mid N(W)$ is a smooth bundle chart.
(15.6.11) Proposition. The map $a: N(M) \rightarrow \mathbb{R}^{n},(x, v) \mapsto x+v$ is a tubular map for $M \subset \mathbb{R}^{n}$.

Proof. We show that $a$ has a bijective differential at each point $(x, 0) \in N(M)$. Let $N_{x} M=T_{x} M^{\perp}$. Since $M \subset \mathbb{R}^{n}$ we consider $T_{x} M$ as a subspace of $\mathbb{R}^{n}$. Then $T_{(x, 0)} N(M)$ is the subspace $T_{x} M \times N_{x} M \subset T_{(x, 0)}\left(M \times \mathbb{R}^{n}\right)=T_{x} M \times \mathbb{R}^{n}$. The differential $T_{(x, 0)} a$ is the identity on each of the subspaces $T_{x} M$ and $N_{x} M$. Therefore we can consider this differential as the map $(u, v) \mapsto u+v$, i.e., essentially as the identity.

It is now a general topological fact (15.6.13) that $a$ embeds an open neighbourhood of the zero section. Finally it is not difficult to verify property (3) of a tubular map.
(15.6.12) Corollary. If we transport the bundle projection $N(M) \rightarrow M$ via the embedding a we obtain a smooth retraction $r: U \rightarrow M$ of an open neighbourhood $U$ of $M \subset \mathbb{R}^{n}$.
(15.6.13) Theorem. Let $f: X \rightarrow Y$ be a local homeomorphism. Let $A \subset X$ and $f: A \rightarrow f(A)=B$ be a homeomorphism. Suppose that each neighbourhood of $B$ in $Y$ contains a paracompact neighbourhood. Then there exists an open neighbourhood $U$ of $A$ in $X$ which is mapped homeomorphically under $f$ onto an open neighbourhood $V$ of $B$ in $Y$ (see [30, p. 125]).

For embeddings of compact manifolds and their tubular maps one can apply another argument as in the following proposition.
(15.6.14) Proposition. Let $\Phi: X \rightarrow Y$ be a continuous map of a locally compact space into a Hausdorff space. Let $\Phi$ be injective on the compact set $A \subset X$. Suppose that each $a \in A$ has a neighbourhood $U_{a}$ in $X$ on which $\Phi$ is injective. Then there exists a compact neighbourhood $V$ of $A$ in $X$ on which $\Phi$ is an embedding.

Proof. The coincidence set $K=\{(x, y) \in X \times X \mid \Phi(x)=\Phi(y)\}$ is closed in $X \times X$, since $Y$ is a Hausdorff space. Let $D(B)$ be the diagonal of $B \subset X$. If $\Phi$ is injective on $U_{a}$, then $\left(U_{a} \times U_{a}\right) \cap K=D\left(U_{a}\right)$. Thus our assumptions imply that $D(X)$ is open in $K$ and hence $W=X \times X \backslash(K \backslash D(X))$ open in $X \times X$. By assumption, $A \times A$ is contained in $W$. Since $A \times A$ is compact and $X$ locally compact, there exists a compact neighbourhood $V$ of $A$ such that $V \times V \subset W$. Then $\Phi \mid V$ is injective and, being a map from a compact space into a Hausdorff space, an embedding.
(15.6.15) Proposition. A submanifold $M \subset N$ has a tubular map.

Proof. We fix an embedding of $N \subset \mathbb{R}^{n}$. By (15.6.12) there exists an open neighbourhood $W$ of $V$ in $\mathbb{R}^{n}$ and a smooth retraction $r: W \rightarrow V$. The standard inner product on $\mathbb{R}^{n}$ induces a Riemannian metric on $T N$. We use as normal bundle for $M \subset N$ the model

$$
E=\left\{(x, v) \in M \times \mathbb{R}^{n} \mid v \in\left(T_{x} M\right)^{\perp} \cap T_{x} N\right\} .
$$

Again we use the map $f: E \rightarrow \mathbb{R}^{n},(x, v) \mapsto x+v$ and set $U=f^{-1}(W)$. Then $U$ is an open neighbourhood of the zero section of $E$. The map $g=r f: U \rightarrow N$ is the inclusion when restricted to the zero section. We claim that the differential of $g$ at points of the zero section is the identity, if we use the identification $T_{(x, 0)} E=$ $T_{x} M \oplus E_{x}=T_{x} N$. On the summand $T_{x} M$ the differential $T_{(x, 0)} g$ is obviously the inclusion $T_{x} M \subset T_{x} V$. For $(x, v) \in E_{x}$ the curve $t \mapsto(x, t v)$ in $E$ has $(x, v)$ as derivative at $t=0$. Therefore we have to determine the derivative of $t \mapsto r(x+t v)$ at $t=0$. The differential of $r$ at $(x, 0)$ is the orthogonal projection $\mathbb{R}^{n} \rightarrow T_{x} N$, if we use the retraction $r$ in (15.6.12). The chain rule tells us that the derivative of $t \mapsto r(x+t v)$ at $t=0$ is $v$. We now apply again (15.6.13). One verifies property (3) of a tubular map.

### 15.7 Embeddings

This section is devoted to the embedding theorem of Whitney:
(15.7.1) Theorem. A smooth n-manifold has an embedding as a closed submanifold of $\mathbb{R}^{2 n+1}$.

We begin by showing that a compact $n$-manifold has an embedding into some Euclidean space. Let $f: M \rightarrow \mathbb{R}^{t}$ be a smooth map from an $n$-manifold $M$. Let $\left(U_{j}, \phi_{j}, U_{3}(0)\right), j \in\{1, \ldots, k\}$ be a finite number of charts of $M$ (see (15.1.2) for the definition of $\left.U_{3}(0)\right)$. Choose a smooth function $\tau: \mathbb{R}^{n} \rightarrow[0,1]$ such that $\tau(x)=0$ for $\|x\| \geq 2$ and $\tau(x)=1$ for $\|x\| \leq 1$. Define $\sigma_{j}: M \rightarrow \mathbb{R}$ by $\sigma_{j}(x)=0$ for $x \notin U_{j}$ and by $\sigma_{j}(x)=\tau \phi_{j}(x)$ for $x \in U_{j}$; then $\sigma_{j}$ is a smooth function on $M$. With the help of these functions we define

$$
\Phi: M \rightarrow \mathbb{R}^{t} \times\left(\mathbb{R} \times \mathbb{R}^{n}\right) \times \cdots \times\left(\mathbb{R} \times \mathbb{R}^{n}\right)=\mathbb{R}^{t} \times \mathbb{R}^{N}
$$

$$
\Phi(x)=\left(f(x) ; \sigma_{1}(x), \sigma_{1}(x) \phi_{1}(x) ; \ldots ; \sigma_{k}(x), \sigma_{k}(x) \phi_{k}(x)\right)
$$

( $k$ factors $\mathbb{R} \times \mathbb{R}^{n}$ ), where $\sigma_{j}(x) \phi_{j}(x)$ should be zero if $\phi_{j}(x)$ is not defined. The differential of this map has the rank $n$ on $W_{j}=\phi_{j}^{-1}\left(U_{1}(0)\right)$, as $\Phi\left(W_{j}\right) \subset V_{j}=$ $\left\{\left(z ; a_{1}, x_{1} ; \ldots ; a_{k}, x_{k}\right) \mid a_{j} \neq 0\right\}$, and the composition of $\Phi \mid W_{j}$ with $V_{j} \rightarrow \mathbb{R}^{n}$, $\left(z ; a_{1}, x_{1} ; \ldots\right) \mapsto a_{j}^{-1} x_{j}$ is $\phi_{j}$. By construction, $\Phi$ is injective on $W=\bigcup_{j=1}^{k} W_{j}$, since $\Phi(a)=\Phi(b)$ implies $\sigma_{j}(a)=\sigma_{j}(b)$ for each $j$, and then $\phi_{i}(a)=\phi_{i}(b)$ holds for some $i$. Moreover, $\Phi$ is equal to $f$ composed with $\mathbb{R}^{t} \subset \mathbb{R}^{t} \times \mathbb{R}^{N}$ on the complement of the $\phi_{j}^{-1} U_{2}(0)$. Hence if $f$ is an (injective) immersion on the open set $U$, then $\Phi$ is an (injective) immersion on $U \cup W$. In particular, if $M$ is compact, we can apply this argument to an arbitrary map $f$ and $M=W$. Thus we have shown:
(15.7.2) Note. A compact smooth manifold has a smooth embedding into some Euclidean space.

We now try to lower the embedding dimension by applying a suitable parallel projection.

Let $\mathbb{R}^{q-1}=\mathbb{R}^{q-1} \times 0 \subset \mathbb{R}^{q}$. For $v \in \mathbb{R}^{q} \backslash \mathbb{R}^{q-1}$ we consider the projection $p_{v}: \mathbb{R}^{q} \rightarrow \mathbb{R}^{q-1}$ with direction $v$, i.e., for $x=x_{0}+\lambda v$ with $x_{0} \in \mathbb{R}^{q-1}$ and $\lambda \in \mathbb{R}$ we set $p_{v}(x)=x_{0}$. In the sequel we only use vectors $v \in S^{q-1}$. Let $M \subset \mathbb{R}^{q}$. We remove the diagonal $D$ and consider $\sigma: M \times M \backslash D \rightarrow S^{q-1}$, $(x, y) \mapsto N(x-y)=(x-y) /\|x-y\|$.
(15.7.3) Note. $\varphi_{v}=p_{v} \mid M$ is injective if and only if $v$ is not contained in the image of $\sigma$.

Proof. The equality $\varphi_{v}(x)=\varphi_{v}(y), x \neq y$ and $x=x_{0}+\lambda v, y=y_{0}+\mu v$ imply $x-y=(\lambda-\mu) v \neq 0$, hence $v= \pm N(x-y)$. Note $\sigma(x, y)=-\sigma(y, x)$.

Let now $M$ be a smooth $n$-manifold in $\mathbb{R}^{q}$. We use the bundle of unit vectors

$$
S T M=\left\{(x, v) \mid v \in T_{x} M,\|v\|=1\right\} \subset M \times S^{q-1}
$$

and its projection to the second factor $\tau=\mathrm{pr}_{2} \mid S T M: S T M \rightarrow S^{q-1}$. The function $(x, v) \mapsto\|v\|^{2}$ on $T M \subset \mathbb{R}^{q} \times \mathbb{R}^{q}$ has 1 as regular value with pre-image $S T M$, hence $S T M$ is a smooth submanifold of the tangent bundle $T M$.
(15.7.4) Note. $\varphi_{v}$ is an immersion if and only if $v$ is not contained in the image of $\tau$.

Proof. The map $\varphi_{v}$ is an immersion if for each $x \in M$ the kernel of $T_{x} p_{v}$ has trivial intersection with $T_{x} M$. The differential of $p_{v}$ is again $p_{v}$. Hence $0 \neq z=$ $p_{v}(z)+\lambda v \in T_{x} M$ is contained in the kernel of $T_{x} p_{v}$ if and only if $z=\lambda v$ and hence $v$ is a unit vector in $T_{x} M$.
(15.7.5) Theorem. Let $M$ be a smooth compact n-manifold. Let $f: M \rightarrow \mathbb{R}^{2 n+1}$ be a smooth map which is an embedding on a neighbourhood of a compact subset $A \subset M$. Then there exists for each $\varepsilon>0$ an embedding $g: M \rightarrow \mathbb{R}^{2 n+1}$ which coincides on $A$ with $f$ and satisfies $\|f(x)-g(x)\|<\varepsilon$ for $x \in M$.
Proof. Suppose $f$ embeds the open neighbourhood $U$ of $A$ and let $V \subset U$ be a compact neighbourhood of $A$. We apply the construction in the beginning of this section with chart domains $U_{j}$ which are contained in $M \backslash V$ and such that the sets $W_{j}$ cover $M \backslash U$. Then $\Phi$ is an embedding on some neighbourhood of $M \backslash U$ and

$$
\Phi: M \rightarrow \mathbb{R}^{2 n+1} \oplus \mathbb{R}^{N}=\mathbb{R}^{q}, \quad x \mapsto(f(x), \Psi(x))
$$

is an embedding which coincides on $V$ with $f$ (up to composition with the inclusion $\mathbb{R}^{2 n+1} \subset \mathbb{R}^{q}$ ). For $2 n<q-1$ the image of $\sigma$ is nowhere dense and for $2 n-1<$ $q-1$ the image of $\tau$ is nowhere dense (theorem of Sard). Therefore in each neighbourhood of $w \in S^{q-1}$ there exist vectors $v$ such that $p_{v} \circ \Phi=\Phi_{v}$ is an injective immersion, hence an embedding since $M$ is compact. By construction, $\Phi_{v}$ coincides on $V$ with $f$. If necessary, we replace $\Psi$ with $s \Psi$ (with small $s$ ) such that $\|f(x)-\Phi(x)\| \leq \varepsilon / 2$ holds. We can write $f$ as composition of $\Phi$ with projections $\mathbb{R}^{q} \rightarrow \mathbb{R}^{q-1} \rightarrow \cdots \rightarrow \mathbb{R}^{2 n+1}$ along the unit vectors $(0, \ldots, 1)$. Sufficiently small perturbations of these projections applied to $\Phi$ yield a map $g$ such that $\|f(x)-g(x)\|<\varepsilon$, and, by the theorem of Sard, we find among these projections those for which $g$ is an embedding.

The preceding considerations show that we need one dimension less for immersions.
(15.7.6) Theorem. Let $f: M \rightarrow \mathbb{R}^{2 n}$ be a smooth map from a compact n-manifold. Then there exists for each $\varepsilon>0$ an immersion $h: M \rightarrow \mathbb{R}^{2 n}$ such that $\|h(x)-f(x)\|<\varepsilon$ for $x \in M$. If $f: M \rightarrow \mathbb{R}^{2 n+1}$ is a smooth embedding, then the vectors $v \in S^{2 n}$ for which the projection $p_{v} \circ f: M \rightarrow \mathbb{R}^{2 n}$ is an immersion are dense in $S^{2 n}$.

Let $f: M \rightarrow \mathbb{R}$ be a smooth proper function from an $n$-manifold without boundary. Let $t \in \mathbb{R}$ be a regular value and set $A=f^{-1}(t)$. The manifold $A$ is compact. There exists an open neighbourhood $U$ of $A$ in $M$ and a smooth retraction $r: U \rightarrow A$.
(15.7.7) Proposition. There exists an $\varepsilon>0$ and open neighbourhood $V \subset U$ of $A$ such that $(r, f): V \rightarrow A \times] t-\varepsilon, t+\varepsilon[$ is a diffeomorphism.

Proof. The map $(r, f): U \rightarrow A \times \mathbb{R}$ has bijective differential at points of $A$. Hence there exists an open neighbourhood $W \subset U$ of $A$ such that $(r, f)$ embeds $W$ onto an open neighbourhood of $A \times\{t\}$ in $A \times \mathbb{R}$. Since $f$ is proper, each neighbourhood $W$ of $A$ contains a set of the form $\left.V=f^{-1}\right] t-\varepsilon, t+\varepsilon[$. The restriction of $(r, f)$ to $V$ has the required properties.

In a similar manner one shows that a proper submersion is locally trivial (theorem of Ehresmann).

We now show that a non-compact $n$-manifold $M$ has an embedding into $\mathbb{R}^{2 n+1}$ as a closed subset. For this purpose we choose a proper smooth function $f: M \rightarrow \mathbb{R}_{+}$. We then choose a sequence $\left(t_{k} \mid k \in \mathbb{N}\right)$ of regular values of $f$ such that $t_{k}<t_{k+1}$ and $\lim _{k} t_{k}=\infty$. Let $A_{k}=f^{-1}\left(t_{k}\right)$ and $M_{k}=f^{-1}\left[t_{k}, t_{k+1}\right]$. Choose $\varepsilon_{k}>0$ small enough such that the intervals $\left.J_{k}=\right] t_{k}-\varepsilon_{k}, t_{k}+\varepsilon_{k}$ [ are disjoint and such that we have diffeomorphisms $f^{-1}\left(J_{k}\right) \cong A_{k} \times J_{k}$ of the type (15.7.7). We then use (15.7.7) in order to find embeddings $\Phi_{k}: f^{-1}\left(J_{k}\right) \rightarrow \mathbb{R}^{2 n} \times J_{k}$ which have $f$ as their second component. We then use the method of (15.7.5) to find an embedding $M_{k} \rightarrow \mathbb{R}^{2 n} \times\left[t_{k}, t_{k+1}\right]$ which extends the embeddings $\Phi_{k}$ and $\Phi_{k+1}$ in a neighbourhood of $M_{k}+M_{k+1}$. All these embeddings fit together and yield an embedding of $M$ as a closed subset of $\mathbb{R}^{2 n+1}$.

A collar of a smooth $\partial$-manifold $M$ is a diffeomorphism $\kappa: \partial M \times[0,1[\rightarrow M$ onto an open neighbourhood $U$ of $\partial M$ in $M$ such that $\kappa(x, 0)=x$. Instead of $[0,1[$ one can also use $\mathbb{R}_{ \pm}$.
(15.7.8) Proposition. A smooth $\partial$-manifold $M$ has a collar.

Proof. There exists an open neighbourhood $U$ of $\partial M$ in $M$ and a smooth retraction $r: U \rightarrow \partial M$. Choose a smooth function $f: M \rightarrow \mathbb{R}^{+}$such that $f(\partial M)=\{0\}$ and the derivative of $f$ at each point $x \in \partial M$ is non-zero. Then $(r, f): U \rightarrow$ $\partial M \times \mathbb{R}_{+}$has bijective differential along $\partial M$. Therefore this map embeds an open neighbourhood $V$ of $\partial M$ onto an open neighbourhood $W$ of $\partial M \times 0$. Now choose a smooth function $\varepsilon: \partial M \rightarrow \mathbb{R}_{+}$such that $\{x\} \times[0, \varepsilon(x)[\subset W$ for each $x \in \partial M$. Then compose $\partial M \times\left[0,1\left[\rightarrow \partial M \times \mathbb{R}_{+},(x, s) \mapsto(x, \varepsilon(x) s)\right.\right.$ with the inverse of the diffeomorphism $V \rightarrow W$.
(15.7.9) Theorem. A compact smooth n-manifold $B$ with boundary $M$ has a smooth embedding of type I into $D^{2 n+1}$.

Proof. Let $j: M \rightarrow S^{2 n}$ be an embedding. Choose a collar $k: M \times[0,1[\rightarrow U$ onto the open neighbourhood $U$ of $M$ in $B$, and let $l=\left(l_{1}, l_{2}\right)$ be its inverse. We use the collar to extend $j$ to $f: B \rightarrow D^{2 n+1}$

$$
f(x)= \begin{cases}\max \left(0,1-2 l_{2}(x)\right) j\left(l_{1}(x)\right), & x \in U \\ 0, & x \notin U\end{cases}
$$

Then $f$ is a smooth embedding on $k\left(M \times\left[0, \frac{1}{2}[)\right.\right.$. As in the proof of (15.7.4) we approximate $f$ by a smooth embedding $g: B \rightarrow D^{2 n+1}$ which coincides with $f$ on $k\left(M \times\left[0, \frac{1}{4}[)\right.\right.$ and which maps $B \backslash M$ into the interior of $D^{2 n+1}$. The image of $g$ is then a submanifold of type I of $D^{2 n+1}$.

### 15.8 Approximation

Let $M$ and $N$ be smooth manifolds and $A \subset M$ a closed subset. We assume that $N \subset \mathbb{R}^{p}$ is a submanifold and we give $N$ the metric induced by this embedding.
(15.8.1) Theorem. Let $f: M \rightarrow N$ be continuous and $f \mid A$ smooth. Let $\delta: M \rightarrow$ $] 0, \infty[$ be continuous. Then there exists a smooth map $g: M \rightarrow N$ which coincides on $A$ with $f$ and satisfies $\|g(x)-f(x)\|<\delta(x)$ for $x \in M$.

Proof. We start with the special case $N=\mathbb{R}$. The fact that $f$ is smooth at $x \in A$ means, by definition, that there exists an open neighbourhood $U_{x}$ of $x$ and a smooth function $f_{x}: U_{x} \rightarrow \mathbb{R}$ which coincides on $U_{x} \cap A$ with $f$. Having chosen $f_{x}$, we shrink $U_{x}$, such that for $y \in U_{x}$ the inequality $\left\|f_{x}(y)-f(y)\right\|<\delta(y)$ holds.

Fix now $x \in M \backslash A$. We choose an open neighbourhood $U_{x}$ of $x$ in $M \backslash A$ such that for $y \in U_{x}$ the inequality $\|f(y)-f(x)\|<\delta(y)$ holds. We define $f_{x}: U_{x} \rightarrow \mathbb{R}$ in this case by $f_{x}(y)=(x)$.

Let $\left(\tau_{x} \mid x \in M\right)$ be a smooth partition of unity subordinate to $\left(U_{x} \mid x \in M\right)$. The function $g(y)=\sum_{x \in M} \tau_{x}(y) f_{x}(y)$ now has the required property.

From the case $N=\mathbb{R}$ one immediately obtains a similar result for $N=\mathbb{R}^{p}$. The general case will now be reduced to the special case $N=\mathbb{R}^{p}$. For this purpose we choose an open neighbourhood $U$ of $N$ in $\mathbb{R}^{p}$ together with a smooth retraction $r: U \rightarrow N$. We show in a moment:
(15.8.2) Lemma. There exists a continuous function $\varepsilon: M \rightarrow] 0, \infty[$ with the properties:
(1) $U_{x}=U_{\varepsilon(x)}(f(x)) \subset U$ for each $x \in M$.
(2) For each $x \in M$ the diameter of $r\left(U_{x}\right)$ is smaller than $\delta(x)$.

Assuming this lemma, we apply (15.8.1) to $N=\mathbb{R}^{p}$ and $\varepsilon$ instead of $\delta$. This provides us with a map $g_{1}: M \rightarrow \mathbb{R}^{p}$ which has an image contained in $U$. Then $g=r \circ g_{1}$ has the required properties.

Proof. We first consider the situation locally. Let $x \in M$ be fixed. Choose $\gamma(x)>0$ and a neighbourhood $W_{x}$ of $x$ such that $\delta(x) \geq 2 \gamma(x)$ for $y \in W_{x}$. Let

$$
V_{x}=r^{-1}\left(U_{\gamma(x) / 2}(f(x)) \cap N\right)
$$

The distance $\eta(x)=d\left(f(x), \mathbb{R}^{p} \backslash V_{x}\right)$ is greater than zero. We shrink $W_{x}$ to a neighbourhood $Z_{x}$ such that $\|f(x)-f(y)\|<\frac{1}{4} \eta(x)$ for $y \in Z_{x}$.

The function $f \mid Z_{x}$ satisfies the lemma with the constant function $\varepsilon=\varepsilon_{x}: y \mapsto$ $\frac{1}{4} \eta(x)$. In order to see this, let $y \in Z_{x}$ and $\|z-f(y)\|<\frac{1}{4} \eta(x)$, i.e., $z \in U_{y}$. Then, by the triangle inequality, $\|z-f(x)\|<\frac{1}{2} \eta(x)$, and hence, by our choice of $\eta(x)$,

$$
z \in V_{x} \subset U, \quad r(z) \in U_{\gamma(x) / 2}(f(x))
$$

If $z_{1}, z_{2} \in U_{y}$, then the triangle inequality yields $\left\|r\left(z_{1}\right)-r\left(z_{2}\right)\right\|<\gamma(x) \leq \frac{1}{2} \delta(x)$. Therefore the diameter of $r\left(U_{y}\right)$ is smaller than $\delta(y)$.

After this local consideration we choose a partition of unity ( $\left.\tau_{x} \mid x \in M\right)$ subordinate to $\left(Z_{x} \mid x \in M\right)$. Then we define $\left.\varepsilon: M \rightarrow\right] 0, \infty[$ as $\varepsilon(x)=$ $\sum_{a \in M} \frac{1}{4} \tau_{a}(x) \eta(a)$. This function has the required properties.
(15.8.3) Proposition. Let $f: M \rightarrow N$ be continuous. For each continuous map $\delta: M \rightarrow] 0, \infty[$ there exists a continuous map $\varepsilon: M \rightarrow] 0, \infty[$ with the following property: Each continuous map $g: M \rightarrow N$ with $\|g(x)-f(x)\|<\varepsilon(x)$ and $f|A=g| A$ is homotopic to $f$ by a homotopy $F: M \times[0,1] \rightarrow N$ such that $F(a, t)=f(a)$ for $(a, t) \in A \times[0,1]$ and $\|F(x, t)-f(x)\|<\delta(x)$ for $(x, t) \in$ $M \times[0,1]$.

Proof. We choose $r: U \rightarrow N$ and $\varepsilon: M \rightarrow] 0, \infty[$ as in (15.8.1) and (15.8.2). For $(x, t) \in M \times[0,1]$ we set $H(x, t)=t \cdot g(x)+(1-t) \cdot f(x) \in U_{\varepsilon(x)}(f(x))$. The composition $F(x, t)=r H(x, t)$ is then a homotopy with the required properties.
(15.8.4) Theorem. (1) Let $f: M \rightarrow N$ be continuous and $f \mid A$ smooth. Then $f$ is homotopic relative to $A$ to a smooth map. If $f$ is proper and $N$ closed in $\mathbb{R}^{p}$, then $f$ is properly homotopic relative to $A$ to a smooth map.
(2) Let $f_{0}, f_{1}: M \rightarrow N$ be smooth maps. Let $f_{t}: M \rightarrow N$ be a homotopy which is smooth on $B=M \times[0, \varepsilon[\cup M \times] 1-\varepsilon, 1] \cup A \times[0,1]$. Then there exists $a$ smooth homotopy $g_{t}$ from $f_{0}$ to $f_{1}$ which coincides on $A \times[0,1]$ with $f$. If $f_{t}$ is a proper homotopy and $N$ closed in $\mathbb{R}^{p}$, then $g_{t}$ can be chosen as a proper homotopy.

Proof. (1) We choose $\delta$ and $\varepsilon$ according to (15.8.3) and apply (15.8.1). Then (15.8.3) yields a suitable homotopy. If $f$ is proper, $\delta$ bounded, and if $\|g(x)-f(x)\|<\delta(x)$ holds, then $g$ is proper.
(2) We now consider $M \times] 0,1[$ instead of $M$ and its intersection with $B$ instead of $A$ and proceed as in (1).

### 15.9 Transversality

Let $f: A \rightarrow M$ and $g: B \rightarrow N$ be smooth maps. We form the pullback diagram

with $C=\{(a, b) \mid f(a)=g(b)\} \subset A \times B$. If $g: B \subset M$, then we identify $C$ with $f^{-1}(B)$. If also $f: A \subset M$, then $f^{-1}(B)=A \cap B$. The space $C$ can also
be obtained as the pre-image of the diagonal of $M \times M$ under $f \times g$. The maps $f$ and $g$ are said to be transverse in $(a, b) \in C$ if

$$
T_{a} f\left(T_{a} A\right)+T_{b} g\left(T_{b} B\right)=T_{y} M,
$$

$y=f(a)=g(b)$. They are called transverse if this condition is satisfied for all points of $C$. If $g: B \subset M$ is the inclusion of a submanifold and $f(a)=b$, then we say that $f$ is transverse to $B$ in $a$ if

$$
T_{a} f\left(T_{a} M\right)+T_{b} B=T_{b} M
$$

holds. If this holds for each $a \in f^{-1}(B)$, then $f$ is called transverse to $B$. We also use this terminology if $C$ is empty, i.e., we also call $f$ and $g$ transverse in this case. In the case that $\operatorname{dim} A+\operatorname{dim} B<\operatorname{dim} M$, the transversality condition cannot hold. Therefore $f$ and $g$ are then transverse if and only if $C$ is empty. A submersion $f$ is transverse to every $g$.

In the special case $B=\{b\}$ the map $f$ is transverse to $B$ if and only if $b$ is a regular value of $f$. We reduce the general situation to this case.

We use a little linear algebra: Let $a: U \rightarrow V$ be a linear map and $W \subset V$ a linear subspace; then $a(U)+W=V$ if and only if the composition of $a$ with the canonical projection $p: V \rightarrow V / W$ is surjective.

Let $B \subset M$ be a smooth submanifold. Let $b \in B$ and suppose $p: Y \rightarrow \mathbb{R}^{k}$ is a smooth map with regular value 0 , defined on an open neighbourhood $Y$ of $b$ in $M$ such that $B \cap Y=p^{-1}(0)$. Then:
(15.9.1) Note. $f: A \rightarrow M$ is transverse to $B$ in $a \in A$ if and only if $a$ is a regular value of $p \circ f: f^{-1}(Y) \rightarrow Y \rightarrow \mathbb{R}^{k}$.

Proof. The space $T_{b} B$ is the kernel of $T_{b} p$. The composition of $T_{a} f: T_{a} A \rightarrow$ $T_{b} M / T_{b} B$ with the isomorphism $T_{b} M / T_{b} B \cong T_{0} \mathbb{R}^{k}$ induced by $T_{b}: T_{b} M \rightarrow$ $T_{0} \mathbb{R}^{k}$ is $T_{a}(p \circ f)$. Now we apply the above remark from linear algebra.
(15.9.2) Proposition. Let $f: A \rightarrow M$ and $f \mid \partial A$ be smooth and transverse to the submanifold $B$ of $M$ of codimension $k$. Suppose $B$ and $M$ have empty boundary. Then $C=f^{-1}(B)$ is empty or a submanifold of type I of $A$ of codimension $k$. The equality $T_{a} C=\left(T_{a} f\right)^{-1}\left(T_{f(a)} B\right)$ holds.

Let, in the situation of the last proposition, $\nu(C, A)$ and $\nu(B, M)$ be the normal bundles. Then $T f$ induces a smooth bundle map $v(C, A) \rightarrow \nu(B, M)$; for, by definition of transversality, $T_{a} f: T_{a} A / T_{a} C \rightarrow T_{f(a)} / T_{f(a)} B$ is surjective and then bijective for reasons of dimension.

From (15.9.1) we see that transversality is an "open condition": If $f: A \rightarrow M$ is transverse in $a$ to $B$, then it is transverse in all points of a suitable neighbourhood of $a$, since a similar statement holds for regular points.
(15.9.3) Proposition. Let $f: A \rightarrow M$ and $g: B \rightarrow M$ be smooth and let $y=$ $f(a)=g(b)$. Then $f$ and $g$ are transverse in $(a, b)$ if and only if $f \times g$ is transverse in $(a, b)$ to the diagonal of $M \times M$.

Proof. Let $U=T_{a} f\left(T_{a} A\right), V=T_{b} g\left(T_{b} B\right), W=T_{y} M$. The statement amounts to: $U+V=W$ and $(U \oplus V)+D(W)=W \oplus W$ are equivalent relations $(D(W)$ diagonal). By a small argument from linear algebra one verifies this equivalence.
(15.9.4) Corollary. Suppose $f$ and $g$ are transverse. Then $C$ is a smooth submanifold of $A \times B$. Let $c=(a, b) \in C$. We have a diagram


It is bi-cartesian, i.e., $\langle T f, T g\rangle$ is surjective and the kernel is $T_{c} C$. Therefore the diagram induces an isomorphism of the cokernels of $T G$ and $T g$ (and similarly of $T F$ and $T f$ ).
(15.9.5) Corollary. Let a commutative diagram of smooth maps be given,


Let $f$ be transverse to $g$ and $C$ as above. Then $h$ is transverse to $G$ if and only if $f h$ is transverse to $g$.

Proof. The uses the isomorphisms of cokernels in (15.9.4).
(15.9.6) Corollary. We apply (15.9.5) to the diagram

and obtain: $f$ is transverse to $i_{s}: x \mapsto(x, s)$ if and only if $s$ is a regular value of $\mathrm{pr} \circ f$.

Let $F: M \times S \rightarrow N$ be smooth and $Z \subset N$ a smooth submanifold. Suppose $S, Z$, and $N$ have no boundary. For $s \in S$ we set $F_{s}: M \rightarrow N, x \mapsto F(x, s)$. We consider $F$ as a parametrized family of maps $F_{S}$. Then:
(15.9.7) Theorem. Suppose $F: M \times S \rightarrow N$ and $\partial F=F \mid(\partial M \times S)$ are transverse to $Z$. Then for almost all $s \in S$ the maps $F_{s}$ and $\partial F_{s}$ are both transverse to $Z$.

Proof. By (15.9.2), $W=F^{-1}(Z)$ is a submanifold of $M \times S$ with boundary $\partial W=W \cap \partial(M \times S)$. Let $\pi: M \times S \rightarrow S$ be the projection. The theorem of Sard yields the claim if we can show: If $s \in S$ is a regular value of $\pi: W \rightarrow S$, then $F_{s}$ is transverse to $Z$, and if $s \in S$ is a regular value of $\partial \pi: \partial W \rightarrow S$, then $\partial F_{s}$ is transverse to $Z$. But this follows from (15.9.6).
(15.9.8) Theorem. Let $f: M \rightarrow N$ be a smooth map and $Z \subset N$ a submanifold. Suppose $Z$ and $N$ have no boundary. Let $C \subset M$ be closed. Suppose $f$ is transverse to $Z$ in points of $C$ and $\partial f$ transverse to $Z$ in points of $\partial M \cap C$. Then there exists a smooth map $g: M \rightarrow N$ which is homotopic to $f$, coincides on $C$ with $f$ and is on $M$ and $\partial M$ transverse to $Z$.

Proof. We begin with the case $C=\emptyset$. We use the following facts: $N$ is diffeomorphic to a submanifold of some $\mathbb{R}^{k}$; there exists an open neighbourhood $U$ of $N$ in $\mathbb{R}^{k}$ and a submersion $r: U \rightarrow N$ with $r \mid N=\mathrm{id}$. Let $S=E^{k} \subset \mathbb{R}^{k}$ be the open unit disk and set

$$
F: M \times S \rightarrow N, \quad(x, s) \mapsto r(f(x)+\varepsilon(x) s) .
$$

Here $\varepsilon: M \rightarrow] 0, \infty[$ is a smooth function for which this definition of $F$ makes sense. We have $F(x, 0)=f(x)$. We claim: $F$ and $\partial F$ are submersions. For the proof we consider for fixed $x$ the map

$$
S \rightarrow U_{\varepsilon}(f(x)), \quad s \mapsto f(x)+\varepsilon(x) s
$$

it is the restriction of an affine automorphism of $\mathbb{R}^{k}$ and hence a submersion. The composition with $r$ is then a submersion too. Therefore $F$ and $\partial F$ are submersions, since already the restrictions to the $\{x\} \times S$ are submersions.

By (15.9.7), for almost all $s \in S$ the maps $F_{S}$ and $\partial F_{s}$ are transverse to $Z$. A homotopy from $F_{s}$ to $f$ is $M \times I \rightarrow N,(x, t) \mapsto F(x, s t)$.

Let now $C$ be arbitrary. There exists an open neighbourhood $W$ of $C$ in $M$ such that $f$ is transverse to $Z$ on $W$ and $\partial f$ transverse to $Z$ on $W \cap \partial M$. We choose a set $V$ which satisfies $C \subset V^{\circ} \subset \bar{V} \subset W^{\circ}$ and a smooth function $\tau: M \rightarrow[0,1]$ such that $M \backslash W \subset \tau^{-1}(1), V \subset \tau^{-1}(0)$. Moreover we set $\sigma=\tau^{2}$. Then $T_{x} \sigma=0$, whenever $\tau(x)=0$. We now modify the map $F$ from the first part of the proof

$$
G: M \times S \rightarrow N, \quad(x, s) \mapsto F(x, \sigma(x) s)
$$

and claim: $G$ is transverse to $Z$. For the proof we choose $(x, s) \in G^{-1}(Z)$. Suppose, to begin with, that $\sigma(x) \neq 0$. Then $S \rightarrow N, t \mapsto G(x, t)$ is, as a composition of a diffeomorphism $t \mapsto \sigma(x) t$ with the submersion $t \mapsto F(x, t)$, also a submersion and therefore $G$ is regular at $(x, s)$ and hence transverse to $Z$.

Suppose now that $\sigma(x)=0$. We compute $T_{(x, s)} G$ at $(v, w) \in T_{x} M \times T_{s} S=$ $T_{x} X \times \mathbb{R}^{m}$. Let

$$
m: M \times S \rightarrow M \times S, \quad(x, s) \mapsto(x, \sigma(x) s) .
$$

Then

$$
T_{(x, s)} m(v, w)=\left(v, \sigma(x) w+T_{x} \sigma(v) s\right) .
$$

The chain rule, applied to $G=F \circ m$, yields

$$
T_{(x, s)} G(v, w)=T_{m(x, s)} F \circ T_{(x, s)} m(v, w)=T_{(x, 0)} F(v, 0)=T_{x} f(v),
$$

since $\sigma(x)=0, T_{x} \sigma=0$ and $F(x, 0)=f(x)$. Since $\sigma(x)=0$, by choice of $W$ and $\tau, f$ is transverse to $Z$ in $x$, hence - since $T_{(x, s)} G$ and $T_{x} f$ have the same image - also $G$ is transverse to $Z$ in $(x, s)$. A similar argument is applied to $\partial G$. Then one finishes the proof as in the case $C=\emptyset$.

### 15.10 Gluing along Boundaries

We use collars in order to define a smooth structure if we glue manifolds with boundaries along pieces of the boundary. Another use of collars is the definition of a smooth structure on the product of two manifolds with boundary (smoothing of corners).
15.10.1 Gluing along boundaries. Let $M_{1}$ and $M_{2}$ be $\partial$-manifolds. Let $N_{i} \subset \partial M_{i}$ be a union of components of $\partial M_{i}$ and let $\varphi: N_{1} \rightarrow N_{2}$ be a diffeomorphism. We denote by $M=M_{1} \cup_{\varphi} M_{2}$ the space which is obtained from $M_{1}+M_{2}$ by the identification of $x \in N_{1}$ with $\varphi(x) \in N_{2}$. The image of $M_{i}$ in $M$ is again denoted by $M_{i}$. Then $M_{i} \subset M$ is closed and $M_{i} \backslash N_{i} \subset M$ open. We define a smooth structure on $M$. For this purpose we choose collars $k_{i}: \mathbb{R}_{-} \times N_{i} \rightarrow M_{i}$ with open image $U_{i} \subset M_{i}$. The map

$$
k: \mathbb{R} \times N_{1} \rightarrow M, \quad(t, x) \mapsto \begin{cases}k_{1}(t, x), & t \leq 0, \\ k_{2}(-t, \varphi(x)), & t \geq 0,\end{cases}
$$

is an embedding with image $U=U_{1} \cup_{\varphi} U_{2}$. We define a smooth structure (depending on $k$ ) by the requirement that $M_{i} \backslash N_{i} \rightarrow M$ and $k$ are smooth embeddings. This is possible since the structures agree on $\left(M_{i} \backslash N_{i}\right) \cap U$.
15.10.2 Products. Let $M_{1}$ and $M_{2}$ be smooth $\partial$-manifolds. We impose a canonical smooth structure on $M_{1} \times M_{2} \backslash\left(\partial M_{1} \times \partial M_{2}\right)$ by using products of charts for $M_{i}$ as
charts. We now choose collars $k_{i}: \mathbb{R}_{-} \times \partial M_{i} \rightarrow M_{i}$ and consider the composition $\lambda$,


Here $\pi: \mathbb{R}_{-}^{2} \rightarrow \mathbb{R}_{-}^{1} \times \mathbb{R}_{-}^{1},(r, \varphi) \mapsto\left(r, \frac{1}{2} \varphi+\frac{3 \pi}{4}\right)$, written in polar coordinates $(r, \varphi)$, and (1) interchanges the second and third factor. There exists a unique smooth structure on $M_{1} \times M_{2}$ such that $M_{1} \times M_{2} \backslash\left(\partial M_{1} \times \partial M_{2}\right) \subset M_{1} \times M_{2}$ and $\lambda$ are diffeomorphisms onto open parts of $M_{1} \times M_{2}$.
15.10.3 Boundary pieces. Let $B$ and $C$ be smooth $n$-manifolds with boundary. Let $M$ be a smooth $(n-1)$-manifold with boundary and suppose that

$$
\varphi_{B}: M \rightarrow \partial B, \quad \varphi_{C}: M \rightarrow \partial C
$$

are smooth embeddings. We identify in $B+C$ the points $\varphi_{B}(m)$ with $\varphi_{C}(m)$ for each $m \in M$. The result $D$ carries a smooth structure with the following properties:
(1) $B \backslash \varphi_{B}(M) \subset D$ is a smooth submanifold.
(2) $C \backslash \varphi_{C}(M) \subset D$ is a smooth submanifold.
(3) $\iota: M \rightarrow D, m \mapsto \varphi_{B}(m) \sim \varphi_{C}(m)$ is a smooth embedding as a submanifold of type I.
(4) The boundary of $D$ is diffeomorphic to the gluing of $\partial B \backslash \varphi_{B}(M)^{\circ}$ with $\partial C \backslash \varphi_{C}(M)^{\circ}$ via $\varphi_{B}(m) \sim \varphi_{C}(m), m \in \partial M$.
The assertions (1) and (2) are understood with respect to the canonical embeddings $B \subset D \supset C$. We have to define charts about the points of $\iota(M)$, since the conditions (1) and (2) specify what happens about the remaining points. For points of $\iota(M \backslash \partial M)$ we use collars of $B$ and $C$ and proceed as in 15.10.1. For $\iota(\partial M)$ we use the following device.

Choose collars $\kappa_{B}: \mathbb{R}_{-} \times \partial B \rightarrow B$ and $\kappa: \mathbb{R}_{-} \times \partial M \rightarrow M$ and an embedding $\tau_{B}: \mathbb{R} \times \partial M \rightarrow \partial B$ such that the next diagram commutes,


Here $\tau_{B}$ can essentially be considered as a tubular map, the normal bundle of $\varphi(\partial M)$ in $\partial B$ is trivial. And $\kappa$ is "half" of this normal bundle.

Then we form $\Phi_{B}=\kappa_{B} \circ\left(\mathrm{id} \times \tau_{B}\right): \mathbb{R}_{-} \times \mathbb{R} \times \partial M \rightarrow B$. For $C$ we choose in a similar manner $\kappa_{C}$ and $\tau_{C}$, but we require $\varphi_{C} \circ \kappa^{-}=\tau_{C}$ where $\kappa^{-}(m, t)=$
$\kappa(m,-t)$. Then we define $\Phi_{C}$ from $\kappa_{C}$ and $\tau_{C}$. The smooth structure in a neighbourhood of $\iota(\partial M)$ is now defined by the requirement that $\alpha: \mathbb{R}_{-} \times \mathbb{R} \times \partial M \rightarrow D$ is a smooth embedding where

$$
\alpha(r, \psi, m)= \begin{cases}\Phi_{B}(r, 2 \psi-\pi / 2, m), & \frac{\pi}{2} \leq \psi \leq \pi \\ \Phi_{C}(r, 2 \psi-3 \pi / 2, m), & \pi \leq \psi \leq \frac{3 \pi}{2},\end{cases}
$$

with the usual polar coordinates $(r, \psi)$ in $\mathbb{R}-\times \mathbb{R}$.
15.10.4 Connected sum. Let $M_{1}$ and $M_{2}$ be $n$-manifolds. We choose smooth embeddings $s_{i}: D^{n} \rightarrow M_{i}$ into the interiors of the manifolds. In $M_{1} \backslash s_{1}\left(E^{n}\right)+$ $M_{2} \backslash s_{2}\left(E^{n}\right)$ we identify $s_{1}(x)$ with $s_{2}(x)$ for $x \in S^{n-1}$. The result is a smooth manifold (15.10.1). We call it the connected sum $M_{1} \# M_{2}$ of $M_{1}$ and $M_{2}$. Suppose $M_{1}, M_{2}$ are oriented connected manifolds, assume that $s_{1}$ preserves the orientation and $s_{2}$ reverses it. Then $M_{1} \# M_{2}$ carries an orientation such that the $M_{i} \backslash s_{i}\left(E^{n}\right)$ are oriented submanifolds. One can show by isotopy theory that the oriented diffeomorphism type is in this case independent of the choice of the $s_{i}$.
15.10.5 Attaching handles. Let $M$ be an $n$-manifold with boundary. Furthermore, let $s: S^{k-1} \times D^{n-k} \rightarrow \partial M$ be an embedding and identify in $M+D^{k} \times D^{n-k}$ the points $s(x)$ and $x$. The result carries a smooth structure (15.10.3) and is said to be obtained by attaching a $k$-handle to $M$.

Attaching a 0 -handle is the disjoint sum with $D^{n}$. Attaching an $n$-handle means that a "hole" with boundary $S^{n-1}$ is closed by inserting a disk. A fundamental result asserts that each (smooth) manifold can be obtained by successive attaching of handles. A proof uses the so-called Morse theory (see e.g., [134], [137]). A handle decomposition of a manifold replaces a cellular decomposition, the advantage is that the handles are themselves $n$-dimensional manifolds.
15.10.6 Elementary surgery. If $M^{\prime}$ arises from $M$ by attaching a $k$-handle, then $\partial M^{\prime}$ is obtained from $\partial M$ by a process called elementary surgery. Let $h: S^{k-1} \times D^{n-k} \rightarrow X$ be an embedding into an $(n-1)$-manifold with image $U$. Then $X \backslash U^{\circ}$ has a piece of the boundary which is via $h$ diffeomorphic to $S^{k-1} \times S^{n-k-1}$. We glue the boundary of $D^{k} \times S^{n-k-1}$ with $h$; in symbols

$$
X^{\prime}=\left(X \backslash U^{\circ}\right) \cup_{h} D^{k} \times S^{n-k-1} .
$$

The transition from $X$ to $X^{\prime}$ is called elementary surgery of index $\boldsymbol{k}$ at $X$ via $h$. The method of surgery is very useful for the construction of manifolds with prescribed topological properties. See [191], [162], [108] to get an impression of surgery theory.

## Problems

1. The subsets of $S^{m+n+1} \subset \mathbb{R}^{m+1} \times \mathbb{R}^{n+1}$

$$
D_{1}=\left\{(x, y) \left\lvert\,\|x\|^{2} \geq \frac{1}{2}\right.,\|y\|^{2} \leq \frac{1}{2}\right\}, \quad D_{2}=\left\{(x, y) \left\lvert\,\|x\|^{2} \leq \frac{1}{2}\right.,\|y\|^{2} \geq \frac{1}{2}\right\}
$$

are diffeomorphic to $D_{1} \cong S^{m} \times D^{n+1}, D_{2} \cong D^{m+1} \times S^{n}$. They are smooth submanifolds with boundary of $S^{m+n+1}$. Hence $S^{m+n+1}$ can be obtained from $S^{m} \times D^{n+1}$ and $D^{m+1} \times S^{n}$ by identifying the common boundary $S^{m} \times S^{n}$ with the identity. A diffeomorphism $D_{1} \rightarrow S^{m} \times D^{n+1}$ is $(z, w) \mapsto\left(\|z\|^{-1} z, \sqrt{2} w\right)$.
2. Let $M$ be a manifold with non-empty boundary. Identify two copies along the boundary with the identity. The result is the double $D(M)$ of $M$. Show that $D(M)$ for a compact $M$ is the boundary of some compact manifold. (Hint: Rotate $M$ about $\partial M$ about 180 degrees.)
3. Show $M \# S^{n} \cong M$ for each $n$-manifold $M$.
4. Study the classification of closed connected surfaces. The orientable surfaces are $S^{2}$ and connected sums of tori $T=S^{1} \times S^{1}$. The non-orientable ones are connected sums of projective planes $P=\mathbb{R} P^{2}$. The relation $T \# P=P \# P \# P$ holds. The connected sum with $T$ is classically also called attaching of a handle.

## Chapter 16

## Homology of Manifolds

The singular homology groups of a cell complex vanish above its dimension. It is an obvious question whether the same holds for a manifold. It is certainly technically complicated to produce a cell decomposition of a manifold and also an artificial structure. Locally the manifold looks like a Euclidean space, so there arises no problem locally. The Mayer-Vietoris sequences can be used to paste local information, and we use this technique to prove the vanishing theorem.

The homology groups of an $n$-manifold $M$ in dimension $n$ also have special properties. They can be used to define and construct homological orientations of a manifold. A local orientation about $x \in M$ is a generator of the local homology group $H_{n}(M, M \backslash x ; \mathbb{Z}) \cong \mathbb{Z}$. In the case of a surface, the two generators correspond to "clockwise" and "counter-clockwise". If you pick a local orientation, then you can transport it along paths, and this defines a functor from the fundamental groupoid and hence a twofold covering. If the covering is trivial, then the manifold is called orientable, and otherwise (as in the case of a Möbius-band) non-orientable.

Our first aim in this chapter will be to construct the orientation covering and use it to define orientations as compatible families of local orientations.

In the case of a closed compact connected manifold we can define a global homological orientation to be a generator of $H_{n}(M ; \mathbb{Z})$; we show that this group is either zero or $\mathbb{Z}$. In the setting of a triangulation of a manifold, the generator is the sum of the $n$-dimensional simplices, oriented in a coherent manner. In a non-orientable manifold it is impossible to orient the simplices coherently; but in that case their sum still gives a generator in $H_{n}(M ; \mathbb{Z} / 2)$, since $\mathbb{Z} / 2$-coefficients mean that we can ignore orientations.

Once we have global orientations, we can define the degree of a map between oriented manifolds. This is analogous to the case of spheres already studied.

### 16.1 Local Homology Groups

Let $h_{*}(-)$ be a homology theory and $M$ an $n$-dimensional manifold. Groups of the type $h_{k}(M, M \backslash x)$ are called local homology groups. Let $\varphi: U \rightarrow \mathbb{R}^{n}$ be a chart of $M$ centered at $x$. We excise $M \backslash U$ and obtain an isomorphism

$$
h_{k}(M, M \backslash x) \cong h_{k}(U, U \backslash x) \xrightarrow{\varphi_{*}} h_{k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right) .
$$

For singular homology with coefficients in $G$ we see that $H_{n}(M, M \backslash x ; G) \cong G$, and the other local homology groups are zero. Let $R$ be a commutative ring. Then
$H_{n}(M, M \backslash x ; R) \cong R$ is a free $R$-module of rank 1 . A generator, corresponding to a unit of $R$, is called a local $R$-orientation of $M$ about $x$. We assemble the totality of local homology groups into a covering.

Let $K \subset L \subset M$. The homomorphism $r_{K}^{L}: h_{k}(M, M \backslash L) \rightarrow h_{k}(M, M \backslash K)$, induced by the inclusion, is called restriction. We write $r_{x}^{L}$ in the case that $K=\{x\}$.
(16.1.1) Lemma. Each neighbourhood $W$ of $x$ contains an open neighbourhood $U$ of $x$ such that the restriction $r_{y}^{U}$ is for each $y \in U$ an isomorphism.
Proof. Choose a chart $\varphi: V \rightarrow \mathbb{R}^{n}$ with $V \subset W$ centered at $x$. Set $U=\varphi^{-1}\left(E^{n}\right)$, $E^{n}=\left\{x \in \mathbb{R}^{n} \mid\|x\|<1\right\}$. We have a commutative diagram

with morphisms induced by inclusion. The maps (1) and (2) are excisions, and (3) is an isomorphism, because $V \backslash U \subset V \backslash y$ is for each $y \in U$ an h-equivalence (see Problem 1).

We construct a covering $\omega: h_{k}(M, M \backslash \bullet) \rightarrow M$. As a set

$$
h_{k}(M, M \backslash \bullet)=\coprod_{x \in M} h_{k}(M, M \backslash x),
$$

and $h_{k}(M, M \backslash x)$ is the fibre of $\omega$ over $x$ (with discrete topology). Let $U$ be an open neighbourhood of $x$ such that $r_{y}^{U}$ is an isomorphism for each $y \in U$. We define bundle charts

$$
\varphi_{x, U}: U \times h_{k}(M, M \backslash x) \rightarrow \omega^{-1}(U), \quad(y, a) \mapsto r_{y}^{U}\left(r_{x}^{U}\right)^{-1}(a) .
$$

We give $h_{k}(M, M \backslash \bullet)$ the topology which makes $\varphi_{x, U}$ a homeomorphism onto an open subset. We have to show that the transition maps

$$
\varphi_{y, V}^{-1} \varphi_{x, U}:(U \cap V) \times h_{k}(M, M \backslash x) \rightarrow(U \cap V) \times h_{k}(M, M \backslash y)
$$

are continuous. Given $z \in U \cap V$, choose $z \in W \subset U \cap V$ such that $r_{w}^{W}$ is an isomorphism for each $w \in W$. Consider now the diagram

$$
\begin{aligned}
& h_{k}(M, M \backslash x) \stackrel{r_{x}^{U}}{\longleftrightarrow} h_{k}(M, M \backslash U) \xrightarrow{r_{w}^{U}} h_{k}(M, M \backslash w)
\end{aligned}
$$

It shows $\varphi_{y, V}^{-1} \varphi_{x, U}=r_{y}^{V}\left(r_{W}^{V}\right)^{-1} r_{W}^{U}\left(r_{x}^{U}\right)^{-1}$. Hence the second component of $\varphi_{y, V}^{-1} \varphi_{x, U}$ is independent of $w \in W$, and this shows the continuity of the transition map.

We take advantage of the fact that the fibres are groups. For $A \subset M$ we denote by $\Gamma(A)$ the set of continuous (= locally constant) sections over $A$ of $\omega: h_{k}(M, M \backslash \bullet) \rightarrow M$. If $s$ and $t$ are sections, we can define $(s+t)(a)=$ $s(a)+t(a)$. One uses the bundle charts to see that $s+t$ is again continuous. Hence $\Gamma(A)$ is an abelian group. We denote by $\Gamma_{c}(A) \subset \Gamma(A)$ the subgroup of sections with compact support, i.e., of sections which have values zero away from a compact set.
(16.1.2) Proposition. Let $z \in h_{k}(M, M \backslash U)$. Then $y \mapsto r_{y}^{U} z$ is a continuous section of $\omega$.

Proof. The bundle chart $\varphi_{x, U}$ transforms the constant section $y \mapsto\left(y, r_{x}^{U} z\right)$ into the section $y \mapsto r_{y}^{U} z$.

## Problems

1. $S^{n-1} \subset \mathbb{R}^{n} \backslash E^{n}$ and $\mathbb{R}^{n} \backslash e \rightarrow S^{n-1}, y \mapsto(y-e) /\|y-e\|$ are h-equivalences $\left(e \in E^{n}\right)$. The map $S^{n-1} \rightarrow S^{n-1}, y \mapsto(y-e) /\|y-e\|$ is homotopic to the identity. These facts imply that $\mathbb{R}^{n} \backslash E \subset \mathbb{R}^{n} \backslash e$ is an h-equivalence.
2. Let $M$ be an $n$-dimensional manifold with boundary $\partial M$. Show that $x \in \partial M$ if and only if $H_{n}(M, M \backslash x)=0$. From this homological characterization of boundary points one obtains: Let $f: M \rightarrow M$ be a homeomorphism. Then $f(\partial M)=\partial M$ and $f(M \backslash \partial M)=M \backslash \partial M$. 3. Let $\varphi:(C, 0) \rightarrow(D, 0)$ be a homeomorphism between open neighbourhoods of 0 in $\mathbb{R}^{n}$. Then $\varphi_{*}: H_{n}(C, C \backslash 0 ; R) \rightarrow H_{n}(D, D \backslash 0 ; R)$ is multiplication by $\pm 1$.

### 16.2 Homological Orientations

Let $M$ be an $n$-manifold and $A \subset M$. An $\boldsymbol{R}$-orientation of $\boldsymbol{M}$ along $\boldsymbol{A}$ is a section $s \in \Gamma(A ; R)$ of $\omega: H_{n}(M, M \backslash \bullet ; R) \rightarrow M$ such that $s(a) \in H_{n}(M, M \backslash a ; R) \cong$ $R$ is for each $a \in A$ a generator of this group. Thus $s$ combines the local orientations in a continuous manner. In the case that $A=M$, we talk about an $\boldsymbol{R}$-orientation of $M$, and for $R=\mathbb{Z}$ we just talk about orientations. If an orientation exists, we call $M$ (homologically) orientable. If $M$ is orientable along $A$ and $B \subset A$, then $M$ is orientable along $B$.
(16.2.1) Note. Let $\operatorname{Ori}(M) \subset H_{n}(M, M \backslash \bullet ; \mathbb{Z})$ be the subset of all generators of all fibres. Then the restriction $\operatorname{Ori}(M) \rightarrow M$ of $\omega$ is a 2-fold covering of $M$, called the orientation covering of $M$.
(16.2.2) Proposition. The following are equivalent:
(1) $M$ is orientable.
(2) $M$ is orientable along compact subsets.
(3) The orientation covering is trivial.
(4) The covering $\omega: H_{n}(M, M \backslash \bullet ; \mathbb{Z}) \rightarrow M$ is trivial.

Proof. (1) $\Rightarrow$ (2). Special case.
$(2) \Rightarrow(3)$. The orientation covering is trivial if and only if the covering over each component is trivial. Therefore let $M$ be connected. Then a 2 -fold covering $\tilde{M} \rightarrow M$ is trivial if and only if $\tilde{M}$ is not connected, hence the components of $\tilde{M}$ are also coverings.

Suppose $\operatorname{Ori}(M) \rightarrow M$ is non-trivial. Since $\operatorname{Ori}(M)$ is then connected, there exists a path in $\operatorname{Ori}(M)$ between the two points of a given fibre. The image $S$ of such a path is compact and connected, and the covering is non-trivial over $S$, since we can connect two points of a fibre in it. By the assumption (2), the orientation covering is trivial over the compact set $S$, hence it has a section over $S$. Contradiction.
$(3) \Rightarrow(4)$. Let $s$ be a section of the orientation covering. Then $M \times \mathbb{Z} \rightarrow$ $H_{n}(M, M \backslash \bullet ; \mathbb{Z}),(x, k) \mapsto k s(x)$ is a trivialization of $\omega$ : It is a map over $M$, bijective on fibres, continuous, and a morphism between coverings.
$(4) \Rightarrow(1)$. If $\omega$ is trivial, then it has a section with values in the set of generators.
(16.2.3) Note. $\operatorname{Ori}(M) \rightarrow M$ is a twofold principal covering with automorphism group $C=\left\{1, t \mid t^{2}=1\right\}$. Let $t$ act on $G$ as multiplication by -1 . Then the associated covering $\operatorname{Ori}(\mathrm{M}) \times{ }_{C} G$ is isomorphic to $H_{n}(M, M \backslash \bullet ; G)$.

Proof. The map
$\operatorname{Ori}(M) \times G \rightarrow H_{n}(M, M \backslash \bullet ; \mathbb{Z}) \otimes G \cong H_{n}(M, M \backslash \bullet ; G), \quad(u, g) \mapsto u \otimes g$
induces the isomorphism. (The isomorphism is the fibrewise isomorphism $H_{n}(M, M \backslash x ; \mathbb{Z}) \otimes G \cong H_{n}(M, M \backslash x ; G)$ from the universal coefficient formula.)
(16.2.4) Remark. The sections $\Gamma(A ; G)$ of $\omega$ over $A$ correspond bijectively to the continuous maps $\lambda: \operatorname{Ori}(M) \mid A \rightarrow G$ with the property $\lambda \circ t=-\lambda$. This is a general fact about sections of associated bundles.

## Problems

1. Let $M$ be a smooth $n$-manifold with an orienting atlas. Then there exists a unique homological $\mathbb{Z}$-orientation such that the local orientations in $H_{n}(M, M \backslash x ; \mathbb{Z})$ are mapped via positive charts to a standard generator of $H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; \mathbb{Z}\right)$. Conversely, if $M$ is $\mathbb{Z}$ oriented, then $M$ has an orienting atlas which produces the given $\mathbb{Z}$-orientation.
2. Every manifold has a unique $\mathbb{Z} / 2$-orientation.

### 16.3 Homology in the Dimension of the Manifold

Let $M$ be an $n$-manifold and $A \subset M$ a closed subset. We use in this section singular homology with coefficients in the abelian group $G$ and sometimes suppress $G$ in the notation.
(16.3.1) Proposition. For each $\alpha \in H_{n}(M, M \backslash A ; G)$ the section

$$
J^{A}(\alpha): A \rightarrow H_{n}(M, M \backslash \bullet ; G), \quad x \mapsto r_{x}^{A}(\alpha)
$$

of $\omega($ over $A)$ is continuous and has compact support.
Proof. Let the chain $c \in S_{n}(M ; G)$ represent the homology class $\alpha$. There exists a compact set $K$ such that $c$ is a chain in $K$. Let $x \in A \backslash K$. Then the image of $c$ under

$$
S_{n}(K ; G) \rightarrow S_{n}(M ; G) \rightarrow S_{n}(M, K ; G) \rightarrow S_{n}(M, M \backslash x ; G)
$$

is zero. Since this image represents $r_{x}^{A}(\alpha)$, the support of $J^{A}(\alpha)$ is contained in $A \cap K$.

The continuity is a general fact (16.1.2).
From (16.3.1) we obtain a homomorphism

$$
J^{A}: H_{n}(M, M \backslash A ; G) \rightarrow \Gamma_{c}(A ; G), \quad \alpha \mapsto\left(x \mapsto r_{x}^{A}(\alpha)\right) .
$$

(16.3.2) Theorem. Let $A \subset M$ be closed.
(1) Then $H_{i}(M, M \backslash A)=0$ for $i>n$.
(2) The homomorphism $J^{A}: H_{n}(M, M \backslash A) \rightarrow \Gamma_{c}(A)$ is an isomorphism.

Proof. Let $D(A, 1)$ and $D(A, 2)$ stand for the statement that (1) and (2) holds for the subset $A$, respectively. We use the fact that $J^{A}$ is a natural transformation between contravariant functors on the category of closed subsets of $M$ and their inclusions. The proof is a kind of induction over the complexity of $A$. It will be divided into several steps.
(1) $D(A, j), D(B, j), D(A \cap B, j)$ imply $D(A \cup B, j)$. For the proof we use the relative Mayer-Vietoris sequence for $(M \backslash A \cap B ; M \backslash A, M \backslash B)$ and an analogous sequence for sections. This leads us to consider the diagram


The Five Lemma and the hypotheses now show $D(A \cup B, 2)$. The Mayer-Vietoris sequence alone yields $D(A \cup B, 1)$.
(2) $D(A, j)$ holds for compact convex subsets $A$ in a chart domain $U$, i.e., $\varphi(A)=B$ is compact convex for a suitable chart $\varphi: U \rightarrow \mathbb{R}^{n}$. For the proof we show that for $x \in A$ the restriction $r_{x}^{A}$ is an isomorphism. By an appropriate choice of $\varphi$ we can assume $0 \in B \subset E^{n}$. Then we have a commutative diagram

$$
\begin{gathered}
H_{i}\left(D^{n}, S^{n-1}\right) \xrightarrow{(1)} H_{i}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash B\right) \xrightarrow{\varphi_{*}} H_{i}(U, U \backslash A) \xrightarrow{(3)} H_{i}(M, M \backslash A) \\
\downarrow= \\
H_{i}\left(D^{n}, S^{n-1}\right) \xrightarrow{(2)} H_{i}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right) \xrightarrow{\varphi_{*}} H_{i}(U, U \backslash x) \xrightarrow{(4)} H_{i}(M, M \backslash x)
\end{gathered}
$$

The maps (3) and (4) are excisions. The maps (1) and (2) are isomorphisms, because $S^{n-1} \subset \mathbb{R}^{n} \backslash B$ is an h-equivalence. The isomorphism $r_{x}^{A}$ shows, firstly, that $D(A, 1)$ holds; and, secondly, $D(A, 2)$, since a section of a covering over a connected set is determined by a single value.
(3) Suppose $A \subset U, \varphi: U \rightarrow \mathbb{R}^{n}$ a chart, $A=K_{1} \cup \cdots \cup K_{r}, \varphi\left(K_{i}\right)$ compact convex. We show $D(A, j)$ by induction on $r$. Let $B=K_{1} \cup \cdots \cup K_{r-1}$ and $C=K_{r}$. Then $B$ and $B \cap C$ are unions of $r-1$ sets of type (2), hence $D(B, j)$ and $D(B \cap C, j)$ holds by induction. Now use (1).
(4) Let $K \subset U, \varphi: U \rightarrow \mathbb{R}^{n}$ a chart, $K$ compact. Let $K \subset W \subset U, W$ open. Then there exists a neighbourhood $V$ of $K$ inside $W$ of type (3). In this case $J^{V}$ is an isomorphism. The restrictions $r_{K}^{V}$ induce canonical maps from the colimits

where the colimit is taken over the directed set of neighbourhoods $V$ of $K$ of type (3). What does this isomorphism statement mean in explicit terms? Firstly, an element $x_{K}$ in the image has the form $r_{K}^{V} x_{V}$ for a suitable $V$; and secondly, if $x_{V}$ and $x_{W}$ have the same image $x_{K}$, then they become equal under a restriction to a suitable smaller neighbourhood. From this description it is then easy to verify that $J^{K}$ is indeed an isomorphism. Suppose $(*)$ and $(* *)$ are isomorphisms. Then we obtain $D(K, 1)$, and the isomorphisms $J^{V}$ yield $D(K, 2)$.

The isomorphism $(*)$ holds already for the singular chain groups. It uses the fact that a chain has compact support; if the support is contained in $M \backslash K$, then already in $M \backslash V$ for a suitable neighbourhood $V$ of $K$.
$(* *)$ is an isomorphism: See Problem 1.
(5) $D(K, j)$ holds for arbitrary compact subsets $K$, for $K$ is a union of a finite number of sets of type (4). Then we can use induction as in case (3).
(6) Let $K=K_{1} \cup K_{2} \cup K_{3} \cup \cdots$ with compact $K_{i}$. Suppose there are pairwise disjoint open neighbourhoods $U_{i}$ of $K_{i}$. By additivity of homology groups and section groups, $J^{K}$ is the direct sum of the $J^{K_{i}}$.
(7) Let $A$ finally be an arbitrary closed subset. Since $M$ is locally compact with countable basis, there exists an exhaustion $M=\cup K_{i}, K_{1} \subset K_{2} \subset \cdots$ by compact sets $K_{i}$ such that $K_{i} \subset K_{i+1}^{\circ}$. Set $A_{i}=A \cap\left(K_{i} \backslash K_{i-1}^{\circ}\right), K_{0}=\emptyset$, $B=\bigcup_{i=2 n} A_{i}, C=\bigcup_{i=2 n+1} A_{i}$. Then $D(B, j), D(C, j)$, and $D(B \cap C, j)$ hold by (6); the hypothesis of (6) follows from the fact that a manifold is a normal space. Now $D(A, j)$ holds by (1), since $A=B \cup C$.
(16.3.3) Theorem. Suppose $A$ is a closed connected subset of $M$. Then:
(1) $H_{n}(M, M \backslash A ; G)=0$, if $A$ is not compact.
(2) $H_{n}(M, M \backslash A ; G) \cong G$, if $M$ is $R$-orientable along $A$ and $A$ is compact. Moreover $H_{n}(M, M \backslash A ; G) \rightarrow H_{n}(M, M \backslash x ; G)$ is an isomorphism for each $x \in A$.
(3) $H_{n}(M, M \backslash A ; \mathbb{Z}) \cong{ }_{2} G=\{g \in G \mid 2 g=0\}$, if $M$ is not orientable along $A$ and $A$ is compact.

Proof. (1) Since $A$ is connected, a section in $\Gamma(A ; G)$ is determined by its value at a single point. If this value is non-zero, then the section is non-zero everywhere. Therefore there do not exist non-zero sections with compact support over a noncompact $A$, and (16.3.2) shows $H_{n}(M, M \backslash A ; G)=0$.
(2) Let $A$ be compact. Then $H_{n}(M, M \backslash A ; G) \cong \Gamma(A ; G)$. Again a section is determined by its value at a single point. We have a commutative diagram


If $M$ is orientable along $A$, then there exists in $\Gamma(A)$ an element such that its value at $x$ is a generator. Hence $b$ is an isomorphism and therefore also $r_{x}^{A}$.
(3) A section in $\Gamma(A ; G)$ corresponds to a continuous map $\lambda$ : $\operatorname{Ori}(M) \mid A \rightarrow G$ with $\lambda t=-\lambda$. If $M$ is not orientable along $A$, then $\operatorname{Ori}(M) \mid A$ is connected and therefore $\lambda$ constant. The relation $\lambda t=-\lambda$ shows that the value of $\lambda$ is contained $\mathrm{in}_{2} G$. In this case $r_{x}^{A}: H_{n}(M, M \backslash A ; G) \rightarrow H_{n}(M, M \backslash x ; G) \cong G$ is injective and has image ${ }_{2} G$.

Theorem (16.3.3) can be considered as a duality result, since it relates an assertion about $A$ with an assertion about $M \backslash A$.
(16.3.4) Proposition. Let $M$ be an $n$-manifold and $A \subset M$ a closed connected subset. Then the torsion subgroup of $H_{n-1}(M, M \backslash A ; \mathbb{Z})$ is of order 2 if $A$ is compact and $M$ non-orientable along $A$, and is zero otherwise.

Proof. Let $q \in \mathbb{N}$ and suppose $M$ is orientable along the compact set $A$. Then

$$
\begin{aligned}
\mathbb{Z} / q & \cong H_{n}(M, M \backslash A ; \mathbb{Z} / q) \\
& \cong H_{n}(M, M \backslash A ; \mathbb{Z}) \otimes \mathbb{Z} / q \oplus H_{n-1}(M, M \backslash A ; \mathbb{Z}) * \mathbb{Z} / q \\
& \cong \mathbb{Z} / q \oplus H_{n-1}(M, M \backslash A ; \mathbb{Z}) * \mathbb{Z} / q
\end{aligned}
$$

We have used: (16.3.3); universal coefficient theorem; again (16.3.3). This implies that $H_{n-1}(M, M \backslash A ; \mathbb{Z}) * \mathbb{Z} / q=0$. Similarly for non-compact $A$ or $q$ odd

$$
0 \cong H_{n}(M, M \backslash A ; \mathbb{Z} / q) \cong H_{n-1}(M, M \backslash A ; \mathbb{Z}) * \mathbb{Z} / q
$$

Since $\operatorname{Tor}(G, \mathbb{Z} / q) \cong\{g \in G \mid q g=0\}$, this shows that $H_{n-1}(M, M \backslash A ; \mathbb{Z})$ has no $q$-torsion in these cases. If $A$ is compact and $M$ non-orientable along $A$, then

$$
\mathbb{Z} / 2 \cong H_{n}(M, M \backslash A ; \mathbb{Z} / 4) \cong H_{n-1}(M, M \backslash A ; \mathbb{Z}) * \mathbb{Z} / 4
$$

by (16.3.3) and the universal coefficient formula. Since we know already that the group in question has no odd torsion, we conclude that there exists a single non-zero element of finite order and the order is 2 .

## Problems

1. Let $s$ be a section over the compact set $K$. For each $x \in K$ there exists an open neighbourhood $U(x)$ and an extension $s_{x}$ of $s \mid U(x) \cap K$. Cover $K$ by $U\left(x_{1}\right), \ldots, U\left(x_{r}\right)$. Let $W=\left\{y \mid s_{x_{i}}(y)=s_{x_{j}}(x)\right.$ if $\left.y \in U\left(x_{i}\right) \cap U\left(x_{j}\right)\right\}$ and define $s(y), y \in W$ as the common value. Show that $W$ is open. Let $s, s^{\prime}$ be sections over $V$ which agree on $K$. Show that they agree in a smaller neighbourhood $V_{1} \subset V$ of $K$. (These assertions hold for sections of coverings.)

### 16.4 Fundamental Class and Degree

The next theorem is a special case of (16.3.3).
(16.4.1) Theorem. Let $M$ be a compact connected n-manifold. Then one of the following assertions holds:
(1) $M$ is orientable, $H_{n}(M) \cong \mathbb{Z}$, andfor each $x \in M$ the restriction $H_{n}(M) \rightarrow$ $H_{n}(M, M \backslash x)$ is an isomorphism.
(2) $M$ is non-orientable and $H_{n}(M)=0$.

Under the hypothesis of (16.4.1), the orientations of $M$ correspond to the generators of $H_{n}(M)$. A generator will be called fundamental class or homological orientation of the orientable manifold.

We now use fundamental classes in order to define the degree; we proceed as in the special case of $S^{n}$. Let $M$ and $N$ be compact oriented $n$-manifolds. Let
$N$ be connected and suppose $M$ has components $M_{1}, \ldots, M_{r}$. Then we have fundamental classes $z\left(M_{j}\right)$ for the $M_{j}$ and $z(M) \in H_{n}(M) \cong \bigoplus_{j} H_{n}\left(M_{j}\right)$ is the sum of the $z\left(M_{j}\right)$. For a continuous map $f: M \rightarrow N$ we define its degree $d(f) \in \mathbb{Z}$ via the relation $f_{*} z(M)=d(f) z(N)$. From this definition we see immediately the following properties of the degree:
(1) The degree is a homotopy invariant.
(2) $d(f \circ g)=d(f) d(g)$.
(3) A homotopy equivalence has degree $\pm 1$.
(4) If $M=M_{1}+M_{2}$, then $d(f)=d\left(f \mid M_{1}\right)+d\left(f \mid M_{2}\right)$.
(5) If we pass in $M$ or $N$ to the opposite orientation, then the degree changes the sign.
We now come to the computation of the degree in terms of local data of the map. Let $M$ and $N$ be connected and set $K=f^{-1}(p)$. Let $U$ be an open neighbourhood of $K$ in $M$. In the commutative diagram

we have $f_{*}^{U} z(U, K)=d(f) z(N, p)$. Thus the degree only depends on the restriction $f^{U}$ of $f$ to $U$. One can now extend the earlier investigations of self maps of $S^{n}$ to this more general case. The additivity of the degree is proved in exactly the same manner. Let $K$ be finite. Choose $U=\bigcup_{x \in K} U_{x}$ where the $U_{x}$ are pair-wise disjoint open neighbourhoods of $x$. We then have

$$
\bigoplus_{x \in K} H_{n}\left(U_{x}, U_{x} \backslash x\right) \cong H_{n}(U, U \backslash K), \quad H_{n}\left(U_{x}, U_{x} \backslash x\right) \cong \mathbb{Z}
$$

The image $z\left(U_{x}, x\right)$ of $z(M)$ is a generator, the local orientation determined by the fundamental class $z(M)$. The local degree $d(f, x)$ of $f$ about $x$ is defined by $f_{*} z\left(U_{x}, x\right)=d(f, x) z(N, p)$. The additivity yields $d(f)=\sum_{x \in K} d(f, x)$.
(16.4.2) Remark. Let $f$ be a $C^{1}$-map in a neighbourhood of $x$; this shall mean the following. There exist charts $\varphi: U_{x} \rightarrow \mathbb{R}^{n}$ centered at $x$ and $\psi: V \rightarrow \mathbb{R}^{n}$ centered at $p$ such that $f\left(U_{x}\right) \subset V$ and $g=\psi f \varphi^{-1}$ is a $C^{1}$-map. We can suppose that the charts preserve the local orientations; this shall mean for $\varphi$ that $\varphi_{*}: H_{n}\left(U_{x}, U_{x} \backslash x\right) \rightarrow H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$ sends $z\left(U_{x}, x\right)$ to the standard generator. Such charts are called positive with respect to the given orientations. Suppose now in addition that the differential of $g$ at $x$ is regular. Then $d(f, x)$ is the sign of the determinant of the Differential $\operatorname{Dg}(0)$.
(16.4.3) Proposition. Let $M$ be a connected, oriented, closed $n$-manifold. Then there exists for each $k \in \mathbb{Z}$ a map $f: M^{n} \rightarrow S^{n}$ of degree $k$.

Proof. If $f: M \rightarrow S^{n}$ has degree $a$ and $g: S^{n} \rightarrow S^{n}$ degree $b$, then $g f$ has degree $a b$. Thus it suffices to realize a degree $\pm 1$. Let $\varphi: D^{n} \rightarrow M$ be an embedding. Then we have a map $f: M \rightarrow D^{n} / S^{n-1}$ which is the inverse of $\varphi$ on $U=\varphi\left(E^{n}\right)$ and sends $M \backslash U$ to the base point. This map has degree $\pm 1$.

Let the manifolds $M$ and $N$ be oriented by the fundamental classes $z_{M} \in$ $H_{m}(M)$ and $z_{N} \in H_{n}(N)$. Then the homology product $z_{M} \times z_{N}$ is a fundamental class for $M \times N$, called the product orientation.

## Problems

1. Let $p: M \rightarrow N$ be a covering of $n$-manifolds. Then the pullback of $\operatorname{Ori}(N) \rightarrow N$ along $p$ is $\operatorname{Ori}(M) \rightarrow M$.
2. Let $p: M \rightarrow N$ be a $G$-principal covering between connected $n$ manifolds with orientable $M$. Then $N$ is orientable if and only if $G$ acts by orientation-preserving homeomorphisms.
3. The manifold $\operatorname{Ori}(M)$ is always orientable.
4. $\mathbb{R} P^{n}$ is orientable if and only if $n$ is odd.
5. Let $M$ be a closed oriented connected $n$-manifold. Suppose that $M$ carries a CWdecomposition with $k$-skeleton $M_{k}$. The inclusion induces an injective map $H_{n}(M) \rightarrow$ $H_{n}\left(M_{n}, M_{n-1}\right)$. The fundamental class is therefore represented by a cellular chain in $H_{n}\left(M_{n}, M_{n-1}\right)$. If we orient the $n$-cells in accordance with the local orientations of the manifold, then the fundamental class chain is the sum of the $n$-cells. This is the classical interpretation of the fundamental class of a triangulated manifold. A similar assertion holds for unoriented manifolds and coefficients in $\mathbb{Z} / 2$ and manifolds with boundary (to be considered in the next section).

In a sense, a similar assertion should hold for non-compact manifolds; but the cellular chain would have to be an infinite sum. Therefore a fundamental class has to be defined via an inverse limit.
6. Let $M$ be a closed connected $n$-manifold. Then $H_{n}(M ; \mathbb{Z} / 2) \cong \mathbb{Z} / 2$ and the restrictions $r_{x}^{M}: H_{n}(M ; \mathbb{Z} / 2) \rightarrow H_{n}(M, M \backslash x ; \mathbb{Z} / 2)$ are isomorphisms.
7. Let $f: M \rightarrow N$ be a map between closed connected $n$-manifold. Then one can define the degree modulo $2 d_{2}(f) \in \mathbb{Z} / 2$; it is zero (one) if $f_{*}: H_{n}(M ; \mathbb{Z} / 2) \rightarrow H_{n}(N ; \mathbb{Z} / 2)$ is the zero map (an isomorphism). If this degree is non-zero, then $f$ is surjective. If the manifolds are oriented, then $d(f) \bmod 2=d_{2}(f)$.
8. Let $G$ be a compact connected Lie group and let $T$ be a maximal torus of $G$. The map $q: G / T \times T \rightarrow G,(g, t) \mapsto g t g^{-1}$ has degree $|W|$. Here $W=N T / T$ is the Weyl group. Since $q$ has non-zero degree, this map is surjective (see [29, IV.1]).
9. Let $G$ be a compact connected Lie group and $T$ a maximal torus of $G$. The degree of $f: G \rightarrow G, g \mapsto g^{k}$ has degree $k^{r}, r=\operatorname{dim} T$. Let $c \in T$ be an element such that the powers of $c$ are dense in $T$, then $\left|f^{-1}(c)\right|=k^{r}, f^{-1}(c) \subset T$, and $c$ is a regular value of $f$. [90]
10. Let $f: M \rightarrow N$ be a proper map between oriented connected $n$-manifolds. Define the degree of $f$.

### 16.5 Manifolds with Boundary

Let $M$ be an $n$-dimensional manifold with boundary. We call $z \in H_{n}(M, \partial M)$ a fundamental class if for each $x \in M \backslash \partial M$ the restriction of $z$ is a generator in $H_{n}(M, M \backslash x)$.
(16.5.1) Theorem. Let $M$ be a compact connected $n$-manifold with non-empty boundary. Then one of the following assertions hold:
(1) $H_{n}(M, \partial M) \cong \mathbb{Z}$, and a generator of this group is a fundamental class. The image of a fundamental class under $\partial: H_{n}(M, \partial M) \rightarrow H_{n-1}(\partial M)$ is a fundamental class. The interior $M \backslash \partial M$ is orientable.
(2) $H_{n}(M, \partial M)=0$, and $M \backslash \partial M$ is not orientable.

Proof. Let $\kappa:[0, \infty[\times \partial M \rightarrow U$ be a collar of $M$, i.e., a homeomorphism onto an open neighbourhood $U$ of $\partial M$ such that $\kappa(0, x)=x$ for $x \in \partial M$. For simplicity of notation we identify $U$ with $[0, \infty[\times \partial M$ via $\kappa$; similarly for subsets of $U$. In this sense $\partial M=0 \times \partial M$. We have isomorphisms

$$
H_{n}(M, \partial M) \cong H_{n}\left(M,\left[0,1[\times \partial M) \cong H_{n}(M \backslash \partial M,] 0,1[\times \partial M) \cong \Gamma(A)\right.\right.
$$

The first one by h-equivalence; the second one by excision; the third one uses the closed set

$$
A=M \backslash([0,1[\times \partial M) \subset M \backslash \partial M
$$

and (16.3.2). The set $A$ is connected, hence $\Gamma(A) \cong \mathbb{Z}$ or $\Gamma(A) \cong 0$. If $\Gamma(A) \cong \mathbb{Z}$, then $M \backslash \partial M$ is orientable along $A$. Instead of $A$ we can argue with the complement of $[0, \varepsilon[\times \partial M$. Since each compact subset of $M \backslash \partial M$ is contained in some such complement, we see that $M \backslash \partial M$ is orientable along compact subsets, hence orientable (see (16.2.2)). The isomorphism $H_{n}(M \backslash \partial M] 0,,1[\times \partial M) \cong \Gamma(A)$ says that there exists an element $z \in H_{n}(M \backslash \partial M] 0,,1[\times \partial M)$ which restricts to a generator of $H_{n}(M \backslash \partial M, M \backslash \partial M \backslash x)$ for each $x \in A$. For the corresponding element $z \in H_{n}(M, \partial M)$ a similar assertion holds for each $x \in M \backslash \partial M$, i.e., $z$ is a fundamental class (move around $x$ within the collar).

It remains to show that $\partial z$ is a fundamental class. The lower part of the diagram (for $x \in] 0,1[\times \partial M$ )

shows that $z$ yields a fundamental class in $H_{n}(I \times \partial M, \partial I \times \partial M)$. The upper part shows that this fundamental class corresponds to a fundamental class in $H_{n-1}(\partial M)$, since fundamental classes are characterized by the fact that they are generators (for each component of $\partial M$ ).
(16.5.2) Example. Suppose the $n$-manifold $M$ is the boundary of the compact orientable $(n+1)$-manifold $B$. We have the fundamental classes $z(B) \in H_{n+1}(B, \partial B)$ and $z(M)=\partial z_{B} \in H_{n}(M)$. Let $f: M \rightarrow N$ be a map which has an extension $F: B \rightarrow N$, then the degree of $f$ (if defined) is zero, $d(f)=0$, for we have $f_{*} z(M)=f_{*} \partial z(B)=F_{*} i_{*} \partial z(B)=0$, since $i_{*} \partial=0$ as consecutive morphisms in the exact homology sequence of the pair $(B, M)$. We call maps $f_{v}: M_{v} \rightarrow N$ orientable bordant if there exists a compact oriented manifold $B$ with oriented boundary $\partial B=M_{1}-M_{2}$ and an extension $F: B \rightarrow N$ of $\left\langle f_{1}, f_{2}\right\rangle: M_{1}+M_{2} \rightarrow N$. The minus sign in $\partial B=M_{1}-M_{2}$ means $\partial z(B)=z\left(M_{1}\right)-z\left(M_{2}\right)$. Under these assumptions we have $d\left(f_{1}\right)=d\left(f_{2}\right)$. This fact is called the bordism invariance of the degree; it generalizes the homotopy invariance.

## Problems

1. Let $M$ be a compact connected $n$-manifold with boundary. Then $H_{n}(M, \partial M ; \mathbb{Z} / 2)$ is isomorphic to $\mathbb{Z} / 2$; the non-zero element is a $\mathbb{Z} / 2$-fundamental class $z(M ; \mathbb{Z} / 2)$. The restriction to $H_{n}(M, M \backslash x ; \mathbb{Z} / 2)$ is for each $x \in M \backslash \partial M$ an isomorphism and $\partial z(M ; \mathbb{Z} / 2)$ is a $\mathbb{Z} / 2$-fundamental class for $\partial M$.
2. Show that the degree $d_{2}(f)$ is a bordism invariant.

### 16.6 Winding and Linking Numbers

Let $M$ be a closed connected oriented $n$-manifold. Let $f: M \rightarrow \mathbb{R}^{n+1}$ and $a \notin$ $\operatorname{Im}(f)$. The winding number $W(f, a)$ of $f$ with respect to $a$ is the degree of the map

$$
p_{f, a}=p_{a}: M \rightarrow S^{n}, \quad x \mapsto N(f(x)-a)
$$

where $N: \mathbb{R}^{n+1} \backslash 0 \rightarrow S^{n}, x \mapsto\|x\|^{-1} x$. If $f_{t}$ is a homotopy with $a \notin \operatorname{Im}\left(f_{t}\right)$ for each $t$, then $W\left(f_{0}, a\right)=W\left(f_{t}, a\right)$.
(16.6.1) Theorem. Let $M$ be the oriented boundary of the compact smooth oriented manifold $B$. Let $F: B \rightarrow \mathbb{R}^{n+1}$ be smooth with regular value 0 and assume $0 \notin f(M)$. Then

$$
W(f, 0)=\sum_{x \in P} \varepsilon(F, x), \quad P=F^{-1}(0), f=F \mid \partial B
$$

where $\varepsilon(F, x) \in\{ \pm 1\}$ is the orientation behaviour of the differential $T_{x} F: T_{B} \rightarrow$ $T_{0}\left(\mathbb{R}^{n+1}\right)$.

Proof. Let $D(x) \subset B \backslash \partial B, x \in P$ be small disjoint disks about $x$. Then $G=N \circ F$ is defined on $C=B \sum \bigcup_{x \in P} D(x)$, and by the bordism invariance of the degree $d(G \mid \partial B)=\sum_{x \in P} d(G \mid \partial D(x))$. By (16.4.2), $d(G \mid \partial D(x))=\varepsilon(F, x)$.

Let $M$ and $N$ be oriented closed submanifolds of $\mathbb{R}^{k+1}$ of dimensions $m$ and $n$ with $k=m+n$. Let $M \times N$ carry the product orientation. The degree of the map

$$
f_{M, N}=f: M \times N \rightarrow S^{k}, \quad(x, y) \mapsto N(x-y)
$$

is the linking number $L(M, N)$ of the pair $(M, N)$. More generally, if the maps $\mu: M^{m} \rightarrow \mathbb{R}^{k+1}$ and $\nu: N^{n} \rightarrow \mathbb{R}^{k+1}$ have disjoint images, then the degree of $(x, y) \mapsto N(\mu(x)-v(y))$ is the linking number of $(\mu, v)$.

## Problems

1. Let the $n$-manifold $M$ be the oriented boundary of the smooth connected compact manifold $B$. Suppose $f: M \rightarrow S^{n}$ has degree zero. Then $f$ can be extended to $B$.
2. Show $L(M, N)=(-1)^{m+n+1} L(N, M)$.
3. Let $f, g: \mathbb{R} \rightarrow \mathbb{R}^{3}$ be smooth embeddings with disjoint closed images. Define a linking number for the pair $(f, g)$ and justify the definition.

## Chapter 17

## Cohomology

The axioms for a cohomology theory are analogous to the axioms of a homology theory. Now we consider contravariant functors. The reader should compare the two definitions, also with respect to notation. One advantage of cohomology is an additional internal product structure (called cup product) which will be explained in subsequent sections. The product structure suggests to view the family $\left(h^{n}(X) \mid\right.$ $n \in \mathbb{Z}$ ) as a single object; the product then furnishes it with the structure of a ring (graded algebra). Apart from the additional information in the product structure, the ring structure is also notationally convenient (for instance, a polynomial ring has a better description than its additive group without using the multiplicative structure).

Singular cohomology is obtained from the singular chain complex by an application of the Hom-functor. We present an explicit definition of the cup product in singular cohomology (Alexander-Whitney). In more abstract terms the product can also be obtained from the Eilenberg-Zilber chain equivalences as in the case of the homology product.

We use the product structure to prove a powerful theorem (Leray-Hirsch) which says roughly that the cohomology of the total space of a fibration is a free module over the cohomology ring of the base, provided the fibre is a free module and a basis of the fibre-cohomology can be lifted to the total space. In the case of a topological product, the result is a special case of the Künneth theorem if the cohomology of the fibre is free, since the Ext-groups vanish in that case. One interesting application is to vector bundles; the resulting so-called Thom isomorphism can be considered as a twisted suspension isomorphism in that the suspension is replaced by a sphere bundle. As a specific example we determine the cohomology rings of the projective spaces.

### 17.1 Axiomatic Cohomology

17.1.1 The axioms. A cohomology theory for pairs of spaces with values in the category of $R$-modules consists of a family $\left(h^{n} \mid n \in \mathbb{Z}\right)$ of contravariant functors $h^{n}: \operatorname{TOP}(2) \rightarrow R$-MOD and a family ( $\delta^{n} \mid n \in \mathbb{Z}$ ) of natural transformations $\delta^{n}: h^{n-1} \circ \kappa \rightarrow h^{n}$. These data are required to satisfy the following axioms.
(1) Homotopy invariance. Homotopic maps $f_{0}$ and $f_{1}$ between pairs of spaces induce the same homomorphism, $h^{n}\left(f_{0}\right)=h^{n}\left(f_{1}\right)$.
(2) Exact sequence. For each pair $(X, A)$ the sequence

$$
\cdots \rightarrow h^{n-1}(A, \emptyset) \xrightarrow{\delta} h^{n}(X, A) \rightarrow h^{n}(X, \emptyset) \rightarrow h^{n}(A, \emptyset) \xrightarrow{\delta} \cdots
$$

is exact. The undecorated arrows are induced by the inclusions.
(3) Excision. Let $(X, A)$ be a pair and $U \subset A$ such that $\bar{U} \subset A^{\circ}$. Then the inclusion $(X \backslash U, A \backslash U) \rightarrow(X, A)$ induces an excision isomorphism $h^{n}(X, A) \cong h^{n}(X \backslash U, A \backslash U)$.
We call $h^{n}(X, A)$ the $n$-th cohomology group of $(X, A)$. The $\delta^{n}$ are called the coboundary operators. We write $h^{n}(X, \emptyset)=h^{n}(X)$ and $h^{n}(f)=f^{*}$. Occasionally we refer to the homomorphisms $i^{*}: h^{n}(X) \rightarrow h^{n}(A)$ induced by an inclusion $i: A \subset X$ as restriction. The groups $h^{n}(P) \cong h^{n}$ for a point $P$ are said to be the coefficient groups of the theory (compatible family of isomorphisms to a given module $h^{n}$ ). In the case that $h^{n}(P)=0$ for $n \neq 0$, we talk about an ordinary or classical cohomology theory and say that the theory satisfies the dimension axiom. The notation $h^{n}(X, A)=H^{n}(X, A ; G)$ stands for an ordinary cohomology theory with a given isomorphism $h^{0}(P) \cong G$.

The cohomology theory is additive if

$$
h^{n}\left(\coprod_{j} X_{j}, \amalg_{j} A_{j}\right) \rightarrow \prod_{j} h^{n}\left(X_{j}, A_{j}\right), \quad x \mapsto\left(h^{n}\left(i_{j}\right)(x)\right)
$$

is always an isomorphism ( $i_{j}$ the inclusion of the $j$-th summand). For finite $J$ the additivity isomorphism follows from the other axioms.

Several formal consequences of the homology axioms have analogues in cohomology and the proofs are similar. We mention some of them.

We begin with the exact sequence of a triple ( $X, A, B$ ). The coboundary operator is in this case defined by $\delta: h^{n-1}(A, B) \rightarrow h^{n-1}(A) \rightarrow h^{n}(X, A)$. The first map is induced by the inclusion and the second map is the given coboundary operator. For each triple $(X, A, B)$ the sequence

$$
\cdots \rightarrow h^{n-1}(A, B) \xrightarrow{\delta} h^{n}(X, A) \rightarrow h^{n}(X, B) \rightarrow h^{n}(A, B) \xrightarrow{\delta} \cdots
$$

is exact. The undecorated arrows are restrictions.
17.1.2 Suspension. The suspension isomorphism $\sigma$ is defined by the commutative diagram

$$
\begin{aligned}
& h^{n}(Y, B) \cong \\
& \downarrow_{\sigma} h^{n}(0 \times Y, 0 \times B) \\
& \cong \\
& h^{n+1}((I, \partial I) \times(Y, B)) \stackrel{\delta}{\cong} h^{n}(\partial I \times Y \cup I \times B, 1 \times Y \cup I \times B) .
\end{aligned}
$$

For homology we used a definition with the roles of 0,1 interchanged.
17.1.3 Reduced cohomology. The reduced cohomology groups of a non-empty space $X$ are defined as $\tilde{h}^{n}(X)=\operatorname{coker}\left(p^{*}: h^{n}(P) \rightarrow h^{n}(X)\right)$ where $p: X \rightarrow P$ denotes the unique map to a point. The functors $\tilde{h}^{n}(-)$ are homotopy invariant. For a pointed space $(X, *)$ we have the canonical split exact sequence

$$
0 \rightarrow h^{n}(X, *) \xrightarrow{j} h^{n}(X) \xrightarrow{i} h^{n}(*) \rightarrow 0 .
$$

The restriction $j$ induces an isomorphism $h^{n}(X, *) \cong \tilde{h}^{n}(X)$ and we have isomorphisms

$$
\left\langle j, p^{*}\right\rangle: h^{n}(X, *) \oplus h^{n} \cong h^{n}(X), \quad(q, i): h^{n}(X) \cong \tilde{h}^{n}(X) \oplus h^{n}
$$

with the quotient map $q$. The coboundary operator $\delta^{n}: h^{n-1}(A) \rightarrow h(X, A)$ factors over the quotient map $q: h^{n-1}(A) \rightarrow \tilde{h}^{n-1}(A)$. Passing to quotients yields the exact sequence

$$
\cdots \rightarrow \tilde{h}^{n-1}(A) \xrightarrow{\delta} h(X, A) \rightarrow \tilde{h}^{n}(X) \rightarrow \tilde{h}^{n}(A) \xrightarrow{\delta} \cdots
$$

for the reduced groups.
17.1.4 Mayer-Vietoris sequence. A triad $(X ; A, B)$ is excisive for the cohomology theory if the inclusion induces an isomorphism $h^{*}(A \cup B, A) \cong h^{*}(B, A \cap B)$. This property can be characterized in different ways as in the case of a homology theory, see (10.7.1) and (10.7.5). In particular the property is symmetric in $A, B$.

We have exact Mayer-Vietoris sequences for excisive triads. As in the case of a homology theory one can derive some MV-sequences by diagram chasing. For the general case of two excisive triads we use a method which we developed in the case of homology theory; the MV-sequence was obtained as the exact sequence of a triad of auxiliary spaces by some rewriting (see (10.7.6)). This procedure also works for cohomology.

Let $\left(A ; A_{0}, A_{1}\right) \subset\left(X ; X_{0}, X_{1}\right)$ be excisive triads. Set $X_{01}=X_{0} \cap X_{1}$ and $A_{01}=A_{0} \cap A_{1}$. Then there exists an exact Mayer-Vietoris sequence of the following form

$$
\begin{aligned}
& \cdots \longleftarrow h^{n}\left(X_{01}, A_{01}\right) \stackrel{(1)}{\longleftarrow} h^{n}\left(X_{0}, A_{0}\right) \oplus h^{n}\left(X_{1}, A_{1}\right) \stackrel{(2)}{\longleftarrow} h^{n}(X, A) \\
& \quad \longleftarrow h^{n-1}\left(X_{01}, A_{01}\right) \longleftarrow \cdots
\end{aligned}
$$

The map (1) is $\left(x_{0}, x_{1}\right) \mapsto i_{0}^{*} x_{0}-i_{1}^{*} x_{1}$ with the inclusions $i_{v}$; the components of (2) are the restrictions. The connecting morphism in the case $A=A_{0}=A_{1}$ is the composition

$$
\Delta: h^{n-1}\left(X_{01}, A\right) \xrightarrow{\delta} h^{n}\left(X_{0}, X_{01}\right) \cong h^{n}\left(X, X_{1}\right) \rightarrow h^{n}(X, A)
$$

and the connecting morphism in the case $X=X_{0}=X_{1}$ is

$$
\Delta: h^{n}\left(X, A_{01}\right) \rightarrow h^{n}\left(A_{0}, A_{01}\right) \cong h^{n}\left(A, A_{1}\right) \xrightarrow{\delta} h^{n+1}(X, A)
$$

17.1.5 Limits. We have seen that an additive homology theory is compatible with colimits. The situation for cohomology and limits is more complicated.

Let $G_{\bullet}: G_{1} \stackrel{p_{1}}{\longleftarrow} G_{2} \stackrel{p_{2}}{\longleftarrow} G_{3} \stackrel{p_{3}}{\longleftarrow} \cdots$ be a sequence of groups and homomorphisms. The group $\prod_{i \in \mathbb{N}} G_{i}$ acts on the set $\prod_{i \in \mathbb{N}} G_{i}$

$$
\left(g_{1}, g_{2}, \ldots\right) \cdot\left(h_{1}, h_{2}, \ldots\right)=\left(g_{1} h_{1} p_{1}\left(g_{2}\right)^{-1}, g_{2} h_{2} p_{2}\left(g_{3}\right)^{-1}, \ldots\right)
$$

The orbit set is denoted $\lim ^{1}\left(G_{\bullet}\right)=\lim ^{1}\left(G_{i}, p_{i}\right)=\lim ^{1}\left(G_{i}\right)$. A direct consequence of this definition is:

Suppose the groups $G_{i}$ are abelian. Then we have an exact sequence

$$
0 \rightarrow \lim \left(G_{i}, p_{i}\right) \rightarrow \prod_{i \in \mathbb{N}} G_{i} \xrightarrow{d} \prod_{i \in \mathbb{N}} G_{i} \rightarrow \lim ^{1}\left(G_{i}, p_{i}\right) \rightarrow 0 .
$$

Here $d\left(g_{1}, g_{2}, \ldots\right)=\left(g_{1}-p_{1}\left(g_{2}\right), g_{2}-p_{2}\left(g_{3}\right), \ldots\right)$ and lim is the limit of the sequence. As a consequence of the ker-coker-sequence we obtain:

A short exact sequence

$$
0 \rightarrow\left(G_{i}^{\prime}, p_{i}^{\prime}\right) \rightarrow\left(G_{i}, p_{i}\right) \rightarrow\left(G_{i}^{\prime \prime}, p_{i}^{\prime \prime}\right) \rightarrow 0
$$

of inverse systems induces an exact sequence

$$
\begin{aligned}
0 & \rightarrow \lim ^{0}\left(G_{i}^{\prime}\right) \\
& \rightarrow \lim ^{0}\left(G_{i}\right) \rightarrow \lim ^{0}\left(G_{i}^{\prime \prime}\right) \\
& \lim _{i}^{1}\left(G_{i}^{\prime}\right)
\end{aligned} \rightarrow \lim ^{1}\left(G_{i}\right) \rightarrow \lim ^{1}\left(G_{i}^{\prime \prime}\right) \rightarrow 0 .
$$

Let now an additive cohomology theory by given. We apply the Mayer-Vietoris sequence to the telescope $T$ of a sequence $X_{1} \subset X_{2} \subset \cdots$ of spaces with colimit $X$. The result is [133]:
(17.1.6) Proposition. There exists an exact sequence

$$
0 \rightarrow \lim ^{1}\left(h^{n-1}\left(X_{i}\right)\right) \rightarrow h^{n}(T) \rightarrow \lim \left(h^{n}\left(X_{i}\right)\right) \rightarrow 0
$$

Proof. We use the MV-sequence of the triad $(T ; A, B)$ as in (10.8.2). It has the form

$$
\cdots \rightarrow h^{n}(T) \rightarrow h^{n}(A) \oplus h^{n}(B) \xrightarrow{\beta^{n}} h^{n}(A \cap B) \rightarrow \cdots
$$

and yields the short exact sequence

$$
0 \rightarrow \operatorname{Coker}\left(\beta^{n-1}\right) \rightarrow h^{n}(T) \rightarrow \operatorname{Ker}\left(\beta^{n}\right) \rightarrow 0
$$

Thus we have to determine the kernel and the cokernel. By additivity of the cohomology theory we obtain

$$
h^{n}(A) \cong \prod_{i \equiv 0(2)} h^{n}\left(X_{i}\right), \quad h^{n}(B) \cong \prod_{i \equiv 1(2)} h^{n}\left(X_{i}\right), \quad h^{n}(A \cap B) \cong \prod_{i \in \mathbb{N}} h^{n}\left(X_{i}\right)
$$

These isomorphisms transform $\beta^{n}$ into

$$
\left(x_{1}, x_{2}, x_{3}, \ldots\right) \mapsto\left(-x_{1}+f_{1}^{*}\left(x_{2}\right), x_{2}-f_{2}^{*}\left(x_{3}\right), \ldots\right)
$$

The isomorphism $\left(a_{i}\right) \mapsto\left((-1)^{i} a_{i}\right)$ transforms this map finally into the map $d$ in the definition of $\lim$ and $\lim ^{1}$.
(17.1.7) Proposition. Suppose the homomorphisms $p_{i}$ between the abelian groups $G_{i}$ are surjective. Then $\lim ^{1}\left(G_{i}, p_{i}\right)=0$.

Proof. Let $g=\left(g_{1}, g_{2}, \ldots\right) \in \prod_{i \in \mathbb{N}} G_{i}$. We have to show that $g$ is contained in the image of $d$, i.e., we have to solve the equations $g_{i}=x_{i}-p_{i}\left(x_{i+1}\right)$ with suitable $x_{i} \in G_{i}$. This is done inductively.

## Problems

1. The system $\left(G_{i}, p_{i}\right)$ satisfies the Mittag-Leffler condition ( $=\mathrm{ML}$ ) if for each $i$ there exists $j$ such that for $k \geq j$ the equality $\operatorname{Im}\left(G_{i+k} \rightarrow G_{i}\right)=\operatorname{Im}\left(G_{i+j} \rightarrow G_{i}\right)$ holds. If $\left(G_{i}, p_{i}\right)$ satisfies ML, then $\lim ^{1}\left(G_{i}, p_{i}\right)=0$. Thus if the groups $G_{i}$ are finite, then $\lim ^{1}\left(G_{i}, p_{i}\right)=0$. If the $G_{i}$ are countable and if $\lim ^{1}\left(G_{i}, p_{i}\right)=0$, then the system satisfies $\operatorname{ML}$ ([44, p. 154]).
2. Imitate the earlier investigation of cellular homology and show that $H^{*}(X)$ can be determined from a cellular cochain complex which arises from a cellular decomposition of $X$. 3. Let $\rho: k^{*}(-) \rightarrow l^{*}(-)$ we a natural transformation between additive cohomology theories which induces isomorphisms of the coefficient groups. Show that $\rho$ is an isomorphism for each CW-complex.

### 17.2 Multiplicative Cohomology Theories

Let $h^{*}$ be a cohomology theory with values in $R$-MOD. A multiplicative structure on this theory consists of a family of $R$-linear maps ( $m, n \in \mathbb{Z}$ )

$$
h^{m}(X, A) \otimes_{R} h^{n}(X, B) \rightarrow h^{m+n}(X, A \cup B), \quad x \otimes y \mapsto x \cup y
$$

defined for suitable triads $(X ; A, B)$, and in any case for excisive $(A, B)$ in $X$. We call $x \cup y$ the cup product of $x, y$. The products are always defined if $A$ or $B$ is
empty or if $A=B$. In this section, tensor products will be taken over $R$. The cup product maps are required to satisfy the following axioms.
(1) Naturality. For maps of triads $f:(X ; A, B) \rightarrow\left(X^{\prime} ; A^{\prime}, B^{\prime}\right)$ the commutativity $f^{*}(x \cup y)=f^{*} x \cup f^{*} y$ holds.
(2) Stability. Let $(A, B)$ be excisive in $X$. We use the restriction morphism $\iota_{A}: h^{j}(X, B) \rightarrow h^{j}(A, A \cap B)$ and the coboundary operator $\delta_{A}: h^{r}(A, A \cap B) \cong$ $h^{r}(A \cup B, B) \xrightarrow{\delta} h^{r+1}(X ; A \cup B)$. The diagram

is commutative.
(3) Stability. Let $(A, B)$ be excisive in $X$. We use the restriction morphism $\iota_{B}: h^{i}(X, A) \rightarrow h^{i}(B, A \cap B)$ and the coboundary operator $\delta_{B}: h^{r}(B, A \cap B) \cong$ $h^{r}(A \cup B, A) \xrightarrow{\delta} h^{r+1}(X, A \cup B)$. The diagram

is commutative up to the $\operatorname{sign}(-1)^{i}$.
(4) Unit element. There is given a unit $1 \in h^{0}(P), P$ a fixed point, as additional structure datum. It induces $1=1_{X}=p^{*}(1) \in h^{0}(X), p: X \rightarrow P$. Then $1 \cup x=x \cup 1=x$ for each $x \in h^{m}(X, A)$.
(5) Associativity. $(x \cup y) \cup z=x \cup(y \cup z)$.
(6) Commutativity. $x \cup y=(-1)^{|x||y|} y \cup x$.

One can also consider situations where (6) or (5) do not hold. This is the reason for requiring (2) and (3) separately. For (5) it is required that the products are defined. For the convenience of the reader we also display the properties in a table and refer to the detailed description above.

| $\begin{aligned} f^{*}(x \cup y) & =f^{*} x \cup f^{*} y \\ \delta(a) \cup x & =\delta_{A}\left(a \cup{ }_{A} x\right) \\ x \cup \delta(b) & =(-1)^{\|x\|} \delta_{B}\left(l_{B} x \cup b\right) \\ 1 \cup x & =x=x \cup 1 \\ (x \cup y) \cup z & =x \cup(y \cup z) \\ x \cup y & =(-1)^{\|x\|\|y\|} y \cup x \end{aligned}$ |
| :---: |
|  |  |
|  |  |
|  |  |
|  |  |
|  |  |

The cup product defines on $h^{*}(X, A)$ the structure of a $\mathbb{Z}$-graded associative and commutative algebra. If $A=\emptyset$ this algebra has a unit element $1_{X} \in h^{0}(X)$. Moreover $h^{*}(X, A)$ becomes a unital graded left $h^{*}(X)$-module. These structures have the obvious naturality properties which follow from the axioms, e.g., a map $f: X \rightarrow Y$ induces a unital algebra homomorphism $f^{*}: h^{*}(Y) \rightarrow h^{*}(X)$.

In particular the graded module $h^{*}=\left(h^{n}\right)$ of the coefficient groups becomes a unital commutative graded algebra. We make $h^{*}(X, A)$ into a unital left $h^{*}$-module via $a \cdot x=p^{*}(a) \cup x$ with $p: X \rightarrow P$ the unique map to a point. Morphisms induced by continuous maps are then $h^{*}$-linear. This is a particular case of the cross product introduced later.

We list some consequences of naturality and stability. Let $y \in h^{n}(X, B)$ be fixed. Right multiplication by $y$ yields a morphism of degree $n$ from the exact sequence of the pair into the exact sequence of the triple ( $X, A \cup B, B$ ). This means: We have a commutative diagram


The $r_{y}$ in the middle is defined by multiplication of $x \in h^{m}(A)$ with the restriction of $y$ along $h^{n}(X, B) \rightarrow h^{n}(A, A \cap B)$ and then using $h^{n}(A, A \cap B) \cong h^{n}(A \cup B, B)$.

Let $y \in h^{n}(X)$ be fixed. For each pair $(A, B)$ in $X$ we obtain a product $r_{y}: h^{k}(A, B) \rightarrow h^{k+n}(A, B)$ by right multiplication with the restriction of $y$ along $h^{n}(X) \rightarrow h^{n}(A)$. The following diagram commutes:


If $(A, B)$ is excisive, then the coboundary operators of the MV-sequences

$$
\Delta: h^{m-1}(A \cap B, C) \rightarrow h^{m}(A, A \cap B) \cong h^{m}(A \cup B, B) \rightarrow h^{m}(A \cup B, C),
$$

$$
\Delta: h^{m}(X, A \cap B) \rightarrow h^{m}(A, A \cap B) \cong h^{m}(A \cup B, B) \rightarrow h^{m+1}(X, A \cap B)
$$

commute with $r_{y}$. Also in the general case 17.1.4, the boundary operator commutes with products:
(17.2.1) Proposition. Let $\left(A ; A_{0}, A_{1}\right) \subset\left(X ; X_{0}, X_{1}\right)$ be excisive triads. Let $X^{0} \subset$ $X$ and assume that also $\left(A \cup X^{0} ; A_{0} \cup X_{0}^{0}, A_{1} \cup A_{1}^{0}\right)$ is excisive for $X_{v}^{0}=X_{v} \cap X^{0}$. Then the diagram

commutes. Here $r_{y}$ is right multiplication by $y \in h\left(X, X^{0}\right)$ (bottom) and multiplication with the restriction of $y$ to $h\left(X_{01}, X_{01}^{0}\right)$ (top).

Proof. The coboundary operators are defined via suspension and appropriate induced morphisms. The commutativity of the diagram then amounts to the naturality of the cup product and a compatibility (17.2.2) with the suspension.
(17.2.2) Proposition. The diagram

$$
\begin{gathered}
h(I Y, I B \cup \partial I Y) \otimes h\left(I Y, I Y^{0}\right) \xrightarrow{\smile} h\left(I Y, I\left(B \cup I^{0}\right) \cup \partial I Y\right) \\
\uparrow \sigma \otimes \mathrm{pr}^{*} \\
h(Y, B) \otimes h\left(Y, Y^{0}\right) \xrightarrow{\cup} \xrightarrow{\cup} h\left(Y, B \cup Y^{0}\right)
\end{gathered}
$$

commutes. (Notation: $I Y=I \times Y, \partial I Y=\partial I \times Y$ etc.)
Proof. We use the associated cross product and (17.3.1), (17.3.3) in the computation $\left(e^{1} \times x\right) \cup\left(1_{I} \times y\right)=\left(e^{1} \cup 1_{I}\right) \times(x \cup y)$.
(17.2.3) Example. Let $(X, *)$ be a pointed space. The ring homomorphism $i: h^{*}(X) \rightarrow h^{*}$ has as kernel the two-sided $h^{*}$-ideal $h^{*}(X, *)$. We have the isomorphism $h^{*}(X, *) \oplus h^{*} \cong h^{*}(X),(a, b) \mapsto j a+p^{*} b$, see 17.1.3. This isomorphism transforms the cup product on $h^{*}(X)$ into the product

$$
\left(a_{1}, b_{1}\right) \cdot\left(a_{2}, b_{2}\right)=\left(a_{1} \cup a_{2}+b_{1} a_{2}+a_{1} b_{2}, b_{1} b_{2}\right) .
$$

(17.2.4) Example. The commutativity $x \cup x=(-1)^{|x||x|} x \cup x$ has for $|x| \equiv$ $1 \bmod 2$ the consequence $2(x \cup x)=0$. Hence $x \cup x=0$, if multiplication by 2 is injective.
(17.2.5) Example. Let $X=A_{1} \cup \cdots \cup A_{k}$. Suppose $a_{i} \in h^{n(i)}(X)$ are elements in the kernel of the restriction $h^{n(i)}(X) \rightarrow h^{n(i)}\left(A_{i}\right)$. Let $b_{i} \in h^{n(i)}\left(X, A_{i}\right)$ be a pre-image of $a_{i}$. Then $a_{1} \cup \cdots \cup a_{k}=0$, because this element is the image of $b_{1} \cup \cdots \cup b_{k} \in h^{n}\left(X, \bigcup_{i} A_{i}\right)=0$. This argument requires that the relative products are defined.

This simple consequence of the existence of products has interesting geometric consequences. The projective space $\mathbb{C} P^{n}$ has a covering by $n+1$ affine (hence contractible) open sets $U_{j}=\left\{\left[z_{i}\right] \mid z_{j} \neq 0\right\}$. Therefore $a_{0} \cup \cdots \cup a_{n}=0$ for elements $a_{j} \in h^{n(j)}\left(\mathbb{C} P^{n}, *\right)$. Later we show the existence of an element $c \in H^{2}\left(\mathbb{C} P^{n} ; \mathbb{Z}\right)$ with $c^{n} \neq 0$. Hence $\mathbb{C} P^{n}$ cannot be covered by $n$ contractible open sets (more generally, by open sets $U$ such that $U \rightarrow \mathbb{C} P^{n}$ is null homotopic). An analogous result holds for $\mathbb{R} P^{n}$.
(17.2.6) Example. The argument of the preceding example shows that products in $h^{*}\left(S^{n}, *\right), n \geq 1$ are trivial, $a_{1} \cup a_{2}=0$.

More generally, let $X$ be a well-pointed space. Then products in $h^{*}(\Sigma X, *)$ are trivial. It suffices to prove this fact for the unreduced suspension $\Sigma^{\prime} X$; but this space has a covering by two contractible open sets (cones).

Additively, the cohomology groups only depend on the stable homotopy type. The product structure contains more subtle information.
(17.2.7) Example. Let $p: E \rightarrow B$ be any map. Then we make $h^{*}(E)$ into a graded right $h^{*}(B)$ - module by the definition $y \cdot x=y \cup p^{*} x$ for $x \in h^{*}(B)$ and $y \in h^{*}(E)$. If $f: X \rightarrow Y$ is a morphism from $p: X \rightarrow B$ to $q: Y \rightarrow B$ in $\mathrm{TOP}_{B}$, then $f^{*}: h^{*}(Y) \rightarrow h^{*}(X)$ is $h^{*}(B)$-linear. The same device works for pairs of spaces over $B$. The coboundary operator is then also $h^{*}(B)$-linear, $\delta(y \cdot x)=\delta y \cdot x$.

### 17.3 External Products

A multiplicative structure on a cohomology theory $h^{*}$ of external products consists of a family of $R$-linear maps ( $m, n \in \mathbb{Z}$ )

$$
h^{m}(X, A) \otimes_{R} h^{n}(Y, B) \rightarrow h^{m+n}((X, A) \times(Y, B)), \quad x \otimes y \mapsto x \times y
$$

defined for a suitable class of pairs $(X, A)$ and $(Y, B)$ and in any case if the pair $(X \times B, A \times Y)$ is excisive in $X \times Y$. The products are defined if $A$ or $B$ is empty. These maps are required to satisfy the following axioms.
(1) Naturality. For continuous maps $f:(X, A) \rightarrow\left(X^{\prime}, A^{\prime}\right)$ and $g:(Y, B) \rightarrow$ $\left(Y^{\prime}, B^{\prime}\right)$ we have $(f \times g)^{*}(x \times y)=f^{*} x \times g^{*} y$.
(2) Stability. Let $(X \times B, A \times Y)$ be excisive. For $x \in h^{m}(A)$ and $y \in h^{n}(Y, B)$ the relation $\delta x \times y=\delta^{\prime}(x \times y)$ holds. Here $\delta^{\prime}$ is the composition of the excision
isomorphism with $\delta$ for $k=m+n$

$$
\delta^{\prime}: h^{k}(A \times(Y, B)) \cong h^{k}(A \times Y \cup X \times B, X \times B) \xrightarrow{\delta} h^{k+1}((X, A) \times(Y, B))
$$

(3) Stability. Let $(X \times B, A \times Y)$ be excisive. For $x \in h^{m}(X, A)$ and $y \in h^{n}(B)$ the relation $x \times \delta y=(-1)^{|x|} \delta^{\prime \prime}(x \times y)$ holds. Here $\delta^{\prime \prime}$ is a similar composition of excision with $\delta$ for $k=m+n$

$$
\delta^{\prime \prime}: h^{k}((X, A) \times B) \cong h^{k}(X \times B \cup A \times Y, A \times Y) \xrightarrow{\delta} H^{k+1}((X, A) \times(Y, B)) .
$$

(4) Unit element. There is given $1 \in h^{0}(P)$ as a further structure datum. It satisfies $1 \times x=x \times 1=x$ (with respect to $P \times X=X \times P=X$ ).
(5) Associativity. $(x \times y) \times z=x \times(y \times z)$.
(6) Commutativity. Let $\tau: X \times Y \rightarrow Y \times X,(x, y) \mapsto(y, x)$. Then for $x \in$ $h^{m}(X, A)$ and $y \in h^{n}(Y, B)$ the relation $\tau^{*}(x \times y)=(-1)^{|x||y|} y \times x$ holds.

Also in this case we display the properties in a table and refer to the detailed explanation above.

$$
\begin{aligned}
(f \times g)^{*}(x \times y) & =f^{*} x \times g^{*} y \\
\delta x \times y & =\delta^{\prime}(x \times y) \\
x \times \delta y & =(-1)^{|x|} \delta^{\prime \prime}(x \times y) \\
1 \times x & =x=x \times 1 \\
(x \times y) \times z & =x \times(y \times z) \\
\tau^{*}(x \times y) & =(-1)^{|x||y|} y \times x
\end{aligned}
$$

The term "stability" usually refers to compatibility with suspension. We explain this for the present setup. As a first application we show that the suspension isomorphism is given by multiplication with a standard element. Let $e^{1} \in h^{1}(I, \partial I)$ be the image of $1 \in h^{0}$ under

$$
1 \in h^{0} \cong h^{0}(0) \stackrel{( }{\cong} h^{0}(\partial I, 1) \xrightarrow{\delta} h^{1}(I, \partial I) \ni e^{1} .
$$

(17.3.1) Proposition. $e^{1} \times y=\sigma(y)$.

Proof. Consider the diagram


Let $\tilde{1} \in h^{0}(\partial I)$ be the image of $1 \in h^{0}(0)$ under $h^{0}(0) \cong h^{0}(\partial I, 1) \rightarrow h^{0}(\partial I)$. Then $e^{1}=\delta(\tilde{1})$. Stability (2) of the cross product shows $e^{1} \times y=\delta \alpha^{-1}(\tilde{1} \times y)$. The maps $\alpha$ and $\beta$ are isomorphisms by excision and h-equivalence. The outer diagram path is $y \mapsto \sigma(y)$.

Suppose we have a cup product. We construct an associated external product. Let $p:(X, A) \times Y \rightarrow(X, A)$ and $q: X \times(Y, B) \rightarrow(Y, B)$ be the projections onto the factors. We define for $x \in h^{m}(X, A)$ and $y \in h^{n}(Y, B)$ the product $x \times y=p^{*} y \cup q^{*} y$.

Conversely, suppose an external product is given. We define an associated $\cup$-product. Let $d:(X, A \cup B) \rightarrow(X, A) \times(X, B)$ be the diagonal. Then we set $x \cup y=d^{*}(x \times y)$.
(17.3.2) Proposition. The $\times$-product associated to $a \cup$-product satisfies the axioms of an external product. The $\cup$-product associated to $a \times$-product satisfies the axioms of an internal product. The processes $\times \leadsto \cup$ and $\cup \rightsquigarrow \times$ are inverse to each other.
(17.3.3) Proposition. Let $x_{i} \in h^{*}\left(X, A_{i}\right)$ and $y_{i} \in h^{*}\left(Y, B_{i}\right)$. Then

$$
\left(x_{1} \times y_{1}\right) \cup\left(x_{2} \times y_{2}\right)=(-1)^{\left|x_{2}\right|\left|y_{1}\right|}\left(x_{1} \cup x_{2}\right) \times\left(y_{1} \cup y_{2}\right)
$$

In particular $h^{*}(X) \otimes h^{*}(Y) \rightarrow h^{*}(X \times Y), x \otimes y \mapsto x \times y$ is a homomorphism of unital graded algebras.
(17.3.4) Proposition. Let $s \in h^{n}\left(S^{n}, *\right) \subset h^{n}\left(S^{n}\right)$ be the element which corresponds to $1 \in h^{0}$ under a suspension isomorphism. Then for each space $F$ the map

$$
h^{k}(F) \oplus h^{k-n}(F) \rightarrow h^{k}\left(F \times S^{n}\right), \quad(a, b) \mapsto a \times 1+b \times s
$$

is an isomorphism. These isomorphisms show that $h^{*}\left(F \times S^{n}\right)$ is a free graded left $h^{*}(F)$-module with homogeneous basis $1 \times 1,1 \times s$.

Proof. We start with the isomorphism

$$
h^{k-n}(F) \rightarrow h^{k}\left(I^{n} \times F, \partial I^{n} \times F\right), \quad x \mapsto e^{n} \times x
$$

where $e^{n}=e^{1} \times \cdots \times e^{1}$, see (17.3.1). Let $s \in h^{n}\left(S^{n}, *\right)$ correspond to $e^{n}$ under the isomorphism $h^{n}\left(S^{n}, *\right) \cong h^{n}\left(I^{n} / \partial I^{n}, *\right) \cong h^{n}\left(I^{n}, \partial I^{n}\right)$. Then, by naturality,

$$
h^{k-n}(F) \rightarrow h^{k}\left(S^{n} \times F, * \times F\right), \quad b \mapsto s \times b
$$

is an isomorphism. We now use the split exact sequence

$$
0 \rightarrow h^{k}\left(S^{n} \times F, * \times F\right) \rightarrow h^{k}\left(S^{n} \times F\right) \rightarrow h^{k}(F) \rightarrow 0
$$

with splitting $h^{k}(F) \rightarrow h^{k}\left(S^{n} \times F\right), a \mapsto 1 \times a=\operatorname{pr}^{*}(a)$ in order to see that $(a, b) \mapsto 1 \times a+s \times b$ is an isomorphism.

Under this isomorphism we have the following expression of the product structure

$$
(a+s b)\left(a^{\prime}+s b^{\prime}\right)=a a^{\prime}+s\left(b a^{\prime}+(-1)^{|a| n} a b^{\prime}\right)
$$

since $s^{2}=0$.
We use commutativity to show that $(a, b) \mapsto a \times 1+b \times s$ is an isomorphism as claimed. If we use $1=1_{F} \times 1_{S^{n}}$ and $\bar{s}=1_{F} \times s$ as basis elements for the left $h^{*}(F)$-module $h^{*}\left(F \times S^{n}\right)$, then the $h^{*}(F)$ algebra is seen to be the graded exterior algebra $h^{*}(F)[s] /\left(s^{2}\right)$.

Let $B$ be a CW-complex. The skeleton filtration $\left(F^{k} h^{i}(B) \mid k \in \mathbb{N}\right)$ on $h^{i}(B)$ is defined by $F^{k} h^{i}(B)=\operatorname{Ker}\left(h^{i}(B) \rightarrow h^{i}\left(B^{k-1}\right)\right)$.
(17.3.5) Proposition. The skeleton filtration is multiplicative: If $a \in F^{k} h^{i}(B)$ and $b \in F^{l} h^{j}(B)$, then $a \cup b \in F^{k+l} h^{i+j}(B)$.
Proof. Choose pre-images $a^{\prime} \in h^{i}\left(B, B^{k-1}\right), b^{\prime} \in h^{l}\left(B, B^{l-1}\right)$. Then $a^{\prime} \times b^{\prime} \in$ $h^{i+j}\left(B \times B, B^{k-1} \times B \cup B \times B^{l-1}\right)$. The product $a \cup b$ is the image of $a \times b$ under the diagonal $d^{*}$. A cellular approximation $d^{\prime}: B \rightarrow B \times B$ of the diagonal $d$ sends $B^{k+l-1}$ into $(B \times B)^{k+l-1}$ and the latter is contained in $B^{k-1} \times B \cup B \times B^{l-1}$. Naturality of the $\times$-product now shows that $a \cup b$ is contained in the image of $h^{i+j}\left(B, B^{k+l-1}\right) \rightarrow h^{i+j}(B)$.
(17.3.6) Corollary. Let $n \in h^{0}(B)$ be contained in $F^{1} h^{0}(B)$. Then $n^{k} \in F^{k} h^{0}(B)$. Thus if $B$ is finite-dimensional, $n$ is nilpotent and $1+n$ a unit.

## Problems

1. Supply the proofs for (17.3.2) and (17.3.3).
2. Determine the algebras $h^{*}\left(S^{n(1)} \times \cdots \times S^{n(k)}\right)$ as graded $h^{*}$-algebras (graded exterior algebra).

### 17.4 Singular Cohomology

The singular cohomology theory is constructed from the singular chain complexes by a purely algebraic process. The algebraic dual of the singular chain complex is again a chain complex, and its homology groups are called cohomology groups. It is customary to use a "co" terminology in this context.

Let $C_{\bullet}=\left(C_{n}, \partial_{n}\right)$ be a chain complex of $R$-modules. Let $G$ be another $R$ module. We apply the functor $\operatorname{Hom}_{R}(-, G)$ to $C_{\bullet}$. and obtain a chain complex $C^{\bullet}=\left(C^{n}, \delta^{n}\right)$ of $R$-modules with $C^{n}=\operatorname{Hom}_{R}\left(C_{n}, G\right)$ and the $R$-linear map

$$
\delta^{n}: C^{n}=\operatorname{Hom}_{R}\left(C_{n}, G\right) \rightarrow \operatorname{Hom}_{R}\left(C_{n+1}, G\right)=C^{n+1}
$$

defined by $\delta^{n}(\varphi)=(-1)^{n+1} \varphi \circ \partial_{n+1}$ for $\varphi \in \operatorname{Hom}\left(C_{n}, G\right)$.
For the choice of this sign see 11.7.4. The reader will find different choices of signs in the literature. Other choices will not effect the cohomology functors. But there seems to be an agreement that our choice is the best one when it comes to products.

For a pair of spaces $(X, A)$ we have the singular chain complex $S_{\bullet}(X, A)$. With an abelian group $G$ we set

$$
S^{n}(X, A ; G)=\operatorname{Hom}\left(S_{n}(X, A), G\right)
$$

and use the coboundary operator above. Here we are using $\operatorname{Hom}_{\mathbb{Z}}$. Elements in $S^{n}(X, A ; G)$ are functions which associate to each singular simplex $\sigma: \Delta^{n} \rightarrow X$ an element of $G$ and the value 0 to simplices with image in $A$. If $G$ is an $R$-module, then the set of these functions becomes an $R$-module by pointwise addition and scalar multiplication. A continuous map $f:(X, A) \rightarrow(Y, B)$ induces homomorphisms

$$
f^{\#}=S^{n}(f): S^{n}(Y, B ; G) \rightarrow S^{n}(X, A ; G), \quad\left(f^{\#} \varphi\right)(\sigma)=\varphi(f \sigma)
$$

which are compatible with the coboundary operators. In this manner we obtain a contravariant functor from $\operatorname{TOP}(2)$ into the category of cochain complexes of $R$-modules. The $n$-th cohomology group of $S^{\bullet}(X, A ; G)$ is denoted $H^{n}(X, A ; G)$ and called the $n$-th singular cohomology module of $(X, A)$ with coefficients in $G$. We often write $H^{n}(X, A ; \mathbb{Z})=H^{n}(X, A)$ and talk about integral cohomology, in this case $(G=\mathbb{Z} /(p) \bmod -p$ cohomology). Dualization of the split exact sequence $0 \rightarrow S_{\bullet}(A) \rightarrow S_{\bullet}(X) \rightarrow S_{\bullet}(X, A) \rightarrow 0$ yields again an exact sequence $0 \rightarrow S^{\bullet}(X, A ; G) \rightarrow S^{\bullet}(X ; G) \rightarrow S^{\bullet}(A ; G) \rightarrow 0$. It induces a long exact cohomology sequence

$$
\cdots \rightarrow H^{n-1}(A ; G) \xrightarrow{\delta} H^{n}(X, A ; G) \rightarrow H^{n}(X ; G) \rightarrow H^{n}(A ; G) \rightarrow \cdots
$$

(17.4.1) Remark. We recall the definition of the coboundary operator $\delta$ for the present situation. Let $\varphi: S_{n-1}(A) \rightarrow G$ be a cocycle, i.e., $\varphi \circ \partial=0$. Extend $\varphi$ in an arbitrary manner to a function $\tilde{\varphi}: S_{n-1}(X) \rightarrow G$. The element $\delta(\tilde{\varphi})=$ $(-1)^{n} \tilde{\varphi} \circ \partial: S_{n}(X) \rightarrow G$ vanishes on $S_{n}(A)$, since its restriction to $S_{n}(A)$ is $\varphi \circ \partial$. Therefore $\delta(\tilde{\varphi})$ yields an element $\psi \in S^{n}(X, A ; G)$. The coboundary operator is then defined by the assignment $[\varphi] \mapsto[\psi]$.

So far we have defined the data of a cohomology theory. If we apply Hom $(-, G)$ to a chain homotopy we obtain a cochain homotopy; this yields the homotopy invariance. The excision axiom holds, as the chain equivalence $S_{\bullet}(X \backslash U, A \backslash U) \simeq$ $S_{\bullet}(X, A)$ induces a chain equivalence $S^{\bullet}(X, A ; G) \simeq S^{\bullet}(X \backslash U, A \backslash U ; G)$.

There exist several algebraic relations among homology and cohomology. The first one comes from the evaluation of the Hom-complex. Let us use coefficients in a commutative ring $R$. The evaluations

$$
\operatorname{Hom}\left(S_{n}(X, A), R\right) \otimes S_{n}(X, A ; R) \rightarrow R, \quad \varphi \otimes(c \otimes r) \mapsto \varphi(c) r
$$

induces a pairing (sometimes called Kronecker pairing)

$$
H^{n}(X, A ; R) \otimes H_{n}(X, A ; R) \rightarrow R, \quad x \otimes y \mapsto\langle x, y\rangle
$$

This is due to the fact that the evaluations combine to a chain map, see 11.7.4.
(17.4.2) Proposition. For $f:(X, A) \rightarrow(Y, B), y \in H^{n}(Y, B ; R)$, and $x \in$ $H_{n}(X, A ; R)$ we have

$$
\left\langle f^{*}(y), x\right\rangle=\left\langle y, f_{*}(x)\right\rangle
$$

For $a \in H^{n-1}(A ; R), b \in H_{n}(X, A ; R)$ we have

$$
\langle\delta a, b\rangle+(-1)^{n-1}\langle a, \partial b\rangle=0
$$

Proof. We verify the second relation. Let $a=[\varphi], \varphi \in \operatorname{Hom}\left(S_{n-1}(A), \mathbb{Z}\right)$. Let $\tilde{\varphi}: S_{n-1}(X) \rightarrow \mathbb{Z}$ be an extension of $\varphi$. Then $\delta(a)$ is represented by the homomorphism $(-1)^{n} \tilde{\varphi} \partial: S_{n}(X) \rightarrow \mathbb{Z}$ (see (17.4.1)). Let $y=[c], c \in S_{n}(X)$. Then $\langle\delta x, y\rangle=(-1)^{n} \tilde{\varphi} \partial(c)$. From $\partial(c) \in S_{n-1}(A)$ we conclude $\tilde{\varphi}(\partial(c))=\varphi(\partial c)=$ $\langle x, \partial y\rangle$.

The canonical generator $e_{1} \in H_{1}(I, \partial I)$ is represented by the singular simplex $s: \Delta^{1} \rightarrow I,\left(t_{0}, t_{1}\right) \mapsto t_{1}$. Let $[x] \in H^{0}(X)$ denote the element represented by the cochain which assumes the value 1 on $x \in X$ and 0 otherwise.
(17.4.3) Proposition. Let $e^{1}$ be the generator which is the image of $[0] \in H^{0}(0)$ under $H^{0}(0) \leftarrow H^{0}(\partial I, 1) \xrightarrow{\delta} H^{1}(I, \partial I)$. Then $\left\langle e^{1}, e_{1}\right\rangle=1$.

The singular cohomology groups $H^{n}(X, A ; G)$ can be computed from the homology groups of $(X, A)$. This is done via the universal coefficient formula. We have developed the relevant algebra in (11.9.2). The application to topology starts with the chain complex $C=S(X, A ; R)=S(X, A) \otimes_{\mathbb{Z}} R$ of singular chains with coefficients in a principal ideal domain $R$. It is a complex of free $R$-modules. Note that $\operatorname{Hom}_{R}\left(S_{n}(X, A) \otimes_{\mathbb{Z}} R, G\right) \cong \operatorname{Hom}_{\mathbb{Z}}\left(S_{n}(X, A), G\right)$ where in the second group $G$ is considered as abelian group ( $=\mathbb{Z}$-module). Then (11.9.2) yields the universal coefficient formula for singular cohomology.
(17.4.4) Theorem. For each pair of spaces $(X, A)$ and each $R$-module $G$ there exists an exact sequence

$$
0 \rightarrow \operatorname{Ext}\left(H_{n-1}(X, A ; R), G\right) \rightarrow H^{n}(X, A ; G) \rightarrow \operatorname{Hom}\left(H_{n}(X, A ; R), G\right) \rightarrow 0
$$

The sequence is natural in $(X, A)$ and in $G$ and splits. In particular, we have isomorphisms $H^{0}(X ; G) \cong \operatorname{Hom}\left(H_{0}(X), G\right) \cong \operatorname{Map}\left(\pi_{0}(X), G\right)$.

The statement that the splitting is not natural means that, although the term in the middle is the direct sum of the adjacent terms, this is not a direct sum of functors. There is some additional information that cannot be obtained directly from the homology functors. The topological version of (11.9.6) is:
(17.4.5) Theorem. Let $R$ be a principal ideal domain. Assume that either $H_{*}(X, A ; R)$ is of finite type or the $R$-module $G$ is finitely generated. Then there is a functorial exact sequence

$$
0 \rightarrow H^{n}(X, A ; R) \otimes G \rightarrow H^{n}(X, A ; G) \rightarrow \operatorname{Tor}\left(H^{n+1}(X, A ; R), G\right) \rightarrow 0
$$

The sequence splits.
(17.4.6) Proposition. Let $M$ be a closed, connected, non-orientable n-manifold. Then $H^{n}(M ; \mathbb{Z}) \cong \mathbb{Z} / 2$.

Proof. Since $M$ is non-orientable, $H_{n}(M ; \mathbb{Z})=0$. Theorem (17.4.4) for $R=$ $G=\mathbb{Z}$ then shows $H^{n}(M ; \mathbb{Z}) \cong \operatorname{Ext}\left(H_{n-1}(M ; \mathbb{Z}), \mathbb{Z}\right)$. From (16.3.4) we know that $H_{n-1}(M ; \mathbb{Z}) \cong \mathbb{Z} / 2 \oplus F$ with a finitely generated free abelian group. This is also a consequence of Poincaré duality, see (18.3.4).

## Problems

1. Let $0 \rightarrow G_{1} \rightarrow G_{2} \rightarrow G_{3} \rightarrow 0$ be an exact sequence of abelian groups. It induces a short exact sequence of cochain complexes

$$
0 \rightarrow \operatorname{Hom}\left(S(X), G_{1}\right) \rightarrow \operatorname{Hom}\left(S(X), G_{2}\right) \rightarrow \operatorname{Hom}\left(S(X), G_{3}\right) \rightarrow 0
$$

and an associated long exact sequence of cohomology groups. The coboundary operator

$$
\beta: H^{n}\left(X ; G_{3}\right) \rightarrow H^{n+1}\left(X ; G_{1}\right)
$$

is a natural transformation of functors $H^{n}\left(-; G_{3}\right) \rightarrow H^{n+1}\left(-; G_{1}\right)$ and called a Bockstein operator. A typical and interesting case arises from the exact sequence $0 \rightarrow \mathbb{Z} / p \rightarrow$ $\mathbb{Z} / p^{2} \rightarrow \mathbb{Z} / p \rightarrow 0$.
2. If the functor $\operatorname{Hom}(-, G)$ preserves exact sequences, then no Ext-term appears in the universal coefficient formula. Examples are

$$
H^{n}(X, A ; \mathbb{Q}) \cong \operatorname{Hom}_{\mathbb{Z}}\left(H_{n}(X, A), \mathbb{Q}\right) \cong \operatorname{Hom}_{\mathbb{Q}}\left(H_{n}(X, A ; \mathbb{Q}), \mathbb{Q}\right)
$$

and $H^{n}(X ; \mathbb{Z} / p) \cong \operatorname{Hom}_{\mathbb{Z} / p}\left(H_{n}(X ; \mathbb{Z} / p), \mathbb{Z} / p\right)$ for the prime field $\mathbb{Z} / p$ as coefficient ring.

### 17.5 Eilenberg-Mac Lane Spaces and Cohomology

The representability theorem (8.6.10) of Brown can be used to find a natural isomorphism $\lambda:[-, K(A, n)] \rightarrow H^{n}(-; A)$ on the homotopy category of CW-complexes. In this section we construct this isomorphism and give some applications. A natural transformation $\lambda$ is determined by its value on the identity of $K(A, n)$, and this value can be prescribed arbitrarily. Thus we have to find a suitable element $\iota_{n} \in H^{n}(K(A, n) ; A)$.

Let us begin with the special case $n=0$. As a model for $K(A, 0)$ we take the abelian group $A$ with discrete topology. Since $A$ is discrete, a map $X \rightarrow A$ is continuous if and only if it is locally constant. Moreover, all homotopies are constant. Therefore $[X, K(A, 0)]=[X, A]$ is the group of locally constant maps. A locally constant map is constant on a path component. Therefore the surjection $q: X \rightarrow \pi_{0}(X)$ induces an injective homomorphism

$$
\lambda^{0}(X):[X, A] \rightarrow \operatorname{Map}\left(\pi_{0}(X), A\right) \cong \operatorname{Hom}\left(H_{0}(X), A\right) \cong H^{0}(X ; A)
$$

The last isomorphism is the one that appears in the universal coefficient formula. If $X$ is locally path connected, then the homomorphism induced by $q$ is an isomorphism. Hence we have obtained a natural isomorphism on the category of locally path connected spaces, in particular on the category of CW-complexes. If $X$ is connected but not path connected, then $\lambda^{0}(X)$ is not an isomorphism.

Let now $n \geq 1$ and write $K=K_{n}=K(A, n)$. Consider the composition

$$
\iota_{n} \in H^{n}(K ; A) \stackrel{(1)}{\cong} \operatorname{Hom}\left(H_{n}(K ; \mathbb{Z}), A\right) \stackrel{(2)}{\cong} \operatorname{Hom}\left(\pi_{n}(A), A\right) \stackrel{(3)}{\cong} \operatorname{Hom}(A, A) \ni \mathrm{id}
$$

The isomorphism (1) is the universal coefficient isomorphism. The isomorphism (2) is induced by the Hurewicz isomorphism $h: \pi_{n}(K, *) \rightarrow H_{n}(K ; \mathbb{Z})$, see (20.1.1). It sends $[f] \in[S(n), K]^{0}=\pi_{n}(K)$ to $f_{*}\left(z_{n}\right)$ where $z_{n} \in H_{n}(S(n) ; \mathbb{Z})$ is a suitable generator. The isomorphism (3) is induced by a fixed polarization $\rho: A \cong \pi_{n}(K)$. We define $\iota_{n}$ as the element which corresponds to the identity of $A$. Let $\lambda^{n}$ be the natural transformation which is determined by the condition $\lambda^{n}[\mathrm{id}]=\iota_{n}$. Note that category theory does not tell us yet that the $\lambda^{n}(X):[X, K] \rightarrow H^{n}(X ; A)$ are homomorphisms of abelian groups.

Let us compare $\lambda^{n-1}$ and $\lambda^{n}$. It suffices to consider connected CW-complexes and pointed homotopy classes. The diagram with the structure map $e(n): \Sigma K_{n-1} \rightarrow$ $K_{n}$ of the spectrum

is commutative up to sign, provided $e(n)^{*}\left(\iota_{n}\right)=\lambda^{n}(e(n))= \pm \sigma\left(\iota_{n-1}\right)$. The morphism $\lambda^{n}(\Sigma X)$ is a homomorphism, since the group structures are also induced by the cogroup structure of $\Sigma X$. In order to check the commutativity one has to arrange and prove several things: (1) The Hurewicz homomorphisms commute with suspensions. (2) The structure map $e(n)$ and the polarizations satisfy $e(n)_{*} \circ \Sigma \circ$ $\rho_{n-1}=\rho_{n}: A \rightarrow \pi_{n}\left(K_{n}\right)$. (3) The homomorphisms from the universal coefficient formula commute up to sign with suspension. Since the sign is not important for the moment, we do not go into details.
(17.5.1) Theorem. The transformation $\lambda^{n}$ is an isomorphism on the category of pointed $C W$-complexes.
Proof. We work with connected pointed CW-complexes. Both functors have value 0 for $S^{m}, m \neq n$. The reader is asked to trace through the definitions and verify that $\lambda^{n}\left(S^{n}\right)$ is an isomorphism. By additivity, $\lambda^{n}(X)$ is an isomorphism for $X$ a wedge of spheres. Now one uses the cofibre sequence

$$
\bigvee S^{k-1} \rightarrow X^{k-1} \rightarrow X^{k} \rightarrow X^{k} / X^{k-1} \rightarrow \Sigma X^{k-1}
$$

and applies the functors $\left[-, K_{n}\right]^{0}$ and $H^{n}(-; A)$. We use induction on $k$. Then $\lambda^{n}$ is an isomorphism for $\bigvee S^{k-1}, X^{k-1}$, and $X^{k} / X^{k-1}$. The Five Lemma implies that $\lambda^{n}\left(X^{k}\right)$ and hence also $\lambda^{n}\left(\Sigma X^{k-1}\right)$ are surjective. By another application of the Five Lemma we see that $\lambda^{n}\left(X^{k}\right)$ is also injective. This settles the case of finite-dimensional CW-complexex. The general case follows from the fact that both functors yield an isomorphism when applied to $X^{n+1} \subset X$.

ACW-complex $K(\mathbb{Z}, n)$ can be obtained by attaching cells of dimension $\geq n+2$ to $S^{n}$. The cellular approximation theorem (8.5.4) tells us that the inclusion $i^{n}: S^{n} \subset K(\mathbb{Z}, n)$ induces for each CW-complex $X$ of dimension at most $n$ a bijection

$$
i_{*}^{n}:\left[X, S^{n}\right] \xrightarrow{\cong}[X, K(\mathbb{Z}, n)]
$$

We combine this with the isomorphism $\lambda$ and obtain a bijection

$$
\left[X, S^{n}\right] \stackrel{\cong}{\cong} H^{n}(X ; \mathbb{Z})
$$

It sends a class $[f] \in\left[X, S^{n}\right]$ to the image of $1 \in H^{n}\left(S^{n} ; \mathbb{Z}\right)$ under $f^{*}: H^{n}\left(S^{n}\right) \rightarrow$ $H^{n}(X)$. Here we use the isomorphism $A \cong H^{n}\left(S^{n} ; A\right)$ which is (for an arbitrary abelian group $A$ ) defined as the composition

$$
H^{n}\left(S^{n} ; A\right) \cong \operatorname{Hom}\left(H_{n}\left(S^{n}\right), A\right) \cong \operatorname{Hom}\left(\pi_{n}\left(S^{n}\right), A\right) \cong \operatorname{Hom}(\mathbb{Z}, A) \cong A
$$

Again we have used universal coefficients and the Hurewicz isomorphism.
(17.5.2) Proposition (Hopf). Let $M=X$ be a closed connected $n$-manifold which has an n-dimensional CW-decomposition. Suppose $M$ is oriented by a fundamental class $z_{M}$. Then we have an isomorphism

$$
H^{n}(M ; \mathbb{Z}) \cong \operatorname{Hom}\left(H_{n}(M), \mathbb{Z}\right) \cong \mathbb{Z}
$$

where the second isomorphism sends $\alpha$ to $\alpha\left(z_{M}\right)$. The isomorphism $\left[M, S^{n}\right] \cong$ $H^{n}(M ; \mathbb{Z}) \cong \mathbb{Z}$ maps the class $[f]$ to the degree $d(f)$ of $f$.
(17.5.3) Proposition (Hopf). Let $M$ be a closed, connected and non-orientable $n$-manifold with a $C W$-decomposition. Then $H^{n}(M ; \mathbb{Z}) \cong \mathbb{Z} / 2$; hence we have a bijection $\left[M, S^{n}\right] \cong \mathbb{Z} / 2$. It sends $[f]$ to the degree $d_{2}(f)$ modulo 2 of $f$.

Proof. The universal coefficient theorem and $H_{n}(M ; \mathbb{Z})=0$ show

$$
\operatorname{Ext}\left(H_{n-1}(M), \mathbb{Z} / 2\right) \cong H^{n}(M ; \mathbb{Z} / 2)
$$

We use again that $H_{n-1}(M ; \mathbb{Z}) \cong F \oplus \mathbb{Z} / 2$ with a finitely generated free abelian group $F$. This proves $H^{n}(M ; \mathbb{Z} / 2) \cong \mathbb{Z} / 2$. Naturality of the universal coefficient sequences is used to show that the canonical map $H^{n}(M ; \mathbb{Z}) \rightarrow H^{n}(M ; \mathbb{Z} / 2)$ is an isomorphism. The commutative diagram

is used to show the assertion about the degree.

## Problems

1. $\lambda$ is not always an isomorphism: $A=\mathbb{Z}, n=1$ and the pseudo-circle.

### 17.6 The Cup Product in Singular Cohomology

Let $R$ be a commutative ring. The cup product in singular cohomology with coefficients in $R$ arises from a cup product on the cochain level

$$
S^{k}(X ; R) \otimes S^{l}(X ; R) \rightarrow S^{k+l}(X ; R), \quad \varphi \otimes \psi \mapsto \varphi \cup \psi
$$

It is defined by

$$
\begin{equation*}
(\varphi \cup \psi)(\sigma)=(-1)^{|\varphi||\psi|} \varphi\left(\sigma \mid\left[e_{0}, \ldots, e_{k}\right]\right) \psi\left(\sigma \mid\left[e_{k}, \ldots, e_{k+l}\right]\right) \tag{1}
\end{equation*}
$$

Here $\sigma: \Delta^{k+l}=\left[e_{0}, \ldots, e_{k+l}\right] \rightarrow X$ is a singular $(k+l)$-simplex. Let $\left[v_{0}, \ldots, v_{n}\right]$ be an affine $n$-simplex and $\tau:\left[v_{0}, \ldots, v_{n}\right] \rightarrow X$ a continuous map. We denote by $\tau \mid\left[v_{0}, \ldots, v_{n}\right]$ the singular simplex obtained from the composition of $\tau$ with the $\operatorname{map} \Delta^{n} \rightarrow\left[v_{0}, \ldots, v_{n}\right], e_{j} \mapsto v_{j}$. This explains the notation in (1).
(17.6.1) Proposition. The cup product is a chain map

$$
S^{\bullet}(X ; R) \otimes S^{\bullet}(X ; R) \rightarrow S^{\bullet}(X ; R)
$$

i.e., the following relation holds:

$$
\delta(\varphi \cup \psi)=\delta \varphi \cup \psi+(-1)^{|\varphi|} \varphi \cup \delta \psi
$$

Proof. From the definition we compute $(\delta \varphi \cup \psi)(\sigma)$ to be

$$
(-1)^{(|\varphi|+1)|\psi|} \sum_{i=0}^{k}(-1)^{i+|\varphi|+1} \varphi\left(\sigma \mid\left[e_{0}, \ldots, \widehat{e_{i}}, \ldots, e_{k+1}\right]\right) \psi\left(\sigma \mid\left[e_{k+1}, \ldots, e_{k+l+1}\right]\right)
$$

and $(-1)^{|\varphi|}(\varphi \cup \delta \psi)(\sigma)$ to be

$$
(-1)^{|\varphi|(|\psi|+1)} \sum_{i=k}^{k+l+1}(-1)^{i+|\psi|+1} \varphi\left(\sigma \mid\left[e_{0}, \ldots, e_{k}\right]\right) \psi\left(\sigma \mid\left[e_{k}, \ldots, \widehat{e_{i}}, \ldots, e_{k+l+1}\right]\right)
$$

If we add the two sums, the last term of the first sum and the first term of the second sum cancel, the remaining terms yield $(-1)^{|\varphi|+|\psi|+1}(\varphi \cup \psi)(\partial \sigma)$, and this equals $(\delta(\varphi \cup \psi))(\sigma)$.

We extend the cup product to the relative case. Suppose $\varphi \in S^{k}(X, A ; R)$ and $\varphi \in S^{l}(X, B ; R)$ are given. This means: $\varphi$ vanishes on singular simplices $\Delta^{k} \rightarrow A$ and $\psi$ vanishes on simplices $\Delta^{l} \rightarrow B$. The relation (17.6.1) then shows that $\varphi \cup \psi$ vanishes on the submodule $S_{k+l}(A+B ; R) \subset S_{k+l}(X ; R)$ generated by simplices in $A$ and $B$. The pair $(A, B)$ is excisive for singular homology if $S_{\bullet}(A+B)=S_{\bullet}(A)+S_{\bullet}(B) \subset S_{\bullet}(A \cup B)$ is a chain equivalence. The dual maps $S^{\bullet}(A \cup B ; R) \rightarrow S^{\bullet}(A+B ; R)$ and $S^{\bullet}(X, A \cup B ; R) \rightarrow S^{\bullet}(X ; A+B ; R)$ are then chain equivalences. The last module consists of the cochains which vanish on $S_{\bullet}(A+B)$; let $H^{*}(X ; A+B ; R)$ denote the corresponding cohomology group. Thus we obtain a cup product (again a chain map)

$$
S^{\bullet}(X, A ; R) \otimes S^{\bullet}(X, B ; R) \rightarrow S^{\bullet}(X ; A+B ; R)
$$

We pass to cohomology, obtain $H^{*}(X, A ; R) \otimes H^{*}(X, B ; R) \rightarrow H^{*}(X ; A+B ; R)$ and in the case of an excisive pair a cup product

$$
H^{*}(X, A ; R) \otimes H^{*}(X, B ; R) \rightarrow H^{*}(X, A \cup B ; R)
$$

We now prove that the cup product satisfies the axioms of Section 2. From the definition (1) we see that naturality and associativity hold on the cochain level. The unit element $1_{X} \in H^{0}(X ; R)$ is represented by the cochain which assumes the value 1 on each 0 -simplex. Hence it acts as unit element on the cochain level. In the relative case the associativity holds for the representing cocycles in the group $H^{*}(X ; A+B+C ; R)$. In order that the products are defined one needs that the pairs $(A, B),(B, C),(A \cup B, C)$ and $(A, B \cup C)$ are excisive.

Commutativity does not hold on the cochain level. We use: The homomorphisms

$$
\rho: S_{n}(X) \mapsto S_{n}(X), \quad \sigma \mapsto \varepsilon_{n} \bar{\sigma}_{n}
$$

with $\varepsilon_{n}=(-1)^{(n+1) n / 2}$ and $\bar{\sigma}=\sigma \mid\left[e_{n}, e_{n-1}, \ldots, e_{0}\right]$ form a natural chain map which is naturally chain homotopic to the identity (see (9.3.5) and Problem 1 in that section). The cochain map $\rho^{\#}$ induced by $\rho$ satisfies

$$
\rho^{\#} \varphi \cup \rho^{\#} \psi=(-1)^{|\varphi||\psi|} \rho^{\#}(\varphi \cup \psi)
$$

Since $\rho^{\#}$ induces the identity on cohomology, the commutativity relation follows.
The stability relation (2) is a consequence of the commutativity of the next diagram (which exists without excisiveness). Coefficients are in $R$.

where $\delta^{\prime}$ is the composition of $H^{i+j}(A, A \cap B) \cong H^{i+j}(A+B ; B)$, which is induced by the algebraic isomorphism

$$
S_{\bullet}(A) / S_{\bullet}(A \cap B) \cong S_{\bullet}(A+B) / S_{\bullet}(B)
$$

and $\delta: H^{i+j}(A+B ; B) \rightarrow H^{i+j+1}(X ; A+B)$. In order to verify the commutativity, one has to recall the construction of $\delta$, see (17.4.1). Suppose $[\varphi] \in H^{i}(A)$ and $[\psi] \in H^{j}(X, A)$ are given. Let $\tilde{\varphi} \in S^{i}(X)$ be an extension of $\varphi$; then $\delta \tilde{\varphi}$ vanishes on $S_{i}(A)$, and the cochain $\delta \tilde{\varphi} \in S^{i+1}(X, A)$ represents $\delta[\varphi]$. The image of $[\varphi] \otimes[\psi]$ along the down-right path is represented by $\delta \tilde{\varphi} \cup \psi$, and one verifies that the image along the right-down path is represented by $\delta(\tilde{\varphi} \cup \psi)$. Since $\psi$ is a cocycle, the representing elements coincide. A similar verification can be carried out for stability (3).

One can deal with products from the view-point of Eilenberg-Zilber transformations. We have the tautological chain map

$$
S^{\bullet}(X ; R) \otimes S^{\bullet}(Y ; R) \rightarrow \operatorname{Hom}\left(S_{\bullet} \otimes S_{\bullet}, R \otimes R\right)
$$

We compose it with the ring multiplication $R \otimes R \rightarrow R$ and an Eilenberg-Zilber transformation $S_{\bullet}(X \times Y) \rightarrow S_{\bullet}(X) \otimes S_{\bullet}(Y)$ and obtain a chain map

$$
S^{\bullet}(X ; R) \otimes S^{\bullet}(Y ; R) \rightarrow S^{\bullet}(X \times Y ; R), \quad f \otimes g \mapsto f \times g
$$

a $\times$-product on the cochain level. If the pair $(A \times Y, X \times B)$ is excisive, we obtain a $\times$-product

$$
S^{\bullet}(X, A ; R) \otimes S^{\bullet}(Y, B ; R) \rightarrow S^{\bullet}((X, A) \times(Y, B) ; R)
$$

Our previous explicit definition of the cup product arises in this manner from the Alexander-Whitney equivalence and the related approximation of the diagonal. We can now apply the algebraic Künneth theorem for cohomology to the singular cochain complexes and obtain:
(17.6.2) Theorem. Let $R$ be a principal ideal domain and $H_{*}(Y, B ; R)$ of finite type. Assume that the pair $(A \times Y, X \times B)$ is excisive. Then there exists a natural short exact sequence

$$
\begin{aligned}
0 & \rightarrow \bigoplus_{i+j=n} H^{i}(X, A ; R) \otimes H^{j}(Y, B ; R) \rightarrow H^{n}((X, A) \times(Y, B) ; R) \\
& \rightarrow \bigoplus_{i+j=n+1} H^{i}(X, A ; R) * H^{j}(Y, B ; R)
\end{aligned}
$$

and this sequence splits.

## Problems

1. We have defined the cup product for simplicity by explicit formulas. One can use instead Eilenberg-Zilber morphisms. Let us consider the absolute case. Consider the composition

$$
\begin{aligned}
& S^{q}(X ; R) \otimes S^{q}(Y ; R)=\operatorname{Hom}\left(S_{p} X, R\right) \otimes \operatorname{Hom}\left(S_{q}(Y), R\right) \\
& \quad \rightarrow \operatorname{Hom}\left(S_{p}(X) \otimes S_{q}(Y), R\right) \rightarrow \operatorname{Hom}\left(S_{p+q}(X \times Y), R\right)
\end{aligned}
$$

where the first morphism is the tautological map and the second induced by an EilenbergZilber morphism $S_{\bullet}(X \times Y) \rightarrow S_{\bullet}(X) \otimes S_{\bullet}(Y)$. Then this composition induces the $\times$-product in cohomology. The cup product in the case $X=Y$ is obtained by composition with $S_{\bullet}(X) \rightarrow S_{\bullet}(X \times X)$ induced by the diagonal. Instead we can go directly from $\operatorname{Hom}\left(S_{p}(X) \otimes S_{q}(X), R\right)$ to $\operatorname{Hom}\left(S_{p+q}(X), R\right)$ by an approximation of the diagonal. Our previous definition used the Alexander-Whitney diagonal.

### 17.7 Fibration over Spheres

Let $p: X \rightarrow S^{n}$ be a fibration $(n \geq 2)$. We write as usual $S^{n}=D_{+}^{n} \cup D_{-}^{n}$ and $S^{n-1}=D_{+}^{n} \cap D_{-}^{n}$. Let $b_{0} \in S^{n-1}$ be a base point. We set $X_{ \pm}=p^{-1}\left(D_{ \pm}^{n}\right)$, $X_{0}=p^{-1}\left(S^{n-1}\right)$, and $F=p^{-1}\left(b_{0}\right)$. From the homotopy theorem of fibrations we obtain the following result.
(17.7.1) Proposition. There exist h-equivalences $\varphi_{ \pm}: D^{n} \pm \times X \rightarrow X_{ \pm}$over $D_{ \pm}^{n}$ such that $\varphi_{ \pm}\left(b_{0}, y\right)=y$ for $y \in F$. The h-inverses $\psi_{ \pm}$also satisfy $\psi_{ \pm}(y)=$ $\left(b_{0}, y\right)$ and the fibrewise homotopies of $\psi_{ \pm} \varphi_{ \pm}$and $\varphi_{ \pm} \psi_{ \pm}$to the identity are constant on $F$. Since $X_{0} \subset X_{ \pm} \subset X$ are closed cofibrations, we have a Mayer-Vietoris sequence for $\left(X_{+}, X_{-}\right)$.

We use the data of (17.7.1) in order to rewrite the MV-sequence. We work with a multiplicative cohomology theory. The embedding $j: F \rightarrow D_{ \pm}^{n} \times F, y \mapsto\left(b_{0}, y\right)$ is an h-equivalence. Therefore we have isomorphisms

$$
i_{ \pm}^{*}: h^{k}\left(X_{ \pm}\right) \xrightarrow[ \pm]{\varphi_{ \pm}^{*}} h^{k}\left(D_{ \pm}^{n} \times F\right) \xrightarrow{j^{*}} h^{k}(F)
$$

The restriction of $\varphi_{+}$gives us another isomorphism

$$
\varphi_{+}^{*}: h^{k}\left(X_{0}\right) \stackrel{\cong}{\rightrightarrows} h^{k}\left(S^{n-1} \times F\right)
$$

We insert these isomorphisms into the MV-sequence of $\left(X_{+}, X_{-}\right)$


The two components of (1) equal $i^{*}$ where $i: F \subset X$. The first component of (2) is induced by the projection pr: $S^{n-1} \times F \rightarrow F$. We write $\psi_{-} \circ \varphi_{+}$in the form $(s, y) \mapsto(s, \alpha(s, y))$. Then the second component of (2) is $-\alpha^{*}$. Both maps yield the identity when composed with $j: F \rightarrow S^{n-1} \times F, y \mapsto\left(b_{0}, y\right)$. The product structure provides us with an isomorphism

$$
h^{k}(F) \oplus h^{k-n+1}(F) \rightarrow h^{k}\left(S^{n-1} \times F\right), \quad(a, b) \mapsto 1 \times a+s \times b
$$

We also use this isomorphism to change the MV-sequence. We set

$$
\alpha^{*}(x)=1 \times x-s \times \Theta(x), \quad \Theta(x) \in h^{k-n+1}(F)
$$

The relation $j^{*}(1 \times a-s \times b)=a$ shows that $\alpha^{*}(x)$ has the displayed form.
(17.7.2) Theorem (Wang Sequence). There exists an exact sequence

$$
\cdots \rightarrow h^{k}(X) \xrightarrow{i^{*}} h^{k}(F) \xrightarrow{\Theta} h^{k-n+1}(F) \rightarrow h^{k-n+1}(X) \rightarrow \cdots .
$$

The map $\Theta$ is a derivation, i.e., $\Theta(x \cup y)=\Theta(x) \cup y+(-1)^{|x|(n-1)} x \cup \Theta y$. Proof. We start with the modified MV-sequence

$$
\cdots \rightarrow h^{k}(X) \xrightarrow{(1)} h^{k}(F) \oplus h^{k}(F) \xrightarrow{(2)} h^{k}(F) \oplus h^{k-n+1}(F) \rightarrow \cdots
$$

The morphism (1) is as before, and (2) has the form $(a, b) \mapsto(a-b, \Theta(b))$. Then we form the quotients with respect to the left $h^{k}(F)$ summands in order to obtain the stated exact sequence.

Since $\alpha^{*}$ is a homomorphism and $s^{2}=0$, we obtain

$$
\begin{aligned}
\alpha^{*}(x y) & =1 \times x y+s \times \Theta(x y) \\
\alpha^{*}(x) \alpha^{*}(y) & =(1 \times x+s \times \Theta(x))(1 \times y+s \times \Theta(y)) \\
& =1 \times x y+s \times \Theta(x) \cdot y+(-1)^{|x||s|} s \times x \cdot \Theta(y)
\end{aligned}
$$

This proves the derivation property of $\Theta$.
We can, of course, also consider the MV-sequence in homology. It assumes after an analogous rewriting the form

$$
\cdots \rightarrow H_{q}(F) \xrightarrow{i_{*}} H_{q}(X) \rightarrow H_{q-n}(F) \xrightarrow{\Theta_{*}} H_{q-1}(F) \rightarrow \cdots
$$

## Problems

1. As an example for the use of the Wang sequence compute the integral cohomology ring $H^{*}\left(\Omega S^{n+1}\right)$ of the loop space of $S^{n+1}$. Use the path fibration $\Omega S^{n+1} \xrightarrow{i} P \xrightarrow{p} S^{n+1}$ with contractible $P$.

If $n=0$, then $\Omega S^{1}$ is h-equivalent to the discrete space $\mathbb{Z}$. So let $n \geq 1$. Since $P$ is contractible, the Wang sequence yields $H_{q}\left(\Omega S^{n+1}\right) \cong H_{q-n}\left(\Omega S^{n+1}\right)$ and therefore $H_{k}\left(\Omega S^{n+1}\right) \cong \mathbb{Z}$ for $k \equiv 0 \bmod (n)$ and $\cong 0$ otherwise. Similarly for cohomology $H^{k}\left(\Omega S^{n+1}\right) \cong \mathbb{Z}$ for $k \equiv 0 \bmod (n)$ and zero otherwise. Using the isomorphism $\Theta$ we define inductively elements $z_{0}=1$ and $\Theta z_{k}=z_{k-1}$ for $k \geq 1$.

Let $n$ be even. Then $k!z_{k}=z_{1}^{k}$ for $k \geq 1$. For the proof use induction over $k$ and the derivation property of $\Theta$.

The relation above yields the multiplication rule

$$
z_{k} z_{l}=\binom{k+l}{k} z_{k+l}
$$

A multiplicative structure of this type is called a polynomial ring with divided powers. With coefficient ring $\mathbb{Q}$ one obtains a polynomial ring $H^{*}\left(\Omega S^{n+1} ; \mathbb{Q}\right) \cong \mathbb{Q}\left[z_{1}\right]$.

Let $n$ be odd. Then $z_{1} z_{2 k}=z_{2 k+1}, z_{1} z_{2 k+1}=0$, and $z_{2}^{k}=k!z_{2 k}$.
Again use induction and the derivation property. Since $z_{1}^{2}=-z_{1}^{2}$, one has $z_{1}^{2}=0$. Then $\Theta\left(z_{1} z_{2 k}\right)=\Theta\left(z_{1}\right) z_{2 k}-z_{1} \Theta\left(z_{2 k}\right)=z_{2 k}-z_{1} z_{2 k-1}=z_{2 k}=\Theta\left(z_{2 k+1}\right)$, hence $z_{1} z_{2 k}=z_{2 k+1}$, since $\Theta$ is an isomorphism. Next compute $z_{1} z_{2 k+1}=z_{1}\left(z_{1} z_{2 k}\right)=$ $z_{1}^{2} z_{2 k}=0$. For the last formula use that $\Theta \circ \Theta$ is a derivation of even degree which maps $z_{2 k}$ to $z_{2 k-2}$. The induction runs then as for even $n$. The elements $z_{2 k}$ generate a polynomial algebra with divided powers and $z_{1}$ generates an exterior algebra.

### 17.8 The Theorem of Leray and Hirsch

The theorem of Leray and Hirsch determines the additive structure of the cohomology of the total space of a fibration as the tensor product of the cohomology of the base and the fibre. We work with singular cohomology with coefficients in the ring $R$. A relative fibration

$$
\left(F, F^{\prime}\right) \rightarrow\left(E, E^{\prime}\right) \rightarrow B
$$

consists of a fibration $p: E \rightarrow B$ such that the restriction $p^{\prime}: E^{\prime} \rightarrow B$ to the subspace $E^{\prime}$ of $E$ is also a fibration. The fibres of $p$ and $p^{\prime}$ over a base point $* \in B$ are $F$ and $F^{\prime}$. The case $E^{\prime}=\emptyset$ and hence $F^{\prime}=\emptyset$ is allowed. We assume that $B$ is path connected.
(17.8.1) Theorem (Leray-Hirsch). Let $\left(F, F^{\prime}\right) \xrightarrow{i}\left(E, E^{\prime}\right) \xrightarrow{p} B$ be a relative fibration. Assume that $H^{n}\left(F, F^{\prime}\right)$ is for each $n$ a finitely generated free $R$-module.

Let $c_{j} \in H^{*}\left(E, E^{\prime}\right)$ be a family of elements such that the restrictions $i^{*}\left(c_{j}\right)$ form an $R$-basis of $H^{*}\left(F, F^{\prime}\right)$. Then

$$
L: H^{*}(B) \otimes H^{*}\left(F, F^{\prime}\right) \rightarrow H^{*}\left(E, E^{\prime}\right), \quad b \otimes i^{*}\left(c_{j}\right) \mapsto p^{*}(b) \cup c_{j}
$$

is an isomorphism of $R$-modules. Thus $H^{*}(E)$ is a free graded $H^{*}(B)$-module with basis $\left\{c_{j}\right\}$.

We explain the statement of the theorem. The source of $L$ is a direct sum of modules $H^{k}(B) \otimes H^{l}\left(F, F^{\prime}\right)$. The elements $i^{*} c_{\mu}$ which are contained in $H^{l}\left(F, F^{\prime}\right)$ are a finite $R$-basis of the $R$-module $H^{l}\left(F, F^{\prime}\right)$. A basic property of the tensor product says that each element has a unique expression of the form

$$
\sum_{\mu} b_{\mu} \otimes i^{*}\left(c_{\mu}\right), \quad b_{\mu} \in H^{k}(B)
$$

By the conventions about tensor products of graded modules, $L$ is a map of degree zero between graded modules.

Proof. Let $A \subset B$ be a subspace. We have the restricted fibrations $\left(F, F^{\prime}\right) \rightarrow$ $\left(E\left|A, E^{\prime}\right| A\right) \rightarrow A$ with $E \mid A=p^{-1}(A)$ and $E^{\prime}\left|A=E^{\prime} \cap E\right| A$. The elements $c_{j}$ yield by restriction elements $c_{j} \mid A \in H^{*}\left(E\left|A, E^{\prime}\right| A\right)$ which again restrict to a basis of $H^{*}\left(F, F^{\prime}\right)$.

We first prove the theorem for CW-complexes $B$ by induction over the skeleta $B^{n}$. If $B^{0}=\{*\}$, then $L$ has the form $H^{0}\left(B^{0}\right) \otimes H^{k}\left(F, F^{\prime}\right) \rightarrow H^{k}\left(F, F^{\prime}\right)$ and it is an isomorphism by the unit element property of the cup product.

Suppose the theorem holds for the $(n-1)$-skeleton $B^{n-1}$. We write $B^{n}=U \cup V$, where $U$ is obtained from $B^{n}$ by deleting a point in each open $n$-cell and $V$ is the union of the open $n$-cells. We use the MV-sequence of $U, V$ and $E|U, E| V$ and obtain a commutative diagram


The left column is the tensor product of the MV-sequence for $U, V$ with the graded module $M^{*}=H^{*}\left(F, F^{\prime}\right)$. It is exact, since the tensor product with a free module preserves exactness. We show that $L_{U}, L_{V}$ and $L_{U \cap V}$ are isomorphisms. The Five Lemma then shows that $L_{U \cup V}$ is an isomorphism. This finishes the induction step.

Case $U$. We have the commutative diagram


Since $B^{n-1} \subset U, E\left|B^{n-1} \subset E\right| U$, and $E^{\prime}\left|B^{n-1} \subset E^{\prime}\right| U$ are deformation retracts, the vertical maps are isomorphisms. We use the induction hypothesis and see that $L_{U}$ is an isomorphism.

Case $V$. The set $V$ is the disjoint union of the open $n$-cells $V=\coprod_{j} e_{j}^{n}$. We obtain a commutative diagram

(1) and (2) are isomorphisms by the additivity of cohomology. The map (3) is the direct sum of homomorphisms of the type $\left(\prod M_{j}\right) \otimes N \rightarrow \Pi\left(M_{j} \otimes N\right)$ with a finitely generated free module $N$ and other modules $M_{j}$. In a situation like this the tensor product commutes with the product. Hence (3) is an isomorphism. The homomorphisms $L\left(e_{j}^{n}\right)$ are isomorphisms, since $e_{j}^{n}$ is pointed contractible.

Case $U \cap V$. We combine the arguments of the two previous cases. By additivity and finite generation we reduce to the case of $U \cap e_{j}^{n}$, a cell with a point deleted. This space has the $(n-1)$-sphere as a deformation retract. By induction, the theorem holds for an $(n-1)$-sphere.

From the finite skeleta we now pass to arbitrary CW-complexes via the lim$\lim ^{1}$-sequence (17.1.6). For general base spaces $B$ we pull back the fibration along a CW-approximation.
(17.8.2) Example. Consider the product fibration $p=\mathrm{pr}_{B}: B \times\left(F, F^{\prime}\right) \rightarrow B$. Let $H^{*}\left(F, F^{\prime}\right)$ be a free $R$-module with homogeneous basis $\left(d_{j} \mid j \in J\right)$, finite in each dimension. Let $c_{j}=\operatorname{pr}_{F}^{*} d_{j}$. Then $i^{*} c_{j}=d_{j}$. Therefore (17.8.1) says in this case that

$$
H^{*}(B) \otimes H^{*}\left(F, F^{\prime}\right) \rightarrow H^{*}\left(B \times\left(F, F^{\prime}\right)\right), \quad x \otimes y \mapsto x \times y
$$

is an isomorphism (of graded algebras). This is a special case of the Künneth formula.
(17.8.3) Remark. The methods of proof for (17.8.1) (induction, Mayer-Vietoris sequences) gives also the following result. Suppose $H^{k}\left(F, F^{\prime}\right)=0$ for $k<n$. Then $H^{k}\left(E, E^{\prime}\right)=0$ for $k<n$.

Let now $h^{*}$ be an arbitrary additive and multiplicative cohomology theory and $\left(F, F^{\prime}\right) \rightarrow\left(E, E^{\prime}\right) \rightarrow B$ a relative fibration over a CW-complex. We prove a Leray- Hirsch theorem in this more general situation. We assume now that there is given a finite number of elements $t_{j} \in h^{n(j)}\left(E, E^{\prime}\right)$ such that the restrictions $t_{j} \mid b \in h^{n(j)}\left(E_{b}, E_{b}^{\prime}\right)$ to each fibre over $b$ are a basis of the graded $h^{*}$-module $h^{*}\left(E_{b}, E_{b}^{\prime}\right)$. Under these assumptions:
(17.8.4) Theorem (Leray-Hirsch). $h^{*}\left(E, E^{\prime}\right)$ is a free left $h^{*}(B)$-module with basis $\left(t_{j}\right)$.

Proof. Let us denote by $h^{*}(C)\langle t\rangle$ the free graded $h^{*}(C)$-module with (formal) basis $t_{j}$ in degree $n(j)$. We have the $h^{*}(C)$-linear map of degree zero

$$
\varphi(C): h^{*}(C)\langle t\rangle \rightarrow h^{*}\left(E\left|C, E^{\prime}\right| C\right)
$$

which sends $t_{j}$ to $t_{j} \mid C$. These maps are natural in the variable $C \subset B$. We view $h^{*}(-)\langle t\rangle$ as a cohomology theory, a direct sum of the theories $h^{*}(-)$ with shifted degrees. Thus we have Mayer-Vietoris sequences for this theory. If $U$ and $V$ are open in $B$, we have a commutative diagram of MV-sequences.


We use this diagram as in the proof of (17.8.1). We need for the inductive proof that $\varphi(e)$ is an isomorphism for an open cell $e$. This follows from two facts:
(1) $\varphi(P)$ is an isomorphism for a point $P=\{b\} \subset B$, by our assumption about the $t_{j}$.
(2) $\left(E_{P}, E_{P}^{\prime}\right) \rightarrow\left(E\left|e, E^{\prime}\right| e\right)$ induces an isomorphism in cohomology, since $E_{P} \subset E \mid e$ is a homotopy equivalence by the homotopy theorem for fibrations.

The finiteness of the set $\left\{t_{j}\right\}$ is used for the compatibility of products and finite sums. The passage from the skeleta of $B$ to $B$ uses again (17.1.6).

There is a similar application of (17.8.4) as we explained in (17.8.2).

### 17.9 The Thom Isomorphism

We again work with a cohomology theory which is additive and multiplicative. Under the obvious finiteness conditions (e.g., finite CW-complexes) additivity is not needed.

Let $\left(p, p^{\prime}\right):\left(E, E^{\prime}\right) \rightarrow B$ be a relative fibration over a CW-complex. A Thom class for $p$ is an element $t=t(p) \in h^{n}\left(E, E^{\prime}\right)$ such that the restriction to each fibre $t_{b} \in h^{n}\left(F_{b}, F_{b}^{\prime}\right)$ is a basis of the $h^{*}$-module $h^{*}\left(F_{b}, F_{b}^{\prime}\right)$. We apply the theorem of Leray-Hirsch (17.8.4) and obtain:
(17.9.1) Theorem (Thom Isomorphism). The Thom homomorphism

$$
\Phi: h^{k}(B) \rightarrow h^{k+n}\left(E, E^{\prime}\right), \quad b \mapsto p^{*}(b) \cup t
$$

is an isomorphism.
Let us further assume that $p$ induces an isomorphism $p^{*}: H^{*}(B) \rightarrow H^{*}(E)$. We use the Thom isomorphism and the isomorphism $p^{*}$ in order to rewrite the exact sequence of the pair $\left(E, E^{\prime}\right)$; we set $\Delta=\Phi^{-1} \delta$.


Let $e=e(p) \in H^{n}(B)$ be the image of $t$ under $h^{n}\left(E, E^{\prime}\right) \xrightarrow{j} h^{n}(E) \stackrel{p^{*}}{\leftarrow} h^{n}(B)$. We call $e$ the Euler class of $p$ with respect to $t$. From the definitions we verify that $J$ is the cup product with $e$, i.e., $J(x)=x \cup e$.
(17.9.2) Theorem (Gysin Sequence). Let $\left(E, E^{\prime}\right) \rightarrow B$ be a relative fibration as above such that $p^{*}: h^{*}(B) \cong h^{*}(E)$ with Thom class $t$ and associated Euler class $e \in h^{n}(B)$. Then we have an exact Gysin sequence

$$
\cdots \rightarrow h^{k-1}\left(E^{\prime}\right) \rightarrow h^{k-n}(B) \xrightarrow{(1)} h^{k}(B) \xrightarrow{(2)} h^{k}\left(E^{\prime}\right) \rightarrow h^{k-n+1}(B) \rightarrow \cdots
$$

(1) is the cup product $x \mapsto x \cup e$ and (2) is induced by $p^{\prime}$.

We discuss the existence of Thom classes for singular cohomology $H^{*}(-; R)$. In this case it is not necessary to assume that $B$ is a CW-complex (see (17.8.1)). We have for each path $w: I \rightarrow B$ from $b$ to $c$ a fibre transport $w^{\#}$ defined as follows: Let $q:\left(X, X^{\prime}\right) \rightarrow I$ be the pullback of $p:\left(E, E^{\prime}\right) \rightarrow B$ along $w$. Then we have isomorphisms induced by the inclusions

$$
w^{\#}: H^{n}\left(F_{c}, F_{c}^{\prime}\right) \stackrel{\cong}{\rightleftarrows} H^{n}\left(X, X^{\prime}\right) \stackrel{\cong}{\leftrightarrows} H^{n}\left(F_{b}, F_{b}^{\prime}\right)
$$

The homomorphism $w^{\#}$ only depends on the class of $w$ in the fundamental groupoid. In this manner we obtain a transport functor "fibre cohomology".
(17.9.3) Proposition. We assume that $H^{*}\left(F_{b}, F_{b}^{\prime} ; R\right)$ is a free $R$-module with a basis element in $H^{n}\left(F_{b}, F_{b}^{\prime} ; R\right)$. A Thom class exists if and only if the transport functor is trivial.

Proof. Let $t$ be a Thom class and $w: I \rightarrow B$ a path from $b$ to $c$. Then $w^{\#} \circ i_{c}^{*}=i_{b}^{*}$, where $i_{b}$ denotes the inclusion of the fibre over $b$. Thus $w^{\#}$ sends the restricted Thom class to the restricted Thom class and is therefore independent of the path. (In general, the transport is trivial on the image of the $i_{c}^{*}$.)

Let now the transport functor be trivial. Then we fix a basis element in a particular fibre $H^{n}\left(E_{b}, E_{b}^{\prime}\right)$ and transport it to any other fibre uniquely ( $B$ path connected). A Thom class $t_{C} \in H^{n}\left(E\left|C, E^{\prime}\right| C\right)$ for $C \subset B$ is called distinguished, if the restriction to each fibre is the specified basis element. This requirement determines $t_{C}$. By a MV-argument and (17.8.3) we prove by induction that $H^{k}\left(E\left|B^{n}, E^{\prime}\right| B^{n}\right)=0$ for $k<n$ and that a distinguished Thom class exists. Then we pass to the limit and to general base spaces as in the proof of (17.8.1).

The preceding considerations can be applied to vector bundles. Let $\xi: E \rightarrow B$ be a real $n$-dimensional vector bundle and $E^{0}$ the complement of the zero section. Then for each fibre $H^{n}\left(E_{b}, E_{b}^{0}\right) \cong R$ and $\xi$ is a homotopy equivalence. A Thom class $t(\xi) \in H^{n}\left(E, E^{0} ; R\right)$ is called an $R$-orientation of $\xi$. If it exists, we have a Thom isomorphism and a Gysin sequence. We discuss the existence of Thom classes and its relation to the geometric orientations.
(17.9.4) Theorem. There exists a Thom class of $\xi$ with respect to singular cohomology $H^{*}(-; \mathbb{Z})$ if and only if the bundle is orientable. The Thom classes with respect to $H^{*}(-; \mathbb{Z})$ correspond bijectively to orientations.

Proof. Let us consider bundles over CW-complexes. Let $t$ be a Thom class. Consider a bundle chart $\varphi: U \times \mathbb{R}^{n} \rightarrow \xi^{-1}(U)$ over a path connected open $U$. The image of $t \mid U$ in $H^{n}\left(U \times\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)\right) \cong H^{0}(U)$ under $\varphi^{*}$ and a canonical suspension isomorphism is an element $\varepsilon(U)$ which restricts to $\varepsilon(u)= \pm 1$ for each point $u \in U$, and $u \mapsto \varepsilon(u)$ is constant, since $U$ is path connected. We can therefore change the bundle chart by an automorphism of $\mathbb{R}^{n}$ such that $\varepsilon(u)=1$ for each $u$. Bundle charts with this property yield an orienting bundle atlas.

Conversely, suppose $\xi$ has an orienting atlas. Let $\varphi: U \times \mathbb{R}^{n} \rightarrow \xi^{-1}(U)$ be a positive chart. From a canonical Thom class for $U \times \mathbb{R}^{n}$ we obtain via $\varphi$ a local Thom class $t_{U}$ for $\xi^{-1}(U)$. Two such local Thom classes restrict to the same Thom class over the intersection of the basic domains, since the atlas is orienting. We can now paste these local classes by the Mayer-Vietoris technique in order to obtain a global Thom class.

As a canonical generator of $H^{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; \mathbb{Z}\right)$ we take the element $e^{(n)}$ satisfying the Kronecker pairing relation $\left\langle e^{(n)}, e_{n}\right\rangle=1$ where $e_{n} \in H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0 ; \mathbb{Z}\right)$ is the $n$-fold product $e_{1} \times \cdots \times e_{1}$ of the canonical generator $e_{1} \in H_{1}\left(\mathbb{R}^{1}, \mathbb{R}^{1} \backslash 0 ; \mathbb{Z}\right)$. If a bundle $\xi$ is oriented and $\varphi_{b}: \mathbb{R}^{n} \rightarrow \xi_{b}$ a positive isomorphism, then we require $\varphi_{b}^{*} t(\xi)=e^{(n)}$ for its associated Thom class $t(\xi)$.

Let $t(\eta) \in h^{n}\left(E, E^{0}\right)$ be a Thom class of $\eta: E \rightarrow B$ and $e(\eta) \in h^{n}(B)$ the associated Euler class, defined as the restriction of $t(\eta)$ to the zero section

$$
t(\eta) \in h^{n}\left(E, E^{0}\right) \rightarrow h^{n}(E) \xrightarrow{s^{*}} h^{n}(B) \ni e(\eta)
$$

Here is a geometric property of the Euler class:
(17.9.5) Proposition. Suppose $\eta$ has a section which is nowhere zero. Then the Euler class is zero.

Proof. Let $s^{\prime}: B \rightarrow E^{0}$ be a map such that $\eta \circ s^{\prime}=\mathrm{id}$. The section $s^{\prime}$ is homotopic to the zero section by a linear homotopy in each fibre. Therefore $e(\eta)$ is the image of $t(\eta)$ under a map

$$
h^{n}\left(E, E^{0}\right) \rightarrow h^{n}(E) \rightarrow h^{n}\left(E^{0}\right) \xrightarrow{s^{\prime}} h^{n}(B)
$$

and therefore zero.
The Thom classes and the Euler classes have certain naturality properties. Let $f^{*}: \xi \rightarrow \eta$ be a bundle map. If $t(\eta)$ is a Thom class, then $f^{*} t(\eta)$ is a Thom class for $\xi$ and $f^{*} e(\eta)$ is the corresponding Euler class. If $\xi: X \rightarrow B$ and $\eta: Y \rightarrow C$ are bundles with Thom classes, then the $\times$-product $t(\xi) \times t(\eta)$ is a Thom class for $\xi \times \eta$ and $e(\xi) \times e(\eta)$ is the corresponding Euler class.

In general, Thom classes are not unique. Let us consider the case of a trivial bundle $\xi=\mathrm{pr}_{2}: \mathbb{R}^{n} \times B \rightarrow B$. It has a canonical Thom class $\mathrm{pr}_{2}^{*} e^{n}$. If $t(\xi)$ is an arbitrary Thom class, then it corresponds under the suspension isomorphism $h^{0}(B) \rightarrow h^{n}\left(\mathbb{R}^{n} \times B, \mathbb{R}_{0}^{n} \times B\right)$ to an element $v(\xi)$ with the property that its restriction to each point $b \in B$ is the element $\pm 1 \in h^{0}(b)$. Under reasonable conditions, an element with this property (call it a point-wise unit) is a (global) unit in the ring $h^{0}(B)$. We call a Thom class for a numerable bundle strict if the restrictions to the sets of a numberable covering correspond under bundle charts and suspension isomorphism to a unit in $h^{0}$.
(17.9.6) Proposition. Let $\mathcal{U}$ be a numerable covering of $X$. Let $\varepsilon \in h^{0}(X)$ be an element such that its restriction to each $U \in \mathcal{U}$ is a unit. Then $\varepsilon$ is a unit.

Proof. Let $X=U \cup V$ and assume that $(U, V)$ is excisive. Let $\varepsilon \mid U=\varepsilon_{U}$ and $\varepsilon \mid V=\varepsilon_{V}$ be a unit. Let $\eta_{U}, \eta_{V}$ be inverse to $\varepsilon_{U}, \varepsilon_{V}$. Then $\eta_{U}$ and $\eta_{V}$ have the same restriction to $U \cap V$. By the exactness of the MV-sequence there exists
$\eta \in h^{0}(X)$ with $\eta\left|U=\eta_{U}, \eta\right| V=\eta_{V}$. Then $x=\varepsilon \eta-1$ has restriction 0 in $U$ and $V$. Let $x_{U} \in h^{0}(X, U)$ be a pre-image of $x$ and similarly $x_{V} \in h^{0}(X, V)$. Then $x_{U} x_{V}=0$ and hence $x^{2}=0$. The relation $1=\varepsilon \eta(2-\varepsilon \eta)$ shows that $\varepsilon$ is a unit. Restrictions of units are units. By additivity, if $X$ is the disjoint union of $U$ and $\varepsilon \mid U$ is a unit for each $U \in \mathcal{U}$, then $\varepsilon$ is a unit. We finish the proof as in the proof of (17.9.7).

The Thom isomorphism is a generalized (twisted) suspension isomorphism. It is given by the product with a Thom class. Let $\xi: E \rightarrow B$ be an $n$-dimensional real vector bundle and $t(\xi) \in h^{n}\left(E, E^{0}\right)$ a Thom class with respect to a given multiplicative cohomology theory. The Thom homomorphism is the map

$$
\Phi(\xi): h^{k}(B, A) \rightarrow h^{k+n}\left(E(\xi), E^{0}(\xi) \cup E\left(\xi_{A}\right)\right), \quad x \mapsto x \cdot t(\xi)=\xi^{*}(x) \cup t(\xi)
$$

where $\xi^{*}: h^{k}(B, A) \rightarrow H^{k}\left(E(\xi), E^{0}(\xi)\right)$ is the homomorphism induced by $\xi$. The Thom homomorphism defines on $h^{*}\left(E, E^{0}\right)$ the structure of a left graded $h^{*}(B)$-module. The Thom homomorphism is natural with respect to bundle maps. Let

be a bundle map. Let $t(\eta)$ be a Thom class. We use $t(\xi)=F^{*} t(\eta)$ as the Thom class for $\xi$. Then the diagram

$$
\begin{aligned}
& h^{k}(C, D) \xrightarrow{\Phi(\xi)} h^{k+n}\left(E(\eta), E^{0}(\eta) \cup E\left(\eta_{D}\right)\right) \\
& \stackrel{\downarrow f^{*}}{ } \stackrel{\downarrow F^{*}}{ } \\
& h^{k}(B, A) \xrightarrow{\Phi(\eta)} h^{k+n}\left(E(\eta), E^{0}(\eta) \cup E\left(\eta_{A}\right)\right)
\end{aligned}
$$

is commutative. We assume that $f:(B, A) \rightarrow(C, D)$ is a map of pairs.
The Thom homomorphism is also compatible with the boundary operators. Let $t\left(\xi_{A}\right)$ be the restriction of $t(\xi)$. Then the diagram

is commutative.
The Thom homomorphisms are also compatible with the morphisms in the MVsequence. We now consider the Thom homomorphism under a different hypothesis.
(17.9.7) Theorem. The Thom homomorphism of a numerable bundle with strict Thom class is an isomorphism.

Proof. Let $\xi$ be a numerable bundle of finite type. By hypothesis, $B$ has a finite numerable covering $U_{1}, \ldots, U_{t}$ such that the bundle is trivial over each $U_{j}$ and the Thom class is strict over $U_{j}$. We prove the assertion by induction over $t$. For $t=1$ it holds by the definition of a strict Thom class. For the induction step consider $C=U_{1} \cup \cdots \cup U_{t-1}$ and $D=U_{t}$. By induction, the Thom homomorphism is an isomorphism for $C, D$, and $C \cap D$. Now we use that the Thom homomorphism is compatible with the MV-sequence associated to $C, D$. By the Five Lemma we see that $\Phi(\xi)$ is an isomorphism over $C \cup D$.

Suppose the bundle is numerable over a numerable covering $\mathcal{U}$. Assume that for each $U \in \mathcal{U}$ the Thom class $t\left(\xi_{U}\right)$ is strict. In that case $\Phi\left(\xi_{U}\right)$ is an isomorphism. For each $V \subset U$ the Thom class $t\left(\xi_{V}\right)$ is also strict. There exists a numerable covering $\left(U_{n} \mid n \in \mathbb{N}\right)$ such that $\xi \mid U_{n}$ is numerable of finite type with strict Thom class. Let $\left(\sigma_{n} \mid n \in \mathbb{N}\right)$ be a numeration of $\left(u_{n}\right)$. Set $f: B \rightarrow[0, \infty[, f(x)=$ $\sum_{n} n \sigma_{n}(x)$. If $x \notin \bigcup_{j=1}^{n} \operatorname{supp}\left(\sigma_{j}\right)$, then $1=\sum_{j \geq 1} \sigma_{j}(x)=\sum_{j>n} \sigma_{j}(x)$ and therefore

$$
f(x)=\sum_{j>n} j \sigma_{j}(x) \geq(n+1) \sum_{j>n} \sigma_{j}(x)=n+1
$$

Hence $f^{-1}[0, n]$ is contained in $\bigcup_{j=1}^{n} \operatorname{supp}\left(\sigma_{j}\right)$. Hence $\left.f^{-1}\right] r, s$ [ is always contained in a finite number of $V_{j}$ and therefore the bundle over such a set is numerable of finite type. The sets $\left.C_{n}=f^{-1}\right] 2 n-1,2 n+1$ [ are open and disjoint. Over $C_{n}$ the bundle is of finite type. By additivity, we have for $C=\bigcup C_{n}$ the isomorphism $h^{k}\left(E\left|C, E^{0}\right| C\right) \cong \prod h^{k}\left(E\left|C_{n}, E^{0}\right| C_{n}\right)$. The Thom classes over $C_{n}$ yield a unique Thom class over $C$. Now we use the same argument for $\left.D_{n}=f^{-1}\right] 2 n, 2 n+2[$, $D=\bigcup D_{n}$ and $\left.C \cap D=\bigcup f^{-1}\right] n, n+1[$ and then apply the MV-argument to $C, D$.
(17.9.8) Example. Let $\gamma_{1}(n): H(1) \rightarrow \mathbb{C} P^{n}$ be the canonical line bundle introduced in (14.2.6). A complex vector bundle has a canonical orientation and an associated Thom class (17.9.4). Let $c \in H^{2}\left(\mathbb{C} P^{n}\right)$ be the Euler class of $\gamma_{1}(n)$. The associated sphere bundle is the Hopf fibration $S^{2 n+1} \rightarrow \mathbb{C} P^{n}$. Since $H^{k}\left(S^{2 n+1}\right)=0$ for $0<k<2 n+1$ the multiplications by the Euler class $c \in H^{2}\left(\mathbb{C} P^{n}\right)$ are isomorphisms

$$
\mathbb{Z} \cong H^{0}\left(\mathbb{C} P^{n}\right) \cong H^{2}\left(\mathbb{C} P^{n}\right) \cong \cdots \cong H^{2 n}\left(\mathbb{C} P^{n}\right)
$$

and similarly $H^{k}\left(\mathbb{C} P^{n}\right)=0$ for odd $k$. We obtain the structure of the cohomology ring

$$
H^{*}\left(\mathbb{C} P^{n}\right) \cong \mathbb{Z}[c] /\left(c^{n+1}\right)
$$

In the infinite case we obtain $H^{*}\left(\mathbb{C} P^{\infty} ; R\right) \cong R[c]$ where $R$ is an arbitrary commutative ring.

A similar argument for the real projective space yields for the cohomology ring $H^{*}\left(\mathbb{R} P^{n} ; \mathbb{Z} / 2\right) \cong \mathbb{Z} / 2[w] /\left(w^{n+1}\right)$ with $w \in H^{1}\left(\mathbb{R} P^{n} ; \mathbb{Z} / 2\right)$ and for the infinite projective space $H^{*}\left(\mathbb{R} P^{\infty} ; \mathbb{Z} / 2\right) \cong \mathbb{Z} / 2[w]$.
(17.9.9) Example. The structure of the cohomology ring of $\mathbb{R} P^{n}$ can be used to give another proof of the Borsuk-Ulam theorem: There does not exist an odd map $F: S^{n} \rightarrow S^{n-1}$.

For the proof let $n \geq 3$. (We can assume this after suspension.) Suppose there exists an odd map $F$. It induces a map $f: \mathbb{R} P^{n} \rightarrow \mathbb{R} P^{n-1}$ of the orbit spaces. Let $v: I \rightarrow S^{n}$ be a path from $x$ to $-x$. Composed with the orbit map $p_{n}: S^{n} \rightarrow \mathbb{R} P^{n}$ we obtain a loop $p_{n} v$ that generates $\pi_{1}\left(\mathbb{R} P^{n}\right) \cong \mathbb{Z} / 2$. The path $u=F v$ from $F(x)$ to $F(-x)=-F(x)$ yields a loop that generates $\pi_{1}\left(\mathbb{R} P^{n-1}\right)$. Hence $f_{*}: \pi_{1}\left(\mathbb{R} P^{n}\right) \rightarrow \pi_{1}\left(\mathbb{R} P^{n-1}\right)$ is an isomorphism. This fact implies (universal coefficients) that $f^{*}$ is an isomorphism in $H^{1}(-; \mathbb{Z} / 2)$. Since $w^{n}=0$ in $H^{*}\left(\mathbb{R} P^{n-1} ; \mathbb{Z} / 2\right)$ but $w^{n} \neq 0$ in $H^{*}\left(\mathbb{R} P^{n} ; \mathbb{Z} / 2\right)$, we have arrived at a contradiction.

## Problems

1. A point-wise unit is a unit under one of the following conditions: (1) For singular cohomology $H^{*}(-; R)$. (2) $B$ has a numerable null homotopic covering. (3) $B$ is a CW-complex.
2. Prove the Thom isomorphism for vector bundles over general spaces and for singular cohomology.
3. Let $\xi: E(\xi) \rightarrow B$ and $\eta: E(\eta) \rightarrow B$ be vector bundles with Thom classes $t(\xi)$ and $t(\eta)$. Define a relative Thom homomorphism as the composition of $x \mapsto x \times t(\xi)$,
$h^{k}\left(E(\eta), E^{0}(\eta) \cup E\left(\eta_{A}\right)\right) \rightarrow h^{k+n}\left(E(\eta) \times E(\xi),\left(E^{0}(\eta) \cup E\left(\eta_{A}\right)\right) \times E(\xi) \cup E(\eta) \times E^{0}(\xi)\right)$
with the map induced by

$$
\begin{aligned}
& \left(E(\eta \oplus \xi), E^{0}(\eta \oplus \xi) \cup E\left(\eta_{A} \oplus \xi_{A}\right)\right) \\
& \quad \rightarrow\left(E(\eta) \times E(\xi),\left(E^{0}(\eta) \cup E\left(\eta_{A}\right) \times E(\xi) \cup E(\eta) \times E^{0}(\xi)\right)\right.
\end{aligned}
$$

a kind of diagonal, on each fibre given by $(b, v, w) \mapsto((b, v),(b, w))$. This is the previously defined map in the case that $\operatorname{dim} \eta=0$. The product $t(\eta) \times t(\xi)$ is a Thom class and also its restriction $t(\eta \oplus \xi)$ to the diagonal. Using this Thom class one has the transitivity of the Thom homomorphism $\Phi(\eta) \Phi(\xi)=\Phi(\eta \oplus \xi)$.
4. Given $i: X \rightarrow Y, r: Y \rightarrow X$ such that $r i=$ id (a retract). Let $\xi: E \rightarrow X$ be a bundle over $X$ and $r^{*} \xi=\eta$ the induced bundle. Let $t(\xi)$ be a Thom class and $t(\eta)$ its pullback. If $\Phi(\eta)$ is an isomorphism, then $\Phi(\xi)$ is an isomorphism.
5. Let $C_{m} \subset S^{1}$ be the cyclic subgroup of $m$-th roots of unity. A model for the canonical map $p_{m}: B C_{m} \rightarrow B S^{1}$ is the sphere bundle of the $m$-fold tensor product $\eta^{m}=\eta \otimes \cdots \otimes \eta$ of the canonical (universal) complex line bundle over $B S^{1}$.
6. Let $R$ be a commutative ring. Then $H^{*}\left(B S^{1} ; R\right) \cong R[c]$ where $c$ is the Euler class of $\eta$.
7. We use coefficients in the ring $R$. The Gysin sequence of $p_{m}: B C_{m} \rightarrow B S^{1}$ splits into short exact sequences

$$
0 \rightarrow H^{2 k-1}\left(B C_{m}\right) \rightarrow H^{2 k-2}\left(B S^{1}\right) \xrightarrow{\cup m c} H^{2 k}\left(B S^{1}\right) \xrightarrow{p_{m}^{*}} H^{2 k}\left(B C_{m}\right) \rightarrow 0 .
$$

This implies $H^{2 k}\left(B C_{m}\right) \cong R / m R, H^{2 k-1}\left(B C_{m}\right) \cong{ }_{m} R$ for $k>0$, where ${ }_{m} R$ is the $m$-torsion $\langle x \in R \mid m x=0\rangle$ of $R$. In even dimensions we have the multiplicative isomorphism $H^{2 *}\left(B S^{1}\right) /(m c) \cong H^{2 *}\left(B C_{m}\right)$ induced by $p_{m}$.
8. The sphere bundle of the canonical bundle $E C_{m} \times_{C_{m}} \mathbb{C} \rightarrow B C_{m}$ has a contractible total space. Therefore the Gysin sequence of this bundle shows that the cup product $\cup t: H^{j}\left(B C_{m} ; R\right) \rightarrow H^{j+2}\left(B C_{m} ; R\right)$ is an isomorphism for $j>0$; here $t=p_{m}^{*} c$.
9. The cup product

$$
H^{1}\left(B C_{m} ; R\right) \times H^{1}\left(B C_{m} ; R\right) \rightarrow H^{2}\left(B C_{m} ; R\right)
$$

is the $R$-bilinear form

$$
m R \times{ }_{m} R \rightarrow R / m R, \quad(u, v) \mapsto m(m-1) / 2 \cdot u v
$$

Here one has to take the product of $u, v \in{ }_{m} R \subset R$ and reduce it modulo $m$. Thus if $m$ is odd, this product is zero; and if $m$ is even it is $(u, v) \mapsto m / 2 \cdot u v$.

## Chapter 18

## Duality

We have already given an introduction to duality theory from the view point of homotopy theory. In this chapter we present the more classical duality theory based on product structures in homology and cohomology. Since we did not introduce products for spectral homology and cohomology we will not directly relate the two approaches of duality in this book.

Duality theory has several aspects. There is, firstly, the classical Poincaré duality theorem. It states that for a closed orientable $n$-dimensional manifold the groups $H^{k}(M)$ and $H_{n-k}(M)$ are isomorphic. A consequence is that the cup product pairing $H^{*}(M) \otimes H^{n-*}(M) \rightarrow H^{n}(M)$ is a regular bilinear form (say with field coefficients). This quadratic structure of a manifold is a basic ingredient in the classification theory (surgery theory). The cup product pairing for a manifold has in the context of homology an interpretation as intersection. Therefore the bilinear cup product form is called the intersection form. In the case of a triangulated manifold there exists the so-called dual cell decomposition, and the simplicial chain complex is isomorphic to the cellular cochain complex of dual cells; this is a very strong form of a combinatorial duality theorem [167].

The second aspect relates the cohomology of a closed subset $K \subset \mathbb{R}^{n}$ with the homology of the complement $\mathbb{R}^{n} \backslash K$ (Alexander duality). This type of duality is in fact a phenomenon of stable homotopy theory as we have explained earlier.

Both types of duality are related. In this chapter we prove in the axiomatic context of generalized cohomology theories a theorem which compares the cohomology of pairs $(K, L)$ of compact subsets of an oriented manifold $M$ with the homology of the dual pair $(M \backslash L, M \backslash K)$. The duality isomorphism is constructed with the cap product by the fundamental class. We construct the cap product for singular theory.

### 18.1 The Cap Product

The cap product relates singular homology and cohomology with coefficients in the ring $R$. Let $M$ and $N$ be left $R$-modules. The cap product consists of a family of $R$-linear maps
$H^{k}(X, A ; M) \otimes H_{n}(X, A \cup B ; N) \rightarrow H_{n-k}\left(X, B ; M \otimes_{R} N\right), \quad x \otimes y \mapsto x \cap y$
and is defined for excisive pairs $(A, B)$ in $X$. (Compare the definition of the cup product for singular cohomology.) If a linear map $\lambda: M \otimes N \rightarrow P$ is given,
we compose with the induced map; then $x \cap y \in H_{n-k}(X, B ; P)$. This device is typically applied in the cases $M=R$ and $\lambda: R \otimes N \rightarrow N$ is an $R$-module structure, or $M=N=\Lambda$ is an $R$-algebra and $\lambda: \Lambda \otimes \Lambda \rightarrow \Lambda$ is the multiplication.

We first define a cap product for chains and cochains

$$
S^{k}(X ; M) \otimes S_{n}(X ; N) \rightarrow S_{n-k}(X ; M \otimes N), \quad \varphi \otimes c \mapsto \varphi \cap c .
$$

Given $\varphi \in S^{p}(X ; M)$ and $\sigma: \Delta^{p+q}=\left[e_{0}, \ldots, e_{p+q}\right] \rightarrow X$, we set

$$
\varphi \cap(\sigma \otimes b)=(-1)^{p q}\left(\varphi\left(\sigma \mid\left[e_{q}, \ldots, e_{p+q}\right] \otimes b\right) \sigma \mid\left[e_{0}, \ldots, e_{q}\right]\right.
$$

and extend linearly. (Compare in this context the definition of the cup product.)
From this definition one verifies the following properties.
(1) Let $f: X \rightarrow Y$ be continuous. Then $f_{\#}\left(f^{\#} \varphi \cap c\right)=\varphi \cap f_{\#} c$.
(2) $\partial(\varphi \cap c)=\delta \varphi \cap c+(-1)^{|\varphi|} \cap \partial c$.
(3) $(\varphi \cup \psi) \cap c=\varphi \cap(\psi \cap c)$.
(4) $1 \cap c=c$.

Case (3) needs conventions about the coefficients. It can be applied in the case that $\varphi \in S^{p}(X ; R), \psi \in S^{q}(X ; \Lambda)$ and $c \in S_{n}(X ; \Lambda)$ for an $R$-algebra $\Lambda$. In case (4) we assume that $1 \in S^{0}(X ; R)$ is the cocycle which send a 0 -simplex to 1 and $c \in S_{n}(X ; N)$ for an $R$-module $N$.

We now extend the definition to relative groups. If $\varphi \in S^{p}(X, A ; M) \subset$ $S^{p}(X ; M)$ and $c \in S_{p+q}(A ; N)+S_{p+q}(B ; N)$, then $\varphi \cap c \in S_{q}(B ; M \otimes N)$. Thus we have an induced cap product

$$
S^{p}(X, A ; M) \otimes \frac{S_{p+q}(X ; N)}{S_{p+q}(A ; N)+S_{p+q}(B ; N)} \rightarrow \frac{S_{q}(X ; M \otimes N)}{S_{q}(B ; M \otimes N)} .
$$

Let $A, B$ be excisive. We use the chain equivalence $S_{\bullet}(A)+S_{\bullet}(B) \rightarrow S_{\bullet}(A \cup B)$. After passing to cohomology we obtain the cap product as stated in the beginning. We list the

### 18.1.1 Properties of the cap product.

(1) For $f:(X ; A, B) \rightarrow\left(X^{\prime} ; A^{\prime}, B^{\prime}\right), x^{\prime} \in H^{p}\left(X^{\prime}, A^{\prime} ; M\right)$, and for $u \in$ $H_{p+q}(X, A \cup B ; N)$ the relation $f_{*}\left(f^{*} x^{\prime} \cap u\right)=x^{\prime} \cap f_{*} u$ holds.
(2) Let $A, B$ be excisive, $j_{B}:(B, A \cap B) \rightarrow(X, A \cup B)$ the inclusion and

$$
\partial_{B}: H_{p+q}(X, A \cup B) \xrightarrow{\partial} H_{p+q-1}(A \cup B, A) \xlongequal{\cong} H_{p+q-1}(B, A \cap B) .
$$

Then for $x \in H^{p}(X, A ; M), y \in H_{p+q}(X, A \cup B ; N)$,

$$
j_{B}^{*} x \cap \partial_{B} y=(-1)^{p} \partial(x \cap y) \in H_{q-1}(B ; M \otimes N) .
$$

(3) Let $A, B$ be excisive, $j_{A}:(A, A \cap B) \rightarrow(X, B)$ the inclusion and

$$
\partial_{A}: H_{p+q}(X, A \cup B) \xrightarrow{\partial} H_{p+q-1}(A \cup B, B) \cong H_{p+q-1}(A, A \cap B) .
$$

Then for $x \in H^{p}(A ; M), y \in H_{p+q}(X, A \cup B ; N)$,

$$
j_{A *}\left(x \cap \partial_{A} y\right)=(-1)^{p+1} \delta x \cap y \in H_{q-1}(X, B ; M \otimes N) .
$$

(4) $1 \cap x=x, 1 \in H^{0}(X), x \in H_{n}(X, B)$.
(5) $(x \cup y) \cap z=x \cap(y \cap z) \in H_{n-p-q}(X, C ; \Lambda)$ for $x \in H^{*}(X, A ; R)$, $y \in H^{*}(X, B ; \Lambda), z \in H_{*}(X, A \cup B \cup C ; \Lambda)$.
(6) Let $\varepsilon: H_{0}(X ; M \otimes N) \rightarrow M \otimes N$ denote the augmentation. For $x \in$ $H^{p}(X, A ; M), y \in H_{p}(X, A ; N)$,

$$
\varepsilon(x \cap y)=\langle x, y\rangle
$$

where $\langle-,-\rangle$ is the Kronecker pairing.
We display again the properties in a table and refer to the detailed description above.

$$
\begin{aligned}
f_{*}\left(f^{*} x^{\prime} \cap u\right) & =x^{\prime} \cap f_{*} u \\
j_{B}^{*} x \cap \partial_{B} y & =(-1)^{|x|} \partial(x \cap y) \\
\left(j_{A}\right)_{*}\left(x \cap \partial_{A} y\right) & =(-1)^{|x|+1} \delta x \cap y \\
1 \cap x & =x \\
(x \cup y) \cap z & =x \cap(y \cap z) \\
\varepsilon(x \cap y) & =\langle x, y\rangle
\end{aligned}
$$

We use the algebra of the cap product and deduce the homological Thom isomorphism from the cohomological one.
(18.1.2) Theorem. Let $\xi: E \rightarrow B$ be an oriented $n$-dimensional real vector bundle with Thom class $t \in H^{n}\left(E, E^{0} ; \mathbb{Z}\right)$. Then

$$
t \cap: H_{n+k}\left(E, E^{0} ; N\right) \rightarrow H_{k}(E ; N)
$$

is an isomorphism.
Proof. Let $z \in S^{n}\left(E, E^{0}\right)$ be a cocycle which represents $t$. Then the family

$$
S_{n+k}\left(E, E^{0} ; N\right) \rightarrow S_{k}(E ; N), \quad x \mapsto z \cap x
$$

is a chain map of degree $-n$. This chain map is obtained from the corresponding one for $N=\mathbb{Z}$ by taking the tensor product with $N$. It suffices to show that the integral chain map induces an isomorphism of homology groups, and for this purpose it suffices to show that for coefficients in a field $N=\mathbb{F}$ an isomorphism is induced (see (11.9.7)). The diagram

$$
\begin{gathered}
H^{k}(E ; \mathbb{F}) \xrightarrow{\cup t} H^{k+n}\left(E, E^{0} ; \mathbb{F}\right) \\
\cong \npreceq \alpha \\
\cong \downarrow \alpha \\
\operatorname{Hom}\left(H_{k}(E ; \mathbb{F}), \mathbb{F}\right) \xrightarrow{(t \cap)^{*}} \quad \operatorname{Hom}\left(H_{k+n}\left(E, E^{0} ; \mathbb{F}\right), \mathbb{F}\right)
\end{gathered}
$$

is commutative (by property (6) in 18.1.1) where $\alpha$ is the isomorphism of the universal coefficient theorem. Since $\cup t$ is an isomorphism, we conclude that $t \cap$ is an isomorphism.

## Problems

1. The cap product for an excisive pair $(A, B)$ in $X$ is induced by the following chain map (coefficient group $\mathbb{Z}$ ):

$$
\begin{aligned}
S^{\bullet}(X, A) \otimes S_{\bullet}(X, A \cup B) & \stackrel{1 \otimes \iota}{ } S^{\bullet}(X, A) \otimes S_{\bullet}(X) /\left(S_{\bullet}(A)+S_{\bullet}(B)\right) \\
& \xrightarrow{1 \otimes D} S^{\bullet}(X, A) \otimes S_{\bullet}(X, B) \otimes S_{\bullet}(X, A) \\
& \xrightarrow{1 \otimes \tau} S^{\bullet}(X, A) \otimes S_{\bullet}(X, A) \otimes S_{\bullet}(X, B) \\
& \stackrel{\varepsilon}{\longrightarrow} \mathbb{Z} \otimes S_{\bullet}(X, B) \cong S_{\bullet}(X, B) .
\end{aligned}
$$

$D$ is an approximation of the diagonal, $\tau$ the graded interchange map, and $\varepsilon$ the evaluation. The explicit form above is obtained from the Alexander-Whitney map $D$.
2. $(x \times y) \cap(a \times b)=(-1)^{|y||a|}(x \cap a) \times(y \cap b)$.
3. From the cap product one obtains the slant product $x \otimes u \mapsto x \backslash u$ which makes the following diagram commutative:

$$
\begin{gathered}
H^{q}(X, A) \otimes H_{n}((X, A) \times(Y, B)) \xrightarrow[\longrightarrow]{\mid H_{n-q}(Y, B)} \\
H^{q}((X, A) \times Y) \otimes H_{n}((X, A) \times(Y, B)) \xrightarrow{\text { pr }} \otimes H_{n-q}(X \times(Y, B)) .
\end{gathered}
$$

The properties (1)-(5) of the cap product can be translated into properties of the slant product, and the cap product can be deduced from the slant product. (This is analogous to the $\cup$ - and $\times$-product.)

### 18.2 Duality Pairings

We use the properties of the cap product in an axiomatic context. Let $h^{*}$ be a cohomology theory and $k_{*}, h_{*}$ homology theories with values in $R$-MOD. A
duality pairing (a cap product) between these theories consists of a family of linear maps

$$
h^{p}(X, A) \otimes k_{p+q}(X, A \cup B) \rightarrow h_{q}(X, B), \quad x \otimes y \mapsto x \cap y
$$

defined for pairs $(A, B)$ which are excisive for the theories involved. They have the following properties:
(1) Naturality. For $f:(X ; A, B) \rightarrow\left(X^{\prime} ; A^{\prime}, B^{\prime}\right)$ the relation $f_{*}\left(f^{*} x^{\prime} \cap u\right)=$ $x^{\prime} \cap f_{*} u$ holds.
(2) Stability. Let $A, B$ be excisive. Define the mappings $j_{B}$ and $\partial_{B}$ as in (18.1.1). Then $j_{B}^{*} x \cap \partial_{B} y=(-1)^{|x|} \partial(x \cap y)$.
(3) Stability. Let $A, B$ be excisive. Define the mappings $j_{A}$ and $\partial_{A}$ as in (18.1.1). Then $\left(j_{A}\right)_{*}\left(x \cap \partial_{A} y\right)=(-1)^{|x|+1} \delta x \cap y$.
(4) Unit element. There is given a unit element $1 \in k_{0}(P)$. The homomorphism $h^{k}(P) \rightarrow h_{-k}(P), x \mapsto x \cap 1$ is assumed to be an isomorphism ( $P$ a point).
(In the following investigations we deal for simplicity of notation only with the case $h_{*}=k_{*}$.) Note that we do not assume given a multiplicative structure for the cohomology and homology theories.

As a first consequence of the axioms we state the compatibility of the cap product with the suspension isomorphisms.
(18.2.1) Proposition. The following diagrams are commutative:

(For the second diagram one should recall our conventions about the suspension isomorphisms, they were different for homology and cohomology. Again we use notations like $I X=I \times X$.)

Proof. We consider the first diagram in the case that $A=\emptyset$. The proof is based on
the next diagram.


The maps $i, j, k$ are inclusions. The first and the second square commute by naturality. The third square is $(-1)^{p}$-commutative by stability (2).
(18.2.2) Proposition. Let $e_{n} \in h_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$ be obtained from $1 \in h_{0}(P)$ under an iterated suspension isomorphism. Then

$$
h^{k}\left(\mathbb{R}^{n}\right) \rightarrow h_{n-k}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right), \quad x \mapsto x \cap e_{n}
$$

is for $k \in \mathbb{Z}$ and $n \geq 1$ an isomorphism.
Proof. This follows by induction on $n$. One uses the first diagram in (18.2.1) and an analogous suspension isomorphism with $(\mathbb{R}, \mathbb{R} \backslash 0)$ in place of $(I, \partial I)$.
(18.2.3) Proposition. Let $(U, V)$ and $\left(U^{\prime}, V^{\prime}\right)$ be pairs of open subsets in the space $X=U \cup U^{\prime}$. Let $\xi \in h_{n}\left(U \cup U^{\prime}, V \cup V^{\prime}\right)$ be a fixed element. From it we produce elements $\alpha$ and $\beta$ via

$$
\begin{aligned}
& \xi \in h_{n}\left(X, V \cup V^{\prime}\right) \rightarrow h_{n}\left(X, V \cup U^{\prime}\right) \cong h_{n}\left(U, V \cup U U^{\prime}\right) \ni \alpha, \\
& \xi \in h_{n}\left(X, V \cup V^{\prime}\right) \rightarrow h_{n}\left(X, U \cup V^{\prime}\right) \cong h_{n}\left(U^{\prime}, V^{\prime} \cup U U^{\prime}\right) \ni \beta
\end{aligned}
$$

Then the diagram

is commutative. (We again have used notations like $U U^{\prime}=U \cap U^{\prime}$.)

Proof. We use naturality and stability (2) and show that the down-right path of the diagram is $(-1)^{k-1}$ times the map

$$
h^{k-1}(U, V) \rightarrow h^{k-1}\left(U U^{\prime}, V U^{\prime}\right) \xrightarrow{\cap \alpha_{1}} h_{n-k}\left(U U^{\prime}, U V^{\prime}\right) \rightarrow h_{n-k}\left(U^{\prime}, V^{\prime}\right)
$$

and the right-down path $(-1)^{k}$ times the analogous map where $\alpha_{1}$ is replaced by $\beta_{1}$; the element $\alpha_{1}$ is obtained from $\alpha$ via the morphism

$$
\begin{aligned}
\alpha \in & h_{n}\left(U, V \cup U U^{\prime}\right) \stackrel{\partial}{\longrightarrow} h_{n-1}\left(V \cup U U^{\prime}, V\right) \stackrel{( }{\cong} h_{n-1}\left(U U^{\prime}, V U^{\prime}\right) \\
& \rightarrow h_{n-1}\left(U U^{\prime},\left(U V^{\prime}\right) \cup\left(V U^{\prime}\right)\right) \ni \alpha_{1}
\end{aligned}
$$

and $\beta_{1}$ from $\beta$ via the analogous composition in which the primed and unprimed spaces are interchanged. Thus it remains to show $\alpha_{1}=-\beta_{1}$. This is essentially a consequence of the Hexagon Lemma. One of the outer paths in the hexagon is given by the composition

$$
\begin{aligned}
h_{n}\left(U \cup U^{\prime}, V \cup V^{\prime}\right) & \longrightarrow h_{n}\left(U \cup U^{\prime}, U \cup V^{\prime}\right) \\
& \cong \\
& \stackrel{\partial}{\longleftrightarrow} h_{n}\left(U^{\prime} \cup V,\left(V \cup U^{\prime}\right)\left(\left(U \cup V^{\prime}\right)\right)\right. \\
& \left.\left(U \cup V^{\prime}\right)\left(V \cup U^{\prime}\right), V \cup V^{\prime}\right)
\end{aligned}
$$

and the other path is obtained by interchanging the primed and unprimed objects. The center of the hexagon is $h_{n}\left(U \cup U^{\prime},\left(U \cup V^{\prime}\right)\left(V \cup U^{\prime}\right)\right)$. We then compose the outer paths of the hexagon with the excision

$$
h_{n-1}\left(U U^{\prime}, U V^{\prime} \cup V U^{\prime}\right) \rightarrow h_{n-1}\left(\left(U \cup V^{\prime}\right)\left(V \cup U^{\prime}\right), V \cup V^{\prime}\right)
$$

then $\xi$ is mapped along the paths to $\alpha_{1}$ and $\beta_{1}$, respectively; this follows from the original definition of the elements by a little rewriting. The displayed morphism yields $\beta_{1}$.

### 18.3 The Duality Theorem

For the statement of the duality theorem we need two ingredients: A homological orientation of a manifold and a duality homomorphism. We begin with the former.

Let $M$ be an $n$-dimensional manifold. For $K \subset L \subset M$ we write

$$
r_{K}^{L}: h_{*}(M, M \backslash L) \rightarrow h_{*}(M, M \backslash K)
$$

for the homomorphism induced by the inclusion, and $r_{x}^{L}$ in the case that $K=\{x\}$. An element $o_{L} \in h_{n}(M, M \backslash L)$ is said to be a homological orientation along $L$ if for each $y \in L$ and each chart $\varphi: U \rightarrow \mathbb{R}^{n}$ centered at $y$ the image of $o_{L}$ under

$$
h_{n}(M, M \backslash L) \stackrel{r_{y}^{L}}{\longrightarrow} h_{n}(M, M \backslash y) \stackrel{\cong}{\cong} h_{n}(U, U \backslash y) \xrightarrow{\varphi_{*}} h_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)
$$

is $\pm e_{n}$ where $e_{n}$ is the element which arises from $1 \in h_{0}$ under suspension. A family ( $o_{K} \mid K \subset M$ compact) is called coherent if for each compact pair $K \subset L$ the restriction relation $r_{K}^{L} o_{L}=o_{K}$ holds. A coherent family $\left(o_{K}\right)$ of orientations is a (homological) orientation of $M$. If $M$ is compact, then $K=M$ is allowed and an orientation is determined by the element $o_{M} \in h_{n}(M)$, called the fundamental class of $M$.

In order to state the duality theorem we need the definition of a duality homomorphism. We fix a homological orientation ( $o_{K}$ ) of $M$. Given closed sets $L \subset K \subset M$ and open sets $V \subset U \subset M$ such that $L \subset V, K \subset U$. We fix an element $z \in h_{n}(M, M \backslash K)$. From $o_{K}=z$ we obtain $z_{K L}^{U V}$ via

$$
\begin{gathered}
z \in h_{n}(M, M \backslash K) \xrightarrow{\longrightarrow} h_{n}(M,(M \backslash K) \cup V) \\
(\#) \uparrow \cong \\
z_{K L}^{U V} \in h_{n}(U \backslash L,(U \backslash K) \cup(V \backslash L)) .
\end{gathered}
$$

The morphism (\#) is an excision, since $M \backslash(U \backslash L)=(M \backslash U) \cup L$ (closed) is contained in $(M \backslash K) \cup V$ (open).

From $z_{K L}^{U V}$ we obtain the homomorphism $D_{K L}^{U V}$ via the commutative diagram

$$
\begin{gathered}
h^{k}(U, V) \longrightarrow h^{k}(U \backslash L, V \backslash L) \\
\stackrel{D_{K L}^{U V}}{ } \quad \mid \neg z_{K L}^{U V} \\
h_{n-k}(M \backslash L, M \backslash K) \cong h_{n-k}(U \backslash L, U \backslash K) .
\end{gathered}
$$

We state some naturality properties of these data. They are easy consequences of the naturality of the cap product.
(18.3.1) Lemma. Let $(K, L) \subset\left(U^{\prime}, V^{\prime}\right) \subset(U, V)$ and

$$
i:\left(U^{\prime} \backslash L, U^{\prime} \backslash K, V^{\prime} \backslash L\right) \subset(U \backslash L, U \backslash K, V \backslash L) .
$$

Then $i_{*} z_{K L}^{U^{\prime} V^{\prime}}=z_{K L}^{U V}$ and $D_{K L}^{U V}=D_{K L}^{U^{\prime} V^{\prime}} \circ i^{*}$.
(18.3.2) Lemma. Let $\left(K^{\prime}, L^{\prime}\right) \subset(K, L) \subset(U, V)$ and

$$
j:(U \backslash L, U \backslash K, V \backslash L) \subset\left(U \backslash L^{\prime}, U \backslash K^{\prime}, V \backslash L^{\prime}\right) .
$$

Then $j_{*} z_{K L}^{U V}=z_{K^{\prime} L^{\prime}}^{U V}$ and $j^{*} \circ D_{K^{\prime} L^{\prime}}^{U V}=D_{K L}^{U V}$.
The naturality (18.3.1) allows us to pass to the colimit over the neighbourhoods ( $U, V$ ) of ( $K, L$ ) in $M$. We obtain a duality homomorphism

$$
D_{K L}: \check{h}^{k}(K, L)=\operatorname{colim}_{U V} h^{k}(U, V) \rightarrow h_{n-k}(M \backslash L, M \backslash K) .
$$

We explain this with some remarks about colimits. An element $x \in h^{k}(U, V)$ represents an element of the colimit. Two elements $x \in h^{k}(U, V)$ and $x^{\prime} \in h^{k}\left(U^{\prime}, V^{\prime}\right)$ represent the same element if and only if there exists a neighbourhood ( $U^{\prime \prime}, V^{\prime \prime}$ ) with $U^{\prime \prime} \subset U \cap U^{\prime}, V^{\prime \prime} \subset V \cap V^{\prime}$ such that $x$ and $x^{\prime}$ have the same restriction in $h^{k}\left(U^{\prime \prime}, V^{\prime \prime}\right)$. Thus we have canonical homomorphisms $l_{U V}: h^{k}(U, V) \rightarrow$ $\breve{h}^{k}(K, L)$. Via these homomorphisms the colimit is characterized by a universal property: If $\lambda_{U V}: h^{k}(U, V) \rightarrow h$ is a family of homomorphisms such that $\lambda_{U^{\prime} V^{\prime}} \circ i=\lambda_{U V}$ for the restrictions $i: h^{k}(U, V) \rightarrow h^{k}\left(U^{\prime}, V^{\prime}\right)$, then there exists a unique homomorphism $\lambda: \breve{h}^{k}(K, L) \rightarrow h$ such that $\lambda l_{U V}=\lambda_{U V}$. The restrictions $h^{k}(U, V) \rightarrow h^{k}(K, L)$ are compatible in this sense, and we obtain a canonical homomorphism $\breve{h}^{k}(K, L) \rightarrow h^{k}(K, L)$. In sufficiently regular situations this homomorphism is an isomorphism; we explain this later.
(18.3.3) Duality Theorem. Let $M$ be an oriented manifold. Then the duality homomorphism $D_{K L}$ is, for each compact pair $(K, L)$ in $M$, an isomorphism.

We postpone the proof and discuss some of its applications. Let $M$ be compact and $[M] \in h_{n}(M)$ a fundamental class. In the case $(K, L)=(M, \emptyset)$ we have $\breve{h}^{k}(M, \emptyset)=h^{k}(M)$ and $D_{K L}$ is the cap product with $[M]$. Thus we obtain as a special case:
(18.3.4) Poincaré Duality Theorem. Suppose the compact n-manifold is oriented by the fundamental class $[M] \in h_{n}(M)$. Then

$$
h^{k}(M) \rightarrow h_{n-k}(M), \quad x \mapsto x \cap[M]
$$

is an isomorphism.
A duality pairing exists for the singular theory

$$
H^{p}(X, A ; G) \otimes H_{p+q}(X, A \cup B ; R) \rightarrow H_{q}(X, B ; G)
$$

for commutative rings $R$ and $R$-modules $G$. The Euclidean space $\mathbb{R}^{n}$ is orientable for $H_{*}(-; \mathbb{Z})$. Thus we have:
(18.3.5) Alexander Duality Theorem. For a compact pair $(K, L)$ in $\mathbb{R}^{n}$

$$
\check{H}^{k}(K, L ; G) \cong H_{n-k}\left(\mathbb{R}^{n} \backslash K, \mathbb{R}^{n} \backslash L ; G\right) .
$$

A similar isomorphism exists for $S^{n}$ in place of $\mathbb{R}^{n}$.
(18.3.6) Example. We generalize the Jordan separation theorem. Let $M$ be a connected and orientable (with respect to $H_{*}(-; \mathbb{Z})$ ) $n$-manifold. Suppose that $H_{1}(M ; R)=0$. Let $A \subset M$ be compact, $A \neq M$. Then $\check{H}^{n-1}(A ; R)$ is a free $R$-module, and $\left|\pi_{0}(M \backslash A)\right|=1+\operatorname{rank} \check{H}^{n-1}(A ; R)$.

By duality $\check{H}^{n-1}(A ; R) \cong H_{1}(M, M \backslash A ; R)$. The hypothesis shows

$$
\partial: H_{1}(M, M \backslash A ; R) \cong \tilde{H}_{0}(M \backslash A ; R)
$$

and the latter is a free $R$-module of $\operatorname{rank}\left|\pi_{0}(M \backslash A)\right|-1$.
(18.3.7) Example. $H^{2}\left(\mathbb{R} P^{2} ; \mathbb{Z}\right) \cong \mathbb{Z} / 2$. This is not a free $\mathbb{Z}$-module. Hence the projective plane cannot be embedded into $S^{3}$. (A similar proof shows that $\mathbb{R} P^{2 n}$ has no embedding into $S^{2 n+1}$.)
(18.3.8) Remark. From Alexander duality and the Thom isomorphism one can deduce Poincaré duality. Let $M \subset \mathbb{R}^{n+t}$ be a smooth closed submanifold of dimension $n$. Suppose we have an Alexander duality isomorphism $h_{k}(M) \cong$ $h^{n+t-k}\left(\mathbb{R}^{n+t}, \mathbb{R}^{n+t} \backslash M\right)$. Let $\tau: E(v) \rightarrow U$ be a tubular map. We use $\tau$ and excision and obtain $h^{n+t-k}\left(\mathbb{R}^{n+t}, \mathbb{R}^{n+t} \backslash M\right) \cong h^{n+t-k}\left(E(\nu), E^{0}(v)\right)$. Suppose the normal bundle $v$ is oriented by a Thom class. Then we have a Thomisomorphism $h^{n+t-k}\left(E(v), E^{0}(v)\right) \cong h^{n-k}(M)$. Altogether we obtain an isomorphism $h_{k}(M) \cong h^{n-k}(M)$ of Poincaré duality type. A similar device works if we start from an isomorphism $h^{k}(M) \cong h_{n+k-t}\left(\mathbb{R}^{n+t}, \mathbb{R}^{n+t} \backslash M\right)$ and use a homological Thom isomorphism. This approach would be used if one starts with homotopical duality as a foundation stone.

## Problems

1. Let $D \subset \mathbb{R}^{2}$ be connected and open. The following are equivalent: (1) $D$ is homeomorphic to $\mathbb{R}^{2}$. (2) $D$ is simply connected. (3) $H_{1}(D ; \mathbb{Z})=0$. (4) $H^{1}(D ; \mathbb{Z})=0$. (5) $\mathbb{R}^{2} \backslash D$ is connected. (6) The boundary of $D$ is connected. (7) If $J \subset D$ is a Jordan curve, then $D$ contains the interior of $J$. [44, p. 394 ]
2. Let $i: S^{n} \rightarrow K(\mathbb{Z}, n)$ be an inclusion of a subcomplex which induces an isomorphism of $\pi_{n}$. For each compact subset $K \subset \mathbb{R}^{n+1}$ the induced map $i_{*}:\left[K, S^{n}\right] \rightarrow[K, K(\mathbb{Z}, n)]$ is bijective.
3. Use cohomology $H^{n}(X ; \mathbb{Z})=[X, K(\mathbb{Z}, n)]$ defined with an Eilenberg-Mac Lane complex $K(\mathbb{Z}, n)$. Then for a compact subset $X$ in a Euclidean space $\check{H}^{n}(X ; \mathbb{Z}) \cong H^{n}(X ; \mathbb{Z})$. Similar isomorphisms hold for the stable cohomotopy groups.
4. $\mathbb{R}^{n}$ is orientable for each homology theory. Let $K \subset D(r)=\{x \mid\|x\| \leq r\}$ be compact. Define $o_{K}$ as the image of the canonical class under $h_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right) \leftarrow h_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash D(r)\right) \rightarrow$ $h_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash K\right)$.

### 18.4 Euclidean Neighbourhood Retracts

For applications it is interesting to compare $\check{H}^{k}$ with $H^{k}$.

A space $X$ is called a Euclidean neighbourhood retract (ENR ) if there exists an embedding $j: X \rightarrow \mathbb{R}^{n}$, an open neighbourhood $U$ of $j(X)$ in $\mathbb{R}^{n}$ and a retraction $r: U \rightarrow X$, i.e., $j r=\operatorname{id}(X)$.

Let $X \subset \mathbb{R}^{n}$ be a retract of an open set $U$, then $X$ is closed in $U$ and hence locally compact: Let $r: U \rightarrow X$ be a retraction; then $X$ is the coincidence set of $r: U \rightarrow U$ and id: $U \rightarrow U$. Recall that a locally compact set $Y$ in a Hausdorff space $Z$ is locally closed, i.e., has the form $Y=\bar{Y} \cap W$ for an open set $W$ in $Z$.
(18.4.1) Proposition. Let $X \subset \mathbb{R}^{n}$ be a retract of an open neighbourhood. Let $Z$ be a metric space and $Y \subset Z$ homeomorphic to $X$. Then $Y$ is a retract of an open neighbourhood $V$ of $Y$ in $Z$.

Proof. Let $f: X \rightarrow Y$ be a homeomorphism and $r: U \rightarrow X$ a retraction. Then $Y$ is locally compact and we can write $Y=\bar{Y} \cap W$ with an open $W \subset Z$. Then $Y$ is closed in $W$. Since $W$ is a normal space, the map $Y \xrightarrow{f^{-1}} X \rightarrow \mathbb{R}^{n}$ has a continuous extension $h: W \rightarrow \mathbb{R}^{n}$ by the Tietze extension theorem. Let $V=h^{-1}(U)$. Then frh:V$\rightarrow Y$ is a retraction of $Y \subset V$.
(18.4.2) Proposition. Let $X \subset \mathbb{R}^{n}$ be locally compact. Then there exists an embedding of $X$ into $\mathbb{R}^{n+1}$ as a closed subset.
Proof. Let $U \subset \mathbb{R}^{n}$ be open $\left(U \neq \mathbb{R}^{n}\right)$. Then

$$
j: U \rightarrow \mathbb{R}^{n} \times \mathbb{R}, \quad x \mapsto\left(x, d\left(x, \mathbb{R}^{n} \backslash U\right)^{-1}\right)
$$

is an embedding. The image of $j$ is closed, since

$$
j(U)=\left\{(x, t) \mid t \cdot d\left(x, \mathbb{R}^{n} \backslash U\right)=1\right\} .
$$

We can assume that $X \subset U$ is closed; then $j(X)$ is closed in $j(U)$, hence closed in $\mathbb{R}^{n+1}$.
(18.4.3) Proposition. Let $X$ be an ENR. Suppose $f_{0}, f_{1}: Y \rightarrow X$ are maps which coincide on a subset $B \subset Y$. Then there exists a neighbourhood $W$ of $B$ in $Y$ and a homotopy $h: f_{0}\left|W \simeq f_{1}\right| W$ relative to $B$.
Proof. Let $X \xrightarrow{i} U \xrightarrow{r} X$ be a presentation as a retract with $U \subset \mathbb{R}^{n}$ open. Let

$$
W=\left\{y \mid(1-t) i f_{0}(y)+t i f_{1}(y) \in U \text { for all } t \in I\right\} .
$$

Then certainly $B \subset W$. Since

$$
\lambda: Y \times I \rightarrow \mathbb{R}^{n}, \quad(y, t) \mapsto(1-t) i f_{0}(y)+t i f_{1}(y)
$$

is continuous, $\lambda^{-1}(U)$ is open. If $\{y\} \times I \subset \lambda^{-1}(U)$, then there exists an open neighbourhood $U_{y}$ of $y$ such that $U_{y} \times I \subset \lambda^{-1}(U)$. Hence $W$ is open in $Y$. A suitable homotopy $h$ is now obtained as the restriction of $\lambda$ to $W \times I$.
(18.4.4) Remark. Suppose $B \subset X$ are Euclidean neighbourhood retracts. Then there exists a retraction $r: V \rightarrow B$ from an open neighbourhood $V$ of $B$ in $X$. There further exists a neighbourhood $W \subset V$ of $B$ in $X$ such that $j: W \subset V$ and $i \circ(r \mid W): W \rightarrow B \subset V$ are homotopic relative to $B$.

An ENR is locally contractible: Each neighbourhood $V$ of $x$ contains a neighbourhood $W$ of $x$ such that $W \subset V$ is homotopic to $W \rightarrow\{x\} \subset V$ relative to $\{x\}$.
(18.4.5) Lemma. Let the Hausdorff space $X=X_{1} \cup \cdots \cup X_{r}$ be a union of locally compact open subsets $X_{j}$ which are homeomorphic to a subset of a Euclidean space. Then $X$ is homeomorphic to a closed subset of a Euclidean space.

Proof. There exist embeddings $h_{i}: X_{i} \rightarrow \mathbb{R}^{m(i)}$ as a closed subset. We extend $h_{i}$ to a continuous map $k_{i}: X \rightarrow S^{m(i)}=\mathbb{R}^{m(i)} \cup\{\infty\}$ by $k_{i}\left(X \backslash X_{i}\right)=\{\infty\}$ (if $\left.X \neq X_{i}\right)$. The product $\left(k_{i}\right): X \rightarrow \prod_{i=1}^{r} S^{m(i)}$ is an embedding. The product of the spheres can be embedded into $\prod_{i} \mathbb{R}^{m(i)+1}$, and then we can apply (18.4.2) if necessary.
(18.4.6) Theorem. Let the Hausdorff space $X=X_{1} \cup \cdots \cup X_{r}$ be a union of open subsets $X_{i}$ which are ENR's. Then $X$ is an ENR.

Proof. Induction on $r$. It suffices to consider $X=X_{0} \cup X_{1}$. By (18.4.5) we can assume that $X$ is a closed subset of some $\mathbb{R}^{n}$. Let $r_{i}: U_{i} \rightarrow X_{i}$ be retractions (see (18.4.1)). Set

$$
U_{01}=r_{0}^{-1}\left(X_{0} \cap X_{1}\right) \cap r_{1}^{-1}\left(X_{0} \cap X_{1}\right) .
$$

Then $r_{0}, r_{1}: U_{01} \rightarrow X_{0} \cap X_{1}$ are retractions of a neighbourhood. The open subset $X_{0} \cap X_{1}$ of the ENR $X_{0}$ is an ENR. Hence there exists $X_{0} \cap X_{1} \subset V_{01} \subset U_{01}$ such that $r_{0}, r_{1}$ are homotopic on $V_{01}$ relative to $X_{0} \cap X_{1}$ by a homotopy $r_{t}$ (see (18.4.3)). Let $V_{0} \subset U_{0}, V_{1} \subset U_{1}$ be open neighbourhoods of $X \backslash X_{1}, X \backslash X_{0}$ such that $\bar{V}_{0} \cap \bar{V}_{1}=\emptyset$. Choose a continuous function $\tau: \mathbb{R}^{n} \rightarrow[0,1]$ such that $\tau\left(V_{0}\right)=0$ and $\tau\left(V_{1}\right)=1$. Let $V=V_{0} \cup V_{01} \cup V_{1}$. Then $\rho: V \rightarrow X$, defined as $\rho\left|V_{0}=r_{0}\right| V_{0}, \rho\left|V_{1}=r_{1}\right| V_{1}, \rho(x)=r_{\tau(x)}(x)$ for $x \in V_{01}$ is a suitable retraction.
(18.4.7) Corollary. A compact manifold is an ENR.
(18.4.8) Remark. Since an ENR is dominated by a CW-complex it has the homotopy type of a CW-complex. A compact ENR is dominated by a finite CW-complex; therefore its singular homology groups with coefficients in $\mathbb{Z}$ are finitely generated abelian groups. This holds in particular for compact manifolds.
(18.4.9) Proposition. Let $K$ be a compact ENR in an n-manifold $M$. Then the canonical map $\rho: \check{H}^{k}(K) \rightarrow H^{k}(K)$ is an isomorphism.

Proof. We use that $M$ is a metrizable space or, at least, that open subsets are normal. Then $K$ is a retract $r: U \rightarrow K$ of an open neighbourhood $U$ of $K$ in $M$. Suppose $x \in H^{k}(K)$; then $r^{*}(x)$ represents an element $\check{x} \in \check{H}^{k}(K)$ with $\rho(\check{x})=x$. This shows that $\rho$ is surjective. Let $x_{U} \in H^{k}(U)$ represent an element in the kernel of $\rho$.

Suppose there exists a neighbourhood $V \subset U$ of $K$ and a homotopy from $j: V \subset U$ to $i r: V \rightarrow K \rightarrow U$. Then we have the situation


Since $i^{*}\left(x_{U}\right)=0$, by assumption, we see that $x_{V}=0$; but $x_{V}$ represents the same element as $x_{U}$.

The homotopy exists by (18.4.3) if also $U$ is an ENR. If we choose $U$ as the union of a finite number of sets which are homeomorphic to open subsets of $\mathbb{R}^{n}$, then we can apply (18.4.6).

Let $X$ be an ENR and $X \subset \mathbb{R}^{n}$. Since the canonical homomorphism $\check{h}^{*}(X) \rightarrow$ $h^{*}(X)$ is an isomorphism, $\check{h}^{*}(X)$ does not depend on the embedding $X \subset \mathbb{R}^{n}$.

Let $M$ be a compact $n$-manifold. Then $H_{k}(M ; \mathbb{Z})$ and $H^{k}(M ; \mathbb{Z})$ are finitely generated abelian groups. For each field $\mathbb{F}$ the groups $H_{k}(M ; \mathbb{F})$ are finite-dimensional vector spaces. The Euler characteristic $\chi(M ; \mathbb{F})$ is independent of $\mathbb{F}$ and equal to the Euler characteristic $\chi(M)$.

Let $K \subset M$ be a compact ENR. Then

$$
H^{n-i}\left(K ; \mathbb{F}_{2}\right) \cong \check{H}^{n-i}\left(K ; \mathbb{F}_{2}\right) \cong H_{i}\left(M, M \backslash K ; \mathbb{F}_{2}\right)
$$

and these are finite-dimensional vector spaces over the prime field $\mathbb{F}_{2}$.
(18.4.10) Proposition. $H_{*}\left(K ; \mathbb{F}_{2}\right)$ is finite-dimensional if and only if the same holds for $H_{*}\left(M \backslash K ; \mathbb{F}_{2}\right)$. If finiteness holds, then for the Euler characteristic $\chi_{2}$ the relation

$$
\chi_{2}(M)=\chi_{2}(M \backslash K)+(-1)^{n} \chi_{2}(K)
$$

holds. (Note that $\left.\chi_{2}(K)=\chi(K).\right)$
Proof. The first statement follows from the exact homology sequence of the pair $(M, M \backslash K)$. It also yields $\chi_{2}(M)=\chi_{2}(M \backslash K)+\chi_{2}(M, M \backslash K)$. The equality $\chi_{2}(M, M \backslash K)=(-1)^{n} \chi_{2}(K)$ is obtained, if we insert the consequence $\operatorname{dim} H_{i}\left(M, M \backslash K ; \mathbb{F}_{2}\right)=\operatorname{dim} H^{n-i}\left(K ; \mathbb{F}_{2}\right)$ of the duality into the homological definition of the Euler characteristic.
(18.4.11) Corollary. Let $M$ be a closed manifold of odd dimension. Then $\chi(M)=0$. If $K \subset M$ is a compact $E N R$, then $\chi(K)=\chi(M \backslash K)$.

## Problems

1. Let $F$ be a compact, connected, non-orientable surface. The universal coefficient formula and $H_{1}(F ; \mathbb{Z}) \cong \mathbb{Z}^{g-1} \oplus \mathbb{Z} / 2$ show $H^{2}(F ; \mathbb{Z}) \cong \mathbb{Z} / 2$. Therefore $F$ cannot be embedded into $S^{3}$.
2. Let $S \subset \mathbb{R}^{2}$ be the pseudo-circle. Show, heuristically, that the pseudo-circle has a system of neighbourhoods $U_{1} \supset U_{2} \supset \cdots$ with $U_{i} \cong S^{1} \times[0,1]$ and $\cap U_{n}=S$.

Then

$$
\check{H}^{1}(S ; \mathbb{Z}) \cong H_{1}\left(\mathbb{R}^{2}, \mathbb{R}^{2} \backslash S ; \mathbb{Z}\right) \cong \tilde{H}_{0}(\mathbb{R} \backslash S ; \mathbb{Z}) \cong \mathbb{Z}
$$

the last isomorphism because $\mathbb{R}^{2} \backslash S$ has two path components. By the universal coefficient formula $H^{1}(S ; \mathbb{Z}) \cong \operatorname{Hom}\left(H_{1}(S), \mathbb{Z}\right)$. The singular homology group $H_{1}(S ; \mathbb{Z})$ is zero, a singular 1-chain is always contained in a contractible subset. In fact, $S$ has the weak homotopy type of a point. This shows that singular theory is the wrong one for spaces like $S$.
3. Let $F \subset \mathbb{R}^{3}$ be a connected orientable compact surface. Then $\mathbb{R}^{3} \backslash F$ has two path components (interior and exterior).
4. Let $M=\mathbb{R}^{n+1}$ and $S \subset \mathbb{R}^{n+1}$ be homeomorphic to $S^{n}$. Then $S$ is an ENR and $\check{H}^{n}(S ; \mathbb{Z}) \cong H^{n}(S ; \mathbb{Z}) \cong \mathbb{Z}$. From the duality theorem one obtains that $\mathbb{R}^{n+1} \backslash S$ has two path components.

### 18.5 Proof of the Duality Theorem

We have to collect some formal properties of the groups $\check{h}$ and of the duality homomorphisms $D$. We want the $\breve{h}^{k}(K, L)$ to be part of functors from the category $\mathcal{K}(M)$ of compact pairs in $M$ and inclusions.

Let $\left(K^{\prime}, L^{\prime}\right) \subset(K, L)$. The induced map $\check{h}^{k}(K, L) \rightarrow \check{h}^{k}\left(K^{\prime}, L^{\prime}\right)$ sends an element represented by $x \in h^{k}(U, V)$ to the element which is represented by the same $x$. This makes the $\breve{h}^{k}$ into functors on $\mathcal{K}(M)$ and the canonical maps $\breve{h}^{k} \rightarrow h^{k}$ into natural transformations. We define a coboundary operator $\check{\delta}: \check{h}^{k}(L) \rightarrow \check{h}^{k+1}(K, L)$ as follows. Let $V \supset L$ be open. Choose $U \supset V$ as an open neighbourhood of $K$. Then we map representing elements via $\delta: h^{k}(V) \rightarrow h^{k+1}(U, V)$. This process yields a well-defined $\check{\delta}$ and the diagram

is commutative. From (18.3.2) we obtain by passage to the colimit:
(18.5.1) Lemma. The $D_{K L}$ yield a natural transformation, i.e., the diagram

$$
\begin{aligned}
& \check{h}^{k}(K, L) \xrightarrow{D_{K L}} h_{n-k}(M \backslash L, M \backslash K) \\
& \quad \downarrow \\
& \check{h}^{k}\left(K^{\prime}, L^{\prime}\right) \xrightarrow{D_{K^{\prime} L^{\prime}}} h_{n-k}\left(M \backslash L^{\prime}, M \backslash K^{\prime}\right)
\end{aligned}
$$

is commutative for each inclusion $\left(K^{\prime}, L^{\prime}\right) \subset(K, L)$.
(18.5.2) Lemma. The sequence

$$
\cdots \rightarrow \check{h}^{k}(K) \longrightarrow \check{h}^{k}(L) \xrightarrow{\check{\delta}} \check{h}^{k+1}(K, L) \rightarrow \cdots
$$

is exact. Similarly for triples of compact subsets.
Proof. This is a special case of the general fact that a colimit over a directed set of exact sequences is again exact. A direct verification from the definitions and the exact sequences for the representing elements is not difficult. An example should suffice. Suppose $\check{\delta}(x)=0$ and let $x$ be represented by $x_{1} \in h^{k}(V)$. We use the representing element $\delta\left(x_{1}\right) \in h^{k+1}(U, V)$ for $\check{\delta}(x)$. Since $\check{\delta}(x)$ is zero, $x_{1}$ is contained in the kernel of some restriction $h^{k+1}(U, V) \rightarrow h^{k+1}\left(U^{\prime}, V^{\prime}\right)$. Another representative of $x$ is the restriction $x_{2} \in h^{k}\left(V^{\prime}\right)$ of $x_{1}$. By exactness, $x_{2}$ has a pre-image in $h^{k}\left(U^{\prime}\right)$, and it represents a pre-image of $x$ in $\breve{h}^{k}(K)$.
(18.5.3) Lemma. Each compact pair $K, L$ is excisive for $\breve{h}^{k}$, i.e.,

$$
\check{h}^{k}(K \cup L, K) \rightarrow \check{h}^{k}(L, K \cap L)
$$

is an isomorphism.
Proof. This is a consequence of the isomorphisms $h^{k}(U \cup V, U) \cong h^{k}(V, U \cap V)$ for open neighbourhoods $U \supset K, V \supset L$.
(18.5.4) Corollary. For each compact pair there exist an exact $M V$-sequence

$$
\cdots \rightarrow \check{h}^{k}(K \cup L) \rightarrow \check{h}^{k}(K) \oplus \check{h}^{k}(L) \rightarrow \check{h}^{k}(K \cap L) \xrightarrow{\delta} \cdots .
$$

Proof. The MV-sequence is constructed by algebra from suitable exact sequences using (18.5.2) and (18.5.3).
(18.5.5) Lemma. For each pair $(K, L)$ the diagram

is commutative.

Proof. By passage to the colimit this is a consequence of the commutativity of the diagrams

$$
\begin{gathered}
h^{k-1}(V) \xrightarrow{\delta} \xrightarrow{D_{L \varnothing}^{V}} \\
h_{n-k+1}^{k}(U, V) \\
h_{n-L}(M) \xrightarrow{\partial} h_{n-k}(M \backslash L, M \backslash K) .
\end{gathered}
$$

In order to verify this commutativity we apply (18.2.3) to the sets

$$
\left(U, V, U^{\prime}, V^{\prime}\right)=(V, \emptyset, U \backslash L, U \backslash K)
$$

The element $\xi$ arises from $o_{K}$ via the excision $h_{n}(U, U \backslash K) \cong h_{n}(M, M \backslash K)$. One now verifies from the definitions that the element $\alpha$ is $z_{L \emptyset}^{V \emptyset}$ and $\beta$ becomes $z_{K L}^{U V}$. These data yield the commutative diagram


The upper and lower rectangles commute by naturality of $\partial$ and $\delta$.
For the proof of the duality theorem we note that it suffices to consider the special case $D_{K}: \check{h}^{k}(K) \rightarrow h_{n-k}(M, M \backslash K)$, by the Five Lemma and the previous results. The proof is based on the following principle.
(18.5.6) Theorem. Let $D(K)$ be an assertion about compact subsets in $M$. Suppose:
(1) $D(K)$ holds for sets $K$ in a chart domain which are mapped onto a convex subset of $\mathbb{R}^{n}$ under the coordinate map.
(2) If $D(K), D(L)$, and $D(K \cap L)$ hold, then also $D(K \cup L)$ holds.
(3) Let $K_{1} \supset K_{2} \supset \cdots, K=\bigcap K_{i}$. If $D\left(K_{i}\right)$ holds for each $i$, then $D(K)$ holds.
Under these assumptions, $D(K)$ holds for all compact $K$.

Proof. Since an intersection of convex sets is convex, (1) and (2) yield by induction on $t$ that $D\left(K_{1} \cup \cdots \cup K_{t}\right)$ holds for compact subsets $K_{i}$ of type (1) which are contained in the same chart domain.

If $K$ is a compact set in a chart domain, then $K$ is the intersection of a sequence $K_{1} \supset K_{2} \supset \cdots$ where each $K_{i}$ is a finite union of compact convex sets.

Each compact set $K$ is a finite union of compact sets in chart domains. Again $D(K)$ follows by induction from (2).

We now verify (1)-(3) of (18.5.6) in the case that $D(K)$ is the assertion: $D_{K}$ is an isomorphism.
(2) The duality homomorphisms $D$ yield a morphism of the MV-sequence for $K, L$ into the MV-sequence of the complements; this follows from the fact that the (co-)boundary operators of the MV-sequences are defined from induced morphisms and ordinary (co-)boundary operators. Now use the Five Lemma.
(1) Let $\varphi: U \rightarrow \mathbb{R}^{n}$ be a chart, $K \subset U$ and $\varphi(K)$ convex. We begin with the special case of a point $K$ and $\varphi(K)=\{0\}$. We have a commutative diagram


The right square commutes by definition of $D_{K}$; here $z_{K}^{U}$ is the image of the orientation under the restriction $h_{n}(M, M \backslash K) \rightarrow h_{n}(U, U \backslash K)$. The left square commutes by naturality of the cap product. By definition of the orientation, $\varphi_{*}\left(z_{K}^{U}\right)= \pm e_{n}$. The fact that $\cap e_{n}$ is an isomorphism follows from the compatibility with suspension and the unit element axiom of the pairing. Hence $D(K)$ holds for a point $K$.

Let now $K$ be arbitrary and $P \subset K$ a point. From naturality we see that $D(K)$ holds, if $\check{h}^{k}(K) \rightarrow \check{h}^{k}(P)$ and $h_{n-k}(M, M \backslash K) \rightarrow h_{n-k}(M, M \backslash P)$ are isomorphisms.

The set $X=\varphi(K)$, being compact convex, is the intersection of a sequence of open neighbourhoods $U_{1} \supset U_{2} \supset \cdots$ which are contractible onto $P$, and each neighbourhood of $X$ contains eventually all $U_{j}$. Hence the restriction $h^{k}\left(U_{j}\right) \rightarrow$ $h^{k}\left(U_{j+1}\right)$ are isomorphisms, and we see $h^{k}\left(U_{j}\right) \cong \breve{h}^{k}(X) \cong h^{k}(X)$. This shows the first isomorphism. The second isomorphism is verified by standard methods (excision, h-equivalence).
(3) We show that the canonical maps

$$
\operatorname{colim}_{i} \check{h}^{k}\left(K_{i}\right) \rightarrow \check{h}^{k}(K), \quad \operatorname{colim}_{i} h_{n-k}\left(M, M \backslash K_{i}\right) \rightarrow h_{n-k}(M, M \backslash K)
$$

are isomorphisms.

The first isomorphism is an immediate consequence of the colim-definition. Given $x \in \breve{h}^{k}(K)$ represented by $y \in h^{k}(U)$. There exists $i$ such that $K_{i} \subset U$. Hence $y$ represents an element in $\check{h}^{k}\left(K_{i}\right)$. This shows surjectivity, and injectivity is shown by a similar argument.

The second isomorphism is easily seen for singular homology, if one uses that singular chains have compact carrier. In the general case one uses that additive homology theories commute with colimits.

### 18.6 Manifolds with Boundary

We now treat duality for manifolds with boundary.
(18.6.1) Theorem. Let $M$ be a compact $n$-manifold with boundary $\partial M$, oriented by a fundamental class $[M] \in H_{n}(M, \partial M ; \mathbb{Z})$. Then

$$
\begin{aligned}
H^{p}(M ; G) & \rightarrow H_{n-p}(M, \partial M ; G), & & x \mapsto x \cap[M], \\
H^{p}(M, \partial M ; G) & \rightarrow H_{n-p}(M ; G), & & x \mapsto x \cap[M],
\end{aligned}
$$

are isomorphisms for each coefficient group $G$.
Proof. By naturality and stability of the cap product the following diagram commutes up to sign (coefficients are $G$ ); $[\partial M]=\partial[M]$ is a fundamental class:


We know already that $\cap[\partial M]$ is an isomorphism. Therefore it suffices to show that the left-most vertical map is an isomorphism. We reduce the problem to the duality already proved. We use the non-compact auxiliary manifold

$$
P=M \cup(\partial M \times[0,1[),
$$

which is obtained by the identification $x \sim(x, 0)$ for $x \in \partial M$. We also use the subspaces

$$
\begin{aligned}
M(t) & =M \cup(\partial M \times[0, t]), & & 0 \leq t<1, \\
P(t) & =M \cup(\partial M \times[0, t[), & & 0<t \leq 1 .
\end{aligned}
$$

The $P(t)$ are a cofinal system of open neighbourhoods of $M=M(0)$ in $P$. The $M(t)$ are a compact exhaustion of $P$. The inclusions $M \subset P(t) \subset M(t)$ are
h-equivalences. Let $i(t):(M, \partial M) \subset\left(P(t), P(t) \backslash M^{\circ}\right)$. The diagram

is commutative (naturality of the cap product). The map $i(t)^{*}$ is an isomorphism, since $i(t)$ is an h-equivalence; the map $i(t)_{*}$ is an excision. Thus it suffices to show that $\cap i(t)_{*}[M]$ is an isomorphism. We use the duality theorem for $P$. We have isomorphisms

$$
H_{n}(P, P \backslash M(t)) \cong H_{n}(P, P \backslash M) \cong H_{n}\left(P, P \backslash M^{\circ}\right) \cong H_{n}(M, \partial M)
$$

Let $z(t) \in H_{n}(P, P \backslash M(t))$ correspond to the fundamental class [ $M$ ]. One verifies that $z(t)$ is an orientation along $M(t)$. Since the $M(t)$ form a compact exhaustion, the coherent family of the $z(t)$ yields an orientation of $P$. Let $w(t) \in H_{n}(P(t), P(t) \backslash M)$ and $v(t) \in H_{n}\left(P(t), P(t) \backslash M^{0}\right)$ correspond to the fundamental class under

$$
H_{n}(P(t), P(t) \backslash M) \cong H_{n}\left(P(t), P(t) \backslash M^{\circ}\right) \cong H_{n}(M, \partial M)
$$

By definition of the duality homomorphism, $D_{M}: \check{H}^{p}(M) \rightarrow H_{n-p}(P, P \backslash M)$ is the colimit of the maps

$$
H^{p}(P(t)) \xrightarrow{\cap w(t)} H_{n-p}(P(t), P(t) \backslash M) \xrightarrow{\cong} H_{n-p}(P, P \backslash M) .
$$

Since $H^{p}(P(t)) \rightarrow H^{p}(M)$ is an isomorphism, the canonical maps $H^{p}(P(t)) \rightarrow$ $\check{H}^{p}(M) \rightarrow H^{p}(M)$ are isomorphisms. Since $D_{M}$ is an isomorphism, so is $\cap w(t)$. The diagram

is commutative by naturality of the cap product and $v(t)=i_{*} w(t)$. Since $v(t)=$ $i(t)_{*}[M]$, the map $\cap i(t)_{*}[M]$ is an isomorphism.
(18.6.2) Proposition. Let $B$ be a compact $(n+1)$-manifold with boundary $\partial B=$ $M$. Then $\chi(M)=\left(1+(-1)^{n}\right) \chi(B)$. In particular $\chi(M)$ is always even.

Proof. Let $M=B \cup(\partial B \times[0,1[)$. Then $B$ is a compact deformation retract of $M$ and $M \backslash B \cong \partial B \times] 0,1[\simeq \partial B$. Hence $\chi(B)=\chi(M)=\chi(M \backslash B)+$ $(-1)^{n+1} \chi(B)=\chi(\partial B)-(-1)^{n} \chi(B)$.
(18.6.3) Example. $\mathbb{R} P^{2 n}$ is not the boundary of a compact manifold, since $\chi\left(\mathbb{R} P^{2 n}\right)$ is odd. The same holds for an arbitrary finite product of even-dimensional real projective spaces.

## Problems

1. Suppose $\partial M=A+B$ is a decomposition into two closed submanifolds. The diagram

is commutative up to sign. Hence $\cap[M]: H^{p}(M, A) \rightarrow H_{n-p}(M, B)$ is an isomorphism.

### 18.7 The Intersection Form. Signature

Let $M$ be a closed $n$-manifold oriented by a fundamental class $[M] \in H_{n}(M ; \mathbb{K})$, coefficients in a field $\mathbb{K}$. The evaluation on the fundamental class is $H^{n}(M) \rightarrow$ $\mathbb{K}, \quad x \mapsto x[M]=\langle x,[M]\rangle$. We can also write this as the composition $H^{n}(M) \cong$ $\operatorname{Hom}\left(H_{n}(M), \mathbb{K}\right) \rightarrow \mathbb{K}$ where we evaluate a homomorphism on $[M]$. The canonical $\operatorname{map} \varepsilon: H_{0}(M) \rightarrow \mathbb{K}$ allows us to write $\langle x,[M]\rangle=\varepsilon(x \cap[M])$.
(18.7.1) Proposition. The bilinear form

$$
H^{k}(M) \times H^{n-k}(M) \xrightarrow{\cup} H^{n}(M) \xrightarrow{\langle-,[M]\rangle} \mathbb{K}
$$

is regular. We write this form also as $(x, y) \mapsto x \odot y$.
Proof. We use the rule $(x \cup y) \cap[M]=x \cap(y \cap[M])$. It gives us the commutative diagram


The bilinear form in question is isomorphic to the Hom-evaluation, and the latter is for each finite-dimensional vector space a regular form.

We take now $\mathbb{R}=\mathbb{K}$ as coefficients and assume $n=4 t$. In that case

$$
H^{2 t}(M) \times H^{2 t}(M) \rightarrow \mathbb{R}, \quad(x, y) \mapsto x \odot y
$$

is a regular symmetric bilinear form. Recall from linear algebra: Let $(V, \beta)$ be a real vector space together with a symmetric bilinear form $\beta$. Then $V$ has a decomposition $V=V_{+} \oplus V_{-}+V_{0}$ such that the form is positive definite on $V_{+}$, negative definite on $V_{-}$and zero on $V_{0}$. By Sylvester's theorem the dimensions of $V_{+}$and $V_{-}$are determined by $\beta$. The integer $\operatorname{dim} V_{+}-\operatorname{dim} V_{-}$is called the signature of $\beta$. We apply this to the intersection form and call

$$
\sigma(M)=\operatorname{dim} H^{2 t}(M)_{+}-\operatorname{dim} H^{2 t}(M)_{-}
$$

the signature of the closed oriented $4 t$-manifold $M$. We also set $\sigma(M)=0$, if the dimension of $M$ is not divisible by 4 . If $-M$ denotes the manifold with the opposite orientation, then one has $\sigma(-M)=-\sigma(M)$. If $M=M_{1}+M_{2}$ then $H^{2 t}(M)=H^{2 t}\left(M_{1}\right)+H^{2 t}\left(M_{2}\right)$, the forms on $M_{1}$ and $M_{2}$ are orthogonal, hence $\sigma\left(M_{1}+M_{2}\right)=\sigma\left(M_{1}\right)+\sigma\left(M_{2}\right)$.
(18.7.2) Proposition. The signature of $\mathbb{C} P^{2 n}$ with its natural orientation induced by the complex structure is 1 .
Proof. Since $\left.H^{2 n}\left(\mathbb{C} P^{2 n} ; \mathbb{Z}\right)\right)$ is the free abelian group generated by $c^{n}$, the claim follows from $\left\langle c^{n},\left[\mathbb{C} P^{n}\right]\right\rangle=1$. For $n=1$ this holds by the definition of the first Chern class (see (19.1.2)). Consider the map $p:\left(\mathbb{C} P^{1}\right)^{n} \rightarrow \mathbb{C} P^{n}$ that sends $\left(\left[a_{1}, b_{1}\right], \ldots,\left[a_{n} b_{n}\right]\right)$ to $\left[c_{0}, \ldots, c_{n}\right]$ where $\prod_{j=1}^{n}\left(a_{j} x+b_{j} y\right)=\sum_{i=0}^{n} c_{j} x^{j} y^{n-j}$. Note that $H^{2}\left(\left(\mathbb{C} P^{1}\right)^{n} ; \mathbb{Z}\right)$ is the free abelian group with basis $t_{1}, \ldots, t_{n}$ where $t_{j}$ is the first Chern class of $\mathrm{pr}_{j}^{*}(\eta)$. One verifies that $p^{*}(c)=t_{1}+\cdots+t_{n}$. This implies $p^{*} c^{n}=n!\cdot t_{1} t_{2} \ldots t_{n}$. The map $p$ has degree $n!$. These facts imply
$n!=\left\langle p^{*} c^{n},\left[\mathbb{C} P^{1}\right]^{n}\right\rangle=\left\langle c^{n}, p_{*}\left[\mathbb{C} P^{1}\right]^{n}\right\rangle=\left\langle c^{n}, n!\cdot\left[\mathbb{C} P^{n}\right]\right\rangle=n!\cdot\left\langle c^{n},\left[\mathbb{C} P^{n}\right]\right\rangle$, hence $\left\langle c^{n},\left[\mathbb{C} P^{n}\right]\right\rangle=1$.
(18.7.3) Proposition. Let $M$ and $N$ be closed oriented manifolds. Give $M \times N$ the product orientation. Then $\sigma(M \times N)=\sigma(M) \sigma(N)$.

Proof. Let $m=\operatorname{dim} M$ and $n=\operatorname{dim} M$. If $m+n \not \equiv \bmod 4$ then $\sigma(M \times N)=$ $0=\sigma(M) \sigma(N)$ by definition. In the case that $m+n=4 p$ we use the Künneth isomorphism and consider the decomposition

$$
\begin{aligned}
H^{2 p}(M \times N) & =H^{m / 2}(M) \otimes H^{n / 2}(N) \\
& \bigoplus_{2 i<m}\left(H^{i}(M) \otimes H^{2 p-i}(N) \oplus H^{m-i}(M) \otimes H^{n-2 p+i}(N)\right)
\end{aligned}
$$

The first summand on the right-hand side is zero if $m$ or $n$ is odd. The form on $H^{2 p}(M \times N)$ is transformed via the Künneth isomorphism by the formula
$(x \otimes y) \odot\left(x^{\prime} \otimes y^{\prime}\right)=(-1)^{\left|y \| x^{\prime}\right|}\left(x \odot x^{\prime}\right)\left(y \odot y^{\prime}\right)$. Products of elements in different summands never contribute to the top dimension $m+n$. Therefore the signature to be computed is the sum of the signatures of the forms on the summands.

Consider the first summand. If $m / 2$ and $n / 2$ are odd, then the form is zero. In the other case let $A$ be a basis of $H^{m / 2}(M)$ such that the form has a diagonal matrix with respect to this basis and let $B$ be a basis of $H^{n / 2}(N)$ with a similar property. Then $(a \otimes b \mid a \in A, b \in B)$ is a basis of $H^{m / 2}(M) \otimes H^{n / 2}(N)$ for which the form has a diagonal matrix. Then

$$
\begin{aligned}
\sigma(M) \sigma(N) & =\left(\sum_{a \in A} a \odot a\right)\left(\sum_{b \in B} b \odot b\right) \\
& =\sum_{(a, b) \in A \times B}(a \otimes b) \odot(a \otimes b)=\sigma(M \times N) .
\end{aligned}
$$

Now consider the summand for $2 i<m$. Choose bases $A$ of $H^{i}(M)$ and $B$ of $H^{2 p-i}(N)$ and let $A^{*}, B^{*}$ be the dual bases of $H^{m-i}(M), H^{n-2 p+i}(N)$ respectively. Then

$$
\left(a \otimes b+a^{*} \otimes b^{*}, a \otimes b-a^{*} \otimes b^{*} \mid a \in A, b \in B\right)
$$

is a basis of the summand under consideration. The product of different basis elements is zero, and $\left(a \otimes b+a^{*} \otimes b^{*}\right)^{2}=-\left(a \otimes b-a^{*} \otimes b^{*}\right)^{2}$ shows that the number of positive squares equals the number of negative squares. Hence these summands do not contribute to the signature.

There exists a version of the intersection form for cohomology with integral coefficients. We begin again with the bilinear form

$$
s: H^{k}(M) \rightarrow H^{n-k}(M) \rightarrow \mathbb{Z}, \quad(x, y) \mapsto(x \cup y)[M] .
$$

We denote by $A_{\diamond}$ the quotient of the abelian group $A$ by the subgroup of elements of finite order. We obtain an induced bilinear form

$$
s_{\diamond}: H^{k}(M)_{\diamond} \times H^{n-k}(M)_{\diamond} \rightarrow \mathbb{Z} .
$$

(18.7.4) Proposition. The form $s_{\diamond}$ is regular, i.e., the adjoint homomorphism $H^{k}(M)_{\diamond} \rightarrow \operatorname{Hom}\left(H^{n-k}(M)_{\diamond}, \mathbb{Z}\right)$ is an isomorphism (and not just injective).

Proof. We use the fact that the evaluation $H^{k}(M ; \mathbb{Z})_{\diamond} \times H_{k}(M ; \mathbb{Z})_{\diamond} \rightarrow \mathbb{Z}$ is a regular bilinear form over $\mathbb{Z}$. By the universal coefficient formula, the kernel of $H^{k}(M ; \mathbb{Z}) \rightarrow \operatorname{Hom}\left(H_{k}(M ; \mathbb{Z}), \mathbb{Z}\right)$ is a finite abelian group; hence we have isomorphisms

$$
H^{k}(M ; \mathbb{Z})_{\diamond} \cong \operatorname{Hom}\left(H_{k}(M ; \mathbb{Z}), \mathbb{Z}\right) \cong \operatorname{Hom}\left(H_{k}(M ; \mathbb{Z})_{\diamond}, \mathbb{Z}\right)
$$

Now the proof is finished as before.

We return to field coefficients. Let $M$ be the oriented boundary of the compact oriented manifold $B$. We set $A^{k}=\operatorname{Im}\left(i^{*}: H^{k}(B) \rightarrow H^{k}(M)\right)$ with the inclusion $i: M \subset B$.
(18.7.5) Proposition. The kernel of

$$
H^{k}(M) \xlongequal{\cong} \operatorname{Hom}\left(H^{n-k}(M), \mathbb{K}\right) \rightarrow \operatorname{Hom}\left(A^{n-k}, \mathbb{K}\right)
$$

is $A^{k}$. The isomorphism is $x \mapsto(y \mapsto\langle y \cup x,[M]\rangle)$; the second map is the restriction to $A^{n-k}$. In particular $\operatorname{dim} H^{k}(M)=\operatorname{dim} A^{k}+\operatorname{dim} A^{n-k}$, and in the casen $=$ $2 t$ we have $\operatorname{dim} H^{t}(M)=2 \operatorname{dim} A^{k}$ and $\operatorname{dim} H_{t}(M)=2 \operatorname{dim} \operatorname{Ker}\left(i_{*}: H_{t}(M) \rightarrow\right.$ $H_{t}(B)$ ).

Proof. Consider the diagram


By stability of the cap product, the square commutes up to the $\operatorname{sign}(-1)^{k}$. By commutativity and duality

$$
x \in A^{k} \Leftrightarrow \delta(x)=0 \Leftrightarrow \delta(x) \cap[B]=0 \Leftrightarrow i_{*}(x \cap[M])=0
$$

The regularity of the pairing $H^{j}(M) \times H_{j}(M) \rightarrow \mathbb{K},(x, y) \mapsto\langle x, y\rangle$ says that $i_{*}(x \cap[M])=0$ is equivalent to $\left\langle H^{n-k}(B), i_{*}(x \cap[M])\right\rangle=0$. Properties of pairings yield

$$
\begin{aligned}
\left\langle H^{n-k}(B), i_{*}(x \cap[M]\rangle\right. & =\left\langle i^{*} H^{n-k}(B), x \cap[M]\right\rangle \\
& =\left\langle A^{n-k}, x \cap[M]\right\rangle \\
& =\left\langle A^{n-k} \cup x,[M]\right\rangle
\end{aligned}
$$

and we see that $x \in A^{k}$ is equivalent to $\left\langle A^{n-k} \cup x,[M]\right\rangle=0$, and the latter describes the kernel of the map in the proposition.
(18.7.6) Example. If $n=2 t$ and $\operatorname{dim} H^{t}(M)$ is odd, then $M$ is not a boundary of a $\mathbb{K}$-orientable compact manifold. This can be applied to $\mathbb{R} P^{2 n}$ (for $\mathbb{K}=\mathbb{Z} / 2$ ) and to $\mathbb{C} P^{2 n}$ (for $\mathbb{K}=\mathbb{R}$ ).
(18.7.7) Proposition. Let $M$ be the boundary of a compact oriented $(4 k+1)$ manifold $B$. Then the signature of $M$ is zero.

Proof. It follows from Proposition (18.7.5) that the orthogonal complement of $A^{2 k}$ with respect to the intersection form on $H^{2 k}(M ; \mathbb{R})$ is $A^{2 k}$, and $2 \operatorname{dim} A^{2 k}=$ $\operatorname{dim} H^{2 k}(M ; \mathbb{R})$. Linear algebra tells us that a symmetric bilinear form with these properties has signature 0 .

We generalize the preceding by taking advantage of the general duality isomorphism (coefficients in $\mathbb{K}$ ). Let $M$ be an $n$-manifold and $K \supset L$ a compact pair in $M$. Assume that $M$ is $\mathbb{K}$-oriented along $K$. We define a bilinear form

$$
\begin{equation*}
\check{H}^{i}(K, L) \times H^{j}(M \backslash L, M \backslash K) \xrightarrow{\smile} H^{i+j}(M, M \backslash K) \tag{*}
\end{equation*}
$$

as follows: Let $(V, W)$ be a neighbourhood of $(K, L)$. We fix an element $y \in$ $H^{j}(M \backslash L, M \backslash K)$ and restrict it to $H^{j}(V \backslash L, V \backslash K)$. Then we have

$$
\begin{aligned}
& H^{i}(V, W) \rightarrow H^{i}(V \backslash L, W \backslash L) \xrightarrow{\cup y} H^{i+j}(V \backslash L, W \backslash K \cup V \backslash K) \cong \\
& H^{i+j}(M, W \cup(M \backslash K)) \rightarrow H^{i+j}(M, M \backslash K)
\end{aligned}
$$

The colimit over the neighbourhoods $(V, W)$ yields $\cup y$ in $(*)$.
(18.7.8) Proposition. Let $M$ be an $n$-manifold and $K \supset L$ compact $E N R$ in $M$. Then

$$
H^{i}(K, L) \times H^{n-i}(M \backslash L, M \backslash K) \xrightarrow{\cup} H^{n}(M, M \backslash K) \xrightarrow{\left\langle-, o_{K}\right\rangle} \mathbb{K}
$$

is a regular bilinear form.
(18.7.9) Example. Let $M$ be a compact oriented $n$-manifold for $n \equiv 2 \bmod$ (4). Then the Euler characteristic $\chi(M)$ is even.

The intersection form $H^{n / 2}(M) \times H^{n / 2}(M) \rightarrow \mathbb{Q}$ with coefficients in $\mathbb{Q}$ is skew-symmetric and regular, since $n / 2$ is odd. By linear algebra, a form of this type only exists on even-dimensional vector spaces.

$$
\begin{aligned}
\chi(M) & =\sum_{i=0}^{n}(-1)^{i} \operatorname{dim} H_{i}(M) \\
& =-\operatorname{dim} H^{n / 2}(M)+2 \sum_{2 i<n}(-1)^{i} \operatorname{dim} H^{i}(M)
\end{aligned}
$$

we have used $\operatorname{dim} H^{i}(M)=\operatorname{dim} H^{n-i}(M)$, and this holds because of $H^{i}(M) \cong$ $\operatorname{Hom}\left(H_{i}(M), \mathbb{Q}\right)$ and hence $\operatorname{dim} H^{i}(M)=\operatorname{dim} H_{i}(M)=\operatorname{dim} H^{n-i}(M)$.

### 18.8 The Euler Number

Let $\xi: E(\xi) \rightarrow M$ be an $n$-dimensional real vector bundle over the closed connected orientable manifold $M$. The manifold is oriented by a fundamental class $[M] \in$ $H_{n}(M ; \mathbb{Z})$ and the bundle by a Thom class $t(\xi) \in H^{n}\left(E, E^{0} ; \mathbb{Z}\right)$. Let $s: M \rightarrow$
$E(\xi)$ be a section of $\xi$ and assume that the zero set $N(s)$ is contained in the disjoint sum $D=D_{1} \cup \cdots \cup D_{r}$ of disks $D_{j}$. The aim of this section is to determine the Euler number $e(\xi)=\left\langle s^{*} t(\xi),[M]\right\rangle$ by local data. We assume given positive charts $\varphi_{j}: \mathbb{R}^{n} \rightarrow U_{j}$ with disjoint images of $M$ such that $\varphi_{j}\left(D^{n}\right)=D_{j}$. The bundle is trivial over $U_{j}$. Let

be a trivialization. We assume that $\Phi_{j}$ is positive with respect to the given orientation of $\xi$. These data yield a commutative diagram


Here $S_{j}$ is the boundary of $D_{j}$ and $S=\bigcup_{j} S_{j}$. The restriction of $s$ to $D_{j}$ is $s_{j}$. The image of $t(\xi)$ in $H^{n}\left(E\left(\xi \mid D_{j}\right), E^{0}\left(\xi \mid D_{j}\right)\right)$ is the Thom class $t\left(\xi \mid D_{j}\right)$. The vertical maps have their counterpart in homology

$$
H_{n}(M) \xrightarrow{\alpha_{*}} H_{n}\left(M, M \backslash D^{\circ}\right) \stackrel{\beta_{*}}{\cong} H_{n}(D, S) \longleftarrow \bigoplus_{j} H_{n}\left(D_{j}, S_{j}\right),
$$

and $[M]$ is mapped to $\left(\left[D_{j}\right]\right)$. By commutativity and naturality

$$
\left\langle s^{*} t(\xi),[M]\right\rangle=\sum_{j}\left\langle s_{j}^{*} t\left(\xi \mid D_{j}\right),\left[D_{j}\right]\right\rangle
$$

The bundle isomorphism $\left(\Phi_{j}, \varphi_{j}\right)$ transports $s_{j}$ into a section

$$
t_{j}: D^{n} \rightarrow D^{n} \times \mathbb{R}^{n}, \quad x \mapsto\left(x, u_{j}(x)\right)
$$

of pr. Note that $u_{j}\left(S^{n-1}\right) \subset \mathbb{R}^{n} \backslash 0$. We have another commutative diagram


The evaluation $\left\langle s_{j}^{*} t\left(\xi \mid D_{j}\right),\left[D_{j}\right]\right\rangle$ is the degree of $u_{j}: S^{n-1} \rightarrow \mathbb{R}_{0}^{n}$ if we choose the correct orientations. We explain this now and use the following computation:

$$
\begin{aligned}
\left\langle s_{j}^{*} t\left(\xi \mid D_{j}\right),\left[D_{j}\right]\right\rangle & =\left\langle s_{j}^{*} t\left(\xi \mid D_{j}\right), \varphi_{j *}\right\rangle=\left\langle\varphi_{j}^{*} s_{j}^{*} t\left(\xi \mid D_{j}\right), e_{n}\right\rangle \\
& =\left\langle t_{j}^{*} \Phi_{j}^{*} t\left(\xi \mid D_{j}\right), e_{n}\right\rangle=\left\langle u_{j}^{*} e^{n}, e_{n}\right\rangle \\
& =d\left(u_{j}\right)\left\langle e^{n}, e_{n}\right\rangle
\end{aligned}
$$

The cohomological degree of $u_{j}$ is $u_{j}^{*} e^{n}=d\left(u_{j}\right) e^{n}$. With these definitions we obtain:
(18.8.1) Proposition. $e(\xi)=\left(\sum_{j=1}^{r} d\left(u_{j}\right)\right)\left\langle e^{n}, e_{n}\right\rangle$.

If $s$ has in $D_{j}$ an isolated zero, then $d\left(u_{j}\right)$ is called the index of this zero.

## Problems

1. There always exists a section with a single zero.
2. The index can be computed for transverse zeros of a smooth section $s: M \rightarrow E$ of a smooth bundle. Consider the differential

$$
T_{x} s: T_{x} M \rightarrow T_{x} E=T_{x} M \oplus E_{x} .
$$

Transversality means that the composition with the projection $\mathrm{pr} \circ T_{x} s: T_{x} M \rightarrow E_{x}$ is an isomorphism between oriented vector spaces. This isomorphism has a sign $\varepsilon(x) \in\{ \pm 1\}$, +1 if the orientation is preserved. Show that $\varepsilon(x)$ is the local index.
3. The section

$$
s: S^{n} \rightarrow T S^{n} \subset S^{n} \times \mathbb{R}^{n+1}, \quad x=\left(x_{0}, \ldots, x_{n}\right) \mapsto\left(x,\left(x_{0}^{2}-1, x_{0} x_{1}, \ldots, x_{0} x_{n}\right)\right)
$$

has the transverse zeros $(1,0, \ldots, 0)$ with index 1 and $(-1,0, \ldots, 0)$ with index $(-1)^{n}$.
4. Find a vector field on $S^{2 n}$ with a single zero (of index 2).
5. There exists a section without zeros if and only if the Euler number is zero.

We know already that the Euler number is zero, if there exists a non-vanishing section.
For the converse one has to use two facts: (1) There always exist sections with isolated zeros.
(2) There exists a cell $D$ which contains every zero. Hence one has to consider a single local index. This index is zero, and the corresponding map $u: S \rightarrow \mathbb{R}_{0}^{n}$ is null homotopic. Thus there exists an extension $u: D \rightarrow \mathbb{R}_{0}^{n}$. We use this extension to extend the section $s$ over the interior of $D$ without zeros.
6. Consider the bundle $\xi(k): H(k) \rightarrow \mathbb{C} P^{1}$. Let $P\left(z_{0}, z_{1}\right)=\sum_{j=0}^{k} \alpha_{k} z_{0}^{j} z_{1}^{k-j}$ be a homogeneous polynomial of degree $k$. Then

$$
\sigma: \mathbb{C} P^{1} \rightarrow H(k), \quad\left[z_{0}, z_{1}\right] \mapsto\left(z_{0}, z_{1} ; P\left(z_{0}, z_{1}\right)\right)
$$

is a section of $\xi(k)$. If $P\left(z_{0}, z_{1}\right)=\prod_{j}\left(a_{j} z_{1}-b_{j} z_{0}\right)$ is the factorization into linear factors, then the $\left[a_{j}, b_{j}\right] \in \mathbb{C} P^{1}$ are the zeros of $\sigma$, with multiplicities.
7. Consider the bundle $\xi: S^{n} \times \mathbb{Z} / 2 \mathbb{R}^{n} \rightarrow \mathbb{R} P^{n},(x, z) \mapsto[x]$. Then $\sigma:\left[x_{0}, \ldots, x_{n}\right] \mapsto$ $\left(\left(x_{0}, \ldots, x_{n}\right),\left(x_{1}, \ldots, x_{n}\right)\right)$ is a section with a single zero. The sections correspond to maps $f: S^{n} \rightarrow \mathbb{R}^{n}$ such that $f(-x)=-f(x)$. One form of the theorem of Borsuk-Ulam says that maps of this type always have a zero. We would reprove this result, if we show that the Euler class mod (2) is non-zero. The tautological bundle $\eta$ over $\mathbb{R} P^{n}$ has as Euler class the non-zero element $w$ of $H^{1}\left(\mathbb{R} P^{n} ; \mathbb{Z} / 2\right)$. The Euler classes are multiplicative and $\xi=n \eta$. Hence $e(\xi)=w^{n} \neq 0$.

### 18.9 Euler Class and Euler Characteristic

Let $M$ be a closed orientable $n$-manifold. We define in a new manner the Thom class of the tangent bundle. It is an element $t(M) \in H^{n}(M \times M, M \times M \backslash D)$ such that for each $x \in M$ the restriction of $t(M)$ along

$$
H^{n}(M \times M, M \times M \backslash D) \rightarrow H^{n}(x \times M, x \times(M \backslash x))
$$

is a generator (integral coefficients, $D$ the diagonal). The image of $t(M)$ under the composition

$$
H^{n}(M \times M, M \times M \backslash D) \rightarrow H^{n}(M \times M) \xrightarrow{d^{*}} H^{n}(M)
$$

(where $d$ is the diagonal map) is now called the associated Euler class $e(M)$ of $M$. Let us use coefficients in a field $\mathbb{K}$. We still denote the image of the fundamental class $[M] \in H_{n}(M ; \mathbb{Z})$ in $H_{n}(M ; \mathbb{K})$ by $[M]$. We use the product orientation $[M \times M]=[M] \times[M]$. Let $v: E(v) \rightarrow M$ be the normal bundle of the diagonal $d: M \rightarrow M \times M$ with disk- and sphere bundle $D(v)$ and $S(v)$ and tubular map $j: D(v) \rightarrow M \times M$. The fundamental class of $[M \times M] \in H_{2 n}(M \times M)$ induces a fundamental class $[D(v)] \in H_{2 n}(D(v), S(v))$ via

$$
H_{2 n}(M \times M) \rightarrow H_{2 n}(M \times M, M \times M \backslash D) \cong H_{2 n}(D(v), S(v)) .
$$

Let $z=j^{*}([D(v)]$. The diagram

commutes (naturality of the cap product). Suppose $M$ is connected. From the isomorphisms

$$
H_{n}(M) \underset{\cong}{\stackrel{i_{*}}{\cong}} H_{n}(D(\nu)) \underset{\cong}{\cong[D(\nu)]} H^{n}(D(v), S(v))
$$

we obtain an element $t(v)$ that satisfies $i_{*}[M]=t(v) \cap[D(v)]$. It is a generator and therefore a Thom class. We define $t(M) \in H^{n}(M \times M, M \times M \backslash D)$ by $j^{*} t(M)=t(\nu)$. The image $\tau(M) \in H^{n}(M \times M)$ of $t(M)$ is characterized by the relation $\tau \cap[M \times M]=d_{*}[M]$. From the definitions we see that $d^{*} \tau$ is the image of $t(\nu)$ under $H^{n}(D(\nu), S(\nu)) \rightarrow H^{n}(D(\nu)) \xrightarrow{i^{*}} H^{n}(M)$, hence the Euler class $e(\nu)$ of $v$.

Let $B=\{\alpha\}$ be a basis of $H^{*}(M)$ and $\left\{\alpha^{0}\right\}$ the dual basis in $H^{*}(M)$ with respect to the intersection form $\left\langle\alpha^{0} \cup \beta,[M]\right\rangle=\delta_{\alpha \beta},\left|\alpha^{0}\right|=n-|\alpha|$.
(18.9.1) Proposition. The image $\tau(M) \in H^{n}(M \times M)$ of $t(M)$ is given by

$$
\tau=\sum_{\alpha \in B}(-1)^{|\alpha|} \alpha^{0} \times \alpha \in H^{n}(M \times M) .
$$

A consequence is

$$
\begin{gathered}
e(M)=d^{*} \tau=\sum_{\alpha \in B}(-1)^{|\alpha|} \alpha^{0} \cup \alpha, \\
\langle e(M),[M]\rangle=\sum_{\alpha}(-1)\left\langle\alpha^{0} \cup \alpha,[M]\right\rangle=\sum_{\alpha}(-1)^{|\alpha|}=\chi(M) .
\end{gathered}
$$

Proof. The Künneth isomorphism

$$
H^{*}(M) \otimes H^{*}(M) \cong H^{*}(M \times M), \quad u \otimes v \mapsto u \times v,
$$

tells us that there exists a relation of the form $\tau=\sum_{\gamma, \delta \in B} A(\gamma, \delta) \gamma^{0} \times \delta$. The following computations determine the coefficient $A(\gamma, \delta)$. Let $\alpha$ and $\beta$ be basis elements of degree $p$. Then

$$
\begin{aligned}
& \left\langle\left(\alpha \times \beta^{0}\right) \cup \tau,[M \times M]\right\rangle \\
& \quad=\left\langle\alpha \times \beta^{0}, \tau \cap[M \times M]\right\rangle=\left\langle\alpha \times \beta^{0}, d_{*}[M]\right\rangle \\
& \quad=\left\langle d^{*}\left(\alpha \times \beta^{0}\right),[M]\right\rangle=\left\langle\alpha \cup \beta^{0},[M]\right\rangle \\
& \quad=(-1)^{p(n-p)}\left\langle\beta^{0} \cup \alpha,[M]\right\rangle=(-1)^{p(n-p)} \delta_{\alpha \beta}
\end{aligned}
$$

A second computation gives

$$
\begin{aligned}
\langle(\alpha \times & \left.\left.\beta^{0}\right) \cup \tau,[M \times M]\right\rangle \\
& =\left\langle\left(\alpha \times \beta^{0}\right) \cup \sum A(\gamma, \delta) \gamma^{0} \times \delta,[M \times M]\right\rangle \\
& =\sum A(\gamma, \delta)(-1)^{\left|\beta^{0}\right|\left|\gamma^{0}\right|}\left\langle\left(\alpha \cup \gamma^{0}\right) \times\left(\beta^{0} \cup \delta\right),[M] \times[M]\right\rangle \\
& =\sum A(\gamma, \delta)(-1)^{\left|\beta^{0}\right|\left|\gamma^{0}\right|}(-1)^{n\left(\left|\beta^{0}\right|+|\delta|\right)}\left\langle\alpha \cup \gamma^{0},[M]\right\rangle\left\langle\beta^{0} \cup \delta,[M]\right\rangle
\end{aligned}
$$

Only summands with $\gamma=\alpha$ and $\delta=\beta$ are non-zero. Thus this evaluation has the value $A(\alpha, \beta)=(-1)^{p n}$ (collect the signs and compute modulo 2 ). We compare the two results and obtain $A(\alpha, \beta)=(-1)^{p} \delta_{\alpha \beta}$.

## Chapter 19

## Characteristic Classes

Characteristic classes are cohomological invariants of bundles which are compatible with bundle maps. Let $h^{*}(-)$ be a cohomology theory. An $h^{k}$-valued characteristic class for numerable $n$-dimensional complex vector bundles, say, assigns to each such bundle $\xi: E(\xi) \rightarrow B$ an element $c(\xi) \in h^{k}(B)$ such that for a bundle map $\xi \rightarrow \eta$ over $f: B \rightarrow C$ the naturality property $f^{*} c(\eta)=c(\xi)$ holds.

An assignment which has these properties is determined by its value $c\left(\gamma_{n}\right) \in$ $h^{k}(B \mathrm{U}(n))$ on the universal bundle $\gamma_{n}$, and this value can be prescribed in an arbitrary manner (Yoneda lemma). In other words, the elements of $h^{k}(B \mathrm{U}(n))$ correspond to this type of characteristic classes.

It turns out that in important cases characteristic classes are generated by a few of them with distinguished properties, essentially a set of generators of the cohomology of classifying spaces.

We work with a multiplicative and additive cohomology theory $h^{*}$ and bundles are assumed to be numerable. A $\mathbb{C}$-orientation of the theory assigns to each $n$-dimensional complex vector bundle (numerable, over a CW-complex,...) $\xi: E(\xi) \rightarrow B$ a Thom class $t(\xi) \in h^{2 n}\left(E(\xi), E^{0}(\xi)\right)$ such that for a bundle map $f: E(\xi) \rightarrow$ $E(\eta)$ the naturality $f^{*} t(\eta)=t(\xi)$ holds and the Thom classes are multiplicative $t(\xi) \times t(\eta)=t(\xi \times \eta)$. If an assignment of this type is given, then the theory is called $\mathbb{C}$-oriented. In a similar manner we call a theory $\mathbb{R}$-oriented, if for each $n$ dimensional real vector bundle $\xi: E(\xi) \rightarrow B$ a Thom class $t(\xi) \in h^{n}\left(E(\xi), E^{0}(\xi)\right)$ is given which is natural and multiplicative. It is a remarkable fact that structures of this type are determined by 1-dimensional bundles.
(19.0.1) Theorem. $A \mathbb{C}$-orientation is determined by its value

$$
t\left(\gamma_{1}\right) \in h^{2}\left(E\left(\gamma_{1}\right), E^{0}\left(\gamma_{1}\right)\right)
$$

on the universal 1-dimensional bundle $\gamma_{1}$ over $\mathbb{C} P^{\infty}$. Each Thom class $t$ of $\gamma_{1}$ determines a $\mathbb{C}$-orientation. A similar bijection exists between Thom classes of the universal 1-dimensional real vector bundle over $\mathbb{R} P^{\infty}$ and $\mathbb{R}$-orientations.

An example of a $\mathbb{C}$-oriented theory is $H^{*}(-; \mathbb{Z})$; a complex vector bundle has a canonical Thom class and these Thom classes are natural and multiplicative. One can use an arbitrary commutative ring as coefficient ring.

An example of an $\mathbb{R}$-oriented theory is $H^{*}(-; \mathbb{Z} / 2)$; a real vector bundle has a unique Thom class in this theory. One can use any commutative ring of characteristic 2 as coefficient ring.

Suppose the theory is $\mathbb{C}$-oriented. Then an $n$-dimensional complex vector bundle $\xi$ over $B$ has an Euler class $e(\xi) \in h^{2 n}(B)$ associated to $t(\xi)$. Euler classes are natural, $f^{*} e(\eta)=e\left(f^{*} \eta\right)$, and multiplicative, $e(\xi \oplus \eta)=e(\xi) \cup e(\eta)$.

The Thom classes have associated Thom homomorphisms. They are defined as before by cup product with the Thom class

$$
\Phi(\xi): h^{k}(B, A) \rightarrow h^{k+2 n}\left(E(\xi), E(\xi)^{0} \cup E(\xi \mid A)\right), \quad x \mapsto \xi^{*}(x) \cup t(\xi) .
$$

These Thom homomorphisms are natural and multiplicative as we have explained earlier.

For an $\mathbb{R}$-oriented theory we have natural and multiplicative Euler classes for real vector bundles.

A proof of (19.0.1) is based on a determination of characteristic classes. We present a construction of characteristic classes based on the cohomology of projective bundles. For this purpose, classifying spaces are not used. But they will of course appear and they are necessary for a more global view-point.

### 19.1 Projective Spaces

Let $\eta_{n}: E_{n} \rightarrow \mathbb{C} P^{n-1}$ be the canonical bundle with total space

$$
E_{n}=\mathbb{C}^{n} \backslash 0 \times_{\mathbb{C}^{*}} \mathbb{C}, \quad(z, u) \sim(\lambda z, \lambda u) .
$$

We have the embedding $v_{n}: E_{n} \rightarrow \mathbb{C} P^{n},(z, u) \mapsto[z, u]$. The image is the complement of the point $*=[0, \ldots, 0,1]$. Let $t\left(\eta_{n}\right) \in h^{2}\left(E_{n}, E_{n}^{0}\right)$ be a Thom class. The Thom class yields the element $t_{n} \in h^{2}\left(\mathbb{C} P^{n}\right)$ as the image under

$$
h^{2}\left(E_{n}, E_{n}^{0}\right) \cong h^{2}\left(\mathbb{C} P^{n}, \mathbb{C} P^{n} \backslash \mathbb{C} P^{n-1}\right) \cong h^{2}\left(\mathbb{C} P^{n}, *\right) \rightarrow h^{2}\left(\mathbb{C} P^{n}\right) .
$$

The first isomorphism is induced by $v_{n}$. Note that $v_{n}$ sends the zero section to $\mathbb{C} P^{n-1}$, the image under the embedding $\iota:\left[x_{1}, \ldots, x_{n}\right] \mapsto\left[x_{1}, \ldots, x_{n}, 0\right]$. The total space $E_{n}$ of $\eta_{n}$ was denoted $H(1)$ in (14.2.6). The bundle $\eta_{n}$ is the (complex) normal bundle of the embedding $\iota: \mathbb{C} P^{n-1} \rightarrow \mathbb{C} P^{n}$. The embedding $v_{n}$ is a tubular map; it also shows that $\mathbb{C} P^{n}$ is the one-point compactification of $E_{n}$ (see the definition of a Thom space in the final chapter). The complement $\mathbb{C} P^{n} \backslash \mathbb{C} P^{n-1}$ is the affine subset $U_{n+1}=\left\{\left[x_{1}, \ldots, x_{n+1}\right] \mid x_{n+1} \neq 0\right\}$. We obtain a homomorphism $h^{*}\left[t_{n}\right] \rightarrow h^{*}\left(\mathbb{C} P^{n}\right)$ of graded $h^{*}$-algebras; it sends $t_{n}^{n+1}$ to zero (see (17.2.5)) and induces a homomorphism of the quotient by the principal ideal $\left(t_{n}^{n+1}\right)$.
(19.1.1) Lemma. Let $t\left(\eta_{n-1}\right) \in h^{2}\left(E_{n-1}, E_{n-1}^{0}\right)$ be the Thom class obtained from $t\left(\eta_{n}\right)$ by restriction along . Let $t_{n-1} \in h^{2}\left(\mathbb{C} P^{n-1}\right)$ be obtained from $t\left(\eta_{n-1}\right)$ as explained above. Then:
(1) $\iota^{*} t_{n}=t_{n-1}$.
(2) $t_{n-1}$ is the Euler class associated to $t\left(\eta_{n}\right)$.

Proof. (1) The embedding $\iota$ is homotopic to the embedding $\iota_{1}:\left[x_{1}, \ldots, x_{n}\right] \mapsto$ $\left[0, x_{1}, \ldots, x_{n}\right]$. Thus it suffices to show $\iota_{1}^{*} t_{n}=t_{n-1}$. We have a bundle map $\iota_{2}: E_{n-1} \rightarrow E_{n}$ which is compatible with the embeddings, i.e., $v_{n} \iota_{2}=\iota_{1} v_{n-1}$. We apply cohomology to this commutativity and obtain the desired result.
(2) With the zero section $s$ the diagram

commutes. The definition of the Euler class and (1) now yield the result.
(19.1.2) Lemma. For singular homology and cohomology the Kronecker pairing relation $\left\langle t_{1},\left[\mathbb{C} P^{1}\right]\right\rangle=1$ holds. The element $t_{1}$ is by (19.1.1) also the Euler class of $\eta_{2}$ and this is, by definition, the first Chern class.
Proof. $\eta_{1}$ is a bundle over a point. We have the isomorphism $\varphi: \mathbb{C} \rightarrow E_{1}, z \mapsto$ $(1, z)$. By definition of the canonical Thom class of a complex vector bundle the Thom class $t\left(\eta_{1}\right) \in H^{2}\left(E_{1}, E_{1}^{0}\right)$ is mapped to the generator $e^{(2)}$ under $\varphi^{*}$, where $e^{(2)}$ is defined by the relation $\left\langle e^{(2)}, e_{2}\right\rangle=1$ (Kronecker pairing). The element $t_{1}$ is the image of $e^{(2)}$ under $H^{2}(\mathbb{C}, \mathbb{C} \backslash 0) \rightarrow H^{2}\left(\mathbb{C} P^{1}, \mathbb{C} P^{1} \backslash \mathbb{C} P^{0}\right) \rightarrow$ $H^{2}\left(\mathbb{C} P^{1}\right)$ and the fundamental class $\left[\mathbb{C} P^{1}\right]$ is mapped to $e_{2}$ under $H_{2}\left(\mathbb{C} P^{1}\right) \rightarrow$ $H_{2}\left(\mathbb{C} P^{1}, \mathbb{C} P^{1} \backslash \mathbb{C} P^{0}\right) \rightarrow H_{2}(\mathbb{C}, \mathbb{C} \backslash 0)$. Naturality of the Kronecker pairing now gives the desired result.
(19.1.3) Theorem. The homomorphism just constructed is an isomorphism $h^{*}\left(\mathbb{C} P^{n}\right) \cong h^{*}\left[t_{n}\right] /\left(t_{n}^{n+1}\right)$ of graded $h^{*}$-algebras. In particular $h^{*}\left(\mathbb{C} P^{n}\right)$ is a free $h^{*}$-module with basis $1, t_{n}, t_{n}^{2}, \ldots, t_{n}^{n}$.
Proof. Induction on $n$. We have the Thom isomorphism

$$
h^{k}\left(\mathbb{C} P^{n-1}\right) \rightarrow h^{k+2}\left(E_{n}, E_{n}^{0}\right), \quad x \mapsto \eta_{n}^{*} x \cup t\left(\eta_{n}\right)=x \cdot t\left(\eta_{n}\right)
$$

By induction, $h^{*}\left(\mathbb{C} P^{n-1}\right)$ is a free $h^{*}$-module with basis $1, t_{n-1}, \ldots, t_{n-1}^{n-1}$ and therefore $h^{*}\left(E_{n}, E_{n}^{0}\right)$ is a free module with basis

$$
1 \cdot t\left(\eta_{n}\right), t_{n-1} \cdot t\left(\eta_{n}\right), \ldots, t_{n-1}^{n-1} \cdot t\left(\eta_{n}\right)
$$

We apply the isomorphism $h^{*}\left(E_{n}, E_{n}^{0}\right) \cong h^{*}\left(\mathbb{C} P^{n}, *\right)$ constructed above and claim that it sends $t_{n-1}^{k} \cdot t\left(\eta_{n}\right)$ to $t_{n}^{k+1}$. Unraveling the definitions one shows that this claim is a consequence of the naturality of the cup product and the fact (19.1.1) that $t_{n-1}$ is the Euler class of $t\left(\eta_{n}\right)$.

We denote by $h^{*}[[T]]$ the ring of homogeneous formal power series in $T$ over the graded ring $h^{*}$. If $T$ has the degree 2 , then the power series in $h^{*}[[T]]$ of degree $k$ consist of the series $\sum_{j} a_{j} T^{j}$ with $a_{j} \in h^{k-2 j}$. If $h^{*}$ is concentrated in degree zero, then this coincides with the polynomial ring $h^{0}[T]$.

Let $t\left(\eta_{\infty}\right) \in h^{2}\left(E_{\infty}, E_{\infty}^{0}\right)$ be a Thom class and $t\left(\eta_{n}\right)$ its restriction. Let $t_{\infty} \in$ $h^{2}\left(\mathbb{C} P^{\infty}\right)$ and $t_{n} \in h^{2}\left(\mathbb{C} P^{n}\right)$ be the corresponding elements. Since $t_{n}$ is the restriction of $t_{\infty}$ let us write just $t$ for all these elements. We have a surjective restriction homomorphism $h^{*}\left(\mathbb{C} P^{n+1}\right) \rightarrow h^{*}\left(\mathbb{C} P^{n}\right)$. Thus the restrictions induce an isomorphism (see (17.1.6)and (17.1.7))

$$
h^{*}\left(\mathbb{C} P^{\infty}\right) \cong \lim _{n} h^{*}\left(\mathbb{C} P^{n}\right) \cong \lim _{n} h^{*}[t] /\left(t^{n+1}\right) .
$$

The algebraic limit is $h^{*}[[t]]$. This shows:
(19.1.4) Theorem. $h^{*}\left(\mathbb{C} P^{\infty}\right) \cong h^{*}[[t]]$.

We extend the previous results by a formal trick to products $X \times \mathbb{C} P^{n}$. Let $p: X \times \mathbb{C} P^{n} \rightarrow \mathbb{C} P^{n}$ be the projection. We set $u=u_{n}=p^{*}\left(t_{n}\right)$.
(19.1.5) Proposition. Consider $h^{*}\left(X \times \mathbb{C} P^{n}\right)$ as a graded $h^{*}(X)$-algebra. Then $h^{*}\left(X \times \mathbb{C} P^{n}\right) \cong h^{*}(X)[u] /\left(u^{n+1}\right)$ and $h^{*}\left(X \times \mathbb{C} P^{\infty}\right) \cong h^{*}(X)[[u]]$.

Proof. The cohomology theory $k^{*}(-)=h^{*}(X \times-)$ is additive and multiplicative, and the coefficient algebra is $h^{*}(X)$. The multiplicative structure in $k^{*}(-)$ is induced by the $\times$-product of $h^{*}(-)$ and the diagonal of $X$. The element $u_{\infty}$ now plays the role of $t_{\infty}$.

Let $p_{i}:\left(\mathbb{C} P^{\infty}\right)^{n} \rightarrow \mathbb{C} P^{\infty}$ be the projection onto the $i$-th factor, and set $T_{i}=$ $p_{i}^{*}\left(t_{\infty}\right)$. Then (19.1.5) implies:
(19.1.6) Proposition. $h^{*}\left(\left(\mathbb{C} P^{\infty}\right)^{\infty}\right) \cong h^{*}\left[\left[T_{1}, \ldots, T_{n}\right]\right]$.

This statement uses algebraic identities of the type $h^{*}[[x, y]] \cong\left(h^{*}[[x]]\right)[[y]]$ for graded formal power series rings.

## Problems

1. An element $\sum_{i=0}^{n} a_{j} t_{n}^{j} \in h^{0}\left(\mathbb{C} P^{n}\right)$ is a unit if and only if $a_{0} \in h^{0}$ is a unit.
2. An element $u=\sum_{i=1}^{n} b_{i} t_{n}^{i} \in h^{2}\left(\mathbb{C} P^{n}\right)$ is a Thom class of $\eta_{n+1}$ if and only if $b_{1}$ is a unit, and this holds if and only if $u=\varepsilon t_{n}$ for a unit $\varepsilon \in h^{0}\left(\mathbb{C} P^{n}\right)$.
3. Let $t_{n-1}$ be a Thom class for $\eta_{n-1}$ and $u_{n}$ a Thom class for $\eta_{n}$. Then there exists a Thom class $t_{n}$ for $\eta_{n}$ such that its restriction is $t_{n-1}$.

### 19.2 Projective Bundles

Let $\xi: E(\xi) \rightarrow B$ be an $n$-dimensional complex vector bundle. (For the moment we work with bundles over spaces of the homotopy type of a CW-complex.) The group $\mathbb{C}^{*}$ acts fibrewise on $E^{0}(\xi)$ by scalar multiplication. Let $P(\xi)$ be the orbit space. The projection $\xi$ induces a projection $p_{\xi}: P(\xi) \rightarrow B$. The fibre $p_{\xi}^{-1}(b)$ is the projective space $P\left(\xi_{b}\right)$ of the vector space $\xi^{-1}(b)=\xi_{b}$. We call $p_{\xi}$ the projective bundle associated to $\xi$.

There exists a canonical line bundle $Q(\xi) \rightarrow P(\xi)$ over $P(\xi)$. Its total space is defined as $E^{0}(\xi) \times_{\mathbb{C}^{*}} \mathbb{C}$ with respect to the relation $(x, u) \sim(x \lambda, \lambda u)$. Thus over each fibre $P\left(\xi_{b}\right)$ we have a bundle canonically isomorphic to $\eta_{n}$.

The construction of the projective bundle is compatible with bundle maps. Let $\eta: E(\eta) \rightarrow C$ be a further bundle and $\varphi: \xi \rightarrow \eta$ a bundle map over $f: B \rightarrow C$. These data yield an induced bundle map


We now assume that we are given a Thom class $t_{\infty} \in h^{2}\left(\mathbb{C} P^{\infty}\right)$ of the universal line bundle $\eta_{\infty}$ over $\mathbb{C} P^{\infty}$. A classifying map $k_{\xi}: P(\xi) \rightarrow \mathbb{C} P^{\infty}$ of the line bundle $Q(\xi) \rightarrow P(\xi)$ provides us with the element

$$
t_{\xi}=k_{\xi}^{*}\left(t_{\infty}\right) \in h^{2}(P(\xi))
$$

We consider $h^{*}(P(\xi))$ in the standard manner as left $h^{*}(B)$-module, $x \cdot y=$ $p_{\xi}^{*}(x) \cup y$.
(19.2.1) Example. Let $\xi=\eta_{n+1}: E_{n+1} \rightarrow \mathbb{C} P^{n}$. Then $Q(\xi) \rightarrow P(\xi)$ is canonically isomorphic to $\eta_{n+1}$ and $t_{\xi}=t_{n}$.
(19.2.2) Theorem. The $h^{*}(B)$-module $h^{*}(P(\xi))$ is free with basis

$$
1, t_{\xi}, t_{\xi}^{2}, \ldots, t_{\xi}^{n-1}
$$

In particular $p_{\xi}^{*}: h^{*}(B) \rightarrow h^{*}(P(\xi))$ is injective.
Proof. This is a consequence of the Leray-Hirsch theorem (17.8.4) and the computation (19.1.3).
(19.2.3) Corollary. There exist uniquely determined elements $c_{j}(\xi) \in h^{2 j}(B)$ such that

$$
\sum_{j=0}^{n}(-1)^{j} c_{j}(\xi) t_{\xi}^{n-j}=0
$$

since $t_{\xi}^{n}$ is a linear combination of the basis $\left(c_{0}(\xi)=1\right)$.
(19.2.4) Remark. Here is a justification for the choice of the signs. Let $\xi=\eta_{n+1}$. Then $t_{\xi}-t_{n}=0$ and hence $c_{1}\left(\eta_{n+1}\right)=t_{n}$.
(19.2.5) Proposition. Let $\varphi: \xi \rightarrow \eta$ be a bundle map over $f: B \rightarrow C$. Then the naturality relation $f^{*}\left(c_{j}(\eta)\right)=c_{j}(\xi)$ holds.

Proof. The homotopy relation $k_{\eta} \circ P(\varphi) \simeq k_{\xi}$ implies $P(\varphi)^{*} t_{\eta}=t_{\xi}$. This yields

$$
0=P(\varphi)^{*}\left(\sum_{j}(-1)^{j} c_{j}(\eta) t_{\eta}^{n-j}\right)=\sum_{j}(-1)^{j} f^{*}\left(c_{j}(\eta)\right) t_{\xi}^{n-j} .
$$

Comparing coefficients gives the claim. We have used the rule $P(\varphi)^{*}(a \cdot x)=$ $f^{*}(a) \cdot P(\varphi)^{*}(x), a \in h^{*}(C), x \in h^{*}(P(\eta))$ for the module structure; it is a consequence of the naturality of the cup product.
(19.2.6) Proposition. Let $\xi$ and $\eta$ be bundles over $B$. Then the sum formula

$$
c_{r}(\xi \oplus \eta)=\sum_{i+j=r} c_{i}(\xi) c_{j}(\eta) .
$$

holds. We set $c_{i}(\xi)=0$, if $i>\operatorname{dim} \xi$.
Proof. Consider the subspaces $P(\xi) \subset P(\xi \oplus \eta) \supset P(\eta)$ and their open complements $U=P(\xi \oplus \eta) \backslash P(\eta)$ and $V=P(\xi \oplus \eta) \backslash P(\xi)$. The inclusions $P(\xi) \subset U$ and $P(\eta) \subset V$ are deformation retracts. Let $s: P(\xi) \rightarrow P(\xi \oplus \eta) \backslash P(\eta)$, $[x] \mapsto[x, 0]$ and $\pi: P(\xi \oplus \eta) \backslash P(\eta) \rightarrow P(\xi),[x, y] \mapsto[x]$. Then $\pi s=$ id and $s \pi \simeq$ id by the homotopy $([x, y], \lambda) \mapsto[x, \lambda y]$.

Let $t=t_{\xi \oplus \eta}$. Consider the elements $(k=\operatorname{dim} \xi, l=\operatorname{dim} \eta)$

$$
x=\sum_{i=0}^{k}(-1)^{i} c_{i}(\xi) t^{k-i}, \quad y=\sum_{j=0}^{l}(-1)^{j} c_{j}(\eta) t^{l-j} .
$$

Under the restriction $h^{*}(P(\xi \oplus \eta)) \rightarrow h^{*}(U) \cong h^{*}(P(\xi))$ the element $x$ is sent to zero; this is a consequence of the definition of the $c_{i}(\xi)$, the deformation retraction and the naturality $t \mid P(\xi)=t_{\xi}$. Hence $x$ comes from an $x^{\prime} \in h^{*}(P(\xi \oplus \eta), U)$. Similarly $y$ comes from an element $y^{\prime} \in h^{*}(P(\xi \oplus \eta), V)$. Since $U, V$ is an open covering of $P(\xi \oplus \eta)$, we see that $x^{\prime} y^{\prime}=0$ and therefore $x y=0$. We use the definition of the $c_{r}(\xi \oplus \eta)$ in the relation

$$
x y=\sum_{r=0}^{k+l}(-1)^{r}\left(\sum_{i+j=r} c_{i}(\xi) c_{j}(\eta)\right) t^{r}
$$

and arrive at the desired sum formula by comparing coefficients.

### 19.3 Chern Classes

Let $h^{*}(-)$ be a cohomology theory with universal element $t=t_{\infty} \in h^{2}\left(\mathbb{C} P^{\infty}\right)$. Our first aim is the computation of $h^{*}(B \mathrm{U}(n))$. Recall that $B \mathrm{U}(1)=\mathbb{C} P^{\infty}$. The space $B \mathrm{U}(n)$ is the basis of the universal $n$-dimensional complex vector bundle $\gamma_{n}$
and $\gamma_{1}=\eta_{\infty}$. We use that $h^{*}\left(B \mathrm{U}(1)^{n}\right) \cong h^{*}\left[\left[T_{1}, \ldots, T_{n}\right]\right]$, see (19.1.6). Let us recall the ring of formal graded power series $h^{*}\left[\left[c_{1}, \ldots, c_{n}\right]\right]$. The indeterminate $c_{j}$ has degree $2 j$. The degree of a monomial in the $c_{j}$ is the sum of the degrees of the factors

$$
\text { degree }\left(c_{1}^{k(1)} c_{2}^{k(2)} \ldots\right)=2 k(1)+4 k(2)+\cdots .
$$

A homogeneous power series of degree $k$ is the formal sum of terms of the form $\lambda_{j} M_{j}$ where $M_{j}$ is a monomial of degree $m$ and $\lambda_{j} \in h^{k-m}$. Thus we assign the degree $k$ to the elements in the coefficient group $h^{k}$.
(19.3.1) Lemma. A classifying map $\beta: B \mathrm{U}(n-1) \times B \mathrm{U}(1) \rightarrow B \mathrm{U}(n)$ of the product $\gamma_{n-1} \times \gamma_{1}$ is the projective bundle of $\gamma_{n}$.
Proof. Let $\mathrm{U}(n-1) \times \mathrm{U}(1) \subset \mathrm{U}(n)$ be the subgroup of block diagonal matrices. We obtain a map

$$
\begin{aligned}
\alpha: B(\mathrm{U}(n-1) \times \mathrm{U}(1)) & =E \mathrm{U}(n) /(\mathrm{U}(n-1) \times \mathrm{U}(1)) \\
& =E \mathrm{U}(n) \times \mathrm{U}(n)(\mathrm{U}(n) / \mathrm{U}(n-1) \times \mathrm{U}(1)) \\
& \rightarrow B \mathrm{U}(n) .
\end{aligned}
$$

A model for the universal vector bundle is $\gamma_{n}: E \mathrm{U}(n) \times_{\mathrm{U}(n)} \mathbb{C}^{n} \rightarrow B \mathrm{U}(n)$. The $\mathrm{U}(n)$-matrix multiplication on $\mathbb{C}^{n}$ induces a $\mathrm{U}(n)$-action on the corresponding projective space $P\left(\mathbb{C}^{n}\right)$. The projective bundle associated to the universal bundle $\gamma_{n}$ is $E \mathrm{U}(n) \times_{\mathrm{U}(n)} P\left(\mathbb{C}^{n}\right) \rightarrow B \mathrm{U}(n)$. We now use the $\mathrm{U}(n)$-isomorphism $P\left(\mathbb{C}^{n}\right) \cong$ $\mathrm{U}(n) / \mathrm{U}(n-1) \times \mathrm{U}(1)$. Hence $\alpha$ is the projective bundle of $\gamma_{n}$. We compose with a canonical h-equivalence $j: B \mathrm{U}(n-1) \times B \mathrm{U}(1) \rightarrow B(\mathrm{U}(n-1) \times \mathrm{U}(1))$.

It remains to show that $\beta=\alpha \circ j$ is a classifying map for $\gamma_{n-1} \times \gamma_{1}$.
Let $E \mathrm{U}(n-1) \times E \mathrm{U}(1) \rightarrow E \mathrm{U}(n)$ be a $\mathrm{U}(n-1) \times \mathrm{U}(1)$-map. From it we obtain a bundle map

$$
\begin{aligned}
E\left(\gamma_{n-1}\right) \times E\left(\gamma_{1}\right) & =(E \mathrm{U}(n-1) \times E \mathrm{U}(1)) \times_{\mathrm{U}(n-1) \times \mathrm{U}(1)}\left(\mathbb{C}^{n-1} \times \mathbb{C}^{1}\right) \\
& \rightarrow E \mathrm{U}(n) \times_{\mathrm{U}(n-1) \times \mathrm{U}(1)} \mathbb{C}^{n} \\
& \rightarrow E \mathrm{U}(n) \times_{\mathrm{U}(n)} \mathbb{C}^{n}=E\left(\gamma_{n}\right) .
\end{aligned}
$$

It is a bundle map over $\alpha \circ j$.
(19.3.2) Theorem. Let $\kappa: B \mathrm{U}(1)^{n} \rightarrow B \mathrm{U}(n)$ be a classifying map of the $n$-fold Cartesian product of the universal line bundle. Then the following holds: The inducedmap $\kappa^{*}: h^{*}(B \mathrm{U}(n)) \rightarrow h^{*}\left(B \mathrm{U}(1)^{n}\right)$ is injective. The image consists of the power series which are symmetric in the variables $T_{1}, \ldots, T_{n}$. Let $c_{i} \in h^{2 i}(B \mathrm{U}(n))$ be the element such that $\kappa^{*}\left(c_{i}\right)$ is the $i$-th elementary symmetric polynomial in $T_{1}, \ldots, T_{n}$. Then

$$
h^{*}(B \mathrm{U}(n)) \cong h^{*}\left[\left[c_{1}, \ldots, c_{n}\right]\right] .
$$

The elements $c_{1}, \ldots, c_{n}$ are those which were obtained from the projective bundle associated to $\gamma_{n}$ by the methods of the previous section.

Proof. Let $\sigma \in S_{n}$ be a permutation and also the corresponding permutation of the factors of $B \mathrm{U}(1)^{n}$. Then $\sigma$ is covered by a bundle automorphism of the $n$-fold product $\gamma_{1}^{n}=\gamma_{1} \times \cdots \times \gamma_{1}$. Hence $\kappa \circ \sigma$ is another classifying map of $\gamma_{1}^{n}$ and therefore homotopic to $\kappa$. The permutation $\sigma$ induces on $h^{*}\left(B \mathrm{U}(1)^{n}\right)=h^{*}\left[\left[T_{1}, \ldots, T_{n}\right]\right]$ the corresponding permutation of the $T_{j}$. Hence the image of $\kappa^{*}$ is contained in the symmetric subring, since $\kappa \circ \sigma \simeq \kappa$. Let $\mathrm{pr}_{j}: B \mathrm{U}(1)^{n} \rightarrow B \mathrm{U}(1)$ be the projection onto the $j$-th factor. We write $\gamma(j)=\operatorname{pr}_{j}^{*}\left(\gamma_{1}\right)$ so that $\gamma_{1}^{n}=\gamma(1) \oplus \cdots \oplus \gamma(n)$ and $T_{j}=c_{1}(\gamma(j))$. We have the relation (naturality)

$$
\kappa^{*} c_{i}\left(\gamma_{n}\right)=c_{i}\left(\kappa^{*} \gamma_{n}\right)=c_{i}\left(\gamma_{1}^{n}\right)=c_{i}(\gamma(1) \oplus \cdots \oplus \gamma(n))
$$

By the sum formula (19.2.6) this equals

$$
c_{1}(\gamma(1)) c_{i-1}(\gamma(2) \oplus \cdots \oplus \gamma(n))+c_{i}(\gamma(2) \oplus \cdots \oplus \gamma(n))
$$

This is used to show by induction that this element is the $i$-th elementary symmetric polynomial $\sigma_{i}$ in the variables $T_{j}$. We now use the algebraic fact that the symmetric part of $h^{*}\left[\left[T_{1}, \ldots, T_{n}\right]\right]$ equals the ring of graded power series $h^{*}\left[\left[\sigma_{1}, \ldots, \sigma_{n}\right]\right]$ in the elementary symmetric polynomials $\sigma_{i}$. This shows that the image of $\kappa^{*}$ is as claimed.

It remains to show that $\kappa^{*}$ is injective. From (19.3.1), (19.2.2) and (19.1.5) we obtain an injective map

$$
\beta^{*}: h^{*}(B \mathrm{U}(n)) \rightarrow h^{*}(B \mathrm{U}(n-1) \times B \mathrm{U}(1)) \cong h^{*}(B \mathrm{U}(n-1))[[\gamma(n)]]
$$

This fact yields, by induction on $n$, the claimed injectivity.
Elements of $h^{*}(B \mathrm{U}(n))$ are called universal $h^{*}(-)$-valued characteristic classes for $n$-dimensional complex vector bundles. Given $c \in h^{*}(B \mathrm{U}(n))$ and a classifying map $f: B \rightarrow B \mathrm{U}(n)$ of the bundle $\xi$ over $B$ we set $c(\xi)=f^{*}(c)$ and call $c(\xi)$ a characteristic class. With this definition, the naturality $\varphi^{*} c(\eta)=c(\xi)$ holds for each bundle map $\varphi: \xi \rightarrow \eta$. Theorem (19.3.2) shows that it suffices to work with $c_{i}$. The corresponding characteristic class $c_{i}(\xi)$ is called the $\boldsymbol{i}$-th Chern class of $\xi$ with respect to the chosen Thom class $t_{\infty}$. It is sometimes useful to consider the total Chern class $c(\xi)=1+c_{1}(\xi)+c_{2}(\xi)+\cdots \in h^{*}(B)$ of a bundle over $B$; the sum formula then reads $c(\xi \oplus \eta)=c(\xi) \cup c(\eta)$.

The preceding results can in particular be applied to integral singular cohomology. Complex vector bundles have a canonical orientation and a canonical Thom class. There are two choices for the element $t_{\infty}$, they differ by a sign. We use the element that satisfies $\left\langle t_{1},\left[\mathbb{C} P^{1}\right]\right\rangle=1$ (Kronecker pairing), where $\left[\mathbb{C} P^{1}\right] \in H_{2}\left(\mathbb{C} P^{1} ; \mathbb{Z}\right)$ denotes the canonical fundamental class determined by the complex structure.

Chern classes are stable characteristic classes, i.e., $c_{j}(\xi)=c_{j}(\xi \oplus \varepsilon)$ if $\varepsilon$ denotes the trivial 1-dimensional bundle; this follows from the sum formula (19.2.6) and $c_{i}(\varepsilon)=0$ for $i>0$. This fact suggests that we pass to the limit $n \rightarrow \infty$.
(19.3.3) Example. The complex tangent bundle $T \mathbb{C} P^{n}$ of the complex manifold $\mathbb{C} P^{n}$ satisfies $T \mathbb{C} P^{n} \oplus \varepsilon \cong(n+1) \eta_{n+1}$, see (15.6.6). Therefore the total Chern class of this bundle is $\left(1+c_{1}\left(\eta_{n+1}\right)\right)^{n+1}$.

Let $\omega: B \mathrm{U}(n) \rightarrow B \mathrm{U}(n+1)$ be a classifying map for $\gamma_{n} \oplus \varepsilon$. Then $\omega^{*} c_{i}=c_{i}$ for $i \leq n$ and $\omega^{*} c_{n+1}=0$. Let $\mathrm{U}=\operatorname{colim}_{n} \mathrm{U}(n)$, with respect to the inclusions

$$
\mathrm{U}(n) \rightarrow \mathrm{U}(n+1), \quad A \mapsto\left(\begin{array}{cc}
A & 0 \\
0 & 1
\end{array}\right),
$$

be the stable unitary group. The classifying space $B \mathrm{U}$ is called the classifying space for stable complex vector bundles. We think of this space as a homotopy colimit (telescope) over the maps $B \mathrm{U}(n) \rightarrow B \mathrm{U}(n+1)$. By passage to the limit we obtain (since the lim $^{1}$-term vanishes by (17.1.7)):
(19.3.4) Theorem. $h^{*}(B \mathrm{U}) \cong \lim h^{*} B \mathrm{U}(n) \cong h^{*}\left[\left[c_{1}, c_{2}, \ldots\right]\right]$.
(19.3.5) Example. Let $\kappa_{m, n}: B \mathrm{U}(m) \times B \mathrm{U}(n) \rightarrow B \mathrm{U}(m+n)$ be a classifying map for $\gamma_{m} \times \gamma_{n}=\operatorname{pr}_{1}^{*} \gamma_{m} \oplus \operatorname{pr}_{2}^{*} \gamma_{n}$. We use the elements $c_{j}^{\prime}=c_{j}\left(\operatorname{pr}_{1}^{*} \gamma_{m}\right)$ and $c_{j}^{\prime \prime}=c_{j}\left(\mathrm{pr}_{2}^{*} \gamma_{n}\right)$ and obtain

$$
\begin{equation*}
h^{*}(B \mathrm{U}(m) \times B \mathrm{U}(n)) \cong h^{*}\left[\left[c_{1}^{\prime}, \ldots, c_{m}^{\prime}, c_{1}^{\prime \prime}, \ldots, c_{n}^{\prime \prime}\right]\right] \tag{1}
\end{equation*}
$$

Moreover, by the sum formula,

$$
\begin{equation*}
\kappa_{m, n}^{*} c_{k}=\sum_{i+j=k} c_{i}^{\prime} c_{j}^{\prime \prime} \tag{2}
\end{equation*}
$$

The map $\kappa_{m, n}^{*}$ is continuous in the sense that the effect on a formal power series in the variables $c_{1}, \ldots, c_{m+n}$ is obtained by inserting for $c_{k}$ the value (2).

For the proof of (1) one can use the theory $h^{*}(B \mathrm{U}(m) \times-)$ and proceed as for (19.3.2). In the case of integral singular cohomology one has the Künneth isomorphism and $\kappa_{m, n}^{*}$ becomes the homomorphism of algebras

$$
\begin{equation*}
\mathbb{Z}\left[c_{1}, c_{2}, \ldots, c_{m+n}\right] \rightarrow \mathbb{Z}\left[c_{1}, \ldots, c_{m}\right] \otimes \mathbb{Z}\left[c_{1}, \ldots, c_{n}\right] \tag{3}
\end{equation*}
$$

determined by $c_{k} \mapsto \sum_{i+j=k} c_{i} \otimes c_{j}$. Since formal power series are not compatible with tensor products, one has to use a suitably completed tensor product for general theories if one wants a similar statement.

The maps $\kappa_{m, n}$ combine in the colimit to a map $\kappa: B \mathrm{U} \times B \mathrm{U} \rightarrow B \mathrm{U}$. It is associative and commutative up to homotopy and there exists a unit element. A classifying map for the "inverse bundle" yields a homotopy inverse for $\kappa$. With these structures $B \mathrm{U}$ becomes a group object in h-TOP. The precise definition and the detailed verification of these topological results are not entirely trivial. We are content with the analogous algebraic result that we have a homomorphism
$h^{*}(B \mathrm{U}) \rightarrow h^{*}(B \mathrm{U} \times B \mathrm{U})$ determined by the sum formula and continuity. The inverse $\iota^{*}: h^{*}(B \mathrm{U}) \rightarrow h^{*}(B \mathrm{U})$ is determined by the formal relation

$$
\left(1+c_{1}+c_{2}+\cdots\right)\left(1+\iota^{*}\left(c_{1}\right)+\iota^{*}\left(c_{2}\right)+\cdots\right)=1
$$

It allows for an inductive computation $\iota^{*} c_{1}=-c_{1}, \iota^{*} c_{2}=c_{1}^{2}-c_{2}$ etc. We also have the homomorphism of algebras (3) for $B \mathrm{U}$. It will be important for the discussion of the Hopf algebra structure.
(19.3.6) Example. We know already $K(\mathbb{Z}, 2)=\mathbb{C} P^{\infty}=B S^{1}=B U(1) \simeq$ $B \mathrm{GL}_{1}(\mathbb{C})$. A numerable complex line bundle $\xi$ over $X$ is determined by its classifying map in

$$
H^{2}(X ; \mathbb{Z})=\left[X, \mathbb{C} P^{\infty}\right]=[X, B \mathrm{U}(1)] .
$$

The corresponding element in $c_{1}(\xi) \in H^{2}(X ; \mathbb{Z})$ is the first Chern class of $\xi$.
(19.3.7) Proposition. The relation $c_{1}(\xi \otimes \eta)=c_{1}(\xi)+c_{1}(\eta)$ holds for line bundles $\xi$ and $\eta$.

Proof. We begin with the universal situation. We know that $H^{2}\left(\mathbb{C} P^{\infty} ; \mathbb{Z}\right) \cong \mathbb{Z}$ is generated by the first Chern class $c$ of the universal bundle $\gamma=\gamma_{1}$. Let $k: \mathbb{C} P^{\infty} \times$ $\mathbb{C} P^{\infty} \rightarrow \mathbb{C} P^{\infty}$ be the classifying map of $\gamma \hat{\otimes} \gamma$. Let $\mathrm{pr}_{j}: \mathbb{C} P^{\infty} \times \mathbb{C} P^{\infty} \rightarrow \mathbb{C} P^{\infty}$ be the projection onto the $j$-th factor. Then $H^{2}\left(\mathbb{C} P^{\infty} \times \mathbb{C} P^{\infty} ; \mathbb{Z}\right)$ has the $\mathbb{Z}$-basis $T_{1}, T_{2}$ with $T_{j}=\operatorname{pr}_{j}^{*}(c)$. There exists a relation $k^{*} c_{1}(\gamma)=a_{1} e_{1}+a_{2} e_{2}$ with certain $a_{i} \in \mathbb{Z}$. Let $i_{1}: \mathbb{C} P^{\infty} \rightarrow \mathbb{C} P^{\infty} \times \mathbb{C} P^{\infty}, x \mapsto\left(x, x_{0}\right)$ for fixed $x_{0}$. Then $i_{1}^{*} e_{1}=c_{1}(\gamma)$, since $\operatorname{pr}_{1} i_{1}=\mathrm{id}$, and $i_{1}^{*} e_{2}=0$ holds, since $\mathrm{pr}_{2} i_{1}$ is constant. We compute

$$
a_{1} c_{1}(\gamma)=i_{1}^{*} k^{*} c_{1}(\gamma)=c_{1}\left(i_{1}^{*} k^{*} \gamma\right)=c_{1}\left(i_{1}^{*}\left(\operatorname{pr}_{1}^{*} \gamma \otimes \operatorname{pr}_{2}^{*} \gamma\right)\right)=c_{1}(\gamma),
$$

since $i_{1}^{*} \operatorname{pr}_{1}^{*} \gamma=\gamma$ and $i_{1}^{*} \operatorname{pr}_{2}^{*} \gamma$ is the trivial bundle. Hence $a_{1}=1$, and similarly we see $a_{2}=1$.

We continue with the proof. Let $k_{\xi}, k_{\eta}: B \rightarrow \mathbb{C} P^{\infty}$ be classifying maps of $\xi$ and $\eta$. Then $c_{1}(\xi)=k_{\xi}^{*} c_{1}(\gamma)$ and similarly for $\eta$. With the diagonal $d$ the equalities $\xi \otimes \eta=d^{*}(\xi \hat{\otimes} \eta)=d^{*}\left(k_{\xi} \times k_{\eta}\right)^{*}(\gamma \hat{\otimes} \gamma)$ hold. This yields

$$
\begin{aligned}
c_{1}(\xi \otimes \eta) & =c_{1}\left(d^{*}\left(k_{\xi} \times k_{\eta}\right)^{*}(\gamma \hat{\otimes} \gamma)\right) \\
& =d^{*}\left(k_{\xi} \times k_{\eta}\right)^{*}\left(e_{1}+e_{2}\right) \\
& =d^{*}\left(k_{\xi} \times k_{\eta}\right)^{*} \operatorname{pr}_{1}^{*} c_{1}(\gamma)+d^{*}\left(k_{\xi} \times k_{\eta}\right)^{*} \operatorname{pr}_{2}^{*} c_{1}(\gamma) \\
& =k_{\xi}^{*} c_{1}(\gamma)+k_{\eta}^{*} c_{1}(\gamma) \\
& =c_{1}(\xi)+c_{2}(\eta),
\end{aligned}
$$

since $k_{\xi}=\operatorname{pr}_{1}\left(k_{\xi} \times k_{\eta}\right) d$ holds.
(19.3.8) Proposition. Let $\xi: E(\xi) \rightarrow B$ be an $n$-dimensional vector bundle and $p_{\xi}: P(\xi) \rightarrow B$ the associated projective bundle. The induced bundle splits $p_{\xi}^{*}(\xi)=\xi_{1} \oplus \xi^{\prime}$ into the canonical line bundle $\xi_{1}$ over the projective bundle and another $(n-1)$-dimensional bundle $\xi^{\prime}$.

Proof. Think of $\xi$ as associated bundle $E \times_{\mathrm{U}(n)} \mathbb{C}^{n} \rightarrow B$. Let $H$ be the subgroup $\mathrm{U}(n-1) \times \mathrm{U}(1)$ of $\mathrm{U}(n)$. We obtain the pullback

and this implies the assertion.

We now iterate this process: We consider over $P(\xi)$ the projective bundle $P\left(\xi^{\prime}\right)$, et cetera. Finally we arrive at a map $f(\xi): F(\xi) \rightarrow B$ with the properties:
(1) $f(\xi)^{*} \xi$ splits into a sum of line bundles.
(2) The induced map $f(\xi)^{*}: h^{*}(B) \rightarrow h^{*}(F(\xi))$ is injective.

Assertion (2) is a consequence of (19.2.2).
A model for $f(\xi)$ is the flag bundle. The flag space $F(V)$ of the $n$-dimensional vector space $V$ consists of the sequences ( $=$ flags)

$$
\{0\}=V_{0} \subset V_{1} \subset \cdots \subset V_{n}=V
$$

of subspaces $V_{i}$ of dimension $i$. Let $V$ carry a Hermitian form. Each flag has an orthonormal basis $b_{1}, \ldots, b_{n}$ such that $V_{i}$ is spanned by $b_{1}, \ldots, b_{i}$. The basis vectors $b_{i}$ are determined by the flag up to scalars of norm 1. The group $\mathrm{U}(n)$ acts transitively on the set of flags. The isotropy group of the standard flag is the maximal torus $\mathrm{T}(n)$ of diagonal matrices. Hence we can view $F(V)$ as $\mathrm{U}(n) / \mathrm{T}(n)$. The flag bundle associated to $E \times_{\mathrm{U}(n)} \mathbb{C}^{n}$ is then

$$
f(\xi): F(\xi)=E \times_{\mathrm{U}(n)} \mathrm{U}(n) / \mathrm{T}(n) \cong E / \mathrm{T}(n) \rightarrow B
$$

We can apply this construction to a finite number of bundles.
(19.3.9) Theorem (Splitting Principle). Let $\xi_{1}, \ldots, \xi_{k}$ be complex vector bundles over $B$. Then there exists a map $f: X \rightarrow B$ such that $f^{*}: h^{*}(B) \rightarrow h^{*}(X)$ is injective and $f^{*}\left(\xi_{j}\right)$ is for each $\xi_{j}$ a sum of line bundles.

We now prove (19.0.1). Consider the exact cohomology sequence of the pair $\left(E\left(\gamma_{n}\right), E^{0}\left(\gamma_{n}\right)\right)$. We can use $E^{0}\left(\gamma_{n}\right)$ as a model for $B \mathrm{U}(n-1)$. The projection $E\left(\gamma_{n}\right) \rightarrow B \mathrm{U}(n)$ is an h-equivalence. Our computation of $h^{*}(B \mathrm{U}(n))$ shows that
we have a short exact sequence

$$
\begin{aligned}
& 0 \longrightarrow h^{2 n}\left(E\left(\gamma_{n}\right), E^{0}\left(\gamma_{n}\right)\right) \longrightarrow h^{2 n}\left(E\left(\gamma_{n}\right)\right) \xrightarrow{i^{*}} h^{2 n}\left(E^{0}\left(\gamma_{n}\right) \longrightarrow 0\right. \\
& \downarrow \cong \quad \downarrow \cong \\
& h^{2 n}(B \mathrm{U}(n)) \longrightarrow h^{2 n}(B \mathrm{U}(n-1)) \text {. }
\end{aligned}
$$

The element $c_{n}$ lies in the kernel of $i^{*}$. It therefore has a unique pre-image $t\left(\gamma_{n}\right) \in h^{2 n}\left(E\left(\gamma_{n}\right), E^{0}\left(\gamma_{n}\right)\right)$. For an $n$-dimensional numerable bundle $\xi: E(\xi) \rightarrow$ $B$ we define $t(\xi) \in h^{2 n}\left(E(\xi) E^{0}(\xi)\right)$ to be the element $\kappa^{*} t\left(\gamma_{n}\right)$ with a classifying map $\kappa: \xi \rightarrow \gamma_{n}$. Then the elements $t(\xi)$ are natural with respect to bundle maps. From the relation $\kappa_{m, n}^{*}\left(c_{m+n}\right)=c_{m}^{\prime} c_{n}^{\prime \prime}$ we conclude (by naturality) $t\left(\gamma_{m}\right) \times t\left(\gamma_{n}\right)=$ $t\left(\gamma_{m} \times \gamma_{n}\right)$ and then $t(\xi) \times t(\eta)=t(\xi \times \eta)$ for arbitrary numerable bundles. The element $t\left(\gamma_{1}\right) \in h^{2}\left(E\left(\gamma_{1}\right), E^{0}\left(\gamma_{1}\right)\right)$ corresponds to the chosen element $t_{\infty} \in$ $h^{2}\left(\mathbb{C} P^{\infty}\right)$. The restriction of $t\left(\gamma_{n}\right)$ to $\gamma_{1} \times \cdots \times \gamma_{1}$ yields $t\left(\gamma_{1}\right) \times \cdots \times t\left(\gamma_{1}\right)$. This is a Thom class, since products of Thom classes are Thom classes. This shows that $t\left(\gamma_{n}\right)$ is a Thom class.

### 19.4 Stiefel-Whitney Classes

The theory of Chern classes has a parallel theory for real vector bundles. Suppose given an element $t_{\infty} \in h^{1}\left(\mathbb{R} P^{\infty}, *\right) \subset h^{1}\left(\mathbb{R} P^{\infty}\right)$ such that its restriction to $t_{1} \in$ $h^{1}\left(\mathbb{R} P^{1}, *\right)$ is a generator of this $h^{0}$-module. Then there exists an isomorphism

$$
h^{*}[T] /\left(T^{n+1}\right) \cong h^{*}\left(\mathbb{R} P^{n}\right)
$$

which sends $T$ to the restriction $t_{n}$ of $t_{\infty}$. This is then used to derive isomorphisms

$$
\begin{aligned}
h^{*}\left(X \times \mathbb{R} P^{n}\right) & \cong h^{*}(X)[u] /\left(u^{n+1}\right), \\
h^{*}\left(X \times \mathbb{R} P^{\infty}\right) & \cong h^{*}(X)[[u]], \\
h^{*}\left(\left(\mathbb{R} P^{\infty}\right)^{n}\right) & \cong h^{*}\left[\left[T_{1}, \ldots, T_{n}\right]\right] .
\end{aligned}
$$

The projective bundle $P(\xi)$ of a real vector bundle $\xi$ over $B$ yields a free $h^{*}(B)$ module $h^{*}(P(\xi))$ with basis $1, t_{\xi}, \ldots, t_{\xi}^{n-1}$, and there exists a relation

$$
\sum_{j=0}^{\infty}(-1)^{j} w_{j}(\xi) t_{\xi}^{n-j}=0
$$

with elements $w_{j}(\xi) \in h^{j}(B)$ which satisfy the sum formula

$$
w_{r}(\xi \oplus \eta)=\sum_{i+j=r} w_{i}(\xi) w_{j}(\eta)
$$

where $w_{0}(\xi)=1$ and $w_{j}(\xi)=0$ for $j>\operatorname{dim} \xi$. These elements are natural with respect to bundle maps, hence characteristic classes. We obtain an injective
$\operatorname{map} \kappa^{*}: h^{*}(B \mathrm{O}(n)) \rightarrow h^{*}\left(B \mathrm{O}(1)^{n}\right)$. The classes $w_{1}, \ldots, w_{n}$ which belong to the universal $n$-dimensional bundle over $B \mathrm{O}(n)$ yield

$$
h^{*}(B \mathrm{O}(n)) \cong h^{*}\left[\left[w_{1}, \ldots, w_{n}\right]\right]
$$

The image of $w_{j}$ under $\kappa^{*}$ is the $j$-th elementary symmetric polynomial in the $T_{1}, \ldots, T_{n}$. We pass to the limit $n \rightarrow \infty$ and obtain $h^{*} B \mathrm{O}$ as a ring of graded power series in $w_{1}, w_{2}, \ldots$ with $w_{j}$ of degree $j$. The $w_{j}$ are the universal StiefelWhitney classes. The Stiefel-Whitney classes are natural, stable, and satisfy the sum formula. There holds a splitting principle for real bundles. We write $w(\xi)=$ $1+w_{1}(\xi)+w_{2}(\xi)+\cdots$ for the total Stiefel-Whitney class of $\xi$; then the sum formula reads $w(\xi \oplus \eta)=w(\xi) \cup w(\eta)$.

The existence of the universal element has the consequence that the unit element $1 \in h^{0}$ is of order 2 , so that the cohomology groups consist of $\mathbb{Z} / 2$-vector spaces and signs can be ignored. This result is due to the fact that multiplication by -1 in the fibres of vector bundles is a bundle map. If we apply this to the universal onedimensional bundle, then we see that this bundle map preserves the Thom class $t_{\infty}$. On the other hand, if we restrict to $t_{1} \in h^{1}\left(\mathbb{R} P^{1}, *\right)$, this bundle map is of degree -1 and changes the sign of $t_{1}$. Since $t_{1}$ corresponds under suspension to a unit of $h^{0}$, we conclude that $1=-1 \in h^{0}$.

One shows as in the complex case that the theory is $\mathbb{R}$-oriented. One can apply these results to singular cohomology with coefficients in $\mathbb{Z} / 2$. There is a unique choice for the universal element $t_{\infty} \in H^{1}\left(\mathbb{R} P^{\infty} ; \mathbb{Z} / 2\right)$. The resulting characteristic classes are the classical Stiefel-Whitney classes.
(19.4.1) Example. The tangent bundle $\tau$ of $\mathbb{R} P^{n}$ satisfies $\tau \oplus \varepsilon \cong(n+1) \eta$ with the canonical line bundle $\eta$. The total Stiefel-Whitney class of $\tau$ is therefore $(1+w)^{n+1} \in H^{*}\left(\mathbb{R} P^{n}\right) \cong \mathbb{Z} / 2[w] /(w)^{n+1}$. Suppose $\mathbb{R} P^{n}$ has an immersion into $\mathbb{R}^{n+k}$. Then $\tau$ has an inverse bundle of dimension $k$, the normal bundle of this immersion. Suppose $n=2^{r}$. Properties of binomial numbers modulo 2 show that $w(\tau)=1+w+w^{n}$. If $\nu$ is inverse to $\tau$, then $w(\tau) w(\nu)=1$, and this implies in our case $w(v)=1+w+w^{2}+\cdots+w^{n-1}$. This shows that an inverse bundle must have dimension at least $n-1$. Therefore $\mathbb{R} P^{n}$ has for $n$ of the form $2^{k}$ no immersion into $\mathbb{R}^{2 n-2}$.

### 19.5 Pontrjagin Classes

We now discuss characteristic classes for oriented bundles. Suppose $\xi: E(\xi) \rightarrow B$ is an oriented $n$-dimensional real vector bundle. The orientation determines a Thom class $t(\xi) \in H^{n}\left(E(\xi), E^{0}(\xi)\right)$ by the requirement that a positive isomorphism $i_{b}: \mathbb{R}^{n} \rightarrow E\left(\xi_{b}\right)$ sends $t(\xi)$ to the generator $e^{(n)} \in H^{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$ which is dual to the generator $e_{n}=e_{1} \times \cdots \times e_{1} \in H_{n}\left(\mathbb{R}^{n}, \mathbb{R}^{n} \backslash 0\right)$, i.e., $\left\langle e^{(n)}, e_{n}\right\rangle=1$. This definition implies $e^{(m)} \times e^{(n)}=(-1)^{m n} e^{(m+n)}$ and has the following consequences:
(19.5.1) Lemma. Let $\xi$ and $\eta$ be oriented bundles and give $\xi \times \eta$ the sum orientation. Then $t(\xi \times \eta)=(-1)^{|\xi||\eta|} t(\xi) \times t(\eta)$ and $e(\xi \oplus \eta)=(-1)^{|\xi||\eta|} e(\xi) e(\eta)$. Here $|\xi|=\operatorname{dim} \xi$.

Let $\xi: E \rightarrow B$ be a real vector bundle. It has a complexification $\xi_{\mathbb{C}}=\xi \otimes_{\mathbb{R}} \mathbb{C}$. We take $\xi \oplus \xi$ with complex structure $J(x, y)=(-y, x)$ on each fibres as a model for $\xi \mathbb{C}$.

Let $\zeta$ be a complex $n$-dimensional bundle and $\zeta_{\mathbb{R}}$ the underlying $2 n$-dimensional real bundle. If $v_{1}, \ldots, v_{n}$ is a basis of a fibre, then $v_{1}, i v_{1}, \ldots, v_{n}, i v_{n}$ is a basis of the fibre of $\zeta_{\mathbb{R}}$, and it defines the canonical orientation.
(19.5.2) Lemma. Let $\xi$ be an oriented $n$-dimensional real bundle. Then $\left(\xi_{\mathbb{C}}\right)_{\mathbb{R}}$ in our model for $\xi \mathbb{C}$ above is isomorphic to $(-1)^{n(n-1) / 2} \xi \oplus \xi$ as an oriented bundle. The factor indicates the change of orientation, and $\xi \oplus \xi$ carries the sum orientation.
(19.5.3) Proposition. Let $\xi: E \rightarrow B$ be a complex $n$-dimensional bundle. Consider it as a real bundle with orientation and canonical Thom class induced by the complex structure. Then $c_{n}(\xi)=e(\xi) \in H^{2 n}(B ; \mathbb{Z})$.
Proof. This holds for 1-dimensional bundles by definition of $c_{1}$. The general case follows by an application of the splitting principle and the sum formula.

We set

$$
p_{i}(\xi)=(-1)^{i} c_{2 i}(\xi \mathbb{C}) \in H^{4 i}(B ; \mathbb{Z})
$$

and call this characteristic class the $\boldsymbol{i}$-th Pontrjagin class of $\xi$. The bundle $\xi \mathbb{C}$ is isomorphic to the conjugate bundle $\bar{\xi} \mathbb{C}$. The relation $c_{i}(\zeta)=(-1)^{i} c_{i}(\bar{\zeta})$ holds in general for conjugate bundles. Hence the odd Chern classes of $\xi_{\mathbb{C}}$ are elements of order 2. This is a reason why we ignore them for the moment. The Pontrjagin classes are by definition compatible with bundle maps (naturality) and they do not change by the addition of a trivial bundle (stability). The next proposition justifies the choice of signs in the definition of the $p_{j}$.
(19.5.4) Proposition. Let $\xi$ be an oriented $2 k$-dimensional real bundle. Then $p_{k}(\xi)=e(\xi)^{2}$.
Proof. We compute

$$
\begin{aligned}
p_{k}(\xi) & =(-1)^{k} c_{2 k}\left(\xi_{\mathbb{C}}\right)=(-1)^{k} e_{2 k}\left(\left(\xi_{\mathbb{C}}\right)_{\mathbb{R}}\right)=(-1)^{k+2 k(2 k-1) / 2} e(\xi \oplus \xi) \\
& =e(\xi \oplus \xi)=(-1)^{2 k \cdot 2 k} e(\xi)^{2}=e(\xi)^{2} .
\end{aligned}
$$

We have used (19.5.1), (19.5.2), and (19.5.3).
One can remove elements of order 2 if one uses the coefficient ring $R=\mathbb{Z}\left[\frac{1}{2}\right]$ of rational numbers with 2 -power denominator (or, more generally, assumes that $\left.\frac{1}{2} \in R\right)$. The next theorem shows the universal nature of the Pontrjagin classes.
(19.5.5) Theorem. Let $p_{j}$ denote the Pontrjagin classes of the universal bundle and e its Euler class. Then
$H^{*}(B \mathrm{SO}(2 n+1) ; R) \cong R\left[p_{1}, \ldots p_{n}\right], \quad H^{*}(B \mathrm{SO}(2 n) ; R) \cong R\left[p_{1}, \ldots, p_{n-1}, e\right]$.
Proof. Induction over $n$. Let $\xi_{n}: E \mathrm{SO}(n) \times_{\mathrm{SO}(n)} \mathbb{R}^{n} \rightarrow B \mathrm{SO}(n)$ be the universal oriented $n$-bundle and $p: B \mathrm{SO}(n-1) \rightarrow B \mathrm{SO}(n)$ the classifying map of $\xi_{n-1} \oplus \varepsilon$. As model for $p$ we take the sphere bundle of $\xi_{n}$. Then we have a Gysin sequence at our disposal. Write $B_{n}=B \mathrm{SO}(n)$ for short.

Suppose $n$ is even. Then, by induction, $H^{*}\left(B_{n-1}\right)$ is generated by the Pontrjagin classes, and $p^{*}$ is surjective since the classes are stable. Hence the Gysin sequence decomposes into short exact sequences. Let $H_{n}^{*}$ denote the algebra which is claimed to be isomorphic to $H^{*}\left(B_{n}\right)$. And let $\mu_{n}: H_{n}^{*} \rightarrow H^{*}\left(B_{n}\right)$ be the homomorphism which sends the formal elements $p_{j}, e$ onto the cohomology classes with the same name. We obtain a commutative diagram


By induction, $\mu_{n-1}$ is an isomorphism. By a second induction over $i$ the left arrow is an isomorphism. Now we apply the Five Lemma. In order to start the induction, we note that by the Gysin sequence $\mu_{n}: H_{n}^{i} \rightarrow H^{i}\left(B_{n}\right)$ is an isomorphism for $i<n$.

Suppose $n=2 m+1$. The Euler class is zero, since we use the coefficient ring $R$. Hence the Gysin sequence yields a short exact sequence

$$
0 \rightarrow H^{j}\left(B_{n}\right) \xrightarrow{p^{*}} H^{j}\left(B_{n-1}\right) \rightarrow H^{j-2 m}\left(B_{n}\right) \rightarrow 0
$$

Therefore $H^{*}\left(B_{n}\right)$ is a subring of $H^{*}\left(B_{n-1}\right)$ via $p^{*}$. The image of $p^{*}$ contains the subring $P^{*}$ generated by $p_{1}, \ldots, p_{m}$. We use $p_{m}=e^{2}$. The induction hypothesis implies

$$
\operatorname{rank} H^{j}\left(B_{n-1}\right)=\operatorname{rank} P^{j}+\operatorname{rank} P^{j-2 m}
$$

The Gysin sequence yields

$$
\operatorname{rank} H^{j}\left(B_{n-1}\right)=\operatorname{rank} H^{j}\left(B_{n}\right)+\operatorname{rank} H^{j-2 m}\left(B_{n}\right)
$$

The equality $\operatorname{rank} P^{j}=\operatorname{rank} H^{j}\left(B_{n}\right)$ is a consequence. If $p^{*} H^{j}\left(B_{n}\right) \neq P^{j}$ then the image would contain elements of the form $x+e y, x \in P^{j}, y \in P^{j-2 m}$. Such an element would be linearly independent of the basis elements of $P^{*}$. This contradicts the equality of ranks.
(19.5.6) Example. Let $\zeta$ be a complex bundle. Then $\left(\zeta_{\mathbb{R}}\right)_{\mathbb{C}}$ is isomorphic to $\zeta \oplus \bar{\zeta}$. An isomorphism from $\zeta_{\mathbb{R}} \oplus \zeta_{\mathbb{R}}$ with the complex structure $(x, y) \mapsto(-y, x)$ is given by

$$
(x, y) \mapsto\left(\frac{x+i y}{\sqrt{2}}, \frac{i x+y}{\sqrt{2}}\right) .
$$

Hence the $p_{i}\left(\zeta_{\mathbb{R}}\right)=(-1)^{i} c_{2 i}(\zeta \oplus \bar{\zeta})=(-1)^{i} \sum_{a+b=2 i}(-1)^{b} c_{a}(\zeta) c_{b}(\zeta)$. Since $\mathrm{SO}(2)=\mathrm{U}(1)$, an oriented plane bundle $\xi$ has a unique complex structure $\zeta$ such that $\xi_{\mathbb{R}}=\xi$. The total Pontrjagin class of $\xi$ is therefore $1+c_{1}(\zeta)^{2}$.
(19.5.7) Example. Let $\tau=T \mathbb{C} P^{n}$ denote the complex tangent bundle of $\mathbb{C} P^{n}$. Then $\tau_{\mathbb{R}}$ is the real tangent bundle. In order to determine the Pontrjagin classes we use $\left(\tau_{\mathbb{R}}\right)_{\mathbb{C}}=\tau \oplus \bar{\tau}$. The total Chern class of this bundle is $(1+c)^{n+1}(1-c)^{n+1}=$ $\left(1-c^{2}\right)^{n+1}$ if we write $H^{*}\left(\mathbb{C} P^{n}\right)=\mathbb{Z}[c] /\left(c^{n+1}\right)$ with $c=c_{1}\left(\eta_{n+1}\right)$, see (19.3.3). Hence the total Pontrjagin class of $\mathbb{C} P^{n}$, i.e., of its tangent bundle with the canonical orientation, is $\left(1+c^{2}\right)^{n+1}$.

## Problems

1. The Pontrjagin classes are stable. Under the hypothesis of (19.5.5) we obtain in the limit $H^{*}(B \mathrm{SO} ; R) \cong R\left[p_{1}, p_{2}, \ldots\right]$. The sum formula $p_{k}(\xi \oplus \eta)=\sum_{i+j=k} p_{i}(\xi) p_{j}(\eta)$ holds $\left(p_{0}=1\right)$.

### 19.6 Hopf Algebras

We fix a commutative ring $R$ and work in the category $R$-MOD of left $R$-modules. The tensor product of $R$-modules $M$ and $N$ is denoted by $M \otimes N$. The natural isomorphism $\tau: M \otimes N \rightarrow N \otimes M, m \otimes n \mapsto n \otimes m$ expresses the commutativity of the tensor product. We have canonical isomorphisms $l: R \otimes M \rightarrow M, \lambda \otimes m \mapsto$ $\lambda m$ and $r: M \otimes R \rightarrow M, m \otimes \lambda \mapsto \lambda m$. Co-homology will have coefficients in $R$, if nothing else is specified.

An algebra $(A, m, e)$ in $R$-MOD consists of an $R$-module $A$ and linear maps $m: A \otimes A \rightarrow A$ (multiplication), $e: R \rightarrow A$ (unit) such that $m(e \otimes 1)=l$, $m(1 \otimes e)=r$. If $m(m \otimes 1)=m(1 \otimes m)$ holds, then the algebra is associative, and if $m \tau=m$ holds, the algebra is commutative. Usually we write $m(a \otimes b)=$ $a \cdot b=a b$. We use similar definitions in the category of $\mathbb{Z}$-graded $R$-modules (with its tensor product and interchange map).
(19.6.1) Example. Let $X$ be a topological space. Then the graded $R$-module $H^{*}(X)$ becomes a (graded) associative and commutative algebra with multiplication

$$
m: H^{*}(X) \otimes H^{*}(X) \rightarrow H^{*}(X \times X) \rightarrow H^{*}(X)
$$

where the first map is the $\times$-product and the second map is induced by the diagonal $d: X \rightarrow X \times X$. The unit is the map induced by the projection $X \rightarrow P$ onto a point $P$.

A coalgebra ( $C, \mu, \varepsilon$ ) in $R$-MOD consists of an $R$-module $C$ and linear maps $\mu: C \rightarrow C \otimes C$ (comultiplication), $\varepsilon: C \rightarrow R$ (counit) such that $(\varepsilon \otimes 1) \mu=l^{-1}$, $(1 \otimes \varepsilon) \mu=r^{-1}$. If $(\mu \otimes 1) \mu=(1 \otimes \mu) \mu$ holds, the coalgebra is coassociative, and if $\tau \mu=\mu$ holds, the coalgebra is cocommutative.
(19.6.2) Example. Let $X$ be a topological space. Suppose $H_{*}(X)$ is a free $R$-module. The graded $R$-module $H_{*}(X)$ becomes a (graded) coassociative and cocommutative coalgebra with comultiplication

$$
\mu: H_{*}(X) \rightarrow H_{*}(X \times X) \cong H_{*}(X) \otimes H_{*}(X)
$$

where the first map is induced by the diagonal $d$ and the isomorphism is the Künneth isomorphism. The counit is induced by $X \rightarrow P$.

A homomorphism of algebras $\varphi:(A, m, e) \rightarrow\left(A^{\prime}, m^{\prime}, e^{\prime}\right)$ is a linear map $\varphi: A \rightarrow A^{\prime}$ such that $\varphi m=m(\varphi \otimes \varphi)$ and $e^{\prime}=\varphi e$. A homomorphism of coalgebras $\psi:(C, \mu, \varepsilon) \rightarrow\left(C^{\prime}, \mu^{\prime}, \varepsilon^{\prime}\right)$ is a linear map $\psi: C \rightarrow C^{\prime}$ such that $(\psi \otimes \psi) \mu=\mu^{\prime} \psi$ and $\varepsilon^{\prime} \psi=\varepsilon$. A continuous map $f: X \rightarrow Y$ induces a homomorphism $f^{*}: H^{*}(Y) \rightarrow H^{*}(X)$ of the algebras (19.6.1) and a homomorphism $f_{*}: H_{*}(X) \rightarrow H_{*}(Y)$ of the coalgebras (19.6.2).

The tensor product of algebras $\left(A_{i}, m_{i}, e_{i}\right)$ is the algebra $(A, m, e)$ with $A=$ $A_{1} \otimes A_{2}$ and $m=\left(m_{1} \otimes m_{2}\right)(1 \otimes \tau \otimes 1)$ and $e=e_{1} \otimes e_{2}: R \cong R \otimes R \rightarrow A_{1} \otimes A_{2}$. The multiplication $m$ is determined by $\left(a_{1} \otimes a_{2}\right)\left(b_{1} \otimes b_{2}\right)=a_{1} b_{1} \otimes a_{2} b_{2}$ (with the appropriate signs in the case of graded algebras). The tensor product of coalgebras ( $C_{i}, \mu_{i}, \varepsilon_{i}$ ) is the coalgebra ( $C, \mu, \varepsilon$ ) with $C=C_{1} \otimes C_{2}$, comultiplication $\mu=(1 \otimes \tau \otimes 1)\left(\mu_{1} \otimes \mu_{2}\right)$ and counit $\varepsilon=\varepsilon_{1} \varepsilon_{2}: C_{1} \otimes C_{2} \rightarrow R \otimes R \cong R$.

Let $(C, \mu, \varepsilon)$ be a coalgebra. Let $C^{*}=\operatorname{Hom}(C, R)$ denote the dual module. The data

$$
m: C^{*} \otimes C^{*} \rightarrow(C \otimes C)^{*} \xrightarrow{\mu^{*}} C^{*}
$$

and $e: R \cong R^{*} \xrightarrow{\varepsilon^{*}} C^{*}$ define the dual algebra $\left(C^{*}, m, e\right)$ of the coalgebra. (The first map is the tautological homomorphism. It is an isomorphism if $C$ is a finitely generated, projective $R$-module.)

Let $(A, m, e)$ be an algebra with $A$ a finitely generated, projective $R$-module. The data

$$
\mu: A^{*} \xrightarrow{m^{*}}(A \otimes A)^{*} \cong A^{*} \otimes A^{*}
$$

and $\varepsilon: A^{*} \xrightarrow{e^{*}} R^{*} \cong R$ define the dual coalgebra $\left(A^{*}, \mu, \varepsilon\right)$ of the algebra.
In the case of graded modules we take the graded dual; if $A=\left(A_{n} \mid n \in \mathbb{N}_{0}\right)$, then the dual is $\left(A^{n}=\operatorname{Hom}\left(A_{n}, R\right) \mid n \in \mathbb{N}_{0}\right)$.
(19.6.3) Example. Let $\kappa: H^{*}(X) \rightarrow \operatorname{Hom}\left(H_{*}(X), R\right)$ be the map in the universal coefficient sequence. Then $\kappa$ is an isomorphism of the algebra (19.6.1) onto the dual algebra of the coalgebra (19.6.2).
(19.6.4) Proposition. Let $C$ be a coalgebra and $A$ an algebra. Then $\operatorname{Hom}(C, A)$ carries the structure of an algebra with product $\alpha * \beta=m(\alpha \otimes \beta) \mu$, for $\alpha, \beta \in$ $\operatorname{Hom}(C, A)$, and unit ee. The product $*$ is called convolution.

Proof. The map $(\alpha, \beta) \mapsto \alpha \otimes \beta$ is bilinear by construction. The (co-)associativity of $m$ and $\mu$ is used to verify that $*$ is associative. The unit and counit axioms yield

$$
\alpha *(e \varepsilon)=m(\alpha \otimes e \varepsilon) \mu=m(1 \otimes e)(\alpha \otimes 1)(1 \otimes \varepsilon) \mu=\alpha .
$$

Hence $e \varepsilon$ is a right unit.
A bialgebra $(H, m, e, \mu, \varepsilon)$ is an algebra $(H, m, e)$ and a coalgebra $(H, \mu, \varepsilon)$ such that $\mu$ and $\varepsilon$ are homomorphisms of algebras. (Here $H \otimes H$ carries the tensor product structure of algebras.) The equality $\mu m=(m \otimes m)(1 \otimes \tau \otimes 1)(\mu \otimes \mu)$ expresses the fact that $\mu$ is compatible with multiplication. The same equality says that $m$ is compatible with comultiplication. This and a similar interpretation of the identities id $=\varepsilon e, \mu e=(e \otimes e) \mu, m(\varepsilon \otimes \varepsilon)=\varepsilon m$ is used to show that a bialgebra can, equivalently, be defined by requiring that $m$ and $e$ are homomorphisms of coalgebras. A homomorphism of bialgebras is an $R$-linear map which is at the same time a homomorphism of the underlying algebras and coalgebras.

An antipode for a bialgebra $H$ is an $s \in \operatorname{Hom}(H, H)$ such that $s$ is a twosided inverse of $\operatorname{id}(H) \in \operatorname{Hom}(H, H)$ in the convolution algebra. A bialgebra with antipode is called Hopf algebra.
(19.6.5) Example. Let $X$ be an $H$-space with multiplication $\rho: X \times X \rightarrow X$ and neutral element $x$. Then

$$
m: H_{*}(X) \otimes H_{*}(X) \rightarrow H_{*}(X \times X) \xrightarrow{\rho_{*}} H_{*}(X)
$$

is an algebra structure on $H_{*}(X)$ with unit induced by $\{x\} \subset X$. Suppose $H_{*}(X)$ is a free $R$-module. Then the algebra structure $m$ and the coalgebra structure (19.6.2) define on $H_{*}(X)$ the structure of a bialgebra. An inverse for the multiplication $\rho$ induces an antipode.

Suppose $H^{*}(X)$ is finitely generated and free in each dimension. Then

$$
\mu: H^{*}(X) \xrightarrow{\rho^{*}} H^{*}(X \times X) \cong H^{*}(X) \otimes H^{*}(X)
$$

is a coalgebra structure and together with the algebra structure (19.6.1) we obtain a bialgebra. Again an inverse for $\rho$ induces an antipode. The duality isomorphism $H^{*}(X) \rightarrow \operatorname{Hom}\left(H_{*}(X), R\right)$ is an isomorphism of the bialgebra onto the dual bialgebra of $H_{*}(X)$.

This situation was studied by Heinz Hopf [91]. The letter $\Delta$ for the comultiplication (and even the term "diagonal") has its origin in this topological context. For background on Hopf algebras see [1], [182], [142], [138].
(19.6.6) Example. The space $\mathbb{C} P^{\infty}$ is an $H$-space with multiplication the classifying map of the tensor product of the universal line bundle. The algebra structure is $H^{*}\left(\mathbb{C} P^{\infty} ; \mathbb{Z}\right)=\mathbb{Z}[c]$ with $c$ the universal Chern class $c_{1}$. Let $\left[\mathbb{C} P^{i}\right] \in$ $H_{2 i}\left(\mathbb{C} P^{\infty} ; \mathbb{Z}\right)$ denote the image of the fundamental class of $\mathbb{C} P^{i}$ under the homomorphism induced by the embedding $\mathbb{C} P^{i} \rightarrow \mathbb{C} P^{\infty}$. The coalgebra structure is determined by $\mu(c)=c \otimes 1+1 \otimes c$, see (19.3.7). Since $\left\langle c^{n},\left[\mathbb{C} P^{n}\right]\right\rangle=1$ (see the proof of (18.7.2)), the dual Hopf algebra $H_{*}\left(\mathbb{C} P^{\infty} ; \mathbb{Z}\right)$ has an additive basis $x_{i}=\left[\mathbb{C} P^{i}\right], i \in \mathbb{N}_{0}$; by dualization of the cohomological coalgebra structure we obtain the multiplicative structure $x_{i} \cdot x_{j}=(i, j) x_{i+j}$ with $(i, j)=$ $(i+j)!/(i!j!)$. Geometrically this means that the map $\mathbb{C} P^{i} \times \mathbb{C} P^{j} \rightarrow \mathbb{C} P^{i+j}$, $\left(\left[x_{0}, \ldots, x_{i}\right],\left[y_{0}, \ldots, y_{j}\right]\right) \mapsto\left[z_{0}, \ldots, z_{i+j}\right]$ with $z_{k}=\sum_{a+b=k} x_{a} y_{b}$ has degree $(i, j)$. The comultiplication in $H_{*}\left(\mathbb{C} P^{\infty}\right)$ is $\mu\left(x_{n}\right)=\sum_{i+j=n} x_{i} \otimes x_{j}$.

We generalize the Hom-duality of Hopf algebras and define pairings. Let $A$ and $B$ be Hopf algebras. A pairing of Hopf algebras is a bilinear map $A \times B \rightarrow R$, $(a, b) \mapsto\langle a, b\rangle$ with the properties: For $x, y \in A$ and $u, v \in B$

$$
\begin{aligned}
\langle x y, u\rangle & =\langle x \otimes y, \mu(u)\rangle, & \langle x, u v\rangle & =\langle\mu(x), u \otimes v\rangle, \\
\langle 1, u\rangle & =\varepsilon(u), & \langle x, 1\rangle & =\varepsilon(x) .
\end{aligned}
$$

The bilinear form $\langle-,-\rangle$ on $A \times B$ induces a bilinear form on $A \otimes A \times B \otimes B$ by $\langle x \otimes y, u \otimes v\rangle=(-1)^{|y||u|}\langle x, u\rangle\langle y, v\rangle$. This is used in the first two axioms. A pairing is called a duality between $A, B$, if $\langle x, u\rangle=0$ for all $u \in B$ implies $x=0$, and $\langle x, u\rangle=0$ for all $x \in A$ implies $u=0$. An example of a pairing is the Kronecker pairing $H^{*}(X) \times H_{*}(X) \rightarrow R$ in the case of an $H$-space $X$.

An element $x$ of a bialgebra $H$ is called primitive, if $\mu(x)=x \otimes 1+1 \otimes x$. Let $P(H) \subset H$ be the $R$-module of the primitive elements of $H$. The bracket $(x, y) \mapsto[x, y]=x y-y x$ defines the structure of a Lie algebra on $P(H)$. The inclusion $P(H) \subset H$ yields, by the universal property of the universal enveloping algebra, a homomorphism $\iota: U(P(H)) \rightarrow H$. For cocommutative Hopf algebras over a field of characteristic zero with an additional technical condition, $\iota$ is an isomorphism [1, p. 110].
(19.6.7) Example. A coalgebra structure on the algebra of formal powers series $R[[x]]$ is, by definition, a (continuous) homomorphism $\mu: R[[x]] \rightarrow R\left[\left[x_{1}, x_{2}\right]\right]$ with $(\mu \otimes 1) \mu=(1 \otimes \mu) \mu$ and $\varepsilon(x)=0$. Here $R\left[\left[x_{1}, x_{2}\right]\right]$ is interpreted as a completed tensor product $R\left[\left[x_{1}\right]\right] \hat{\otimes} R\left[\left[x_{2}\right]\right]$. Then $\mu$ is given by the power series $\mu(x)=F\left(x_{1}, x_{2}\right)$ with the properties

$$
F(x, 0)=0=F(0, x), \quad F(F(x, y), z)=F(x, F(y, z))
$$

Such power series $F$ are called formal group laws.

## Problems

1. The Group algebra. Let $G$ be a group and $R G$ the group algebra. The $R$-module $R G$ is the free $R$-module on the set $G$, and the multiplication $R G \otimes R G \cong R(G \times G) \rightarrow R G$ is the linear extension of the group multiplication. This algebra becomes a Hopf algebra, if we define the comultiplication by $\mu(g)=g \otimes g$ for $g \in G$, the counit by $\varepsilon(g)=1$, and the antipode by $s(g)=g^{-1}$.

Let $G$ be a finite group and $\mathcal{O}(G)$ the $R$-algebra of all maps $G \rightarrow R$ with pointwise addition and multiplication. Identify $\mathcal{O}(G \times G)$ with $\mathcal{O}(G) \otimes \mathcal{O}(G)$. Show that the group multiplication $m$ induces a comultiplication $\mu=m^{*}: \mathcal{O}(G) \rightarrow \mathcal{O}(G \times G)$. The data $\varepsilon(f)=f(1)$ and $s(f)(g)=f\left(g^{-1}\right)$ complete $\mathcal{O}(G)$ to a Hopf algebra. Evaluation at $g \in G$ defines an algebra homomorphism $\mathcal{O}(G) \rightarrow R$. Show that $G$ is canonically isomorphic to the group $A \operatorname{Hom}(\mathcal{O}(G), R)$ of Problem 2.

An element $g$ in a Hopf algebra $H$ is called group-like if $\mu(g)=g \otimes g$ and $\varepsilon(g)=1$. The set of group-like elements in $H$ is a group under multiplication. The inverse of $g$ is $s(g)$. 2. Let $D$ be a Hopf algebra and $A$ a commutative algebra. The convolution product induces on the set $A \operatorname{Hom}(D, A)$ of algebra homomorphisms $D \rightarrow A$ the structure of a group.
3. Let $H$ be a Hopf algebra with antipode $s$. Then $s$ is an anti-homomorphism of algebras and coalgebras, i.e., $s(x y)=s(y) s(x)$, $s e=e, \varepsilon s=s, \tau(s \otimes s) \mu=\mu s$. If $H$ is commutative or cocommutative, then $s^{2}=\mathrm{id}$.
4. Let $H_{1}$ and $H_{2}$ be Hopf algebras and $\alpha: H_{1} \rightarrow H_{2}$ a homomorphism of bialgebras. Then $\alpha$ commutes with the antipodes.
5. Let $R$ be a field of characteristic $p>0$. Let $A=R[x] /\left(x^{p}\right)$. The following data define a Hopf algebra structure on $A: \mu(x)=x \otimes 1+1 \otimes x, \varepsilon(x)=0, s(x)=-x$.

### 19.7 Hopf Algebras and Classifying Spaces

The homology and cohomology of classifying spaces $B \mathrm{U}, B \mathrm{O}, B \mathrm{SO}$ lead to a Hopf algebra which we will study from the algebraic view-point in this section. The polynomial algebra $R[a]=R\left[a_{1}, a_{2}, \ldots\right]$ becomes a Hopf algebra with coassociative and cocommutative comultiplication determined by $\Delta\left(a_{n}\right)=\sum_{p+q=n} a_{p} \otimes a_{q}$ and $a_{0}=1$. We consider the algebra as a graded algebra with $a_{i}$ of degree $i$. (In the following we disregard the signs which appear in graded situations. Another device would be to assume that the $a_{i}$ have even degree, say degree $2 i$, or that $R$ has characteristic 2.) Let $\rho=\left(\rho_{1}, \ldots, \rho_{r}\right) \in \mathbb{N}_{0}^{r}$ be a multi-index with $r$ components. We use the notation $a^{\rho}=a_{1}^{\rho_{1}} \ldots a_{r}^{\rho_{r}}$. The monomials of type $a^{\rho}$ (for arbitrary $r$ ) form an $R$-basis of $R[a]$. The homogeneous component $R[a]^{n}$ of degree $n$ is spanned by the monomials $a^{\rho}$ with $\|\rho\|=\rho_{1}+2 \rho_{2}+\cdots+r \rho_{r}=n$.

We have an embedding $R\left[a_{1}, \ldots, a_{n}\right] \xrightarrow{\subset} R\left[\alpha_{1}, \ldots, \alpha_{n}\right]$ where $a_{j}$ is the $j$-th elementary symmetric polynomial in the $\alpha_{1}, \ldots, \alpha_{n}$. The embedding respects the grading if we give $\alpha_{j}$ the degree 1. The image is the subalgebra of symmetric functions. The $a^{\rho}$ with $\rho \in \mathbb{N}_{0}^{n}$ form an $R$-basis of the symmetric polynomials.

Another, more obvious, $R$-basis is obtained by starting with a monomial
$\alpha^{I}=\alpha_{1}^{i_{1}} \ldots \alpha_{n}^{i_{n}}$ and sum over the $S_{n}$-orbit of $I=\left(i_{1}, \ldots, i_{n}\right)$. Let us write $I \sim J$ if $\left(j_{1}, \ldots, j_{n}\right)$ is a permutation of $\left(i_{1}, \ldots, i_{n}\right)$. The polynomials

$$
\Sigma_{I}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\sum_{J \sim I} \alpha^{J}
$$

form an $R$-basis of the symmetric polynomials in $R\left[\alpha_{1}, \ldots, \alpha_{n}\right]$. The family $I=$ $\left(i_{1}, \ldots, i_{n}\right)$ is called a partition of $|I|=i_{1}+i_{2}+\cdots+i_{n}$; in the case that $I \sim J$, we say that $I$ and $J$ yield the same unordered partition. We can write $\Sigma_{I}$ as a polynomial in the $a_{1}, \ldots, a_{n}$ and denote it by $\sigma_{I}\left(a_{1}, \ldots, a_{n}\right)$. The monomials $a^{\rho}$ which are summands of $\sigma_{I}$ have degree $\|\rho\|=|I|$. Thus $\sigma_{I}\left(a_{1}, \ldots, a_{n}\right)=$ $\sigma_{I}\left(a_{1}, \ldots, a_{n-1}, 0\right)=\sigma_{I}\left(a_{1}, \ldots, a_{n-1}\right)$ for $n>|I|$.
(19.7.1) Lemma. If $I$ is a partition of $k$ and $n \geq k$, then $\sigma_{I}\left(a_{1}, \ldots, a_{k}\right)$ is independent of $n$. We consider it as a polynomial in $R[a]$. In this way we obtain another $R$-basis of $R[a]$ which consists of the polynomials $\sigma_{I}$. The homogeneous component of degree $n$ is spanned by the $\sigma_{I}$ with $I$ an (unordered) partition of $n$.

Consider the formal power series

$$
U_{n}=\prod_{j=1}^{n}\left(1+a_{1} \beta_{j}+a_{2} \beta_{j}^{2}+\cdots\right) \in R[a]\left[\left[\beta_{1}, \ldots, \beta_{n}\right]\right]
$$

The series has the form $\sum_{\rho} a^{\rho} B_{\rho}^{(n)}\left(\beta_{1}, \ldots, \beta_{n}\right)$ where the sum is taken over the multi-indices $\rho=\left(\rho_{1}, \ldots, \rho_{r}\right)$ with $|\rho|=\sum_{j} \rho_{j} \leq n$. The polynomial $B_{\rho}^{(n)}$ is symmetric in the $\beta_{1}, \ldots, \beta_{n}$. Hence we can write it as polynomial $b_{\rho}^{(n)}\left(b_{1}, \ldots, b_{n}\right)$ where $b_{k}$ is the $k$-th elementary symmetric polynomial in the variables $\beta_{1}, \ldots, \beta_{n}$.

For $\rho=\left(\rho_{1}, \ldots, \rho_{r}\right)$ let $I(\rho)$ denote the multi-index $\left(i_{1}, \ldots, i_{m}\right)$ with $i_{v}=j$ for $\rho_{1}+\cdots+\rho_{j-1}<v \leq \rho_{1}+\cdots+\rho_{j}$, i.e., we begin with $\rho_{1}$ entries 1 , then $\rho_{2}$ entries 2 and so on; hence $m=\rho_{1}+\cdots+\rho_{r}=|\rho|$ and $\sum_{k=1}^{m} i_{k}=|I(\rho)|=\|\rho\|$, i.e., $I(\rho)$ is a partition of $\|\rho\|$ with (weakly) increasing components. In the notation introduced above

$$
B_{\rho}^{(n)}\left(\beta_{1}, \ldots, \beta_{n}\right)=\Sigma_{I(\rho)}\left(\beta_{1}, \ldots, \beta_{n}\right), \quad b_{\rho}^{(n)}\left(b_{1}, \ldots, b_{n}\right)=\sigma_{I(\rho)}\left(b_{1}, \ldots, b_{n}\right)
$$

The polynomial $b_{\rho}^{(n)}$ only involves the variables $b_{1}, \ldots, b_{|I(\rho)|}$ and is independent of $n$ for $n \geq|I(\rho)|$. We denote this stable version by $b_{\rho}$. The $b_{\rho}$ form an $R$-basis of the symmetric polynomials in $R[\beta]$. In this sense we can write formally

$$
\prod_{i=1}^{\infty}\left(1+a_{1} \beta_{j}+a_{2} \beta_{j}^{2}+\cdots\right)=\sum_{\rho} a^{\rho} b_{\rho}=\sum_{n \geq 0} U[n]
$$

where $U[n]$ is the finite partial sum over the $\rho$ with $\|\rho\|=n$ (although the infinite product itself is not defined). The reader may verify

$$
\begin{aligned}
& U[1]=a_{1} b_{1} \\
& U[2]=a_{1}^{2} b_{2}+a_{2} b_{1}^{2}-2 a_{2} b_{2} \\
& U[3]=a_{1}^{3} b_{3}+a_{3} b_{1}^{3}+a_{1} b_{1} a_{2} b_{2}+3 a_{3} b_{3}-3 a_{1} a_{2} b_{3}-3 a_{3} b_{1} b_{2}
\end{aligned}
$$

The polynomials $U[n]$ are symmetric in the $a$ 's and the $b$ 's

$$
U[n]\left(a_{1}, \ldots, a_{n} ; b_{1}, \ldots, b_{n}\right)=U[n]\left(b_{1}, \ldots, b_{n} ; a_{1}, \ldots, a_{n}\right) .
$$

In order to see this note that $U=\lim _{m, n} U_{m, n}$ with

$$
\begin{aligned}
U_{m, n} & =\prod_{i=1}^{m} \prod_{j=1}^{n}\left(1+\alpha_{i} \beta_{j}\right) \\
& =\prod_{j=1}^{m}\left(1+a_{1} \beta_{j}+\cdots+a_{m} \beta_{j}^{m}\right)=\prod_{i=1}^{n}\left(1+b_{1} \alpha_{i}+\cdots+b_{n} \alpha_{i}^{n}\right) .
\end{aligned}
$$

(19.7.2) Lemma. Let us write $\Delta\left(a^{\rho}\right)=\sum_{\sigma \tau} a_{\sigma \tau}^{\rho} a^{\sigma} \otimes a^{\tau}$ and $b_{\sigma} \cdot b_{\tau}=\sum_{\rho} b_{\sigma \tau}^{\rho} b_{\rho}$. Then $a_{\sigma \tau}^{\rho}=b_{\sigma \tau}^{\rho}$.

Proof. The definition of the $b_{\sigma \tau}^{\rho}$ implies the relation $b_{\sigma}^{(n)} \cdot b_{\tau}^{(n)}=\sum_{\rho} b_{\sigma \tau}^{\rho} b_{\rho}^{(n)}$. We compute

$$
\begin{aligned}
\sum_{\rho} & \left(\sum_{\sigma, \tau} a_{\sigma \tau}^{\rho} a^{\sigma} \otimes a^{\tau}\right) b_{\rho}^{(n)}=\sum_{\rho} \Delta\left(a^{\rho}\right) b_{\rho}^{(n)} \\
& =\prod\left(1+\Delta\left(a_{1}\right) \beta_{i}+\Delta\left(a_{2}\right) \beta_{i}^{2}+\cdots\right) \\
& =\prod\left(1+\left(a_{1} \otimes 1\right) \beta_{i}+\left(a_{2} \otimes 1\right) \beta_{i}^{2}+\cdots\right) \\
& \quad \cdot \prod\left(1+\left(1 \otimes a_{1}\right) \beta_{i}+\left(1 \otimes a_{2}\right) \beta_{i}^{2}+\cdots\right) \\
& =\left(\sum_{\sigma}\left(a^{\sigma} \otimes 1\right) b_{\sigma}^{(n)}\right)\left(\sum_{\tau}\left(1 \otimes a^{\tau}\right) b_{\tau}^{(n)}\right)=\sum_{\sigma \tau}\left(a^{\sigma} \otimes a^{\tau}\right) b_{\sigma}^{(n)} b_{\tau}^{(n)} \\
& =\sum_{\sigma \tau}\left(a^{\sigma} \otimes b^{\tau}\right) \sum_{\rho} b_{\sigma \tau}^{\rho} b_{\rho}^{(n)} .
\end{aligned}
$$

Now we compare coefficients and obtain $\sum_{\rho} a_{\sigma \tau}^{\rho} b_{\rho}^{(n)}=\sum_{\rho} b_{\sigma \tau}^{\rho} b_{\rho}^{(n)}$. The sum is finite in each degree. We pass to the stable values $b_{\rho}$ and compare again coefficients.

Let $\operatorname{Hom}(R[a], R)$ be the graded dual of $R[a]$. We can view this as the module of $R$-linear maps $R[a] \rightarrow R$ which have non-zero value only at a finite number of monomials. Let $a_{\rho}^{*}$ be the dual of $a^{\rho}$, i.e., $a_{\rho}^{*}\left(a^{\sigma}\right)=\delta_{\rho}^{\sigma}$. The Hopf algebra structure of $R[a]$ induces a Hopf algebra structure on $\operatorname{Hom}(R[a], R)$. The basic algebraic result of this section is that the dual Hopf algebra is isomorphic to the original Hopf algebra.
(19.7.3) Theorem. The homomorphism

$$
\alpha: \operatorname{Hom}(R[a], R) \rightarrow R[b], \quad f \mapsto \sum_{\rho} f\left(a^{\rho}\right) b_{\rho}
$$

is an isomorphism of Hopf algebras. The generator $b_{j}$ is dual to $a_{1}^{j}$, that is, $\alpha\left(\left(a_{1}^{i}\right) *\right)=b_{i}$.

Proof. The dual basis element of $a^{\rho}$ is mapped to $b_{\rho}$. Therefore $\alpha$ is an $R$-linear isomorphism. It remains to show that $\alpha$ is compatible with the multiplication and the comultiplication.

We verify that $\alpha$ is a homomorphism of algebras.

$$
\alpha(f) \alpha(g)=\left(\sum_{\sigma} f\left(a^{\sigma}\right) b_{\sigma}\right)\left(\sum_{\tau} g\left(a^{\tau}\right) b_{\tau}\right)=\sum_{\sigma, \tau} f\left(a^{\sigma}\right) g\left(a^{\tau}\right)\left(\sum_{\rho} b_{\sigma, \tau}^{\rho} b_{\rho}\right) .
$$

The coefficient of $b_{\rho}$ in $\alpha(f \cdot g)$ is $(f \cdot g)\left(a^{\rho}\right)$ and
$(f \cdot g)\left(a^{\rho}\right)=(f \otimes g)\left(\Delta a^{\rho}\right)=(f \otimes g)\left(\sum_{\sigma, \tau} a_{\sigma \tau}^{\rho} a^{\sigma} \otimes a^{\tau}\right)=\sum_{\sigma, \tau} a_{\sigma \tau}^{\rho} f\left(a^{\sigma}\right) g\left(a^{\tau}\right)$.
Now we use the equality (19.7.2).
The definition of the comultiplication in $\operatorname{Hom}(R[a], R)$ gives for the element $a_{\rho}^{*}$ which is dual to $a^{\rho}$ the relation

$$
\Delta a_{\rho}^{*}\left(a^{\sigma} \otimes a^{\tau}\right)=a_{\rho}^{*}\left(a^{\sigma+\tau}\right)= \begin{cases}1, & \sigma+\tau=\rho, \\ 0, & \text { otherwise } .\end{cases}
$$

This means that $\Delta\left(a_{\rho}^{*}\right)=\sum_{\sigma+\tau=\rho} a_{\sigma}^{*} \otimes a_{\tau}^{*}$. Since $\alpha\left(\left(a_{1}^{i}\right)^{*}\right)=b_{i}$, the generators of the algebras $\operatorname{Hom}(R[a], R)$ and $R[b]$ have the same coproduct. Since we know already that $\alpha$ is a homomorphism of algebras, we conclude that $\alpha$ preserves the comultiplication. In particular we also have for the $b_{\rho}$ the formula $\Delta\left(b_{\rho}\right)=\sum_{\sigma+\tau=\rho} b_{\sigma} \otimes b_{\tau}$.

The Hopf algebras which we have discussed have other interesting applications, e.g., to the representation theory of symmetric groups, see [113].
(19.7.4) Remark. If we define $\alpha$ in (19.7.3) on the $R$-module of all $R$-linear maps, then the image is the algebra $R[[b]]$ of formal power series. The homogeneous components of degree $n$ in $R[b]$ and $R[[b]]$ coincide.
(19.7.5) Remark. The duality isomorphism (19.7.3) can be converted into a symmetric pairing $\tilde{\alpha}: R[b] \otimes R[a] \rightarrow R$. The pairing is defined by $\tilde{\alpha}\left(\alpha^{*} \varphi \otimes y\right)=\varphi(y)$ and satisfies $\tilde{\alpha}\left(b_{\rho} \otimes a^{\sigma}\right)=\delta_{\rho}^{\sigma}$.

Let $\varphi: R[a] \rightarrow R$ be a homomorphism of $R$-algebras. We restrict $\varphi$ to the component of degree $n$ and obtain $\varphi_{n}: R[a]^{n} \rightarrow R$. We identify $\varphi$ with the family $\left(\varphi_{n}\right)$. The duality theorem sets up an isomorphism $\alpha: \operatorname{Hom}\left(R[a]^{n}, R\right) \cong R[b]_{n}$ with the homogeneous part $R[b]_{n}$ of $R[b]$.

A graded group-like element $K$ of $R[b]$ is defined to be a sequence of polynomials $\left(K_{n}\left(b_{1}, \ldots, b_{n}\right) \mid n \in \mathbb{N}_{0}\right)$ with $K_{0}=1$ and $K_{n} \in R[b]_{n}$ of degree $n$ such that

$$
\begin{equation*}
\Delta K_{n}=\sum_{i+j=n} K_{i} \otimes K_{j} \tag{1}
\end{equation*}
$$

Since $\Delta$ is a homomorphism of algebras, the relation

$$
\Delta K_{n}\left(b_{1}, \ldots, b_{n}\right)=K_{n}\left(\Delta b_{1}, \ldots, \Delta b_{n}\right)
$$

holds. The comultiplication has the form $\Delta b_{n}=\sum_{i+j=n} b_{i} \otimes b_{j}$ (with $b_{0}=1$ ). If we use two independent sets $\left(b_{i}^{\prime}\right)$ and $\left(b_{i}^{\prime \prime}\right)$ of formal variables, we can write the condition (1) in the form

$$
\begin{gathered}
K_{n}\left(b_{1}^{\prime}+b_{1}^{\prime \prime}, b_{2}^{\prime}+b_{1}^{\prime} b_{1}^{\prime \prime}+b_{2}^{\prime \prime}, \ldots, \sum_{i+j=n} b_{i}^{\prime} b_{j}^{\prime \prime}\right) \\
\quad=\sum_{i+j=n} K_{i}\left(b_{1}^{\prime}, \ldots b_{i}^{\prime}\right) K_{j}\left(b_{1}^{\prime \prime}, \ldots, b_{j}^{\prime \prime} .\right)
\end{gathered}
$$

The simplest example is $K_{n}=b_{n}$.
(19.7.6) Proposition. The sequence $\left(\varphi_{n}\right)$ is an $R$-algebra homomorphism if and only if the sequence $\left(K_{n}\right)$ with $K_{n}=\alpha\left(\varphi_{n}\right)$ is a graded group-like element.

Proof. We use the duality pairing (19.7.5), now with the notation $\tilde{\alpha}(x \otimes y)=$ $\langle x, y\rangle$. Let $\left(K_{n}\right)$ be group-like and define a linear map $\varphi_{n}: R[a]^{n} \rightarrow R$ by $\varphi_{n}(y)=$ $\left\langle K_{n}, y\right\rangle$. Then for $x \in R[a]^{i}$ and $y \in R[a]^{j}$ with $i+j=n$

$$
\varphi_{n}(x y)=\left\langle K_{n}, x y\right\rangle=\left\langle\Delta K_{n}, x \otimes y\right\rangle=\left\langle K_{i}, x\right\rangle\left\langle K_{j}, y\right\rangle=\varphi_{i}(x) \varphi_{j}(y)
$$

Hence $\left(\varphi_{n}\right)$ is an algebra homomorphism.
Conversely, let $\varphi: R[a] \rightarrow R$ be an algebra homomorphism with restriction $\varphi_{n}: R[a]^{n} \rightarrow R$ in degree $n$. We set $K_{n}=\alpha\left(\varphi_{n}\right)$. A similar computation as above shows that $\left(K_{n}\right)$ is a group-like element.
(19.7.7) Remark. The algebra homomorphisms $\varphi: R[a] \rightarrow R$ correspond to families of elements $\left(\lambda_{i} \in R \mid i \in \mathbb{N}\right)$ via $\varphi \mapsto\left(\varphi\left(a_{i}\right)=\lambda_{i}\right)$. Given a family $\left(\lambda_{i}\right)$ the corresponding group-like element is obtained as follows. From

$$
\prod_{i}\left(1+\lambda_{1} t_{i}+\lambda_{2} t_{i}^{2}+\cdots\right)=\sum_{\rho} \lambda^{\rho} b_{\rho}=\sum_{\rho} \varphi\left(a^{\rho}\right) b_{\rho}=\alpha^{*}(\varphi)
$$

we see that $K_{n}\left(b_{1}, \ldots, b_{n}\right)$ is the component of degree $n$ in $\sum_{\rho} \lambda^{\rho} b_{\rho}$.
We now return to classifying spaces and apply the duality theorem (19.7.3). We have the Kronecker pairing $\kappa: H^{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right) \otimes H_{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right) \rightarrow \mathbb{F}_{2}, x \otimes y \mapsto\langle x, y\rangle$ and the duality pairing $(19.7 .5) \tilde{\alpha}: \mathbb{F}_{2}[w] \otimes \mathbb{F}_{2}[u] \rightarrow \mathbb{F}_{2}$, now with variables $w, u$ in place of $a, b$. We also have the isomorphism $\zeta^{*}: \mathbb{F}_{2}[w] \cong H^{*}\left(B O ; \mathbb{F}_{2}\right)$ from the determination of the Stiefel-Whitney classes. We obtain an isomorphism of Hopf algebras $\zeta_{*}: \mathbb{F}_{2}[u] \rightarrow H_{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$ determined via algebraic duality by the compatibility relation $\left\langle\zeta^{*} x, \zeta_{*} y\right\rangle=\tilde{\alpha}(x \otimes y)$. The generators of a polynomial algebra are not uniquely determined. Our algebraic considerations produce from the universal Stiefel-Whitney classes as canonical generators of $H^{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$ canonical generators of $H_{*}\left(B O ; \mathbb{F}_{2}\right)$ via $\zeta_{*}$.

In a similar manner we obtain isomorphisms $H_{*}(B \mathrm{U} ; \mathbb{Z}) \cong \mathbb{Z}\left[d_{1}, d_{2}, \ldots\right]$ (variables $c, d)$ and $H_{*}(B S O ; R) \cong R\left[q_{1}, q_{2}, \ldots\right]($ variables $p, q)$.

## Problems

1. Verify the following polynomials $b_{\rho}$ for $\|\rho\|=4=|I(\rho)|$ :

$$
\begin{aligned}
b_{(0,0,0,1)} & =b_{1}^{4}-4 b_{1}^{2} b_{2}+2 b_{2}^{2}+4 b_{1} b_{3}-4 b_{4}, & & I(\rho)=(4) \\
b_{(1,0,1)} & =b_{1}^{2} b_{2}-2 b_{2}^{2}-b_{1} b_{3}+4 b_{4}, & & I(\rho)=(1,3) \\
b_{(0,2)} & =b_{2}^{2}-2 b_{1} b_{3}+2 b_{4}, & & I(\rho)=(2,2) \\
b_{(2,1)} & =b_{1} b_{3}-4 b_{4}, & & I(\rho)=(1,1,2) \\
b_{(4)} & =b_{4}, & & I(\rho)=(1,1,1,1) .
\end{aligned}
$$

These $b_{\rho}$ are the coefficients of $a^{\rho}$ in $U[4]=\sum_{\rho} a^{\rho} b_{\rho}$. Check that $U[4]$ is symmetric in the $a$ 's and $b$ 's.
2. The assignment $R[a] \otimes R[b] \rightarrow R, a^{\sigma} \otimes b_{\rho} \mapsto\left(a^{\sigma}\right)^{*}\left(b_{\rho}\right)=\delta_{\rho}^{\sigma}$ is a symmetric pairing. (The formal element $U=\sum_{\rho} a^{\rho} b_{\rho}$ could be called a symmetric copairing.)

### 19.8 Characteristic Numbers

Let $\kappa_{\xi}: X \rightarrow B \mathrm{O}(n)$ be a classifying map of an $n$-dimensional bundle. It induces a ring homomorphism $H^{*}\left(B \mathrm{O}(n) ; \mathbb{F}_{2}\right) \rightarrow H^{*}\left(X ; \mathbb{F}_{2}\right)$. We can also pass to the stable classifying map $X \rightarrow B O$ and obtain $\kappa_{\xi}^{*}: H^{*}\left(B O ; \mathbb{F}_{2}\right) \rightarrow H^{*}\left(X ; \mathbb{F}_{2}\right)$. This homomorphism codifies the information which is obtainable from the StiefelWhitney classes. We use the isomorphism $\mathbb{F}_{2}[w] \cong H^{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$ and the duality theorem (19.7.3). We use a slightly more general form. Let $S^{*}$ be a graded $R$ algebra; the grading should correspond to the grading of $R[a]$, there are no signs. We obtain a graded algebra $\operatorname{Hom}_{R}\left(R[a], S^{*}\right)$ where the component of degree $k$ consists of the homomorphisms of degree $k$. The product in this algebra is defined by convolution. Then we have:
(19.8.1) Theorem. There exists a canonical isomorphism

$$
\alpha: \operatorname{Hom}_{R}\left(R[a], S^{*}\right) \cong S^{*}[[b]]
$$

of graded $R$-algebras. Here $S^{*}[[b]]=S^{*}\left[\left[b_{1}, b_{2}, \ldots\right]\right]$ is the algebra of graded formal power series in the $b_{i}$ of degree $-i$. The isomorphism $\alpha$ sends the $R$-homomorphism $\varphi: R[a] \rightarrow S^{*}$ to the series $\sum_{\rho} \varphi\left(a^{\rho}\right) b_{\rho}$.

In our example we obtain from $\kappa_{\xi}^{*}: H^{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right) \rightarrow H^{*}\left(X ; \mathbb{F}_{2}\right)$ a series $v(\xi) \in$ $H^{*}\left(X ; \mathbb{F}_{2}\right)[[u]]$ of degree zero. The constant term is 1 , the multiplicativity relation $v(\xi \oplus \eta)=v(\xi) v(\eta)$ and the naturality $v\left(f^{*} \eta\right)=f^{*} v(\eta)$ hold. For a line bundle $\eta$ we have $v(\eta)=1+w_{1}(\eta) u_{1}+w_{1}(\eta)^{2} u_{2}+\cdots$. These properties characterize the assignment $\xi \mapsto v(\xi)$.

We can apply a similar process to oriented or complex bundles. In the case of a complex oriented theory $h^{*}(-)$ we obtain series $v(\xi) \in h^{*}(X)[[d]]$ which are
natural, multiplicative and assign to a complex line bundle $\eta$ the series $v(\eta)=$ $1+c_{1}(\eta) d_{1}+c_{1}(\eta)^{2} d_{2}+\cdots$.

Interesting applications arise if we apply the process to the tangent bundle of a manifold. Let us consider oriented closed $n$-manifolds $M$ with classifying map $\kappa_{M}: M \rightarrow B$ SO of the stable oriented tangent bundle. We evaluate the homomorphism $\kappa_{M}^{*}$ on the fundamental class [ $M$ ]

$$
H^{n}(B S O ; R) \rightarrow H^{n}(M ; R) \rightarrow R, \quad x \mapsto \kappa_{M}^{*}(x)[M] .
$$

By the Kronecker pairing duality $H_{n}(B S O ; R) \cong \operatorname{Hom}_{R}\left(H^{n}(B S O ; R), R\right)$ this homomorphism corresponds to an element in $H_{n}(B S O ; R)$, and this element is $\kappa_{M *}[M]$, the image of the fundamental class $[M] \in H_{n}(M ; R)$ under $\left(\kappa_{M}\right)_{*}$, by the naturality $\left\langle\kappa_{M}^{*}(p),[M]\right\rangle=\left\langle p,\left(\kappa_{M}\right)_{*}[M]\right\rangle$ of the pairing. Under the isomorphism $\zeta_{*}: R\left[q_{1}, q_{2}, \ldots\right] \cong H_{*}(B S O ; R)$ the element $\kappa_{M *}[M]$ corresponds to an element that we denote $\chi_{\text {SO }}(M) \in R\left[q_{1}, q_{2}, \ldots\right]$. From the definitions we obtain:
(19.8.2) Proposition. Let $\tau_{M}$ denote the oriented tangent bundle of $M$. Then

$$
\chi_{\mathrm{so}}(M)=\left\langle v\left(\tau_{M}\right),[M]\right\rangle,
$$

the evaluation of the series $v\left(\tau_{M}\right)$ on the fundamental class.
If $p \in H^{n}(M)$ is a polynomial of degree $n$ in the Pontrjagin classes, then the element (number) $p[M]$ is called the corresponding Pontrjagin number. In a similar manner one defines a Stiefel-Whitney number by evaluating a polynomial in the Stiefel-Whitney classes on the fundamental class. A closed $n$-manifold $M$ has an associated element $\chi_{\mathrm{O}}(M) \in \mathbb{F}_{2}\left[u_{1}, u_{2}, \ldots\right] \cong H_{n}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$, again the image of the fundamental class under the map induced by the stable classifying map $\kappa_{M}: M \rightarrow B O$ of the tangent bundle.
(19.8.3) Example. Let us consider $M=\mathbb{C} P^{2 k}$. The stable tangent bundle is $\eta^{2 k+1}$ where is $\eta$ is the canonical complex line bundle, now considered as oriented bundle; see (15.6.6). By the multiplicativity of the $v$-classes, we have for the tangent bundle $\tau_{2 k}$ of $\mathbb{C} P^{2 k}$ the relation

$$
\begin{aligned}
v\left(\tau_{2 k}\right) & =v(\eta)^{2 k+1}=\left(1+p_{1}(\eta) q_{1}+p_{1}(\eta)^{2} q_{2}+\cdots\right)^{2 k+1} \\
& =\left(1+c^{2} q_{1}+c^{4} q_{2}+\cdots\right)^{2 k+1}
\end{aligned}
$$

where as usual $H^{*}\left(\mathbb{C} P^{2 k} ; R\right) \cong R[c] /\left(c^{2 k+1}\right)$. Note that $p_{1}(\eta)=c^{2}$, by (19.5.6). The evaluation on the fundamental class yields the coefficient of $c^{2 k}$ in this series, since $\left\langle c^{2 k},\left[\mathbb{C} P^{2 k}\right]\right\rangle=1$ (see (18.7.2)). Modulo decomposable elements in the indeterminates $q_{j}$, i.e., modulo polynomials in the $q_{j}$ with $j<k$, this value is $(2 k+1) q_{k}$.

When we pass to rational coefficients $R=\mathbb{Q}$ we can divide by $2 k+1$ and obtain:
(19.8.4) Proposition. The elements $\chi_{\mathrm{SO}}\left(\mathbb{C} P^{2 k}\right), k \in \mathbb{N}$ are polynomial generators of $\mathbb{Q}[q]$.

In bordism theory it will be shown that the signature of an oriented $4 k$-manifold only depends on its image in $H_{*}(B S O ; \mathbb{Q}) \cong \mathbb{Q}[q]$. And from the multiplicativity of the signature it then follows that there exists an algebra homomorphism $s: H_{*}(B \mathrm{SO} ; \mathbb{Q}) \rightarrow \mathbb{Q}$ such that the signature $\sigma(M)$ is obtained as the image of this homomorphism $\left.\sigma(M)=s\left(\kappa_{M}\right)_{*}[M]\right)$. We know that the generators $\mathbb{C} P^{2 k}$ have signature 1 ; see 18.7.2. The ring homomorphism $s$ is determined by the values $\lambda_{i}=s\left(q_{i}\right) \in \mathbb{Q}$. Via the duality $\mathbb{Q}[p] \cong \operatorname{Hom}(\mathbb{Q}[q], \mathbb{Q})$ the homomorphism $s$ corresponds to a group-like element $\left(L_{n}\left(p_{1}, \ldots, p_{n}\right) \mid n \in \mathbb{N}\right)$ where $L_{n}$ is a polynomial in the Pontrjagin classes of degree $4 n$ such that the evaluation on the fundamental class is the signature, $\left\langle L_{n},\left[M^{4 k}\right]\right\rangle=\sigma\left(M^{4 n}\right)$. If we expand the formal product $\prod_{i}\left(1+\lambda_{1} t_{i}+\lambda_{2} t_{i}^{2}+\cdots\right)$ and assume that $p_{k}$ is the $k$-th elementary symmetric polynomial in the $t_{i}$ (of degree 4 ), then $L_{n}$ is the component of degree $4 n$. The $t_{i}$ are obtained if we split the total Pontrjagin class (formally) into linear factors, $1+p_{1} x+p_{2} x^{2}+\cdots=\prod_{i}\left(1+t_{i} x\right)$. Fortunately, nature has already split for us the stable tangent bundle of $\mathbb{C} P^{2 n}$, the total Pontrjagin class is $\left(1+c^{2}\right)^{2 n+1}$; i.e., we can take $t_{i}=c^{2}$ in order to evaluate $L_{n}$ on $\mathbb{C} P^{2 n}$. This allows us to determine the coefficients $\lambda_{i}$ : The power series $H(c)=1+\lambda_{1} c^{2}+\lambda_{2} c^{4}+\cdots$ has the property that the coefficient of $c^{2 n}$ in $H(c)^{2 n+1}$ is 1 . Hirzebruch [81, p. 14] has found this power series

$$
H(c)=\frac{c}{\tanh c}=\frac{2 c}{e^{2 c}-1}+c=1+\frac{B_{1}}{2!}(2 c)^{2}-\frac{B_{2}}{4!}(2 c)^{4}+\frac{B_{3}}{6!}(2 c)^{6}-\cdots
$$

where the $B_{j}$ are the so-called Bernoulli numbers. The first four values are

$$
B_{1}=\frac{1}{6}, \quad B_{2}=\frac{1}{30}, \quad B_{3}=\frac{1}{42}, \quad B_{4}=\frac{1}{30} .
$$

The corresponding coefficients in the power series are

$$
\lambda_{1}=\frac{1}{3}, \quad \lambda_{2}=-\frac{1}{3^{2} \cdot 5}, \quad \lambda_{3}=\frac{2}{3^{3} \cdot 5 \cdot 7}, \quad \lambda_{4}=-\frac{1}{3^{3} \cdot 5^{2} \cdot 7}
$$

From these data we obtain the polynomials $L_{n}$ if we insert in the universal polynomials $U[n]\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)$ for $q_{j}$ the value $\lambda_{j}$. We have already listed the polynomials $U$ [1], $U$ [2], $U$ [3], $U[4]$. The result is

$$
\begin{aligned}
L_{1} & =\frac{1}{3} p_{1} \\
L_{2} & =\frac{1}{45}\left(7 p_{2}-p_{1}^{2}\right) \\
L_{3} & =\frac{1}{945}\left(62 p_{3}-13 p_{2} p_{1}+2 p_{1}^{3}\right) \\
L_{4} & =\frac{1}{14175}\left(381 p_{4}-71 p_{3} p_{1}-19 p_{2}^{2}+22 p_{2} p_{1}^{2}-3 p_{1}^{4}\right)
\end{aligned}
$$

The polynomials $L_{n}$ are called the Hirzebruch L-polynomials.

## Problems

1. Show that $\chi_{\mathrm{SO}}(M \times N)=\chi_{\mathrm{SO}}(M) \chi_{\mathrm{SO}}(N)$.
2. Let $M$ be the oriented boundary of a compact manifold. Then $\chi_{\mathrm{sO}}(M)=0$. (See the bordism invariance of the degree.)
3. Show that $\chi_{\mathrm{O}}\left(\mathbb{R} P^{2 n}\right)=u_{2 n}$ modulo decomposable elements. Therefore these elements can serve as polynomial generators of $H_{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right) \cong \mathbb{F}_{2}[u]$ in even dimensions.
4. The convolution product of the homomorphisms defined at the beginning of the section satisfies $\kappa_{\xi}^{*} * \kappa_{\eta}^{*}=\kappa_{\xi \oplus \eta}^{*}$.
5. Determine $\chi_{\text {SO }}\left(\mathbb{C} P^{2}\right)$ and $\chi_{\text {SO }}\left(\mathbb{C} P^{4}\right)$.

## Chapter 20

## Homology and Homotopy

We begin this chapter with the theorem of Hurewicz which says in its simplest form that for a simply connected space the first non-zero homotopy group is isomorphic to the first non-zero integral homology group. In the case of the sphere $S^{n}$ this is essentially the Hopf degree theorem. In our proof we use this theorem and other consequences of the homotopy excision theorem. We indicate an independent proof which only uses methods from homology theory and the Eilenberg subcomplexes introduced earlier. The theorem of Hurewicz has the important consequence that a map between simply connected CW-complexes is a homotopy equivalence if it induces an isomorphism of the integral homology groups (theorem of Whitehead). Another application is to the geometric realization of algebraic chain complexes as cellular chain complexes. We will see that under suitable hypotheses we do not need more cells in a homotopy type than the homology groups predict.

Since homotopy groups are difficult to compute it is desirable to have at least some qualitative information about them. One of the striking results is the famous theorem of Serre that the homotopy groups of spheres are finite groups, except in the few cases already known to Hopf; in particular the stable homotopy groups of spheres are finite (except $\pi_{n}\left(S^{n}\right)$ ). Since for a finite abelian group $A$ the tensor product $A \otimes \mathbb{Q}=0$ and since homology theories are objects of stable homotopy, this theorem has the remarkable consequence that rationalized homology theories $h_{*}(-) \otimes \mathbb{Q}$ can be reduced to ordinary rational homology.

Along the way we obtain qualitative results in general. They concern, for instance, statements about finiteness or finite generation and are based on qualitative generalizations of the theorem of Hurewicz. For the expert we point out that we do not use the theory of spectral sequences for the proofs. Only elementary methods like induction over skeleta enter. A basic technical theorem relates in a qualitative manner the homology of the total space, fibre and base of a fibration. On the algebraic side we use so-called Serre classes of abelian groups: Properties like "finite generation" are formalized. (In the long run this leads to localization of spaces and categories.)

### 20.1 The Theorem of Hurewicz

The theorem of Hurewicz relates the homotopy and the homology groups of a space. In this section $H_{*}$ denotes integral singular homology. Let $(X, A, *)$ be a pointed pair of spaces.

We define natural homomorphisms, called Hurewicz homomorphisms,

$$
\begin{aligned}
h_{(X, A, *)} & =h: \pi_{n}(X, A, *) \rightarrow H_{n}(X, A), & & n \geq 2, \\
h_{(X, *)} & =h: \pi_{n}(X, *) \rightarrow H_{n}(X), & & n \geq 1,
\end{aligned}
$$

such that the diagrams

commute (compatibility with exact sequences). For this purpose we use the definition $\pi_{n}(X, *)=[S(n), X]^{0}$ and $\pi_{n}(X, A, *)=[(D(n), S(n-1)),(X, A)]^{0}$ of the homotopy groups (see (6.1.4)). We choose generators $z_{n} \in H_{n}(S(n))$ and $\tilde{z}_{n} \in H_{n}(D(n), S(n-1))$ such that $\partial \tilde{z}_{n}=z_{n-1}$ and $q_{*}\left(\tilde{z}_{n}\right)=z_{n}$, where $q: D(n) \rightarrow D(n) / S(n-1)=S(n)$ is the quotient map. If we fix $z_{1}$, then the other generators are determined inductively by these conditions. We define $h: \pi_{n}(X, A, *) \rightarrow H_{n}(X, A)$ by $[f] \mapsto f_{*}\left(\tilde{z}_{n}\right)$ and $h: \pi_{n}(X, *) \rightarrow H_{n}(X)$ by $[f] \mapsto f_{*}\left(z_{n}\right)$. With our choice of generators the diagram above is then commutative. From (10.4.4) and the analogous result for the relative homotopy groups we see that the maps $h$ are homomorphisms. The singular simplex $\Delta^{1} \rightarrow I / \partial I=S(1)$, $\left(t_{0}, t_{1}\right) \mapsto t_{1}$ represents a generator $z_{1} \in H_{1}(S(1))$. If we use this generator, then $h: \pi_{1}(X, *) \rightarrow H_{1}(X)$ becomes the homomorphism which was shown in (9.2.1) to induce an isomorphism $\pi_{1}(X, *)^{a b} \cong H_{1}(X)$ for 0 -connected $X$.

Recall that we have a right action of the fundamental group

$$
\pi_{n}(X, A, *) \times \pi_{1}(A, *) \rightarrow \pi_{n}(X, A, *), \quad(x, \alpha) \mapsto x \cdot \alpha
$$

via transport. We denote by $\pi_{n}^{\#}(X, A, *)$ the quotient of $\pi_{n}(X, A, *)$ by the normal subgroup generated by all elements of the form $x-x \cdot \alpha$ (additive notation in $\pi_{n}$ ). Recall from (6.2.6) that $\pi_{2}^{\#}$ is abelian. Representative elements in $\pi_{n}$ which differ by transport are freely homotopic, i.e., homotopic disregarding the base point. Therefore the Hurewicz homomorphism induces a homomorphism

$$
h^{\#}: \pi_{n}^{\#}(X, A, *) \rightarrow H_{n}(X, A) .
$$

The transport homomorphism $\pi_{n}\left(X, A, a_{1}\right) \rightarrow \pi_{n}\left(X, A, a_{2}\right)$ along a path from $a_{1}$ to $a_{2}$ induces an isomorphism of the $\pi_{n}^{\#}$-groups, and this isomorphism is independent of the choice of the path. We can use this remark: An unpointed map $(D(n), S(n-1)) \rightarrow(X, A)$ yields in each of the groups $\pi_{n}^{\#}(X, A, a)$ a well-defined element ( $A$ path connected). Thus, if $\pi_{1}(A)$ is trivial, we can regard $\pi_{n}^{\#}(X, A)$ as the homotopy set $[(D(n), S(n-1)),(X, A)]$. The group $\pi_{1}^{\#}(X, *)$ is defined to be the abelianized group $\pi_{1}(X, *)^{a b}$, i.e., the quotient by the commutator subgroup. We set $\pi_{n}^{\#}(X, *)=\pi_{n}(X, *)$ for $n \geq 2$ and again we have the Hurewicz homomorphism $h^{\#}: \pi_{n}^{\#}(X, *) \rightarrow H_{n}(X)$.
(20.1.1) Theorem (Hurewicz). Let the space $X$ be $(n-1)$-connected $(n \geq 1)$. Then $h^{\#}: \pi_{n}^{\#}(X, *) \rightarrow H_{n}(X)$ is an isomorphism.
Proof. We have already proved the theorem in the case that $n=1$. So let $n \geq 2$ and then $\pi_{n}^{\#}=\pi_{n}$. Since weak homotopy equivalences induce isomorphisms in homotopy and homology, we only need to prove the theorem for CW-complexes $X$. We can assume that $X$ has a single 0 -cell and no $i$-cells for $1 \leq i \leq n-1$, see (8.6.2). The inclusion $X^{n+1} \subset X$ induces isomorphisms $\pi_{n}^{\#}(X) \cong \pi_{n}^{\#}\left(X^{n+1}\right)$ and $H_{n}(X) \cong H_{n}\left(X^{n+1}\right)$. Since the Hurewicz homomorphisms $h$ form a natural transformation of functors, it suffices to prove the theorem for $(n+1)$-dimensional complexes. In this case $X$ is h-equivalent to the mapping cone of a map of the form $\varphi: A=\bigvee S_{j}^{n} \rightarrow B=\bigvee S_{k}^{n}$.

For $X=S^{n}$ the theorem holds by (10.5.1). By naturality and additivity it then holds for pointed sums $\bigvee S_{j}^{n}$. We have a commutative diagram

with exact rows. The exactness of the top row is a consequence of the homotopy excision theorem.
(20.1.2) Corollary. Let $X$ be simply connected and suppose that $\tilde{H}_{i}(X)=0$ for $i<n$. Then $\pi_{i}(X, *)=0$ for $i<n$ and $h: \pi_{n}(X, *) \cong H_{n}(X)$.

Proof. (20.1.1) says, in different wording, that $h: \pi_{j}(X) \cong H_{j}(X)$ for the smallest $j$ such that $\pi_{k}(X)=0$ for $1 \leq k<j$.
(20.1.3) Theorem. Let $(X, A)$ be a pair of simply connected $C W$-complexes. Suppose $H_{i}(X, A)=0$ for $i<n, n \geq 2$. Then $\pi_{i}(X, A)=0$ for $i<n$ and $h: \pi_{n}(X, A) \rightarrow H_{n}(X, A)$ is an isomorphism.

Proof. Induction over $n \geq 2$. We use a consequence of the homotopy excision theorem: Let $A$ be simply connected and $\pi_{i}(X, A, *)=0$ for $0<i<n$. Then $\pi_{n}(X, A, *) \rightarrow \pi_{n}(X / A, *)$ is an isomorphism. The theorem of Seifert and van Kampen shows $\pi_{1}(X / A)=\{e\}$. From $H_{i}(X, A)=\tilde{H}_{i}(X / A)$ and (20.1.2) we conclude $\pi_{i}(X / A)=0$ for $i<n$.

Let $n=2$. Since $X$ and $A$ are simply connected, $\pi_{1}(X, A, *)=0$ and the diagram

shows that $h$ is an isomorphism.

By induction we know that $\pi_{j}(X, A, *)=0$ for $0<j<n$. Then a similar diagram shows that $h: \pi_{n}(X, A, *) \rightarrow H_{n}(X, A)$ is an isomorphism.
(20.1.4) Theorem. Let $f: X \rightarrow Y$ be a map between simply connected spaces. Suppose $f_{*}: H_{i}(X) \rightarrow H_{i}(Y)$ is bijective for $i<n$ and surjective for $i=n$ ( $n \geq 2$ ). Then $f_{*}: \pi_{i}(X) \rightarrow \pi_{i}(Y)$ is bijective for $i<n$ and surjective for $i=n$.

Proof. We pass to the mapping cylinder and assume that $f$ is an inclusion. The hypothesis is then equivalent to $H_{i}(Y, X)=0$ and the claim equivalent to $\pi_{i}(Y, X)=$ 0 for $i<n$. Now we use (20.1.3).

Recall: A map $f: X \rightarrow Y$ between $C W$-complexes is an h-equivalence if and only if $f_{*}: \pi_{i}(X) \cong \pi_{i}(Y)$ for each $i$. Together with (20.1.4) we obtain a homological version of this result:
(20.1.5) Theorem (Whitehead). Let $f: X \rightarrow Y$ be a map between simply connected CW-complexes, which induces isomorphisms of homology groups. Then $f$ is a homotopy equivalence.

In (20.1.5) one cannot dispense with the hypothesis that the spaces are simply connected. There exist, e.g., so-called acyclic complexes $X$ with reduced homology groups vanishing but with non-trivial fundamental group. Moreover it is important that the isomorphism is induced by a map.
(20.1.6) Proposition. Let $X$ be a simply connected $C W$-complex with integral homology of a sphere, $H_{*}(X) \cong H_{*}\left(S^{n}\right), n \geq 2$. Then $X$ is h-equivalent to $S^{n}$.

Proof. By (20.1.2), $\pi_{n}(X) \cong H_{n}(X)$, and this group is assumed to be isomorphic to $\mathbb{Z}$. Let $f: S^{n} \rightarrow X$ represent a generator. Then $f_{*}: \pi_{n}\left(S^{n}\right) \rightarrow \pi_{n}(X)$ is an isomorphism and also $f_{*}: H_{n}\left(S^{n}\right) \rightarrow H_{n}(X)$. Now we use (20.1.5).

The preceding proposition has interesting applications. It is known that a closed connected $n$-manifold of the homotopy type of the $n$-sphere is actually homeomorphic to the $n$-sphere. Therefore these spheres are characterized by invariants of algebraic topology.
(20.1.7) Example. The spaces $S^{n} \vee S^{n} \vee S^{2 n}$ and $S^{n} \times S^{n}$ are for $n \geq 2$ simply connected and have isomorphic homology groups. But they are not h-equivalent, since their cohomology rings are different.

The homological theorem of Whitehead (20.1.5) no longer holds for spaces which are not simply connected, even in the case when the map induces an isomorphism of the fundamental groups. But it suffices to consider the universal covering, as the next theorem shows.
(20.1.8) Theorem. Let $f: X \rightarrow Y$ be a map between connected CW-complexes which induces an isomorphism $f_{*}: \pi_{1}(X) \rightarrow \pi_{1}(Y)$. Let $p: \tilde{X} \rightarrow X$ and $q: \tilde{Y} \rightarrow Y$ be the universal coverings. There exists a lifting $F: \tilde{X} \rightarrow \tilde{Y}$ of $f$, i.e., $q F=f p$. Suppose $F$ induces an isomorphism of the homology groups. Then $f$ is a homotopy equivalence.
Proof. We choose isomorphisms $\pi_{1}(X) \cong G \cong \pi_{1}(Y)$ which transform $f_{*}$ into the identity of $G$. We then consider $p$ and $q$ as $G$-principal bundles with left action and $F: \tilde{X} \rightarrow \tilde{Y}$ as a $G$-map. We obtain a morphism of the associated fibre bundles.


From the assumption and (20.1.5) we see that $F$ is an h-equivalence. The exact homotopy sequence and the Five Lemma show that $E G \times{ }_{G} F$ induces isomorphisms of the homotopy groups.

We now consider the second associated fibre bundles $P: E G \times_{G} \tilde{X} \rightarrow X$ and $Q: E G \times_{G} \tilde{Y} \rightarrow Y$. A section $s$ of $P$ arises from a map $\sigma: \tilde{X} \rightarrow E G$ such that $\sigma(g x)=\sigma(x) g^{-1}$ for $x \in X$ and $g \in G$, see (14.1.4). A map of this type is essentially the same thing as a classifying map of $p$. Since the fibre of $P$ is contractible, $P$ induces isomorphisms of the homotopy groups, and the same holds then for a section $s$ of $P$. We see that $f=Q \circ\left(E G \times{ }_{G} F\right) \circ s$ induces isomorphisms of homotopy groups; hence $f$ is a homotopy equivalence.
(20.1.9) Corollary. In the situation of (20.1.8) $F$ is a $G$-homotopy equivalence.

Proof. Let $h: Y \rightarrow X$ be h-inverse to $f$ and $H: \tilde{Y} \rightarrow \tilde{X}$ a lifting of $H$ which is a $G$-map. A homotopy of $h f$ can be lifted to a $G$-homotopy of $H F$. The end of this homotopy is a bundle automorphism.

Let $G$ be a discrete group which acts on the pair $(Y, B)$. The induced maps of the left translations by group elements yield a left action of $G$ on $H_{n}(Y, B)$ via homomorphisms, i.e., $H_{n}(Y, B)$ becomes a module over the integral group ring $\mathbb{Z} G$ of $G$.

Suppose $X$ is obtained from $A$ by attaching $n$-cells ( $n \geq 3$ ). Let $p: Y \rightarrow X$ be a universal covering and $B=p^{-1}(A)$. Then $Y$ is obtained from $B$ by attaching $n$-cells. The group $\pi=\pi_{1}(X)$ of deck transformations acts freely on the set of $n$-cells in $Y \backslash B$. Hence $H_{n}(Y, B)$ is a free $\mathbb{Z} \pi$-module, the basis elements correspond bijectively to the $n$-cells of $X \backslash A$. Theorem (20.1.3) now yields:
(20.1.10) Theorem. Let $X$ be a connected CW-complex and let $n \geq 3$. Then $\pi_{n}\left(X^{n}, X^{n-1}\right)$ is a free $\mathbb{Z} \pi_{1}\left(X^{n-1}\right)$-module. A basis of this module consists of the characteristic maps of the $n$-cells. The map $h^{\#}: \pi_{n}\left(X^{n}, X^{n-1}\right) \rightarrow H_{n}\left(X^{n}, X^{n-1}\right)$ is an isomorphism.

The exact sequence

$$
\pi_{n+1}\left(X^{n+1}, X^{n}\right) \rightarrow \pi_{n}\left(X^{n}, X^{n-1}\right) \rightarrow \pi_{n}\left(X^{n+1}, X^{n-1}\right) \rightarrow 0
$$

is for $n \geq 3$ a sequence of $\mathbb{Z} \pi_{1}\left(X^{n-1}\right) \cong \mathbb{Z} \pi_{1}\left(X^{n}\right)$-modules. Because of the isomorphism $\pi_{n}\left(X, X^{n-1}\right) \cong \pi_{n}\left(X^{n+1}, X^{n-1}\right)$ the sequence is a presentation of the $\mathbb{Z} \pi_{1}\left(X^{n-1}\right)$-module $\pi_{n}\left(X, X^{n-1}\right)$. The induced sequence of the $\pi^{\#}$-groups is also exact. This gives the following theorem for $n \geq 3$.
(20.1.11) Theorem (Hurewicz). Let $(X, A)$ be a CW-pair with connected $X$ and $A$. Let $(X, A)$ be $(n-1)$-connected $(n \geq 2)$. Then $h^{\#}: \pi_{n}^{\#}(X, A, *) \cong H_{n}(X, A)$.
Proof. We now give a purely homological proof of the Hurewicz theorems which also covers the relative case $n=2$ for spaces which are not simply connected. The proof is by induction. The induction starts with (9.2.1). We assume the absolute theorem for $1 \leq i \leq n-1$ and prove the relative theorem for $n$. We consider the standard simplex $\Delta[k]=\left[e_{0}, \ldots, e_{k}\right]$ as the usual simplicial complex and denote its $l$-skeleton by $\Delta[k]^{l}$. Let $S_{k}^{n-1}(X, A, *)$ be the chain group spanned by simplices $\sigma: \Delta[k] \rightarrow X$ such that $\sigma\left(\Delta[k]^{n-1}\right) \subset A$ and $\sigma\left(\Delta[k]^{0}\right)=\{*\}$, modulo $S_{k}(A)$. Let $H_{n}^{(n-1)}(X, A, *)$ be the $n$-th homology group of the resulting chain complex. The inclusion of chain complexes induces an isomorphism $H_{n}^{(n-1)}(X, A, *) \cong$ $H_{n}(X, A)$ for an $(n-1)$-connected pair $(X, A)$ with path connected $A$, see (9.5.4).

We have to adapt the homotopy groups to the simplicial setup. We consider elements of $\pi_{n}(X, A, *)$ as homotopy classes of maps $f:\left(\Delta[n], \partial \Delta[n], e_{0}\right) \rightarrow$ $(X, A, *)$. For this purpose we fix a homeomorphism $\alpha:(D(n), S(n-1), *) \rightarrow$ $\left(\Delta[n], \partial \Delta[n], e_{0}\right)$ which sends the generator $\tilde{z}_{n}$ defined at the beginning to the standard generator $[\operatorname{id}(\Delta[n])] \in H_{n}(\Delta[n], \partial \Delta[n])$.

The Hurewicz homomorphism then sends the homotopy class of $f$ to $f_{*}[\mathrm{id}]$, and this class is an element in $H_{n}^{(n-1)}(X, A, *)$. We now construct an inverse $\psi: H_{n}^{(n-1)}(X, A, *) \rightarrow \pi_{n}^{\#}(X, A, *)$ of $h$. We assign to a singular simplex

$$
\sigma:\left(\Delta[n], \partial \Delta[n], \Delta[n]^{0}\right) \rightarrow(X, A, *)
$$

the element in $\pi_{n}^{\#}(X, A, *)$ represented by $\sigma$. If $\sigma(\Delta[n]) \subset A$, then the corresponding homotopy class is zero. Since the $\pi_{n}^{\#}$-group is abelian, we obtain a well-defined homomorphism $\psi: S_{n}^{n-1}(X, A, *) \rightarrow \pi_{n}^{\#}(X, A, *)$. The simplices $\sigma$ are cycles (since $S_{n-1}^{n-1}(X, A, *)=0$ ), and thus it remains to show that the composite $\psi \circ \partial: S_{n+1}^{n-1}(X, A, *) \rightarrow \pi_{n}^{\#}(X, A, *)$ is trivial, in order to obtain $\psi$. We reduce the problem to a universal situation. For this purpose we define elements $b_{n} \in \pi_{n}\left(\partial \Delta[n+1], \Delta[n+1]^{n-1}, e_{0}\right)$,

$$
\begin{aligned}
& b_{2}=\left(\left[d_{0}^{3}\right] \cdot\left[e_{1} e_{0}\right]\right)\left[d_{2}^{3}\right]\left[d_{1}^{3}\right]^{-1}\left[d_{3}^{3}\right]^{-1}, \\
& b_{n}=\left[d_{0}^{n+1}\right] \cdot\left[e_{1} e_{0}\right]+\sum_{i=1}^{n+1}(-1)^{i}\left[d_{i}^{n+1}\right], \quad n \geq 3,
\end{aligned}
$$

where $[v w]$ denotes the affine path class in $\Delta[n+1]$ from $v$ to $w$, and we use the transport along this path. (Multiplicative notation in $\pi_{2}$, additive notation for $n \geq 3$. This definition corresponds to the homological boundary operator, but we have to transport the face maps to the base point $e_{0}$. For $b_{2}$ we have to pay attention to the order of the factors, since the group is non-abelian.)

Let us write $K=\Delta[n+1]$ and let $\tau:\left(K, K^{n-1}, K^{0}\right) \rightarrow(X, A, *)$ be a basis element of $S_{n+1}^{n-1}(X, A, *)$. Then

$$
\psi \partial[\tau]=\sum_{i}(-1)^{i}\left[\tau d_{i}^{n+1}\right]=\tau_{*}^{\#}\left[b_{n}\right]^{\#}=\tau_{*}^{\#} j_{*}^{\#}\left[b_{n}\right]^{\#}
$$

where $j$ denotes the inclusion $\partial \Delta[n+1] \subset \Delta[n+1]$. Thus it remains to show that $j_{*}\left[b_{n}\right]=0$.

The skeleton $K^{n-1}$ is $(n-2)$-connected (use e.g., the induction hypothesis). Hence, by the inductive assumption, $\pi_{n-1}^{\#}\left(K^{n-1}, e_{0}\right) \rightarrow H_{n-1}\left(K^{n-1}\right)$ is an isomorphism. The commutativity $\partial h=h \partial$ now shows that $\partial\left[b_{n}\right]=0$, since $\partial h\left[b_{n}\right]=0$ by the fundamental boundary relation for singular homology. We have the factorization

$$
\partial: \pi_{n}\left(K^{n}, K^{n-1}, e_{0}\right) \xrightarrow{j_{*}} \pi_{n}\left(K, K^{n-1}, e_{0}\right) \xrightarrow{\partial^{\prime}} \pi_{n-1}\left(K^{n-1}, e_{0}\right),
$$

and $\partial^{\prime}$ is an isomorphism, since $K$ is contractible. This finishes the inductive step for the relative Hurewicz theorem. For $n \geq 2$ the absolute theorem is a special case of the relative theorem.

An interesting consequence of the homological proof of the Hurewicz theorem is a new proof of the Brouwer-Hopf degree theorem $\pi_{n}\left(S^{n}\right) \cong \mathbb{Z}$.

### 20.2 Realization of Chain Complexes

The computation of homology groups from the cellular chain complex shows that one needs enough cells to realize the homology groups algebraically as the homology groups of a chain complex. It is interesting to know that in certain cases a converse holds. We work with integral homology.
(20.2.1) Theorem (Cell Theorem). Let $Y$ be a 1 -connected $C W$-complex. Suppose $H_{j}(Y)$ is finitely generated for $j \leq n$. Then $Y$ is homotopy-equivalent to a $C W$ complex $Z$ with finitely many $j$-cells for $j \leq n$.

The proof of this theorem is based on a theorem which says that under suitable hypotheses an algebraic chain complex can be realized as a cellular chain complex. We describe the inductive construction of a realization. We start with the following:

### 20.2.2 Data and notation.

(1) $Y$ is a CW-complex with $i$-skeleton $Y_{i}$.
(2) $Z_{r}$ is an $r$-dimensional CW-complex.
(3) $f: Z_{r} \rightarrow Y$ is a cellular map.
(4) $C_{i}(Z)=H_{i}\left(Z_{i}, Z_{i-1} ; \mathbb{Z}\right)$ is the $i$-th cellular chain group.
(5) $f$ induces a chain map $\varphi_{\bullet}: C_{\bullet}(Z) \rightarrow C_{\bullet}(Y)$.
(6) We attach $(r+1)$-cells to $Z_{r}$ such that $f$ can be extended to $F$ :

(7) From this diagram we obtain a resulting diagram of chain groups

with $A_{r+1}=H_{r+1}\left(Z_{r+1}, Z_{r}\right)$ a free abelian group with a basis given by the $(r+1)$-cells, and $\psi$ induced by $(F, f)$.

We now start from a diagram in which $A_{r+1}$ is a free abelian group with basis $\left(a_{j} \mid j \in J\right)$. The horizontal parts should be chain complexes, i.e., $d \delta=0$. Can this diagram be realized geometrically?
(20.2.3) Proposition. A realization exists, if the following holds:
(1) $f_{*}: H_{i}\left(Z_{r}\right) \rightarrow H_{i}(Y)$ is bijective for $i \leq r-1$ and surjective for $i=r$;
(2) $r \geq 2$;
(3) $Z_{r}$ and $Y$ are 1-connected.

Proof. Suppose we are given for each $j \in J$ a diagram


We attach $(r+1)$-cells to $Z_{r}$ with attaching maps $b_{j}$ to obtain $Z_{r+1}$ and use the $B_{j}$ to extend $f$ to $f_{r+1}: Z_{r+1} \rightarrow Y_{r+1}$. Then $A_{r+1} \cong H_{r+1}\left(Z_{r+1}, Z_{r}\right)$ canonically and basis preserving.

We consider $f$ as an inclusion. The assumption (1) is then equivalent to $H_{i}\left(Y, Z_{r}\right)=0$ for $i \leq r$. Since $r \geq 2$ and $\pi_{1}(Y)=0$ we also have $\pi_{1}\left(Y_{r+1}\right)=0$.

Therefore we have the relative Hurewicz isomorphism $h: \pi_{r+1}\left(Y_{r+1}, Z_{r}\right) \cong$ $H_{r+1}\left(Y_{r+1}, Z_{r}\right)$, since $H_{i}\left(Y_{r+1}, Z_{r}\right) \cong H_{i}\left(Y, Z_{r}\right)=0$ for $i \leq r$. The diagram represents an element in $\pi_{r+1}\left(Y_{r+1}, Z_{r}\right)$. Let $x_{j}=h\left(\left[B_{j}, b_{j}\right]\right) \in H_{r+1}\left(Y_{r+1}, Z_{r}\right)$ be its image under the relative Hurewicz homomorphism. This element can be determined by homological conditions. The correct maps $\delta$ and $\psi$ are obtained, if $x_{j}$ has the following properties:
(1) The image of $x_{j}$ under $\partial: H_{r+1}\left(Y_{r+1}, Z_{r}\right) \rightarrow H_{r}\left(Z_{r}\right) \rightarrow H_{r}\left(Z_{r}, Z_{r-1}\right)$ is $\delta\left(a_{j}\right)$.
(2) The image of $x_{j}$ under $\gamma: H_{r+1}\left(Y_{r+1}, Z_{r}\right) \rightarrow H_{r+1}\left(Y_{r+1}, Y_{r}\right)$ is $\psi\left(a_{j}\right)$.

We show that there exists a unique element $x_{j}$ with these properties. We know $H_{r+1}\left(Y, r, Z_{r}\right)=0$ and $H_{j}\left(Y_{r-1} Z_{r-1}\right)=0, j \geq r$ for reasons of dimension. The exact sequence of the triple $\left(Y_{r+1}, Y_{r}, Z_{r}\right)$ shows that $\gamma$ is injective. Hence there exists at most one $x_{j}$ with the desired properties. The existence follows if we show that $\operatorname{Im}(\partial, \gamma)=\operatorname{Ker}\left(\varphi_{r}-d_{r+1}^{\prime}\right)$. This follows by diagram chasing in the next diagram with exact rows


One uses that $\alpha$ is surjective and $\beta$ injective.
Proof. Since $Y$ is simply connected, we can assume that $Y$ has a single 0 -cell and no 1-cells. We construct $Z$ inductively with $Z_{0}=\{*\}$ and $Z_{1}=\{*\}$. We choose a finite number of generators for $\pi_{2}(Y) \cong H_{2}(Y)$ and representing maps $S^{2} \rightarrow Y_{2}$. They yield a cellular map $f_{2}: Z_{2}=\bigvee S^{2} \rightarrow Y$, and the induced map is surjective in $H_{2}$ and bijective in $H_{j}, j<2$. This starts the inductive construction.

Suppose $f_{r}: Z_{r} \rightarrow Y$ is given such that $f_{r *}: H_{i}\left(Z_{r}\right) \rightarrow H_{i}(Y)$ is bijective for $i \leq r-1$ and surjective for $i=r$. We construct a diagram of type (7) in 20.2.2 as follows. We have $H_{r}\left(Z_{r}\right)=\operatorname{Ker}(d)$ and $H_{r}(Y)=\operatorname{Ker}\left(d_{r}^{\prime}\right) / \operatorname{Im}\left(d_{r+1}^{\prime}\right)$ and the map $\left(f_{r}\right)_{*}: H_{r}\left(Z_{r}\right)=\operatorname{Ker}(d) \rightarrow H_{r}(Y)$ is surjective. Let $A_{r+1}$ be the kernel of $\left(f_{r}\right)_{*}$ and $\delta: H_{r}\left(Z_{r}\right) \subset C_{r}\left(Z_{r}\right)$. As a subgroup of $C_{r}\left(Z_{r}\right)$ it is free abelian. Since $Z_{r}$ has, by induction, a finite number of $r$-cells, the group $A_{r+1}$ is finitely generated. By definition of $A_{r+1}$, the image of $\varphi_{r} \delta$ is contained in the image of $d_{r+1}^{\prime}$. Hence there exists $\psi$ making the diagram commutative. We now apply (20.2.3) in order to attach an $(r+1)$-cell for each basis element of $A_{r+1}$ and to extend $f_{r}$ to $f_{r+1}^{\prime}: Z_{r+1}^{\prime} \rightarrow Y$. By construction, $\left(f_{r+1}^{\prime}\right)_{*}$ is now bijective on $H_{r}$. If this map is not yet surjective on $H_{r+1}$ we can achieve this by attaching more $(r+1)$-cells with trivial attaching maps; if $H_{r+1}(Y)$ is finitely generated, we only need a finite number of cells for this purpose. We continue in this manner as long as $H_{*}(Y)$ is finitely generated. After that point we do not care about finite generation. The final map $f: Z \rightarrow Y$ is a homotopy equivalence by (20.1.5).

### 20.3 Serre Classes

Typical qualitative results in algebraic topology are statements of the type that the homotopy or homology groups of a space are (in a certain range) finite or finitely generated or that induced maps have finite or finitely generated kernel and cokernel. A famous result of Serre [170] says that the homotopy groups of spheres are finite, except in the cases already known to Hopf.

Here are three basic ideas of Serre's approach:
(1) Properties like 'finite' or 'finitely generated' or 'rational isomorphism' have a formal structure. Only this structure matters - and it is axiomatized in the notion of a Serre class of abelian groups or modules.
(2) One has to relate homotopy groups and homology groups, since qualitative results about homology groups are more accessible. The connection is based on the Hurewicz homomorphism.
(3) For inductive proofs one has to relate the homology groups of the basis, fibre, and total space of a (Serre-)fibration. This is the point where Serre uses the method of spectral sequences.
A non-empty class $\mathscr{C}$ of modules over a commutative ring $R$ is a Serre class if the following holds: Let $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ be an exact sequence of $R$-modules. Then $B \in \mathscr{C}$ if and only if $A, C \in \mathscr{C}$. We call $\mathscr{C}$ saturated if $A \in \mathscr{C}$ implies that arbitrary direct sums $\bigoplus_{j} A$ of copies of $A$ are contained in $厄$. The class consisting of the trivial module alone is saturated. A morphism $f: M \rightarrow N$ between $R$ modules is a $\mathscr{C}$-epimorphism ( $\mathscr{C}$-monomorphism) if the cokernel (kernel) of $f$ is in $\mathscr{C}$, and a $\mathscr{C}$-isomorphism if it is a $\mathscr{C}$-epi- and -monomorphism. We use certain facts about these notions, especially the $\mathscr{\varrho}$-Five Lemma. The idea is to neglect modules in $\ell$, or, as one says, to work modulo $\varphi$; so, instead of $\smile$-isomorphism, we say isomorphism modulo $\ell$. Here are some examples of Serre classes.
(1) The class containing only the trivial group.
(2) The class $\mathcal{F}$ of finite abelian groups.
(3) The class $\mathcal{E}$ of finitely generated abelian groups.
(4) Let $R$ be a principal ideal domain. The class $\mathscr{C}$ consists of the (finitely generated) $R$-modules. If $R$ is a field, then we are considering the class of (finite-dimensional) vector spaces.
(5) Let $R$ be a principal ideal domain. The class $\varphi$ consists of the (finitely generated) $R$-torsion modules. A module $M$ is a torsion module, if for each $x \in M$ there exists $0 \neq \lambda \in R$ such that $\lambda x=0$.
(6) Let $P \subset \mathbb{N}$ be a set of prime numbers. Let $\mathbb{Z}_{P} \subset \mathbb{Q}$ denote the subring of rational numbers with denominators not divisible by an element of $P$. If $P=\emptyset$, then $\mathbb{Z}=\mathbb{Q}$. If $P=\{p\}$, then $\mathbb{Z}_{P}=\mathbb{Z}_{(p)}$ is the localization of $\mathbb{Z}$ at $p$. If $P$ contains the primes except $p$, then $\mathbb{Z}_{P}=\mathbb{Z}\left[p^{-1}\right]$ is the
ring of rational numbers with denominators only $p$－powers．The rings $\mathbb{Z}_{P}$ are principal ideal domains．Let $P^{\prime}$ be the complementary set of primes．An abelian group $A$ is a $P^{\prime}$－torsion group if and only if $A \otimes_{\mathbb{Z}} \mathbb{Z}_{P}=0$ ．
Let $\bigodot_{P}$ be the class of $P^{\prime}$－torsion groups．Then a homomorphism $\varphi: A \rightarrow B$ is a $\mathscr{C}_{P}$－isomorphism if and only if $\varphi \otimes_{\mathbb{Z}} \mathbb{Z}_{P}$ is an ordinary isomorphism． Similarly for epi－and monomorphism．This remark reduces the $\mathscr{C}_{P}$ Five Lemma to the ordinary Five Lemma after tensoring with $\mathbb{Z}_{P}$ ．This simplifies working with this class ${ }^{1}$ ．
（20．3．1）Proposition（Five Lemma mod $\mathcal{C}$ ）．In the next proposition we use the same notation as in（11．2．7）．The considerations of that section then yield directly a proof of the following assertions．
（1）$b$ С－epimorphism $\Rightarrow \tilde{b}$ と－epimorphism．
（2）$d \mathscr{C}$－epimorphism，e $\smile$－monomorphism $\Rightarrow \tilde{d} \mathscr{C}$－epimorphism．
（3）The hypotheses of（1）and（2）imply：c $\mathscr{C}$－epimorphism．
（4）$d$－－monomorphism $\Rightarrow \tilde{d} \smile$－monomorphism．
（5）a $\bigodot$－epimorphism，$b$－－monomorphism $\Rightarrow \tilde{b} \bigodot$－monomorphism．
（6）The hypotheses of（4）and（5）imply：$c \mathscr{C}$－monomorphism．
The kernel－cokernel－sequence shows other properties of $\mathscr{C}$－notions．
（20．3．2）Proposition．Given homomorphisms $f: A \rightarrow B$ and $g: B \rightarrow C$ between $R$－modules．
（1）If $f$ and $g$ are $セ$－monomorphisms（－epimorphisms），then $g f$ is a $\smile$－mono－ morphism（－epimorphism）．
（2）If two of the morphisms $f, g$ ，and $g f$ are $\smile$－isomorphisms so is the third．

## 20．4 Qualitative Homology of Fibrations

In this section we work with singular homology with coefficients in the $R$－mo－ dule $M$ ．
（20．4．1）Theorem（Fibration Theorem）．Let $p: E \rightarrow B$ be a（Serre－）fibration with 0 －connected fibres．Let $(B, A)$ be a relative $C W$－complex with $t$－skeleton $B^{t}$ ．We assume that $A=B^{-1}=B^{0}=\cdots=B^{s-1}$ for an $s \geq 0$ and that there are only a finite number of $t$－cells for $t \leq e$ ．Finally we assume that $H_{i}(F ; M) \in \mathcal{C}$ for $0<i<r$ and all fibres $F$ of $p$ ．We write $E^{t}=p^{-1}\left(B^{t}\right)$ ．Then the following holds：
（1）Let $\subset$ be saturated．Then $p_{*}: H_{i}\left(E, E^{-1} ; M\right) \rightarrow H_{i}\left(B, B^{-1} ; M\right)$ is a － isomorphism for $i \leq r+s-1=\alpha$ and a と－epimorphism for $i=\alpha+1$ ．

[^5](2) Let $\mathscr{C}$ be arbitrary. Then $p_{*}$ is a $\smile$-isomorphism for $i \leq \alpha$ and $a \mathscr{C}$-epimorphism for $i=\alpha+1$ where now $\alpha=\min (e+1, r+s-1)$.

We remark that $r \geq 1$. For $r=1$ we make no further assumptions about $F$.
Since a weak homotopy equivalence induces isomorphisms in singular homology, we can assume without essential restriction that $B$ is a CW-complex (pull back the fibration along a CW -approximation). We reduce the proof of the theorem by a Five Lemma argument to the attaching of $t$-cells. We consider the following situation. Let

$$
(\Phi, \varphi): \amalg_{a}\left(D_{a}^{t}, S_{a}^{t-1}\right) \rightarrow\left(B, B^{\prime}\right)
$$

be an attaching of $t$-cells. Let $p: E \rightarrow B$ be a fibration and set $E^{\prime}=p^{-1}\left(B^{\prime}\right)$. We assume that the fibres are 0 -connected and homotopy equivalent. We pull back the fibration along $\Phi$ and obtain two pullback diagrams.


We apply homology (always with coefficients in $M$ ) and obtain the diagram


We already know that $\Phi_{*}$ is an isomorphism. In order to show that $\Psi_{*}$ is an isomorphism, we attach a single $t$-cell, to simplify the notation. Let $B_{0}$ be obtained from $B$ by deleting the center $\Phi(0)$ of the cell.
(20.4.2) Lemma. Let $p: X \rightarrow B$ be a fibration with restrictions $p^{\prime}: X^{\prime} \rightarrow B^{\prime}$ and $p_{0}: X_{0} \rightarrow B_{0}$. Let $q: Y \rightarrow D^{t}$ be the pullback of $p$, and similarly $q^{\prime}: Y^{\prime} \rightarrow S^{t-1}$ and $q_{0}: Y_{0} \rightarrow D^{t} \backslash 0$. Then

$$
\Psi_{*}: h_{i}\left(Y, Y^{\prime}\right) \rightarrow h_{i}\left(X, X^{\prime}\right)
$$

is an isomorphism for each homology theory.
Proof. We have a commutative diagram


Since $B^{\prime}$ is a deformation retract and $p$ a fibration, also $X^{\prime}$ is a deformation retract of $X_{0}$. Therefore (2) is an isomorphism by homotopy invariance. The map (4) is an isomorphism by excision. For similar reasons (1) and (3) are isomorphisms. Finally (5) is induced by a homeomorphism.

By the homotopy theorem for fibrations, a fibration over $D^{t}$ is fibre-homotopy equivalent to a product projection $D^{t} \times F \rightarrow D^{t}$. We use such equivalences and a suspension isomorphism $H_{i}\left(D^{t} \times F, S^{t-1} \times F\right) \cong H_{i-t}(F)$ and obtain altogether a commutative diagram $\left(P_{a}\right.$ a point and $F_{a}$ the fibre over $\left.P_{a}\right)$ :

(20.4.3) Note. The considerations so far show that the bottom map has the following properties:
(1) Isomorphism for $i \leq t$ (since fibres are 0 -connected).
(2) Epimorphism always.
(3) Suppose $H_{i}\left(F_{a}\right) \in \mathcal{C}$ for $0<i<r$. Then each particular map $H_{i-t}\left(F_{a}\right) \rightarrow$ $H_{i-t}\left(P_{a}\right)$ is a $\bigodot^{-i s o m o r p h i s m ~ f o r ~} 0<i-t<r$. Thus the total map is $a \bullet$-isomorphism if either $\smile$ is saturated or if we attach a finite number of cells.

We apply these considerations to a fibration $p: E \rightarrow B$ over a relative CWcomplex $(B, A)$ as in the statement of the theorem. In this situation the previous considerations yield:

Let $\mathscr{C}$ be saturated. Then $p_{*}: H_{i}\left(E^{t}, E^{t-1}\right) \rightarrow H_{i}\left(B^{t}, B^{t-1}\right)$ is a $C_{\text {-iso- }}$ morphism for each $t \geq 0$, if $i<r+s$. We only have to consider $t \geq s$. By
 conditions hold for each $t$, if $s>i-r$. If, in addition, there are only finitely many $t$-cells for $t \leq e$, then we have a $\varphi$-isomorphism for arbitrary $\varphi$ and each $t$, if $i \leq \min (e+1, r+s-1)$, by the same argument.

We finish the proof of theorem (20.4.1) with:
(20.4.4) Lemma. Let $(B, A)$ be a relative $C W$-complex with $t$-skeleton $B^{t}$. Let $p: E \rightarrow B$ be a fibration and $E^{t}=p^{-1}\left(B^{t}\right)$. Suppose $p_{*}: H_{i}\left(E^{t}, E^{t-1} ; M\right) \rightarrow$ $H_{i}\left(B^{t}, B^{t-1} ; M\right)$ is a $\varphi^{-i s o m o r p h i s m}$ for each $t \geq 0$ and each $0 \leq i \leq \alpha$, then $p_{*}: H_{i}\left(E, E^{-1} ; M\right) \rightarrow H_{i}\left(B, B^{-1} ; M\right)$ is a $\bigodot^{-i s o m o r p h i s m ~ f o r ~} 0 \leq i \leq \alpha$ and $a$ C-epimorphism for $i=\alpha+1$.

Proof. We show by induction on $k \geq 0$ that $p_{*}: H_{i}\left(E^{k}, E^{-1}\right) \rightarrow H_{i}\left(B^{k}, B^{-1}\right)$ is a $\mathscr{C}$-isomorphism $(k \geq 0)$. For the induction step one uses the exact homology
sequence for the triple $\left(E^{k}, E^{k-1}, E^{-1}\right)$, and similarly for $B$, and applies the $\mathscr{C}$ Five Lemma to the resulting diagram induced by the various morphisms $p_{*}$. For the epimorphism statement we also use part (2) in (20.4.3). The colimit $k \rightarrow \infty$ causes no problem for singular homology.

The statement of (20.4.1) is adapted to the method of proof. The hypotheses can be weakened as follows.
(20.4.5) Remark. Let $(X, A)$ be an $(s-1)$-connected pair of spaces. Then there exists a weak relative homotopy equivalence $(B, A) \rightarrow(X, A)$ from a relative CWcomplex $(B, A)$ with $A=B^{s-1}$. We pull back a fibration over $q: E \rightarrow X$ along this equivalence and use the fact that weak equivalences induce isomorphisms in singular homology. Then part (1) of (20.4.1) yields that $q_{*}: H_{j}\left(E, q^{-1}(A) ; M\right) \rightarrow$ $H_{j}(X, A ; M)$ is a $\ell$ - isomorphism for $j \leq r+s-1$ and a $\mathscr{C}$-epimorphism for $i=r+s$.
(20.4.6) Remark. Let $X$ be a 1 -connected space such that $H_{j}(X ; \mathbb{Z})$ is finitely generated for $i \leq e$. Then there exists a weak equivalence $B \rightarrow X$ such that $B$ has only a finite number of $t$-cells for $t \leq e$. We use this result in the next section.

## Problems

1. Suppose that $H_{j}(F ; M)=0$ for $0<j<r$. Let $B$ be $(s-1)$-connected. Then $p_{*}: H_{j}(E, F ; M) \rightarrow H_{j}(B, * ; M)$ is an isomorphism for $j \leq r+s-1$. We can now insert this isomorphism into the exact homology sequence of the pair $(E, F)$ and obtain an exact sequence

$$
\begin{aligned}
H_{r+s-1}(F ; M) & \rightarrow H_{r+1-1}(E ; M) \rightarrow H_{r+s-1}(B ; M) \rightarrow \cdots \\
& \rightarrow H_{1}(F ; M) \rightarrow H_{1}(E ; M) \rightarrow H_{1}(B ; M) \rightarrow 0
\end{aligned}
$$

which is analogous to the exact sequence of homotopy groups. Compare these sequences via the Hurewicz homomorphism $(M=\mathbb{Z})$.

### 20.5 Consequences of the Fibration Theorem

We use exact sequences and the fibration theorem to derive a number of results. We consider a fibration $p: E \rightarrow B$ and assume that $B$ and $F=p^{-1}(*)$ are 0 -connected; then $E$ is 0 -connected too. We use the notation

$$
Z \in \mathscr{C}(r, M) \Leftrightarrow H_{j}(Z ; M) \in \mathscr{C} \text { for } 0<j<r \leq \infty
$$

( $M$ an $R$-module. In the case that $M=\mathbb{Z}$ we write $\varphi(r)$. For $r=1$ there is no condition.) Let $\mathcal{F}, \mathcal{G}$ denote the class of finite, finitely generated abelian groups, respectively. We use homology with coefficients in the $R$-module $M$ if nothing else is specified.
(20.5.1) Remark. The homomorphism $p_{*}: H_{j}(E, F ; M) \rightarrow H_{j}(B, * ; M)$ is always an isomorphism for $j \leq 1$ and an epimorphism for $j=2$ (see (20.4.1)). The homomorphism $p_{*}: H_{j}(E ; M) \rightarrow H_{j}(B ; M)$ is an isomorphism for $j=0$ and an epimorphism for $j=1$.
(20.5.2) Theorem. Suppose $F \in \bigodot(r, M)$. Let ' be saturated. Suppose B is $s$-connected. Then $p_{*}: H_{i}(E, F) \rightarrow H_{i}(B, *)$ is a - isomorphism for $i \leq r+s$ and a $\ell$-epimorphism for $i=r+s+1$. Moreover $p_{*}: H_{i}(E) \rightarrow H_{i}(B)$ is a $\mathcal{C}$-isomorphism for $i<r$ and a $\smile$-epimorphism for $i=r$.

Proof. The first statement is (20.4.1). For the second statement we use in addition the exact homology sequence of the pair $(E, F)$.
(20.5.3) Theorem. Let'C be saturated.
(1) $F, B \in \mathscr{C}(r, M) \Rightarrow E \in \mathscr{C}(r, M)$.
(2) $F \in \mathscr{C}(r, M), E \in \mathcal{C}(r+1, M) \Rightarrow B \in \mathscr{C}(r+1, M)$.
(3) $B \in \mathcal{C}(r+1, M), E \in \mathcal{(}(r, M), B 1$-connected $\Rightarrow F \in \mathscr{C}(r, M)$.

Proof. (1) and (2) are consequences of the fibration theorem and the exact homology sequence of the pair $(E, F)$. (3) is proved by induction on $r$. For $r=1$ there is nothing to prove. For the induction step consider

$$
H_{r}(B, * ; M) \stackrel{(1)}{\longleftrightarrow} H_{r}(E, F ; M) \longrightarrow H_{r-1}(F ; M) \longrightarrow H_{r-1}(E ; M)
$$

(1) is a $\ell$ isomorphism for $r-1+s-1=r$, since $s=2$ and $F \in \mathcal{C}(r-1, M)$ by induction. From the hypotheses $H_{r}(B ; * ; M), H_{r-1}(E ; M) \in \mathscr{C}$ we conclude $H_{r-1}(F ; M) \in \mathcal{C}$.
(20.5.4) Theorem. Let C be arbitrary and assume that $B$ is 1-connected.
(1) $F, B \in \mathcal{C}(r, M), B \in \mathcal{G}(r-1) \Rightarrow E \in \mathcal{C}(r, M)$.
(2) $F \in \mathcal{C}(r, M), E \in \mathcal{C}(r+1, M), B \in \mathcal{G}(r) \Rightarrow B \in \mathcal{C}(r+1, M)$.
(3) $B \in \mathcal{C}(r+1, M), E \in \mathcal{C}(r, M), B \in \mathcal{E}(r) \Rightarrow F \in \mathcal{C}(r, M)$.

Proof. As for (20.5.3). The 1 -connectedness of $B$ is needed in order to apply the cell theorem (see (20.4.6)).
(20.5.5) Corollary. Suppose E is contractible (path fibration over B). Then $F \simeq \Omega B$, the loop space of $B$. Let $B$ be simply connected. Let $\mathcal{C}$ be saturated. Then $B \in \mathscr{C}(r+1, M)$ if and only if $\Omega B \in \mathscr{C}(r, M)$. Moreover $B \in \mathcal{G}(r+1)$ if and only if $\Omega B \in \mathcal{E}(r)$. Similarly for $\mathcal{F}$ instead of $\mathcal{E}$.
(20.5.6) Proposition. Let $A$ be a finitely generated abelian group. Then the Eilenberg-Mac Lane spaces $K(A, n)$ are contained in $\mathscr{G}(\infty)$. If $A$ is finite, then $K(A, n) \in \mathcal{F}(\infty)$. Moreover $K(A, 1) \in \mathcal{E}(\infty), K(A, 1) \in \mathcal{C}(\infty, M)$ implies $K(A, n) \in \mathscr{C}(\infty, M)$. If $\mathscr{C}$ is saturated, then $K(A, 1) \in \mathcal{C}(\infty, M)$ implies $K(A, n) \in \mathscr{C}(\infty, M)$.

Proof. We use the path fibration $K(A, n-1) \rightarrow P \rightarrow K(A, n)$ with contractible $P$ and induction with (20.5.3) and (20.5.4). In the case that $n=1$, standard constructions yield models for $K(A, 1)$ with a finite number of cells in each dimension. One uses $K\left(A_{1}, 1\right) \times K\left(A_{2}, 1\right)=K\left(A_{1} \times A_{2}, 1\right), K(\mathbb{Z}, 1)=S^{1}$, and $K(\mathbb{Z} / m, 1)=S^{\infty} /(\mathbb{Z} / m)$.

Let $X$ be a $(k-1)$-connected space $(k \geq 2)$. We attach cells of dimension $j \geq k+2$ to $X$ in order to kill the homotopy groups $\pi_{j}(X)$ for $j \geq k+1$. The resulting space in an Eilenberg-Mac Lane space $K(\pi, k), \pi=\pi_{k}(X)$, and the inclusion $\iota: X \rightarrow K(\pi, k)$ induces an isomorphism $\pi_{k}(\iota)$. We pull back the path fibration over $K(\pi, k)$ and obtain a fibration

$$
K(\pi, k-1) \rightarrow Y \rightarrow X
$$

with $k$-connected $Y$, and $q: Y \rightarrow X$ induces isomorphisms $\pi_{j}(q), j>k$. This follows from the exact homotopy sequence. If $\pi \in \mathscr{C}$ and $\zeta$ is saturated, then $q_{*}: H_{j}(Y ; M) \rightarrow H_{j}(X ; M)$ is a $\varphi$-isomorphism for $j>0$, by the fibration theorem, since $K(\pi, k-1) \in \varrho(\infty)$. Similarly for arbitrary $\zeta$ when $X$ is of finite type.

### 20.6 Hurewicz and Whitehead Theorems modulo Serre classes

Let $\ell$ be a Serre class of abelian groups with the additional property: The groups $H_{k}(K(A, 1)) \in \zeta$ whenever $A \in \zeta$ and $k>0$. In this section we work with integral singular homology.
(20.6.1) Theorem (Hurewicz Theorem mod $\varphi$ ). Suppose $X$ is 1 -connected and $n \geq 2$. Assume that either $\mathcal{C}$ is saturated or $H_{i}(X)$ is finitely generated for $i<n$ and $C$ is arbitrary. Then the following assertions are equivalent:
(1) $\Pi(n): \pi_{i}(X, *) \in \mathcal{C}$ for $1<i<n$.
(2) $\mathrm{H}(n): H_{i}(X) \in$ と for $1<i<n$.

If $\Pi(n)$ or $\mathrm{H}(n)$ holds, the Hurewicz homomorphism $h_{n}: \pi_{n}(X, *) \rightarrow H_{n}(X)$ is a と-isomorphism.

Proof. The proof is by induction on $n$.
(1) Let $\Omega X \rightarrow P X \xrightarrow{f} X$ be the path fibration with contractible $P X$. It provides us with a commutative diagram


The boundary maps $\partial$ are isomorphisms, since $P X$ is contractible. By a basic property of fibrations $\pi_{n}(f)$ is an isomorphism.

By the ordinary Hurewicz theorem $h_{2}: \pi_{2}(X, *) \rightarrow H_{2}(X)$ is an isomorphism. (The method of the following proof can also be used to prove the classical Hurewicz theorem.)
(2) Let $n>2$. Assume that the theorem holds for $n-1$ and that $\Pi(n)$ holds. We want to show that $H(n)$ holds and that $h_{n}: \pi(X, *) \rightarrow H_{n}(X)$ is a $\mathscr{C}$-isomorphism. We first consider the special (3) case that $\pi_{2}(X)=0$ and then reduce the general case (4) to this special.
(3) Thus let $\pi_{2}(X)=0$. Then $\pi_{i}(\Omega X) \cong \pi_{i+1}(X) \in \mathcal{C}$ for $1<i<n-1$, and $\Omega X$ is 1-connected. If $\mathscr{C}$ is saturated, then $h_{n-1}: \pi_{n-1}(\Omega X) \rightarrow H_{n-1}(\Omega X)$ is a $\ell$-isomorphism by induction. If $H_{i}(X)$ is finitely generated for $i<n$, then by (20.5.3) $H_{i}(\Omega X)$ is finitely generated for $i<n-1$ so that by induction $h_{n-1}$ is also an isomorphism in this case. The fibration theorem shows that $H_{n}(f)$ in the diagram is a $\ell$-isomorphism. From the diagram we now see that $h_{n}$ is a $\zeta$-isomorphism. Also $H_{n-1}(X) \in \zeta$ by induction.
(4) Let now $\pi_{2}(X)=\pi_{2}$ be arbitrary. By assumption, this group is contained in $\mathcal{C}$. There exists a map $\gamma: X \rightarrow K\left(\pi_{2}, 2\right)$ which induces an isomorphism $\pi_{2}$. We pull back the path fibration along $\gamma$


Since $\pi_{2} \in \mathscr{C}$, we have $H_{i}\left(K\left(\pi_{2}, 1\right)\right) \in \mathscr{C}$ for $i>0$, by the general assumption in this section. Note that $K=K\left(\pi_{2}, 1\right)$ is the fibre of $\varphi$ and $f$. The exact homotopy sequence of $\gamma$ is used to show that $\varphi_{*}: \pi_{i}\left(X_{2}\right) \cong \pi_{2}(X)$ for $i>2$ and that $\pi_{1}\left(X_{2}\right) \cong 0 \cong \pi_{2}\left(X_{2}\right)$. We can therefore apply the special case (3) to $X_{2}$. Consider the diagram


In order to show that $h_{n}(X)$ is a $\ell$-isomorphism we show two things:
(i) $h_{n}\left(X_{2}\right)$ is a $\ell$-isomorphism.
(ii) $\varphi_{*}: H_{n}\left(X_{2}\right) \rightarrow H_{n}(X)$ is a $\ell$-isomorphism.

Part (i) follows from case (3) if we know that $H_{i}\left(X_{2}\right)$ is finitely generated for $i<n$. This follows from (20.5.3) applied to the fibration $K \rightarrow X_{2} \rightarrow X$, since $X$ is 1 -connected and since $\pi_{1}(K) \cong \pi_{2} \cong H_{2}(X)$ is finitely generated.

For the proof of (ii) we first observe that the canonical map $\beta: H_{i}\left(X_{2}\right) \rightarrow$ $H_{i}\left(X_{2}, K\right)$ is a $\ell$-isomorphism for $i>0$, since $H_{i}(K) \in \mathscr{C}$ for $i>0$ by the
general assumption of this section. The fibration theorem and (20.4.6) show that $\varphi_{*}: H_{i}\left(X_{2}, K\right) \rightarrow H_{i}(X, *)$ is a $\mathscr{C}$-isomorphism for $0<i \leq n$. We now compose with $\beta$ and obtain (ii).
(5) Now assume that $\mathrm{H}(k)$ holds for $2 \leq k<n$. Since $H_{i}(X) \in \bigodot$ for $2 \leq i<k+1$ the Hurewicz map $\pi_{i}(X) \rightarrow H_{i}(X)$ is a $\mathscr{C}$-isomorphism for $i \leq k$ by $\mathrm{H}(k)$, hence $\pi_{i}(X) \in \mathscr{C}$ for $i \leq k$. By the first part of the proof, $h_{k+1}$ is a と-isomorphism, hence $\Pi(k+1)$ holds.

We list some consequences of the Hurewicz theorem. Note that the general assumption of this section holds for the classes $\mathcal{E}$ and $\mathcal{F}$.
(20.6.2) Theorem. Let $X$ be a 1-connected space.
(1) $\pi_{i}(X)$ is finitely generated for $i<n$ if and only if $H_{i}(X ; \mathbb{Z})$ is finitely generated for $i<n$.
(2) $\pi_{i}(X)$ is finite for $i<n$ if and only if $\tilde{H}_{i}(X ; \mathbb{Z})$ is finite for $i<n$.
(3) If $X$ is a finite $C W$-complex, then its homotopy groups are finitely generated.
(20.6.3) Theorem. Let $\mathcal{C}$ be a saturated Serre class. Let $f: X \rightarrow Y$ be a map between 1-connected spaces with 1-connected homotopy fibre $F$. Then the following are equivalent:
(1) $\pi_{k}(f): \pi_{k}(X) \rightarrow \pi_{k}(Y)$ is a $\mathscr{C}$-isomorphism for $k<n$ and $a \mathscr{C}$-epimorphism for $k=n$.
(2) $H_{k}(f): H_{k}(X) \rightarrow H_{k}(Y)$ is a $\smile$-isomorphism for $k<n$ and a $\smile$-epimorphism for $k=n$.

Proof. The statement (1) is equivalent to $\pi_{k}(F) \in \mathscr{C}$ for $k<n$ (exact homotopy sequence). Suppose this holds. Then $H_{k}(X, F) \rightarrow H_{k}(Y)$ is a $\mathscr{C}$ isomorphism for $k \leq n$, by the fibration theorem (20.4.1). From the exact homology sequence of the pair $(X, F)$ we now conclude that (2) holds, since $H_{j}(F) \in \mathcal{C}$ by the Hurewicz theorem. Here we use that $\pi_{1}(F)=0$.

Suppose (2) holds. We show by induction that $H_{k}(F) \in \mathscr{C}$ for $k<n$. Then we apply again the Hurewicz theorem. The induction starts with $n=3$. Since $Y$ and $F$ are simply connected, the fibration theorem shows that $H_{j}(X, F) \rightarrow H_{j}(Y, *)$ is a $\mathscr{C}$-isomorphism for $j \leq 3$. The assumption (2) and the homology sequence of the pair then show $H_{2}(F) \in \ell$. The general induction step is of the same type.

## Problems

1. Let $T \subset \mathbb{Q}$ be a subring. Let $X$ be a simply connected space such that $H_{n}(X ; T) \cong$ $H_{n}\left(S^{n} ; T\right)$. Then there exists a map $S^{n} \rightarrow X$ which induces an isomorphism in $T$-homology.
2. The finite CW-complex $X=S^{1} \vee S^{2}$ has $\pi_{1}(X) \cong \mathbb{Z}$. The group $\pi_{2}(X)$ is free abelian with a countably infinite number of generators. (Study the universal covering of $X$.)
3. Use the fibration theorem and deduce for each 0 -connected space a natural exact sequence $\pi_{2}(X) \rightarrow H_{2}(X) \rightarrow H_{2}\left(K\left(\pi_{1}(X), 1\right) ; \mathbb{Z}\right) \rightarrow 0$.

### 20.7 Cohomology of Eilenberg-Mac Lane Spaces

We compute the cohomology ring $H^{*}(K(\mathbb{Z}, n) ; \mathbb{Q})$. Let $f: S^{n} \rightarrow K(\mathbb{Z}, n)=$ $K(n)$ induce an isomorphism $\pi_{n}(f)$ of the $n$-th homotopy groups. Then also $f^{*}: H^{n}(K(\mathbb{Z}, n) ; \mathbb{Q}) \rightarrow H^{n}\left(S^{n} ; \mathbb{Q}\right)$ is an isomorphism and $\iota_{n}$ is defined such that $f^{*}\left(\iota_{n}\right) \in H^{n}\left(S^{n} ; \mathbb{Q}\right)$ is a generator.
(20.7.1) Theorem. If $n \geq 2$ is even, then $H^{*}(K(\mathbb{Z}, n) ; \mathbb{Q}) \cong \mathbb{Q}\left[\iota_{n}\right]$ (polynomial ring). If $n$ is odd, then $f^{*}: H^{*}(K(\mathbb{Z}, n) ; \mathbb{Q}) \cong H^{*}\left(S^{n} ; \mathbb{Q}\right)$.
Proof. We work with rational cohomology. Since $K(\mathbb{Z}, 1) \simeq S^{1}$ and $K(\mathbb{Z}, 2) \simeq$ $\mathbb{C} P^{\infty}$ we know already the cohomology ring for these spaces with coefficients in $\mathbb{Z}$ and this implies (20.7.1) in these cases. We prove the theorem by induction on $n$, and for this purpose we analyze the path-fibration $K(\mathbb{Z}, n-1) \rightarrow P \rightarrow K(\mathbb{Z}, n)$ with contractible $P$. There are two cases for the induction step, depending on the parity of $n$.
$2 k-1 \Rightarrow 2 k$. We have a relative fibration $p:\left(E, E^{\prime}\right) \rightarrow K(n)$ with $E=$ $K(n)^{I}, p(w)=w(1), P=E^{\prime}=p^{-1}(*)$. The map $p: E \rightarrow K(n)$ is a homotopy equivalence and $E^{\prime}$ is contractible. Therefore

$$
\begin{equation*}
H^{n}\left(E, E^{\prime}\right) \cong H^{n}(E) \cong H^{n}(K(n)) \tag{1}
\end{equation*}
$$

the latter induced by $p$. The fibres $\left(F, F^{\prime}\right)$ of $p$ have a contractible $F$ and $F^{\prime}=$ $\Omega K(n)=K(n-1)$ is by induction a rational cohomology $(n-1)$-sphere (i.e., has the rational cohomology of $\left.S^{n-1}\right)$. Hence $H^{k}\left(F, F^{\prime}\right) \cong H^{k-1}\left(F^{\prime}\right) \cong \mathbb{Q}$ for $k=n$ and $\cong 0$ for $k \neq n$. Since $K(n)$ is simply connected, we have a Thom class $t_{n} \in H^{n}\left(E, E^{\prime}\right)$. We can assume that $t_{n}$ is mapped under (1) to $\iota_{n}$, hence $\iota_{n}$ is the Euler class $e$ associated to $t_{n}$. The Gysin sequence has the form $(n=2 k)$

$$
\cdots \rightarrow H^{j}(K(n)) \xrightarrow{e} H^{j+n}(K(n)) \rightarrow H^{j+n}(P) \rightarrow \cdots .
$$

Since $P$ is contractible and $H^{j}(K(n))=0$ for $0<j<n$, we see inductively that the cup product with the Euler class $e$ is an isomorphism $H^{j}(K(n)) \rightarrow$ $H^{j+2 k}(K(n))$. Hence $H^{*}(K(n)) \cong \mathbb{Q}\left[\iota_{n}\right]$.
$2 k \Rightarrow 2 k+1$. We reduce the problem to a Wang sequence. Let $n=2 k+1$. We consider a pullback

where $f$ induces an isomorphism $\pi_{n}(f)$. The Wang sequence for $q$ has the form

$$
\cdots \rightarrow H^{j}(Y) \xrightarrow{i^{*}} H^{j}(K(n-1)) \xrightarrow{\theta} H^{j+1-n}(K(n-1)) \rightarrow \cdots .
$$

We use $H^{*}(K(n-1)) \cong \mathbb{Q}\left[\iota_{n-1}\right]$ and the fact that $\theta$ is a derivation. From the definition of $Y$ and the exact sequence of homotopy groups we see

$$
\pi_{j}(Y)=0, \quad j \leq n, \quad \pi_{j}(Y) \cong \pi_{j}\left(S^{n}\right), \quad j>n .
$$

From the Hurewicz theorem and the universal coefficient theorem we conclude that $H^{j}(Y)=0$ for $j \leq n$. Hence $\theta: H^{2 k}(K(n-1)) \rightarrow H^{0}(K(n-1))$ is an isomorphism. Using the derivation property of $\theta$ we see inductively that $\theta: H^{2 k r}(K(n-1)) \rightarrow H^{2 k(r-1)}(K(n-1))$ is an isomorphism, and the Wang sequence then shows us that $\tilde{H}^{*}(Y)=0$; and this implies $\tilde{H}_{*}(Y)=0$. Since $Y$ is the homotopy fibre of $f$, we conclude that $f_{*}: H_{*}\left(S^{n}\right) \rightarrow H_{*}(K(n))$ is an isomorphism (by (20.4.1) say), and similarly for cohomology. This finishes the induction.

### 20.8 Homotopy Groups of Spheres

Let $n>1$ be an odd integer. Let $f: S^{n} \rightarrow K(\mathbb{Z}, n)$ induce an isomorphism $\pi_{n}(f)$ and denote by $Y$ the homotopy fibre of $f$. In the previous section we have shown that $H_{j}(Y ; \mathbb{Q})=0$ for $j>0$. The Hurewicz theorem modulo the class of torsion groups ( $=$ the rational Hurewicz theorem) shows us that the groups $\pi_{j}(Y) \otimes \mathbb{Q}$ are zero for $j \in \mathbb{N}$. From $\pi_{j}\left(S^{n}\right) \cong \pi_{j}(Y)$ for $j>n$ we see that also $\pi_{j}\left(S^{n}\right) \otimes \mathbb{Q}=0$ for $j>n$ and odd $n$. Since we already know that the homotopy groups of spheres are finitely generated we see:
(20.8.1) Theorem. Let $n$ be an odd integer. Then the groups $\pi_{j}\left(S^{n}\right)$ are finite for $j>n$.

We now investigate the homotopy groups of $S^{2 n}$. Let $V=V_{2}\left(\mathbb{R}^{2 n+1}\right)$ denote the Stiefel manifold of orthonormal pairs $(x, y)$ in $\mathbb{R}^{2 n+1}$. We have a fibre bundle $S^{2 n-1} \rightarrow V \rightarrow S^{2 n}$, and $V$ is the unit-sphere bundle of the tangent bundle of $S^{2 n}$. Recall from 14.2.4 the integral homology of $V$

$$
H_{q}(V) \cong \begin{cases}\mathbb{Z}, & q=0,4 n-1 \\ \mathbb{Z} / 2, & q=2 n-1 \\ 0, & \text { otherwise }\end{cases}
$$

Let $g: V \rightarrow S^{4 n-1}$ be a map of degree 1 . Then $g$ induces an isomorphism in rational homology. Let $F$ be the homotopy fibre of $g$; it is simply connected. From (20.6.3) we see that $g_{*} \otimes \mathbb{Q}: \pi_{j}(V) \otimes \mathbb{Q} \rightarrow \pi_{j}\left(S^{4 n-1}\right) \otimes \mathbb{Q}$ is always an
isomorphism. We use (20.8.1) and see that the homotopy groups of $V$ are finite, except $\pi_{4 n-1}(V) \cong \mathbb{Z} \oplus E, E$ finite. Now we go back to the fibration $V \rightarrow S^{2 n}$ and its homotopy sequence. It shows:
(20.8.2) Theorem. $\pi_{j}\left(S^{2 n}\right)$ is finite for $j \neq 2 n, 4 n-1$ and $\pi_{4 n-1}\left(S^{2 n}\right) \cong \mathbb{Z} \oplus E$, $E$ finite.

The results about the homotopy groups of spheres enable us to prove a refined rational Hurewicz theorem.
(20.8.3) Theorem. Let $X$ be 1 -connected. Suppose $H_{i}(X ; \mathbb{Z})$ is finite for $i<k$ and finitely generated for $i \leq 2 k-2(k \geq 2)$. Then the Hurewicz homomorphism $h: \pi_{r}(X) \rightarrow H_{r}(X ; \mathbb{Z})$ has finite kernel (cokernel) for $r<2 k-1(r \leq 2 k-1)$.

Proof. The case $k=2$ causes no particular problem, since the Hurewicz homomorphism $h: \pi_{m+1}(X) \rightarrow H_{m+1}(X ; \mathbb{Z})$ is surjective for each $(m-1)$-connected space ( $m \geq 2$ ). So let $k \geq 3$. Since $X$ is 1 -connected, the Hurewicz theorem shows that $\pi_{r}(X)$ is finite for $r<k$ and finitely generated for $r \leq 2 k-2$. We write $\pi_{r}(X)=F_{r} \oplus T_{r}, F_{r}$ free, and $T_{r}$ finite. We choose basis elements for $F_{r}$ and representing maps. These representing elements provide us with a map of the form

$$
f: S=S^{r(1)} \vee \cdots \vee S^{r(t)} \rightarrow X
$$

with $k \leq r(j) \leq 2 k-2$. The canonical map

$$
\bigoplus_{j} \pi_{r}\left(S^{r(j)}\right) \rightarrow \pi_{r}\left(\bigvee_{j} S^{n(j)}\right)
$$

is an isomorphism for $r \leq 2 k-2$ and an epimorphism for $r=2 k-1$. We can now conclude that $f_{*}: \pi_{r}(S) \rightarrow \pi_{r}(X)$ has finite kernel and cokernel for $r \leq 2 k-2$ and finite cokernel for $r=2 k-1$, since the homotopy groups of spheres are finite in the relevant range. The homotopy fibre $F$ of $f$ has finite homotopy groups $\pi_{j}(F)$ for $j \leq 2 k-2$. If, moreover, $F$ is 1 -connected, then $H_{j}(F ; \mathbb{Z})$ is finite in the same range, by the Hurewicz theorem. The fibration theorem then yields that $f_{*}: H_{r}(S) \rightarrow H_{r}(X)$ is an $\mathcal{F}$-isomorphism ( $\mathcal{F}$-epimorphism) for $r \leq 2 k-2$ ( $r=2 k-1$ ). From our knowledge of the homotopy groups of spheres we see directly that the theorem holds for $S$. The naturality of the Hurewicz theorem applied to $f$ is now used to see that the desired result also holds for $X$.

We have used that $F$ is 1 -connected. This holds if $\pi_{2}(X)=0$. Since $\pi_{2}(X)$ is finite by assumption ( $k \geq 3$ ), we can pass to the 2-connected cover $q: X\langle 2\rangle \rightarrow X$ of $X$. The map $q$ induces $\mathscr{F}$-isomorphisms in homology and homotopy. Therefore it suffices to prove the theorem for $X\langle 2\rangle$ to which the reasoning above applies.

If one is not interested in finite generation one obtains by a similar reasoning (see also [103]):
(20.8.4) Theorem. Let $X$ be a 1 -connected space. Suppose $H_{r}(X ; \mathbb{Q})=0$ for $r<k$. Then the Hurewicz map $\pi_{j}(X) \otimes \mathbb{Q} \rightarrow H_{j}(X ; \mathbb{Q})$ is an isomorphism for $j<2 k-2$ and an epimorphism for $j=2 k-1$.

This theorem indicates that homotopy theory becomes simpler "over the rationals". In the so-called rational homotopy theory one constructs algebraic models for the rationalized homotopy theory. For an exposition see [65].

We discuss an example. Consider the path fibration

$$
K(\mathbb{Z}, 2) \simeq \Omega K(\mathbb{Z}, 3) \rightarrow X \rightarrow K(\mathbb{Z}, 3)=K_{3}
$$

with contractible $X$. Let $f: S^{3} \rightarrow K_{3}$ induce an isomorphism in $\pi_{3}$ and let $K_{2} \xrightarrow{i} Y \xrightarrow{p} S^{3}$ be the induced fibration. The homotopy groups $\pi_{k}(Y)$ are zero for $k \leq 3$ and $p_{*}$ induces an isomorphism $\pi_{k}(Y) \cong \pi_{k}\left(S^{3}\right)$ for $k \geq 4$.
(20.8.5) Proposition. $\pi_{3}\left(S^{2}\right) \cong \mathbb{Z}$ and $\pi_{n+1}\left(S^{n}\right) \cong \mathbb{Z} / 2$ for $n \geq 3$.

Proof. We know already that $\pi_{3}\left(S^{2}\right) \cong \mathbb{Z}$, generated by the Hopf map $S^{3} \rightarrow$ $\mathbb{C} P^{1} \cong S^{2}$. From the Freudenthal suspension theorem we know that the suspension $\Sigma_{*}: \pi_{n+1}\left(S^{n}\right) \rightarrow \pi_{n+2}\left(S^{n+1}\right)$ is surjective for $n=2$ and bijective for $n \geq 3$. Therefore it suffices to determine $\pi_{4}\left(S^{3}\right)$. By the Hurewicz theorem, $\pi_{4}\left(S^{3}\right) \cong$ $\pi_{4}(Y) \cong H_{4}(Y)$. Thus it remains to compute $H_{4}(Y)$. We first determine the cohomology.
(20.8.6) Proposition. The cohomology groups $H^{k}(Y)$ of $Y$ are: $\mathbb{Z}$ for $k=0$, 0 for $k \equiv 0 \bmod 2$, and $\mathbb{Z} / n$ for $k=2 n+1$.

Proof. We use $K_{2}=K(\mathbb{Z}, 2)=\mathbb{C} P^{\infty}$ and $H^{*}\left(K_{2}\right) \cong \mathbb{Z}[c]$ with $c \in H^{2}$. The Wang sequence of $Y \rightarrow S^{3}$ shows that

$$
H^{2 n}(Y) \cong \operatorname{Ker} \Theta, \quad H^{2 n+1}(Y) \cong \operatorname{Coker} \Theta
$$

since $H^{*}\left(K_{2}\right)=0$ for odd $*$. The group $H^{2 n}\left(K_{2}\right) \cong \mathbb{Z}$ is generated by $c^{n}$. By the universal coefficient formula $H^{j}(Y)=0$ for $j=1,2,3$. Hence $\Theta: H^{2}\left(K_{2}\right) \rightarrow$ $H^{0}\left(K_{2}\right)$ is an isomorphism. We can choose $c$ such that $\Theta(c)=1$. The derivation property of $\Theta$ yields then inductively $\Theta\left(c^{n}\right)=n c^{n-1}$.

The Wang sequence in homology yields in a similar manner

$$
H_{2 n}(Y) \cong \operatorname{Coker} \Theta_{*}, \quad H_{2 n+1}(Y) \cong \operatorname{Ker} \Theta_{*}
$$

From the universal coefficient sequence

$$
0 \rightarrow \operatorname{Ext}\left(H_{2 n}(Y), \mathbb{Z}\right) \rightarrow H^{2 n+1}(Y) \rightarrow \operatorname{Hom}\left(H_{2 n+1}(Y), \mathbb{Z}\right) \rightarrow 0
$$

and the fact that $H_{2 n}(Y)$ is a quotient of $\mathbb{Z}$ we obtain

$$
H_{2 n}(Y) \cong \mathbb{Z} / n, \quad H_{2 n+1}(Y)=0
$$

The special case $H_{4}(Y) \cong \mathbb{Z} / 2$ now proves $\pi_{4}\left(S^{3}\right) \cong \mathbb{Z} / 2$.

We apply the Hurewicz theorem modulo the class of abelian $p$-torsion groups ( $p$ prime) and see that the $p$-primary component of $\pi_{i}\left(S^{3}\right)$ is zero for $3<i<2 p$ and isomorphic to $\mathbb{Z} / p$ for $i=2 p$. In particular an infinite number of homotopy groups $\pi_{n}\left(S^{3}\right)$ is non-zero.

The determination of the homotopy groups of spheres is a difficult problem. You can get an impression by looking into [163]. Individual computations are no longer so interesting; general structural insight is still missing. Since the groups $\pi_{n+k}\left(S^{n}\right)$ do not change after suspension for $k \geq n-2$, by the Freudenthal theorem, they are called the stable homotopy groups $\pi_{k}^{S}$.

We copy a table from [185]; $a$ denotes a cyclic group of order $a$, and $a \times b$ is the product of cyclic groups of order $a$ and $b$, and $a^{j}$ the $j$-fold product of cyclic groups of order $a$.

| $k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\pi_{k}^{S}$ | $\infty$ | 2 | 2 | 24 | 0 | 0 | 2 | 240 | $2^{2}$ | $2^{3}$ |
| $k$ | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 |
| $\pi_{k}^{S}$ | 6 | 504 | 0 | 3 | $2^{2}$ | $480 \times 2$ | $2^{2}$ | $2^{4}$ | $8 \times 2$ | $264 \times 2$ |

20.8.7 The Hopf invariant. The exceptional case $\pi_{4 n-1}\left(S^{2 n}\right)$ is interesting in many respects. Already Hopf constructed a homomorphism $h: \pi_{4 n-1}\left(S^{2 n}\right) \rightarrow \mathbb{Z}$, now called the Hopf invariant, and gave a geometric interpretation in the simplicial setting [88]. Let $f: S^{4 n-1} \rightarrow S^{2 n}$ be a smooth map; and let $a, b$ be two regular values. The pre-images $M_{a}=f^{-1}(a)$ and $M_{b}=f^{-1}(b)$ are closed orientable $(2 n-1)$-manifolds, they have a linking number, and this number is the Hopf invariant of $f$. It is easy to define $h(f)$, using cohomology. Let $f: S^{2 k-1} \rightarrow S^{k}$ be given $(k \geq 2)$. Attach a $2 k$-cell to $S^{k}$ by $f$ and call the result $X=X(f)$. The inclusion $i: S^{k} \rightarrow X$ induces an isomorphism $H^{k}(X) \cong H^{k}\left(S^{k}\right)$, and we also have an isomorphism $H^{2 k}\left(D^{2 k}, S^{2 k-1}\right) \cong H^{2 k}\left(X, S^{k}\right) \rightarrow H^{2 k}(X)$. The integral cohomology groups $H^{j}(X)$ for $j \neq 0, k, 2 k$ are zero. Choose generators $x \in H^{k}(X)$ and $y \in H^{2 k}(X)$. Then there holds a relation $x \cup x=h(f) y$ in the cohomology ring. The graded commutativity of the cup product is used to show that $h(f)=0$ for odd $k$. In the case $k=2 n$ the integer $h(f)$ is the Hopf invariant. Since $X(f)$ depends up to h-equivalence only on the homotopy class of $f$, the integer $h(f)$ is a homotopy invariant. One shows the elementary properties of this invariant:
(1) $h$ is a homomorphism.
(2) If $g: S^{4 n-1} \rightarrow S^{4 n-1}$ has degree $d$, then $h(f g)=d h(f)$.
(3) If $k: S^{2 n} \rightarrow S^{2 n}$ has degree $d$, then $h(k f)=d^{2} h(f)$.

Note that a map of degree $d$ does not induce the multiplication by $d$, as opposed to the general situation for cohomology theories.

It is an important problem to determine the image of $h$. Already Hopf showed by an explicit construction that $2 \mathbb{Z}$ is always contained in the image. Here is the Hopf construction. Start with a map $u: S^{k} \times S^{k} \rightarrow S^{k}$. From it we obtain a map $f: S^{2 k+1} \rightarrow S^{k+1}$ via the diagram

where $q$ is the projection onto the suspension and $p$ the projection onto the join. The map $u$ has a bi-degree $(a, b)$. Hopf shows that (with suitable orientations chosen) $h(f)=a b$. The map $S^{2 n-1} \times S^{2 n-1} \rightarrow S^{2 n-1},(x, \xi) \mapsto \xi-\langle x, \xi\rangle x$ has bidegree $(2,-1)$. If $\alpha: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a bilinear map without zero divisors (i.e., $\alpha(x, y)=0$ implies that $x$ or $y$ is zero $)$, then $\left(\mathbb{R}^{n}, \alpha\right)$ is called an $n$-dimensional real division algebra. The induced map $\beta: S^{n-1} \times S^{n-1} \rightarrow S^{n-1},(x, y) \mapsto$ $\alpha(x, y) /\|\alpha(x, y)\|$ satisfies $\beta(\varepsilon x, \eta y)=\varepsilon \eta \beta(x, y)$ for $\varepsilon, \eta \in\{ \pm 1\}$. Hence $\beta$ has a bi-degree $\left(d_{1}, d_{2}\right)$ with odd $d_{j}$. If there exist maps with odd Hopf invariant, then there also exist maps with invariant 1 , since $2 \mathbb{Z}$ is contained in the image of $h$. It is a famous result of Adams [2] that maps $f: S^{4 n-1} \rightarrow S^{2 n}$ of Hopf invariant 1 only exist for $n=1,2,4$. Hence there exist $n$-dimensional real division algebras only for $n=1,2,4,8$. See [55] for this topic and the classical algebra related to it. Once complex $K$-theory is established as a cohomology theory, it is fairly easy to solve the Hopf invariant 1 problem [5].

### 20.9 Rational Homology Theories

Recall the $n$-th stable homotopy group $\omega_{n}(X)=\operatorname{colim}_{k} \pi_{n+k}(X \wedge S(k))$ of the pointed space $X$. The Hurewicz homomorphisms are compatible with suspension, i.e., the diagram

is commutative for each well-pointed space $Y$. This follows from the inductive definition of the Hurewicz homomorphisms; one has to use the same definition of $\Sigma_{*}$ in homotopy and homology via the boundary operator of the pair $(C Y, Y)$ and the quotient map $C Y \rightarrow C Y / Y=\Sigma Y$. We pass to the colimit and obtain the
stable Hurewicz homomorphism

$$
h_{n}: \omega_{n}(X) \rightarrow \tilde{H}_{n}(X)
$$

The $h_{n}$ are natural transformations of homology theories (on well-pointed spaces). In order to see this one has to verify that the diagram

is commutative. The commutativity of this diagram is a reason for introducing the sign in the definition $\sigma=(-1)^{n} \tau_{*} \sigma_{l}$ of the suspension isomorphism for spectral homology.

The coefficients of the theory $\omega_{*}(-)$ are the stable homotopy groups of spheres $\omega_{n}\left(S^{0}\right)=\operatorname{colim}_{k} \pi_{n+k}\left(S^{k}\right)$. These groups are finite for $n>0$. Finite abelian groups become zero when tensored with the rational numbers. We thus obtain a natural transformation of homology theories

$$
h_{*}: \omega_{*}(X) \otimes_{\mathbb{Z}} \mathbb{Q} \rightarrow \tilde{H}_{*}(X) \otimes_{\mathbb{Z}} \mathbb{Q} \cong \tilde{H}_{*}(X ; \mathbb{Q})
$$

which are isomorphisms on the coefficients and therefore in general for pointed CW-complexes.

This basic rational isomorphism is now used to show that any homology theory $\tilde{h}_{*}$ with values in $\mathbb{Q}$ - MOD can be reduced to ordinary homology. We define natural maps

$$
\omega_{p}(X) \otimes_{\mathbb{Z}} \tilde{h}_{q}\left(S^{0}\right) \rightarrow \tilde{h}_{p+q}(X)
$$

Let $x \in \omega_{p}(X)$ be represented by $f: S(p+k) \rightarrow X \wedge S(k)$. The image of $y \in \tilde{h}_{q}\left(S^{0}\right)$ under

$$
\tilde{h}_{q}\left(S^{0}\right) \cong \tilde{h}_{q+p+k}(S(p+k)) \xrightarrow{f_{*}} \tilde{h}_{q+p+k}(X \wedge S(k)) \cong \tilde{h}_{p+q}(X)
$$

is independent of the chosen representative $f$ of $x$. We combine these homomorphisms

$$
\bigoplus_{p+q=n} \omega_{p}(X) \otimes_{\mathbb{Z}} \tilde{h}_{q}\left(S^{0}\right) \rightarrow \tilde{h}_{n}(X)
$$

and obtain a natural transformation of homology theories. Now assume that the coefficients $\tilde{h}_{q}\left(S^{0}\right)$ are $\mathbb{Q}$-vector spaces. Then for $X=S^{0}$ only the groups $\omega_{0}\left(S^{0}\right) \otimes \mathbb{Z} \tilde{h}_{n}\left(S^{0}\right)$ are non-zero; and the induced map to $\tilde{h}_{n}\left(S^{0}\right)$ is an isomorphism, since $\omega_{0}\left(S^{0}\right) \cong \mathbb{Z}$ by the degree and a map of degree $k$ induces on $\tilde{h}_{n}\left(S^{0}\right)$ the multiplication by $k$. We thus have shown:
(20.9.1) Theorem. Let $\tilde{h}_{*}$ be an additive homology theory for pointed $C W$-complexes with values in $\mathbb{Q}$-vector spaces. Then we have an isomorphism

of homology theories.
If $\tilde{k}_{*}(-)$ is an arbitrary additive homology theory we can apply the foregoing to $\tilde{h}_{*}(-)=\tilde{k}_{*}(-) \otimes \mathbb{Z} \mathbb{Q}$.

## Problems

1. The Eilenberg-Mac Lane spectrum $\left(K(\mathbb{Z}, n) \mid n \in \mathbb{N}_{0}\right)$ yields a homology theory which is isomorphic to singular homology with integral coefficients.
2. One can define the stable Hurewicz transformation from a morphism of the sphere spectrum into the Eilenberg-Mac Lane spectrum which is obtained from maps $S^{n} \rightarrow K(\mathbb{Z}, n)$ that induce isomorphisms of $\pi_{n}$.
3. Define a stable Hurewicz homomorphism $h^{n}: \omega^{n}(X) \rightarrow \tilde{H}^{n}(X ; \mathbb{Z})$ either from a map of spectra or by an application of cohomology to representing maps of elements in $\omega^{n}(X)$. Construct a natural commutative diagram

4. Give a proof of the (absolute) Hurewicz theorem by using the $K(\mathbb{Z}, n)$-definition of homology. The proof uses: Let $\pi_{j}(X)=0$ for $j<n \geq 2$; then $\pi_{j}(X \wedge K(\mathbb{Z}, k))=0$ for $j \leq n+k-1$ and $\pi_{n+k}(X \wedge K(\mathbb{Z}, k)) \cong \pi_{n}(X)$.
5. Derive an isomorphism $\tilde{h}^{n}(X) \cong \prod_{p+q=n} \tilde{H}^{p}\left(X ; h^{q}\left(S^{0}\right)\right)$ for cohomology theories with values in $\mathbb{Q}$-vector spaces ( $X$ a finite pointed CW-complex).
6. Use a fibration $K(\mathbb{Z}, n) \rightarrow K(\mathbb{Z}, n) \rightarrow K(\mathbb{Z} / k, n)$ and derive a universal coefficient sequence for homology with $\mathbb{Z} / k$-coefficients.
7. An interesting example of a rational cohomology isomorphism is given by the Chern character. It is a natural isomorphism of $\mathbb{Q}$-algebras

$$
\text { ch: } K(X) \otimes \mathbb{Q} \rightarrow \prod_{n} H^{2 n}(X ; \mathbb{Q})
$$

for finite complexes $X$, say, and which sends a complex line bundle $\eta$ over $X$ to the power series

$$
e^{c_{1}(\eta)}=\sum_{i=0}^{\infty} \frac{1}{i!} c_{1}(\eta)^{i} \in H^{2 *}(X ; \mathbb{Q})
$$

## Chapter 21

## Bordism

We begin with the definition of bordism homology. The geometric idea of homology is perhaps best understood from the view-point of bordism and manifolds. A "singular" cycle is a map from a closed manifold to a space, and the boundary relation is induced by manifolds with boundary. Several of our earlier applications of homology and homotopy can easily be obtained just from the existence of bordism homology, e.g., the Brouwer fixed point theorem, the generalized Jordan separation theorem and the component theorem, and the theorem of Borsuk-Ulam.

Bordism theory began with the fundamental work of Thom [184]. He determined the bordism ring of unoriented manifolds (the coefficient ring of the associated bordism homology theory). This computation was based on a fundamental relation between bordism and homotopy theory, the theorem of Pontrjagin-Thom. In the chapter on smooth manifolds we developed the material which we need for the present proof of this theorem. One application of this theorem is the isomorphism between the geometric bordism theory and a spectral homology theory via the Thom spectrum. From this reduction to homotopy we compute the rational oriented bordism. Hirzebruch used this computation in the proof of his signature theorem. This proof uses almost everything that we developed in this text.

### 21.1 Bordism Homology

We define the bordism relation and construct the bordism homology theory. Manifolds are smooth.

Let $X$ be a topological space. An $n$-dimensional singular manifold in $X$ is a pair $(B, F)$ which consists of a compact $n$-dimensional manifold $B$ and a continuous map $F: B \rightarrow X$. The singular manifold $\partial(B, F)=(\partial B, F \mid \partial B)$ is the boundary of $(B, F)$. If $\partial B=\emptyset$, then $(B, F)$ is closed.

A null bordism of the closed singular manifold $(M, f)$ in $X$ is a triple $(B, F, \varphi)$ which consists of a singular manifold $(B, F)$ in $X$ and a diffeomorphism $\varphi: M \rightarrow$ $\partial B$ such that $(F \mid \partial B) \circ \varphi=f$. If a null bordism exists, then $(M, f)$ is null bordant.

Let $\left(M_{1}, f_{1}\right)$ and $\left(M_{2}, f_{2}\right)$ be singular manifolds in $X$ of the same dimension. We denote by $\left(M_{1}, f_{1}\right)+\left(M_{2}, f_{2}\right)$ the singular manifold $\left\langle f_{1}, f_{2}\right\rangle: M_{1}+M_{2} \rightarrow$ $X$. We say $\left(M_{1}, f_{1}\right)$ and $\left(M_{2}, f_{2}\right)$ are bordant, if $\left(M_{1}, f_{1}\right)+\left(M_{2}, f_{2}\right)$ is null bordant. A null bordism of $\left(M_{1}, f_{1}\right)+\left(M_{2}, f_{2}\right)$ is called $\operatorname{bordism}$ between $\left(M_{1}, f_{1}\right)$ and $\left(M_{2}, f_{2}\right)$. The boundary $\partial B$ of a bordism $(B, F, \varphi)$ between $\left(M_{1}, f_{1}\right)$ and $\left(M_{2}, f_{2}\right)$ thus consists of a disjoint sum $\partial_{1} B+\partial_{2} B$, and $\varphi$ decomposes into two diffeomorphisms $\varphi_{i}: M_{i} \rightarrow \partial_{i} B$.
(21.1.1) Proposition. "Bordant" is an equivalence relation.

Proof. Let $(M, f)$ be given. Set $B=M \times I$ and $F=f \circ$ pr: $M \times I \rightarrow M \rightarrow X$. Then $\partial B=M \times 0+M \times 1$ is canonically diffeomorphic to $M+M$ and ( $B, F$ ) is a bordism between $(M, f)$ and $(M, f)$. The symmetry of the relation is a direct consequence of the definition. Let ( $B, F, \varphi_{i}: M_{i} \rightarrow \partial_{i} B$ ) be a bordism between $\left(M_{1}, f_{1}\right)$ and $\left(M_{2}, f_{2}\right)$ and $\left(C, G, \psi_{i}: M_{i} \rightarrow \partial_{i} C\right)$ a bordism between $\left(M_{2}, f_{2}\right)$ and ( $M_{3}, f_{3}$ ). We identify in $B+C$ the subset $\partial_{2} B$ with $\partial_{2} C$ via $x \sim \psi_{2} \varphi_{2}^{-1}(x)$ for $x \in \partial_{2} B$. The result $D$ carries a smooth structure, and the canonical maps $B \rightarrow$ $D \leftarrow C$ are smooth embeddings (15.10.1). We can factor $\langle F, G\rangle: B+C \rightarrow X$ over the quotient map $B+C \rightarrow D$ and get $H: D \rightarrow X$, and $\left(D, H,\left\langle\varphi_{1}, \psi_{3}\right\rangle\right)$ is a bordism between $\left(M_{1}, f_{1}\right)$ and $\left(M_{3}, f_{3}\right)$.

We denote by $[M, f]$ the bordism class of $(M, f)$ and by $N_{n}(X)$ the set of bordism classes of $n$-dimensional closed singular manifolds in $X$. The set $N_{n}(X)$ carries an associative and commutative composition law $[M, f]+[N, g]=$ $[M+N,\langle f, g\rangle]$. The reader may check that this is well-defined.
(21.1.2) Proposition. $\left(N_{n}(X),+\right)$ is an abelian group. Each element has order at most 2.

Proof. The class of a null bordant manifold serves as neutral element, for example the constant map $S^{n} \rightarrow X$. (For the purpose at hand it is convenient to think of the empty set as an $n$-dimensional manifold.) For each ( $M, f$ ) the sum $(M+M,\langle f, f\rangle)$ is null bordant, hence $[M, f]+[M, f]=0$.

A continuous map $f: X \rightarrow Y$ induces a homomorphism

$$
N_{n}(f)=f_{*}: N_{n}(X) \rightarrow N_{n}(Y), \quad[M, g] \mapsto[M, f g] .
$$

In this way $N_{n}(-)$ becomes a functor from TOP to ABEL. Homotopic maps induce the same homomorphism: If $F: X \times I \rightarrow Y, f \simeq g$ is a homotopy, then $(M \times I$, $F \circ(h \times \mathrm{id})$ ) is a bordism between ( $M, f h$ ) and ( $M, g h$ ). If $X$ is empty, we consider $N_{n}(X)$ as the trivial group.
(21.1.3) Example. A 0 -dimensional compact manifold $M$ is a finite discrete set. Hence $(M, f)$ can be viewed as a family $\left(x_{1}, \ldots, x_{r}\right)$ of points in $X$. Points $x, y \in X$ are bordant if and only if they are contained in the same path component. (Here you have to know 1-dimensional compact manifolds.) One concludes that $N_{0}(X)$ is isomorphic to the $\mathbb{Z} / 2$-vector space over $\pi_{0}(X)$.
(21.1.4) Proposition. Let $h: K \rightarrow L$ be a diffeomorphism. Then $[L, g]=[K, g h]$.

Proof. Consider the bordism $g \circ \mathrm{pr}: L \times I \rightarrow X$; on the boundary piece $L \times 1$ we use the canonical diffeomorphism to $L$, on the boundary piece we $L \times 0$ we compose the canonical diffeomorphism to $L$ with $h$.

We now make the functors $N_{n}(-)$ part of a homology theory. But this time, for variety, we do not begin with the definition of relative homology groups. The exact homology sequence and the excision axiom are now replaced by a Mayer-Vietoris sequence.

Suppose $X$ is the union of open sets $X_{0}$ and $X_{1}$. We construct the boundary operator

$$
\partial: N_{n}(X) \rightarrow N_{n-1}\left(X_{0} \cap X_{1}\right)
$$

of the Mayer-Vietoris sequence. Let $[M, f] \in N_{n}(X)$ be given. The sets $M_{i}=$ $f^{-1}\left(X \backslash X_{i}\right)$ are disjoint closed subsets of $M$.
(21.1.5) Lemma. There exists a smooth function $\alpha: M \rightarrow[0,1]$ such that:
(1) $M_{i} \subset \alpha^{-1}(i)$ for $i \in\{0,1\}$.
(2) $\frac{1}{2}$ is a regular value of $\alpha$.

We call $\alpha$ in (21.1.5) a separating function. If $\alpha$ is a separating function, then $M_{\alpha}=\alpha^{-1}\left(\frac{1}{2}\right)$ is a closed submanifold of $M$ of dimension $n-1$ (or empty), and $f$ induces by restriction $f_{\alpha}: M_{\alpha} \rightarrow X_{0} \cap X_{1}$.

If $t \neq 0,1$ is another regular value of $\alpha$, then $\alpha^{-1}(t)$ and $\alpha^{-1}\left(\frac{1}{2}\right)$ are bordant via $\alpha^{-1}\left[\frac{1}{2}, t\right]$. The choice of $\frac{1}{2}$ is therefore immaterial. We think of $\left[M_{\alpha}, f_{\alpha}\right]$ as being given by any choice of a regular value $t \in] 0,1\left[\right.$ of $\alpha$ with $M_{\alpha}=\alpha^{-1}(t)$.
(21.1.6) Lemma. Let $[K, f]=[L, g] \in N_{n}(X)$ and let $\alpha, \beta$ be separating functions for $(K, f),(L, g)$. Then $\left[K_{\alpha}, f_{\alpha}\right]=\left[L_{\beta}, g_{\beta}\right]$.

Proof. We take advantage of (21.1.4). Let $(B, F)$ be a bordism between $(K, f)$ and $(L, g)$ with $\partial B=K+L$. There exists a smooth function $\gamma: B \rightarrow[0,1]$ such that

$$
\gamma|K=\alpha, \quad \gamma| L=\beta, \quad F^{-1}\left(X \backslash X_{j}\right) \subset \gamma^{-1}(j)
$$

We choose a regular value $t$ for $\gamma$ and $\gamma \mid \partial B$ and obtain a bordism $\gamma^{-1}(t)$ between some $K_{\alpha}$ and some $L_{\beta}$.

From (21.1.6) we obtain a well-defined boundary homomorphism

$$
\partial: N_{n}(X) \rightarrow N_{n-1}\left(X_{0} \cap X_{1}\right), \quad[M, f] \mapsto\left[M_{\alpha}, f_{\alpha}\right]
$$

(21.1.7) Proposition. Let $X$ be the union of open subspaces $X_{0}$ and $X_{1}$. Then the sequence

$$
\cdots \xrightarrow{\partial} N_{n}\left(X_{0} \cap X_{1}\right) \xrightarrow{j} N_{n}\left(X_{0}\right) \oplus N_{n}\left(X_{1}\right) \xrightarrow{k} N_{n}(X) \xrightarrow{\partial} \cdots
$$

is exact. Here $j(x)=\left(j_{*}^{0}(x), j_{*}^{1}(x)\right)$ and $k(y, z)=k_{*}^{0} y-k_{*}^{1} z$ with the inclusions $j^{\nu}: X_{0} \cap X_{1} \rightarrow X_{v}$ and $k^{\nu}: X_{v} \rightarrow X$. The sequence ends with $\xrightarrow{k} N_{0}(X) \rightarrow 0$.

Proof. (1) Exactness at $N_{n-1}\left(X_{0} \cap X_{1}\right)$. Suppose [ $\left.M, f\right] \in N_{n}(X)$ is given. Then $M$ is decomposed by $M_{\alpha}$ into the parts $B_{0}=\alpha^{-1}\left[0, \frac{1}{2}\right]$ and $B_{1}=\alpha^{-1}\left[\frac{1}{2}, 1\right]$ with common boundary $M_{\alpha}$. Since $f\left(B_{0}\right) \subset X_{1}$, we see via $B_{0}$ that $j_{*}^{1} \partial[M, f]$ is in $N_{n-1}\left(X_{1}\right)$ the zero element. This shows $j \circ \partial=0$.

Suppose, conversely, that $j[K, f]=0$. Then there exist singular manifolds ( $B_{i}, F_{i}$ ) in $X_{i}$ such that $\partial B_{0}=K=\partial B_{1}$ and $F_{0}\left|K=f=F_{1}\right| K$. We identify $B_{0}$ and $B_{1}$ along $K$ and obtain $M$; the maps $F_{0}$ and $F_{1}$ can be combined to $F: M \rightarrow X$. There exists a separating function $\alpha$ on $M$ such that $M_{\alpha}=K$ : With collars of $K$ in $B_{0}$ and $B_{1}$ one obtains an embedding $K \times[0,1] \subset M$ which is the identity on $K \times\left\{\frac{1}{2}\right\}$; then one chooses $\alpha$ such that $\alpha(k, t)=t$ for $k \in K, \frac{1}{4} \leq t \leq \frac{3}{4}$. By construction, $\partial[M, F]=[K, f]$.
(2) Exactness at $N_{n}\left(X_{0}\right) \oplus N_{n}\left(X_{1}\right)$. By definition, $k \circ j=0$. Suppose $x_{i}=\left[M_{i}, f_{i}\right] \in N_{n}\left(X_{i}\right)$ are given. If $k\left(x_{0}, x_{1}\right)=0$ there exists a bordism ( $B, F$ ) in $X$ between ( $M_{0}, k^{0} f_{0}$ ) and ( $M_{1}, k^{1} f_{1}$ ). Choose a smooth function $\psi: B \rightarrow[0,1]$ such that:
(1) $F^{-1}\left(X \backslash X_{1-i}\right) \cup M_{i} \subset \psi^{-1}(i)$ for $i=0,1$.
(2) $\psi$ has regular value $\frac{1}{2}$.

Let $(N, f)=\left(\psi^{-1}\left(\frac{1}{2}\right), F \left\lvert\, \psi^{-1}\left(\frac{1}{2}\right)\right.\right)$. Then $\left(\psi^{-1}\left[0, \frac{1}{2}\right], F \left\lvert\, \psi^{-1}\left[0, \frac{1}{2}\right]\right.\right)$ is a bordism between $(N, f)$ and $\left(M_{0}, f_{0}\right)$ in $X_{0}$; similarly for $\left(M_{1}, f_{1}\right)$. This shows $j[N, f]=$ $\left(x_{0}, x_{1}\right)$.
(3) Exactness at $N_{n}(X)$. The relation $\partial \circ k=0$ holds, since we can choose on $\left(M_{0}, k^{0} f_{0}\right)+\left(M_{1}, k^{1} f_{1}\right)$ a separating function $\alpha: M_{0}+M_{1} \rightarrow[0,1]$ such that $\alpha^{-1}\left(\frac{1}{2}\right)$ is empty.

Conversely, let $\alpha$ be a separating function for ( $M, f$ ) in $X$ and $(B, F)$ a null bordism of ( $M_{\alpha}, f_{\alpha}$ ) in $X_{0} \cap X_{1}$. We decompose $M$ along $M_{\alpha}$ into the manifolds $B_{1}=\alpha^{-1}\left[0, \frac{1}{2}\right]$ and $B_{0}=\alpha^{-1}\left[\frac{1}{2}, 1\right]$ with $\partial B_{1}=M_{\alpha}=\partial B_{0}$. Then we identify $B$ and $B_{0}$ along $M_{\alpha}=K$ and obtain a singular manifold $\left(M_{0}, f_{0}\right)=\left(B_{0} \cup_{K} B\right.$, $\left.\left(f \mid B_{0}\right) \cup_{K} F\right)$ in $X_{0}$, and similarly $\left(M_{1}, f_{1}\right)$ in $X_{1}$. Once we have shown that in $N_{n}(X)$ the equality $\left[M_{0}, f_{0}\right]+\left[M_{1}, f_{1}\right]=[M, f]$ holds, we have verified the exactness. We identify in $M_{0} \times I+M_{1} \times I$ the parts $B \times 1$ in $M_{0} \times 1$ and $M_{1} \times 1$. The resulting manifold $L=\left(M_{0} \times I\right) \cup_{B \times 1}\left(M_{1} \times I\right)$ has the boundary $\left(M_{0}+M_{1}\right)+M$. A suitable map $F: L \rightarrow X$ is induced by $\left(f_{0}, f_{1}\right) \circ \mathrm{pr}_{1}:\left(M_{0}+M_{1}\right) \times I \rightarrow X$. For the smooth structure on $L$ see 15.10.3.

We now define relative bordism groups $N_{n}(X, A)$ for pairs $(X, A)$. Elements of $N_{n}(X, A)$ are represented by maps $f:(M, \partial M) \rightarrow(X, A)$ from a compact $n$ manifold $M$. Again we call $(M, f)=(M, \partial M ; f)$ a singular manifold in $(X, A)$. The bordism relation is a little more complicated. A bordism between $\left(M_{0}, f_{0}\right)$ and ( $M_{1}, f_{1}$ ) is a pair ( $B, F$ ) with the following properties:
(1) $B$ is a compact $(n+1)$-manifold with boundary.
(2) $\partial B$ is the union of three submanifolds with boundary $M_{0}, M_{1}$ and $M^{\prime}$, where $\partial M^{\prime}=\partial M_{0}+\partial M_{1}, M_{i} \cap M^{\prime}=\partial M_{i}$.
(3) $F \mid M_{i}=f_{i}$.
(4) $F\left(M^{\prime}\right) \subset A$.

We call $\left(M_{0}, f_{0}\right)$ and $\left(M_{1}, f_{1}\right)$ bordant, if there exists a bordism between them. Again "bordant" is an equivalence relation. For the proof one uses 15.10.3. The sum in $N_{n}(X, A)$ is again induced by disjoint union. Each element in $N_{n}(X, A)$ has order at most 2. A continuous map $f:(X, A) \rightarrow(Y, B)$ induces a homomorphism $N_{n}(f)=f_{*}: N_{n}(X, A) \rightarrow N_{n}(Y, B)$ by composition with $f$. If $f_{0}$ and $f_{1}$ are homotopic as maps between pairs, then $N_{n}\left(f_{0}\right)=N_{n}\left(f_{1}\right)$. The assignment $[M, f] \mapsto[\partial M, f \mid \partial M]$ induces a homomorphism (boundary operator) $\partial: N_{n}(X, A) \rightarrow N_{n-1}(A)$. For $A=\emptyset$ the equality $N_{n}(X, \emptyset)=N_{n}(X)$ holds.
(21.1.8) Lemma. Let $M$ be a closed $n$-manifold and $V \subset M$ an $n$-dimensional submanifold with boundary. If $f: M \rightarrow X$ is a map which sends $M \backslash V$ into $A$, then $[M, f]=[V, f \mid V]$ in $N_{n}(X, A)$.

Proof. Consider $F: M \times I \rightarrow X,(x, t) \mapsto f(x)$. Then $\partial(M \times I)=M \times \partial I$ and $V \times 1 \cup M \times 0$ is a submanifold of $\partial(M \times I)$ whose complement is mapped under $F$ into $A$. The definition of the bordism relation now yields the claim.
(21.1.9) Proposition. Let $i: A \subset X$ and $j: X=(X, \emptyset) \subset(X, A)$. Then the sequence

$$
\cdots \xrightarrow{\partial} N_{n}(A) \xrightarrow{i_{*}} N_{n}(X) \xrightarrow{j_{*}} N_{n}(X, A) \xrightarrow{\partial} \cdots
$$

is exact. The sequence ends with $\xrightarrow{j_{*}} N_{0}(X, A) \rightarrow 0$.
Proof. (1) Exactness at $N_{n}(A)$. The relation $i_{*} \circ \partial=0$ is a direct consequence of the definitions. Let $(B, F)$ be a null bordism of $f: M \rightarrow A$ in $X$. Then $\partial[B, F]=[M, f]$.
(2) Exactness at $N_{n}(X)$. Let $[M, f] \in N_{n}(A)$ be given. Choose $V=\emptyset$ in (21.1.8). Then $[M, f]=0$ in $N_{n}(X, A)$, and this shows $j_{*} i_{*}=0$.

Let $j_{*}[M, f]=0$. A null bordism of $[M, f]$ in $(X, A)$ is a bordism of $(M, f)$ in $X$ to $(K, g)$ such that $g(K) \subset A$. A bordism of this type shows $i_{*}[K, g]=[M, f]$.
(3) Exactness at $N_{n}(X, A)$. The relation $\partial \circ i_{*}=0$ is a direct consequence of the definitions. Let $\partial[M, f]=0$. Choose a null bordism $[B, F]$ of $(\partial M, f \mid \partial M)$. We identify $(M, f)$ and $(B, f)$ along $\partial M$ and obtain $(C, g)$. Lemma (21.1.8) shows $j_{*}[C, g]=[M, f]$.

A basic property of the relative groups is the excision property. It is possible to give a proof with singular manifolds.
(21.1.10) Proposition. The inclusion $i:(X \backslash U, A \backslash U) \rightarrow(X, A)$ induces an isomorphism $i_{*}: N_{n}(X \backslash U, A \backslash U) \cong N_{n}(X, A)$, provided $\bar{U} \subset A^{\circ}$.

The bordism notion can be adapted to manifolds with additional structure. Interesting are oriented manifolds. Let $M_{0}$ and $M_{1}$ be closed oriented $n$-manifolds. An oriented bordism between $M_{0}, M_{1}$ is a smooth compact oriented ( $n+1$ )-manifold $B$ with oriented boundary $\partial B$ together with an orientation preserving diffeomor$\operatorname{phism} \varphi: M_{1}-M_{0} \rightarrow \partial B$. Here we have to use the convention about the boundary orientation, and $M_{1}-M_{0}$ denotes the disjoint sum of the manifolds $M_{1}$ and $M_{0}$ where $M_{1}$ carries the given and $-M_{0}$ the opposite orientation. Again this notion of bordism is an equivalence relation. Singular manifolds are defined as before, and we have bordism groups $\Omega_{n}(X)$ of oriented bordism classes of singular $n$-manifolds in $X$. But now elements in the bordism group no longer have order at most 2 . For a point $P$ we have $\Omega_{0}(P)=\mathbb{Z}, \Omega_{i}(P)=0$ for $1 \leq i \leq 3$. The assertion about $\Omega_{1}$ follows from the fact that $S^{1}$ is an oriented boundary; the known classification of orientable surfaces as a sphere with handles shows that these surfaces are oriented boundaries. It is a remarkable result that $\Omega_{3}(P)=0$ : Each oriented closed 3 -manifold is an oriented boundary; for a proof of this theorem of Rohlin see [77].

The exact sequences (21.1.7) and (21.1.9) as well as (21.1.10) still hold for the $\Omega$-groups. The definition of the boundary operator $\partial: \Omega_{n}(X, A) \rightarrow \Omega_{n-1}(A)$ uses the boundary orientation. In order to define the boundary operator of the MV-sequence we have to orient $M_{\alpha}$. There exists an open neighbourhood $U$ of $M_{\alpha}$ in $M$ and a diffeomorphism $\left.\varphi: V=\right] 1 / 2-\varepsilon, 1 / 2+\varepsilon\left[\times M_{\alpha} \rightarrow U\right.$ such that $(\alpha \varphi)(t, x)=t$. If $M$ is oriented, we have the induced orientation of $U$, and we orient $V$ such that $\varphi$ preserves the orientation. We orient $M_{\alpha}$ such that $V$ carries the product orientation.

The idea of bordism can be used to acquire an intuitive understanding of homology. A compact $n$-manifold $M$ has a fundamental class $z_{M} \in H_{n}\left(M, \partial M ; \mathbb{F}_{2}\right)$ and $\partial z_{M} \in H_{n-1}\left(\partial M ; \mathbb{F}_{2}\right)$ is again a fundamental class. Let $f:(M, \partial M) \rightarrow(X, A)$ be a singular $n$-manifold. We set $\mu(f)=f_{*} z_{M} \in H_{n}\left(X, A ; \mathbb{F}_{2}\right)$. In this manner we obtain a well-defined homomorphism

$$
\mu: N_{n}(X, A) \rightarrow H_{n}\left(X, A ; \mathbb{F}_{2}\right) .
$$

The morphisms $\mu$ constitute a natural transformation of homology theories. One of the basic results of bordism theory says that $\mu$ is always surjective. This allows us to view homology classes as being represented by singular manifolds. If, in particular, $f$ is an embedding of manifolds, then we view the image of $f$ as a cycle or a homology class. In bordism theory, the fundamental class of $M$ is $M$ itself, i.e., the identity of $M$ considered as a singular manifold.

The transformation $\mu$ can be improved if we take tangent bundle information into account. Let $M$ be a compact $n$-manifold and denote by $\kappa_{M}: M \rightarrow B O$ the classifying map of the stable tangent bundle of $M$. For a singular manifold $f:(M, \partial M) \rightarrow(X, A)$ we then have $\left(f, \kappa_{M}\right):(M, \partial M) \rightarrow(X, A) \times B \mathrm{O}$. Again we take the image of the fundamental class

$$
\mu[f]=\left(f, \kappa_{M}\right)_{*} z_{M} \in H_{n}\left((X, A) \times B \mathrm{O} ; \mathbb{F}_{2}\right)
$$

We now obtain a natural transformation of homology theories

$$
\mu=\mu(X, A): N_{*}(X, A) \rightarrow H_{*}\left((X, A) \times B \mathrm{O} ; \mathbb{F}_{2}\right)
$$

and in particular for the coefficient ring, the Thom bordism ring $N_{*}$ of unoriented manifolds,

$$
\mu: N_{*} \rightarrow H_{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)
$$

A fundamental result says that $\mu(X, A)$ is always injective [28, p. 185].
This transformation is also compatible with the multiplicative structures. The algebra structure of $H_{*}\left(X \times B O ; \mathbb{F}_{2}\right)$ is induced by the homology product and the $H$-space structure $m: B O \times B O \rightarrow B O$ which comes from the Whitney sum of bundles. We obtain a natural homomorphism of graded algebras,

$$
\begin{aligned}
H_{*}\left(X \times B \mathrm{O} ; \mathbb{F}_{2}\right) \otimes H_{*}\left(Y \times B \mathrm{O} ; \mathbb{F}_{2}\right) & \rightarrow H_{*}\left(X \times B \mathrm{O} \times Y \times B \mathrm{O} ; \mathbb{F}_{2}\right) \\
& \rightarrow H_{*}\left(X \times Y \times B \mathrm{O} ; \mathbb{F}_{2}\right)
\end{aligned}
$$

the first map is the homology product and the second is induced by the permutation of factors and $m$.

Thom [184] determined the structure of the ring $N_{*}$ : It is a graded algebra $\mathbb{F}_{2}\left[u_{2}, u_{4}, u_{5}, \ldots\right]$ with a generator $u_{k}$ in each dimension $k$ which does not have the form $k=2^{t}-1$. One can take $u_{2 n}=\left[\mathbb{R} P^{2 n}\right]$ as generators in even dimensions. The ring $H_{*}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$ is isomorphic to $\mathbb{F}_{2}\left[a_{1}, a_{2}, a_{3}, \ldots\right]$ with a generator $a_{i}$ in dimension $i$.

Another basic result says that there exists a natural isomorphism $N_{*}(X) \cong$ $N_{*} \otimes_{\mathbb{F}_{2}} H_{*}\left(X ; \mathbb{F}_{2}\right)$ of multiplicative homology theories [160], [28, p. 185]. Thus the homology theory $N_{*}(-)$ can be reduced to the determination of the coefficient ring $N_{*}$ and singular homology with $\mathbb{F}_{2}$-coefficients.

For oriented manifolds the situation is more complicated. One can still define a multiplicative natural transformation of homology theories

$$
\mu^{\Omega}: \Omega_{*}(X, A) \rightarrow H_{*}((X, A) \times B \mathrm{SO} ; \mathbb{Z})
$$

from the fundamental classes of oriented manifolds as above. But this time the transformation is no longer injective and $\Omega_{*}(X, A) \rightarrow H_{*}(X, A ; \mathbb{Z})$ in general not surjective. Also the theory $\Omega_{*}(-)$ cannot be reduced to ordinary homology. But the transformation still carries a lot of information. It induces a natural isomorphism

$$
\Omega_{*}(X, A) \otimes \mathbb{Q} \cong H_{*}((X, A) \times B \mathrm{SO} ; \mathbb{Q})
$$

and, in particular,

$$
\begin{equation*}
\Omega_{*} \otimes \mathbb{Q} \cong H_{*}(B \mathrm{SO} ; \mathbb{Q}) \tag{1}
\end{equation*}
$$

by the stable classifying map of the tangent bundle (see (21.4.2)). The ring $\Omega_{*} \otimes \mathbb{Q}$ is isomorphic to $\mathbb{Q}\left[x_{4}, x_{8}, \ldots\right]$ with a generator $x_{n}$ for each $n \equiv 0(4)$. One can take the $x_{4 n}=\left[\mathbb{C} P^{2 n}\right]$ as polynomial generators $(\operatorname{see}(21.4 .4))$.

We have seen that the signature of oriented smooth manifolds defines a homomorphism $\sigma: \Omega_{*} \otimes \mathbb{Q} \rightarrow \mathbb{Q}$ of $\mathbb{Q}$-algebras with $\sigma\left[\mathbb{C} P^{2 n}\right]=1$. The isomorphism (1) tells us that this homomorphism can be determined from the stable tangent bundle. A famous formula of Hirzebruch [81], the so-called Hirzebruch $L$-genus, gives a polynomial $L_{n}\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ in the Pontrjagin classes $p_{1}, \ldots, p_{n}$ such that the evaluation on the fundamental class of an oriented $4 n$-manifold is the signature

$$
\left\langle L_{n}\left(p_{1}(M), \ldots, p_{n}\right),[M]\right\rangle=\sigma(M)
$$

It is a remarkable fact that the polynomials $L_{n}$ have rational coefficients with large denominators, but nevertheless the evaluation on the fundamental class is an integer. Such integrality theorems have found a conceptual interpretation in the index theory of Atiyah and Singer [16].

The homomorphisms $N_{n} \rightarrow H_{n}\left(B \mathrm{O} ; \mathbb{F}_{2}\right)$ and $\Omega_{n} \rightarrow H_{n}(B \mathrm{SO} ; \mathbb{Z})$ have an interpretation in terms of characteristic numbers and can be determined by evaluating polynomials in the Stiefel-Whitney classes or Pontrjagin classes on the fundamental class.

In order to prove some of the results above one starts from the fundamental results of Thom [184], the reduction of bordism to homotopy theory via the Pontrjagin-Thom construction.

## Problems

1. $\Omega_{0}(X)$ is naturally isomorphic to the free abelian group over $\pi_{0}(X)$.
2. Give a proof of (21.1.10) with singular manifolds.
3. We had defined formally a boundary operator for the MV-sequence from the axioms of a homology theory. Show that the boundary operator defined with separating functions coincides with this formal boundary operator. Pay attention to signs in the oriented case.
4. The homology theories $\Omega_{*}$ and $N_{*}$ have a product structure. Products of singular manifolds induce a bilinear map

$$
\Omega_{m}(X, A) \times \Omega_{n}(Y, B) \rightarrow \Omega_{m+n}(X \times Y, X \times B \cup A \times Y)
$$

Verify the formal properties of a multiplicative structure, in particular the stability axiom.
5. Let $M_{1}$ and $M_{2}$ be oriented $\partial$-manifolds which are glued together along a component $N_{i} \subset \partial M_{i}$ with a diffeomorphism $\varphi: N_{1} \rightarrow N_{2}$. Let $M$ be the result. There exists an orientation of $M$ such that the canonical embeddings $M_{i} \rightarrow M$ are orientation preserving, provided $\varphi$ reverses the boundary orientations of the $N_{i}$.

A collar $\kappa: \mathbb{R}_{-} \times \partial M \rightarrow M$ of an oriented manifold $M$ is orientation preserving, if $\mathbb{R}_{-} \subset \mathbb{R}$ carries the standard orientation, $\partial M$ the boundary orientation and $\mathbb{R}_{-} \times \partial M$ the product orientation.

In order to verify the transitivity of the oriented bordism relation one has to define the orientation of the bordism which is obtained by gluing the given bordisms in such a way that the given bordisms are oriented submanifolds of the glued bordism.
6. The construction of the bordism MV-sequence suggests another set of axioms for a homology theory. A one-space homology theory consists of a family $h_{n}$ : TOP $\rightarrow R$ - MOD of
covariant homotopy invariant functors and a family of boundary operators $\partial: h_{n}\left(X_{0} \cup X_{1}\right) \rightarrow$ $h_{n-1}\left(X_{0} \cap X_{1}\right)$ for each triad $\left(X ; X_{0}, X_{1}\right)$ in which the $X_{j}$ are open in $X$. The boundary operators are assumed to be natural with respect to maps of triads and the usual exact MV-sequence should hold for each such triad.

Given these data, one defines relative groups for a pair $(X, A)$ by

$$
h_{n}(X, A)=\operatorname{Coker}\left(h_{n}(C A) \rightarrow h_{n}(X \cup C A)\right)
$$

where as usual $C A$ is the cone on $A$. The relative groups are homotopy-invariant functors on $\operatorname{TOP}(2)$. Define a boundary operator $\partial: h_{n}(X, A) \rightarrow h_{n-1}(A)$ and show that the usual sequence of a pair is exact. In order to derive this sequence, consider the MV-sequence for the $\operatorname{triad}(X \cup C A ; X \cup C A \backslash X, X \cup C A \backslash *)$. The excision isomorphism $h_{n}(X \backslash U, A \backslash U) \cong$ $h_{n}(X, A)$ holds, provided there exists a function $\tau: X \rightarrow[0,1]$ with $U \subset \tau^{-1}(0)$ and $\tau^{-1}[0,1[\subset A$, since under this assumption the canonical map $(X \backslash U) \cup C(A \backslash U) \rightarrow X \cup C A$ is a pointed h -equivalence.

### 21.2 The Theorem of Pontrjagin and Thom

The theorem of Pontrjagin and Thom relates homotopy theory and manifold theory. It describes sets of bordism classes as homotopy sets. We begin by defining the ingredients of the theorem.

Let $Q$ be a smooth manifold without boundary. We denote by $Q^{c}=Q \cup\{\infty\}$ its one-point compactification. Let $\xi: E(\xi) \rightarrow B$ be a smooth real vector bundle over a closed manifold $B$. The one-point compactification $M(\xi)=E(\xi) \cup\{\infty\}$ is called the Thom space of $\xi$. The points at infinity serve as base points. The pointed homotopy set $\left[Q^{c}, M(\xi)\right]^{0}$ will be described as a bordism set.

A $\xi$-submanifold of $Q$ is a closed submanifold $M$ together with a smooth bundle $\operatorname{map} F: E(v) \rightarrow E(\xi)$ from its normal bundle

$$
v=v_{M}=v(M, Q): E(v) \rightarrow M
$$

into the given bundle $\xi$. A bordism between two $\xi$ submanifolds ( $M_{0}, F_{0}$ ) and $\left(M_{1}, F_{1}\right)$ is a compact submanifold $W$ of $Q \times I$ (of type I) such that

$$
W \cap\left(Q \times\left[0,1 / 3[)=M_{0} \times[0,1 / 3[, \quad W \cap(Q \times] 2 / 3,1])=M_{1} \times\right] 2 / 3,1\right]
$$

and $\partial W=M_{0} \times 0 \cup M_{1} \times 1$ together with a bundle map $F: v(W, Q \times I) \rightarrow \xi$ which extends $F_{0}$ and $F_{1}$. Note that $v(W, Q \times I) \mid M \times 0$ can be identified with $\nu\left(M_{0}, Q\right)$. The relation of $\xi$-bordism is an equivalence relation. We denote by $L(Q, \xi)$ the set of $\xi$-bordism classes.

We define a map $P: L(Q, \xi) \rightarrow\left[Q^{c}, M(\xi)\right]^{0}$, and the main theorem then asserts that $P$ is a bijection. We choose an embedding of $Q$ into some Euclidean space. Then $Q$ inherits a Riemannian metric. The normal bundle $v(M, Q): E(v) \rightarrow M$ is the orthogonal complement of $T M \subset T Q \mid M$. From these data we had constructed
a tubular map $\tau: E(v) \rightarrow Q$. The bundle $v$ inherits a Riemannian metric, and $D_{\varepsilon}(\nu), E_{\varepsilon}(\xi), S_{\varepsilon}(v)$ are the subsets of vectors $v$ of norm $\|v\| \leq \varepsilon,\|v\|<\varepsilon,\|v\|=$ $\varepsilon$, respectively. There exists an $\varepsilon>0$ such that $t$ embeds $E_{2 \varepsilon}(\xi)$ onto an open neighbourhood $U_{2 \varepsilon}$ of $M$ in $Q$. We have a fibrewise diffeomorphism $h_{\varepsilon}: E_{\varepsilon}(\xi) \rightarrow E(\xi)$ defined on each fibre by

$$
h_{\varepsilon}(x)=\frac{\varepsilon x}{\sqrt{\varepsilon^{2}-\|x\|^{2}}}
$$

From these data we construct from a $\xi$-submanifold ( $M, F$ ) a map

$$
g_{\varepsilon}: Q^{c} \rightarrow Q^{c} /\left(Q^{c} \backslash U_{\varepsilon}\right) \rightarrow D_{\varepsilon}(\nu) / S_{\varepsilon}(v) \rightarrow M(\nu) \rightarrow M(\xi)
$$

The first map is the quotient map, the second a homeomorphism induced by the inclusion $D_{\varepsilon}(\nu) \subset Q$ (note that $D_{\varepsilon} / S_{\varepsilon}$ is a one-point compactification of $E_{\varepsilon}$ ), the third induced by $h_{\varepsilon}$, and the fourth induced by the bundle map $F$ (a proper map). The pointed homotopy class of $g_{\varepsilon}$ is independent of the chosen (sufficiently small) $\varepsilon$, by a linear homotopy in the fibre. Let us set $P(M, F)=\left[g_{\varepsilon}\right] \in\left[Q^{c}, M(\xi)\right]^{0}$. We say that a map $g_{\varepsilon}$ is obtained by a Pontrjagin-Thom construction.
(21.2.1) Lemma. For $\xi$-bordant manifolds $\left(M_{j}, F_{j}\right)$ the classes $P\left(M_{j}, F_{j}\right)$ are equal. Therefore we obtain a well-defined map $P: L(Q, \xi) \rightarrow\left[Q^{c}, M(\xi)\right]^{0}$.

Proof. We apply a Pontrjagin-Thom construction to a $\xi$-bordism. For this purpose we use for $Q \times I$ the product embedding. Let $(W, F)$ be a $\xi$-bordism. We obtain a tubular map $\tau: E\left(v_{W}\right) \rightarrow Q \times I$ which is over $M_{0} \times[0,1 / 3[$ the product of the tubular map for $M_{0}$ with $[0,1 / 3[$, and similarly for the other end. For sufficiently small $\varepsilon$, again $\tau$ embeds $E_{2 \varepsilon}\left(\nu_{W}\right)$ onto a neighbourhood of $W$ and we define as above a Pontrjagin-Thom map

$$
Q^{c} \times I \rightarrow Q^{c} \times I /\left(Q^{c} \times I \backslash U_{\varepsilon}\right) \rightarrow D_{\varepsilon}\left(v_{W}\right) / S_{\varepsilon}\left(v_{W}\right) \rightarrow M\left(v_{W}\right) \rightarrow M(\xi)
$$

and this map is a homotopy between the Pontrjagin-Thom maps for $\left(M_{0}, F_{0}\right)$ and $\left(M_{1}, F_{1}\right)$.
(21.2.2) Theorem (Pontrjagin, Thom). The Pontrjagin-Thom map

$$
P: L(Q, \xi) \rightarrow\left[Q^{c}, M(\xi)\right]^{0}
$$

is a bijection.
Proof. We construct a map in the other direction. Let us observe that the maps $f: Q^{c} \rightarrow M(\xi)$ obtained by the Pontrjagin-Thom construction are of a very special type. They have the following properties:
(1) The map $f: f^{-1}(E(\xi)) \rightarrow E(\xi)$ is proper, smooth and transverse to the zero section $B \subset E(\xi)$.
(2) There exists a tubular neighbourhood $U_{\varepsilon}$ of $M=f^{-1}(B)$ in $Q$ such that $f(x)=\infty \Leftrightarrow x \notin U_{\varepsilon}$.
(3) The map $f \circ \tau \circ h_{\varepsilon}^{-1}: E\left(\nu_{M}\right) \rightarrow E_{\varepsilon}\left(\nu_{M}\right) \rightarrow U_{\varepsilon} \rightarrow E(\xi)$ is a smooth bundle map.
So we have to deform an arbitrary map into one having these three properties.
(i) Let $g: Q^{c} \rightarrow M(\xi)$ be given and set $A=g^{-1}(E(\xi))$. Then $A$ is open in $Q$ and $g: A \rightarrow E(\xi)$ is a proper map. By the approximation theorem (15.8.4) there exists a proper homotopy of $g$ to a smooth map $g_{1}: A \rightarrow E(\xi)$. Restrict $g_{1}$ to a compact neighbourhood $V$ of $g_{1}^{-1}(B)$ in $A$ such that $V$ is a manifold and $g_{1}(\partial V) \subset E(\xi) \backslash B$. By the transversality theorem (15.9.8) we find a smooth homotopy of $g_{1} \mid V$ to a map which is transverse to $B$ and such that the homotopy is constant in a neighbourhood of $\partial V$. We can therefore extend this homotopy to a smooth proper homotopy of $g_{1}$ by a constant homotopy in the complement of $V$. Since both homotopies are proper, they can be extended continuously to $Q^{c}$ by mapping the complement of $A$ to the base point. The result is a smooth map $g_{2}: Q^{c} \rightarrow M(\xi)$ which has property (1) above.
(ii) Let $M=g_{2}^{-1}(B)$. Let now $\varepsilon$ be small enough such that the tubular neighbourhood $U_{2 \varepsilon}$ of $M$ is contained in $A$. Let $\beta: Q^{c} \rightarrow[0,1]$ be a continuous function which is smooth on $Q$ and such that $\beta^{-1}(0)=D_{\varepsilon / 2}$ and $\beta^{-1}\left[0,1\left[=U_{\varepsilon}\right.\right.$. We define a homotopy of $g_{2}$ by

$$
H_{t}(x)= \begin{cases}(1-t \beta(x))^{-1} \cdot g_{2}(x), & x \in A, t<1 ; x \in U_{\varepsilon}, t=1, \\ \infty, & \text { otherwise. }\end{cases}
$$

The map $g_{3}=H_{1}$ has properties (1) and (2) above with $U=U_{\varepsilon}$.
(iii) Let $f=g_{3}$ be a map obtained in step (ii). Consider the composition

$$
f \tau h_{\varepsilon}^{-1}=h: E\left(\nu_{M}\right) \rightarrow E_{\varepsilon}\left(\nu_{M}\right) \rightarrow U_{\varepsilon} \rightarrow E(\xi) .
$$

This map is proper, smooth, and transverse to $B \subset E(\xi)$. The homotopy $H_{t}(x)=$ $t^{-1} h(t x)$, defined for $t>0$ can be extended to $t=0$ by a bundle map $\Phi: \nu_{M} \rightarrow \xi$ such that the resulting homotopy is smooth and proper. The map $\Phi$ is the derivative in the direction of the fibres. In order to see what happens in the limit $t \rightarrow 0$, we express $h$ in local coordinates. Then $h$ has the form

$$
X \times \mathbb{R}^{n} \rightarrow Y \times \mathbb{R}^{n}, \quad(x, v) \mapsto(a(x, v), b(x, v))
$$

with open sets $X \subset M, Y \subset B$ and $a(x, 0)=f(x), b(x, 0)=0$. Then $H_{t}(x, v)=\left(a(x, t v), t^{-1} b(x, t v)\right)$. The map $v \mapsto \lim _{t \rightarrow 0} t^{-1} b(x, t v)$ is the differential of $b_{x}: v \mapsto B(x, v)$ at $v=0$. It is a bijective linear map, because $f$ is transverse to the zero section.
(iv) We now construct a map $Q$ which is inverse to $P$. Suppose $g: Q^{c} \rightarrow M(\xi)$ is a map such that $g: g^{-1} E(\xi) \rightarrow E(\xi)$ is proper, smooth, and transverse to the
zero section. Let $M=g^{-1}(B)$. Then the differential of $g$ induces a smooth bundle map $F: \nu_{M} \rightarrow \xi$. The map $Q$ sends $[g]$ to the bordism class of the $\xi$-submanifold $(M, F)$. By (i) we know that each homotopy class has a representative $g$ with the properties just used. If $g_{0}$ and $g_{1}$ are two such representatives, we choose a homotopy between them which is constant on $[0,1 / 3[$ and on $] 2 / 3,1]$ and apply the method of (i) in order to obtain a homotopy $h: Q^{c} \times I \rightarrow M(\xi), g_{0} \simeq g_{1}$ such that $h: h^{-1} E(\xi) \rightarrow E(\xi)$ is proper, smooth, transverse to the zero section, and constant on $[0, \eta$ [ and $] 1-\eta, 1]$. The pre-image of the zero section and the differential of $h$ yield a $\xi$-bordism. This argument shows that $Q$ is well-defined. By construction, $Q P$ is the identity. The arguments of (i)-(iii) show that $P$ is surjective.
(21.2.3) Example. Let $Q=M$ be a closed connected $n$-manifold and $\xi$ the $n$ dimensional bundle over a point. Then $E(\xi)=\mathbb{R}^{n}$ and $M(\xi)=S^{n}=\mathbb{R}^{n} \cup\{\infty\}$. A $\xi$-submanifold of $Q$ is a finite subset $X$ together with an isomorphism $F_{x}: T_{x} M \rightarrow$ $\mathbb{R}^{n}$ for each $x \in X$. In the present situation $\left[Q^{c}, M(\xi)^{0}\right]=\left[M, S^{n}\right]$. We are therefore in the situation of the Hopf degree theorem.

Let $M$ be oriented. If $F_{x}$ is orientation preserving, we set $\varepsilon(x)=1$, and $\varepsilon(x)=-1$ otherwise. Let $\varepsilon(X, F)=\sum_{x \in X} \varepsilon(x) \in \mathbb{Z}$. The integer $\varepsilon(X, F)$ characterizes the $\xi$-bordism class. If we represent a homotopy class in $\left[M, S^{n}\right]$ by a smooth map $f: M \rightarrow S^{n}$ with regular value $0 \in \mathbb{R}^{n}$, then $X=f^{-1}(0)$ and $F_{x}=T_{x} f$ and $\varepsilon(X, F)$ is the degree of $f$, as we have explained earlier. If we show that $\varepsilon(X, F)$ characterizes the bordism class, then the Pontrjagin-Thom theorem gives a proof of the Hopf degree theorem for smooth manifolds.

If $M$ is non-orientable, we have a similar situation, but this time we have to consider $\varepsilon(X, F)$ modulo 2.
(21.2.4) Example. Let $Q=\mathbb{R}^{n+k}$ and $E(\xi)=\mathbb{R}^{n}$. Then $\left[Q^{c}, M(\xi)\right]^{0}=$ $\pi_{n+k}\left(S^{n}\right)$, but we disregard the group structure for the moment. A $\xi$-submanifold is in this case a closed $k$-manifold $M \subset \mathbb{R}^{k+n}$ together with a trivialization of the normal bundle. A trivialization of a vector bundle is also called a framing of the bundle. Since the normal bundle $v$ is inverse to the tangent bundle $\tau$ we see that the tangent bundle is stably trivial and a framing $v \rightarrow n \varepsilon$ of the normal bundle induces $T M \oplus n \varepsilon \rightarrow T M \oplus \nu \rightarrow(n+k) \varepsilon$, a stable framing of $M$.

We denote by $\omega_{n}(k)$ the bordism set of a closed $n$-manifold with framing $T M \oplus k \varepsilon \rightarrow(n+k) \varepsilon$. The bordism relation is defined as follows. Let $W$ be a bordism between $M_{0}$ and $M_{1}$ and let $\Phi: T W \oplus(k-1) \varepsilon \rightarrow(n+k) \varepsilon$ be a framing. Let $\iota_{0}: T W \mid M_{o} \cong T M_{0} \oplus \varepsilon$ where the positive part of $\varepsilon$ corresponds to an inwards pointing vector. Similarly $\iota_{1}: T W \mid M_{1} \cong T M_{1} \oplus \varepsilon$ where now the positive part corresponds to an outwards pointing vector. We obtain a framing

$$
\varphi_{i}: T M_{i} \oplus \varepsilon \oplus(k-1) \varepsilon \rightarrow T W \mid M_{i} \oplus(k-1) \varepsilon \xrightarrow{\Phi}(n+k) \varepsilon
$$

of $M_{i}$. We say in this case: $(W, \Phi)$ is a framed bordism between $\left(M_{0}, \varphi_{0}\right)$ and $\left(M_{1}, \varphi_{1}\right)$.

The assignment $\left[M, \varphi_{\nu}\right] \rightarrow\left[M, \varphi_{\tau}\right]$ is a well-defined map $L\left(\mathbb{R}^{n+k}, k \varepsilon\right) \rightarrow$ $\omega_{n}(k)$. It is bijective for $k>n+1$.

In the Pontrjagin-Thom theorem it is not necessary to assume that $\xi$ is a smooth bundle over a closed manifold. In fact, $\xi$ can be an arbitrary bundle. In this case we have to define the Thom space in a different manner. Let $\xi$ have a Riemannian metric; then we have the unit disk bundle $D(\xi)$ and the unit sphere bundle $S(\xi)$. We define the Thom space now as the quotient space $M(\xi)=D(\xi) / S(\xi)$. A definition that does not use the Riemannian metric runs as follows. The multiplicative group $\mathbb{R}_{+}^{*}$ of positive real numbers acts on the subset $E^{0}(\xi)$ of non-zero vectors fibrewise by scalar multiplication. Let $S(\xi)$ be the orbit space with induced projection $s_{\xi}: S(\xi) \rightarrow B$. The mapping cylinder of $s_{\xi}$ is a space $d_{\xi}: D(\xi) \rightarrow B$ over $B$ and $M(\xi)$ is defined to be the (unpointed) mapping cone of $s_{\xi}$. From this definition we see that a bundle map $f: \xi \rightarrow \eta$ induces a pointed map $M(f): M(\xi) \rightarrow M(\eta)$. In the category of compactly generated spaces we have a canonical homeomorphism $M(\xi \times \eta) \cong M(\xi) \wedge M(\eta)$. If $\eta$ is the trivial one-dimensional bundle over a point, this homeomorphism amounts to $M(\xi \oplus \varepsilon) \cong M(\xi) \wedge S^{(1)}$ with $S^{(1)}=\mathbb{R} \cup\{\infty\}$.

We can now define as before $\xi$-submanifolds of $Q$ and $\xi$-bordisms. Also the Pontrjagin-Thom construction can be applied in this situation, and we obtain a well-defined map

$$
P=P_{\xi}: L(Q, \xi) \rightarrow\left[Q^{c}, M(\xi)\right]^{0} .
$$

These maps constitute a natural transformation between functors from the category of $n$-dimensional bundles and bundle maps.
(21.2.5) Theorem (Pontrjagin, Thom). The Pontrjagin-Thom map $P_{\xi}$ is for each bundle $\xi$ a bijection.

Proof. The proof is essentially a formal consequence of the special case (21.2.2), based on the general techniques developed so far.
(i) In the proof of (21.2.2) we used smooth bundles $\xi$. A bundle over a closed manifold $B$ is induced from a tautological bundle over some Grassmannian $G_{n}\left(\mathbb{R}^{N}\right)$ by some map $f$. The map $f$ is homotopic to a smooth map $g$ and the bundle induced by $g$ is therefore smooth and isomorphic to $\xi$. This fact allows us to work with arbitrary bundles in (21.2.2). The Pontrjagin-Thom construction itself does not use a smooth bundle map.
(ii) Suppose $i: X \rightarrow Y$ and $r: Y \rightarrow X$ are maps with $r i=$ id (a retraction). If $P$ is bijective for bundles over $Y$ and $\xi$ is a bundle over $X$, we pull back this bundle to $\eta=r^{*} \xi$. From the naturality of $P$ and the fact that $P_{\eta}$ is bijective, we conclude that $P_{\xi}$ is bijective.
(iii) Let $C$ be a compact smooth manifold with boundary. Let $B$ denote the double $D(C)$ of $C$. Then $C$ is a retract of $B$. Hence $P$ is bijective for bundles over $C$.
(iv) Let $X$ be a finite CW-complex. A finite CW-complex is a retract of some open set $U \subset \mathbb{R}^{m}$. Choose a proper smooth function $t: U \rightarrow \mathbb{R}_{+}$such that $t(X)=\{0\}$. Let $\zeta>0$ be a regular value of $t$. Then $X$ is a retract of the compact smooth manifold $t^{-1}[0, \zeta]$ with boundary. Therefore the theorem holds for bundles over finite CW-complexes.
(v) Suppose $\xi$ is a bundle over a CW-complex. By compactness of $Q^{c}$ we see that a map $Q^{c} \rightarrow M(\xi)$ has an image in the Thom space of the restriction of the bundle to a finite subcomplex. This shows, using (iv), that $P_{\xi}$ is surjective. An analogous argument shows the injectivity.
(vi) If $B$ is an arbitrary space we choose a CW-approximation $f: C \rightarrow B$ and let $\eta=f^{*} \xi$. One shows that the bundle map $\eta \rightarrow \xi$ induces a bijection $L(C, \xi) \rightarrow L(B, \eta)$. This is due to the fact that a bundle map $v \rightarrow \xi$ is up to homotopy the composition of a bundle map $v \rightarrow \eta$ with the bundle map $\eta \rightarrow \xi$ (manifolds have the homotopy type of a CW-complex), and homotopic bundle maps yield, via the Pontrjagin-Thom construction, homotopic maps. A similar argument shows that a bijective map $\left[Q^{c}, M(\eta)\right]^{0} \rightarrow\left[Q^{c}, M(\xi)\right]^{0}$ is induced.

## Problems

1. Work out the classification of the $\xi$-bordism classes in (21.2.3), thus completing the sketched proof of the Hopf degree theorem.
2. Give a proof of (21.2.4). The source of the map in question uses embedded manifolds, the range abstract manifolds. Thus one has to use the Whitney embedding theorem.
3. We use $\omega_{1}(k)$ to interpret the isomorphism $\pi_{k+1}\left(S^{k}\right) \cong \mathbb{Z} / 2$ for $k \geq 3$. Let $(A, \varphi)$ represent an element of $\omega_{1}(k)$. The manifold $A$ is a disjoint sum of manifolds $A_{j}$ diffeomorphic to $S^{1}$. Let $\varphi_{j}$ be the framing of $A_{j}$ induced by $\varphi$. We assign to $\left(A_{j}, \varphi\right)$ an element $d\left(A_{j}, \varphi_{j}\right) \in \mathbb{Z} / 2$. Let $h: A \rightarrow S^{1}$ be a diffeomorphism. We think of $S^{1}$ as boundary of $D^{2}$ and give $D^{2} \subset \mathbb{R}^{2}$ the standard framing. This induces a standard framing $\sigma$ of $T S^{1} \oplus \varepsilon$ in which $1 \in \varepsilon$ points outwards. This provides us with a framing

$$
\gamma: T A \oplus k \varepsilon \xrightarrow{T h \oplus \mathrm{id}} T S^{1} \oplus \varepsilon \xrightarrow{\sigma \oplus \mathrm{id}}(k+1) \varepsilon .
$$

If $A$ is framed by $\varphi$, then $\varphi: T A \oplus k \varepsilon \rightarrow(k+1) \varepsilon$ orients the bundle $T A$. We choose the diffeomorphism $h$ such that the composition with $\gamma$ is orientation preserving. The homotopy class of $\gamma$ is independent of the chosen $h$. The framing $\varphi$ differs from the standard framing by a map

$$
A \rightarrow \mathrm{GL}_{k+1}^{+}(\mathbb{R}) \simeq \mathrm{SO}(k+1)
$$

Composed with $h^{-1}$ we obtain a well-defined element in

$$
\left[S^{1}, \mathrm{SO}(k+1)\right] \cong \pi_{1} \mathrm{SO}(k+1) \cong \mathbb{Z} / 2, \quad k \geq 2
$$

denoted by $d(A, \varphi) \in \mathbb{Z} / 2$. If $A$ consists of the components $\left(A_{j} \mid j \in J\right)$ we set $d(A, \varphi)=$ $\sum_{j} d\left(A_{j}, \varphi_{j}\right)$.

Show that $(A, \varphi) \mapsto d(A, \varphi)$ induces for $k \geq 2$ a well-defined isomorphism $d: \omega_{1}(k) \rightarrow$ $\mathbb{Z} / 2$.
4. Give a similar interpretation of $\pi_{3}\left(S^{2}\right) \cong \mathbb{Z}$. The difference to the case of the previous problem is due to $\pi_{1} \mathrm{SO}(2) \cong \mathbb{Z}$.

### 21.3 Bordism and Thom Spectra

The theorem of Pontrjagin-Thom allows us to describe the bordism group $N_{n}(X)$ as a homotopy group.

Let $\gamma_{n}: E\left(\gamma_{n}\right) \rightarrow B O(n)$ be a universal $n$-dimensional real vector bundle and $M \mathrm{O}(n)=M\left(\gamma_{n}\right)$ its Thom space. A classifying map $\gamma_{n} \oplus \varepsilon \rightarrow \gamma_{n+1}$ induces a pointed map $e_{n}: \Sigma M\left(\gamma_{n}\right) \cong M\left(\gamma_{n} \oplus \varepsilon\right) \rightarrow M\left(\gamma_{n+1}\right)$. The Thom spectrum $M \mathrm{O}$ consists of the family $\left(M \mathrm{O}(n), e_{n}\right)$. The associated homology and cohomology groups of a pointed space $Y$ are denoted $M \mathrm{O}_{n}(Y)$ and $M \mathrm{O}^{n}(Y)$.
(21.3.1) Theorem. There exists a natural isomorphism

$$
T(X): N_{n}(X) \cong M \mathrm{O}_{n}\left(X^{+}\right)
$$

We will see that the isomorphism $T(X)$ is obtained by a stable version of the Pontrjagin-Thom construction.

For each space $X$ we denote by $\xi_{m}(X)$ the product bundle $\mathrm{id}_{X} \times \gamma_{m}$. We define a map

$$
\Pi_{k}(X): L\left(\mathbb{R}^{n+k}, \xi_{k}(X)\right) \rightarrow N_{n}(X)
$$

Let $[M, F]$ be an $n$-dimensional $\xi_{k}(X)$-submanifold of $\mathbb{R}^{n+k}$. The first component $F_{1}$ of the $\xi_{k}(X)$-structure $F=\left(F_{1}, F_{2}\right): E\left(v_{M}\right) \rightarrow X \times E(\gamma)$ gives us the element $\Pi_{k}(X)[M, F]=\left[M, F_{1}\right] \in N_{n}(X)$. It is obvious that we obtain a well-defined map $\Pi_{k}$. There is a kind of suspension map

$$
\sigma: L\left(\mathbb{R}^{n+k}, \xi_{k}(X)\right) \rightarrow L\left(\mathbb{R}^{n+k+1}, \xi_{k+1}(X)\right)
$$

For $[M, F]$ consider $M^{\prime}=M \times\{0\} \subset \mathbb{R}^{n+k} \times\{0\} \subset \mathbb{R}^{n+k+1}$. The normal bundle of $M^{\prime}$ is $E\left(\nu_{M}\right) \oplus \varepsilon$. We compose $E\left(\nu_{M}\right) \oplus \varepsilon \rightarrow E\left(\gamma_{k}\right) \oplus \varepsilon$ with the classifying map $E\left(\gamma_{k}\right) \oplus \varepsilon \rightarrow E\left(\gamma_{k+1}\right)$. From $F$ we thus obtain a new structure $F^{\prime}=\left(F_{1}, F_{2}^{\prime}\right): E\left(v_{M^{\prime}}\right) \rightarrow X \times E\left(\gamma_{k+1}\right)$. We set $\sigma[M, F]=\left[M^{\prime}, F^{\prime}\right]$. The commutativity $\Pi_{k+1} \sigma=\Pi_{k}$ holds. Let $L_{n}(X)$ denote the colimit over the maps $\sigma: L\left(\mathbb{R}^{n+k}, \xi_{k}(X)\right) \rightarrow L\left(\mathbb{R}^{n+k+1}, \xi_{k+1}(X)\right)$. Altogether we obtain $\Pi(X): L_{n}(X) \rightarrow N_{n}(X)$.
(21.3.2) Proposition. The map $\Pi(X): L_{n}(X) \rightarrow N_{n}(X)$ is bijective.

Proof. Surjective. Let $[M, f] \in N_{n}(X)$ be given. We can assume $M \subset \mathbb{R}^{n+k}$ for some $k$, by the Whitney embedding theorem. Let $\kappa_{M}: \nu_{M} \rightarrow \gamma_{k}$ be a classifying map of the normal bundle. Then we have the $\xi_{k}(X)$-structure $F=\left(f \circ \nu_{M}, \kappa_{M}\right)$, and $\Pi_{k}(X)[M, F]=[M, f]$ holds by construction.

Injective. Suppose $\left[M_{0}, F_{0}\right]$ and $\left[M_{1}, F_{1}\right]$ have the same image under $\Pi(X)$. We can assume that $M_{j} \subset \mathbb{R}^{n+k}$ for a suitable $k$. There exists a bordism $B$ with $\partial B=M_{0}+M_{1}$ and an extension $f: B \rightarrow X$ of $\left\langle f_{0}, f_{1}\right\rangle$ where $f_{j}$ is the first component of $F_{j}$. There exists an embedding $B \subset \mathbb{R}^{n+k+t} \times[0,1]$ such that

$$
\begin{aligned}
B \cap\left(\mathbb{R}^{n+k} \times \mathbb{R}^{t} \times[0,1 / 3[)\right. & =M_{0} \times 0 \times[0,1 / 3[, \\
\left.\left.B \cap\left(\mathbb{R}^{n+k} \times \mathbb{R}^{t} \times\right] 2 / 3,1\right]\right) & \left.\left.=M_{1} \times 0 \times\right] 2 / 3,1\right] .
\end{aligned}
$$

By use of collars we can find a bordism $B$ such that

$$
\varphi: C=M_{0} \times[0,1 / 2[+] 1 / 2,1] \subset B
$$

and $\partial B=M_{0} \times 0+M_{1} \times 1$. We embed $C \rightarrow \mathbb{R}^{n+k} \times \mathbb{R}^{t} \times[0,1],(m, s) \mapsto(m, 0, s)$. Then we choose a continuous function $\Phi: B \rightarrow \mathbb{R}^{n+k+t} \times[0,1]$ such that $\Phi$ extends $\varphi$ on $D=M_{0} \times[0, \eta]+M_{1} \times[1-\eta, 1]$ for some $1 / 3<\eta<1 / 2$ and such that $\Phi(B \backslash D)$ is contained in $\left.\mathbb{R}^{n+k+t} \times\right] 1 / 3,2 / 3[$ (Tietze extension theorem). Suppose $k+t>n+1$. We now approximate $\Phi$ by an embedding $J: B \rightarrow \mathbb{R}^{n+k+t} \times[0,1]$ such that $\left.J(B \backslash D) \subset \mathbb{R}^{n+k+t} \times\right] 1 / 3,2 / 3[$ and such that $J$ equals $\varphi$ on $M_{0} \times\left[0,1 / 3\left[+M_{1} \times\right] 2 / 3,1\right]$.

The bundle maps $\nu_{M_{j}} \rightarrow \gamma_{k}$ yield bundle maps $\nu_{M_{j}} \oplus t \varepsilon \rightarrow \gamma_{k+t}$. Since these classifying maps are unique up to homotopy and since $\partial B \subset B$ is a cofibration, we can extend these maps to a bundle map $\nu_{B} \rightarrow \gamma_{k+t}$. We thus see that the $\left[M_{j}, F_{j}\right] \in L\left(\mathbb{R}^{n+k+t}, \xi_{k}(X)\right)$ have the same image in $L\left(\mathbb{R}^{n+k+t}, \xi_{k+t}(X)\right)$.

The Pontrjagin-Thom maps

$$
P: L\left(\mathbb{R}^{n+k}, \xi_{k}(X)\right) \rightarrow\left[S^{n+k}, M\left(\xi_{k}(X)\right)\right]^{0} \cong \pi_{n+k}\left(X^{+} \wedge M \mathrm{O}(k)\right)
$$

are compatible with suspension $P \circ \sigma=\sigma \circ P$. We obtain a bijection of the colimits $P: L_{n}(X) \cong M \mathrm{O}_{n}\left(X^{+}\right)$and hence a natural bijection

$$
T=P \circ \Pi^{-1}: N_{n}(X) \cong M \mathrm{O}_{n}\left(X^{+}\right)
$$

It remains to verify that $T$ is a homomorphism. Let $\left[M_{i}, f_{i}\right] \in N_{n}(X)$ be given. Choose embeddings

$$
M_{1} \subset A_{1}=\left\{x \mid x_{n+k}>0\right\} \subset \mathbb{R}^{n+k}, \quad M_{2} \subset A_{2}=\left\{x \mid x_{n+k}<0\right\} \subset \mathbb{R}^{n+k}
$$

and choose tubular neighbourhoods $U_{i} \subset A_{i}$ of $M_{i}$. The Pontrjagin-Thom construction applied to $M_{1}+M_{2}$ yields a map which factors over the comultiplication $S^{n+k} \rightarrow S^{n+k} \vee S^{n+k}$. The restrictions to the summands are representatives of $P\left[M_{i}, f_{i}\right]$.

For more details on bordism homology and cohomology theories see [37], [181], [160], [28].

## Problems

1. Given $f_{0}, f_{1}: Q^{c} \rightarrow M(\xi)$. Let $U \subset M(\xi)$ be an open neighbourhood of $B$. Suppose $V=f_{0}^{-1}(U)=f_{1}^{-1}(U)$ and $f_{0}\left|V=f_{1}\right| V$. Then $f_{0}$ and $f_{1}$ are pointed homotopic.

### 21.4 Oriented Bordism

The oriented bordism homology theory is isomorphic to the spectral homology theory of the Thom spectrum $M S O=\left(M \mathrm{SO}(n), e_{n}\right)$ where $M \mathrm{SO}(n)$ is the Thom space of the universal $n$-dimensional orientable vector bundle over $B \mathrm{SO}(n)$. The isomorphism

$$
\Omega_{n}(X) \cong M \operatorname{SO}_{n}\left(X^{+}\right)
$$

is established as in the case of unoriented bordism. The Pontrjagin-Thom construction uses in this case an orientation of the normal bundle. An embedding $M^{n} \subset \mathbb{R}^{n+k}$ induces a canonical isomorphism $\tau(M) \oplus \nu(M) \cong(n+k) \varepsilon$ in which the normal bundle $\nu(M)$ is the orthogonal complement of the tangent bundle. An orientation of $\tau(M)$ induces an orientation of $v(M)$ such that fibrewise $\tau_{x}(M) \oplus \nu_{x}(M) \cong \mathbb{R}^{n+k}$ is orientation preserving.
(21.4.1) Lemma. $M \operatorname{SO}(k)$ is $(k-1)$-connected.

Proof. The canonical map $s: B \mathrm{SO}(k-1) \rightarrow B \mathrm{SO}(k)$ can be taken as the sphere bundle of the universal oriented $k$-dimensional bundle. From the homotopy sequence of this fibration we see that $s$ is $(k-1)$-connected. The homotopy sequence of $s$ is isomorphic to the sequence of the pair ( $D_{k}, S_{k}$ ) of the universal (disk,sphere)-bundle over $B \mathrm{SO}(k)$. Hence $\left(D_{k}, S_{k}\right)$ is $(k-1)$-connected. Since $B \mathrm{SO}(k)$ is simply connected, we can apply (6.10.2) and see that $\pi_{j}\left(D_{k}, S_{k}\right) \rightarrow$ $\pi_{j}\left(D_{k} / S_{k}\right)=\pi_{j}(M \mathrm{SO}(k))$ is an isomorphism for $j \leq k-1$.

The suspension isomorphism $\pi_{n+k}(M \mathrm{SO}(k)) \rightarrow \pi_{n+k+1}(\Sigma M \mathrm{SO}(k))$ is an isomorphism for $k \geq n+2$, since $M \mathrm{SO}(k)$ is $(k-1)$-connected (see (6.10.4)). The spectral map $\pi_{j}(\Sigma M \mathrm{SO}(k)) \rightarrow \pi_{j}(M \mathrm{SO}(k+1))$ is an isomorphism for $j \leq 2 k-1$. In order to see this, we use the Whitehead theorem (20.1.4): The spaces in question are simply connected. Thus it suffices to see that we have a homology isomorphism in the same range.


The map $B \mathrm{SO}(k) \rightarrow B \mathrm{SO}(k+1)$ is $(k-1)$-connected, hence the vertical maps are isomorphisms for $j-k \leq k-1$. These arguments show that we need
not pass to the colimit, $\operatorname{colim}_{k} \pi_{n+k} M \operatorname{SO}(k)$; we already have an isomorphism $\Omega_{n} \cong \pi_{n+k} M \mathrm{SO}(k)$ for $k \geq n+2$. (The geometric reason for this stability result is the strong form of the Whitney embedding theorem which we had not used in (21.3.1).)

The assignment $[M] \mapsto\left(\kappa_{M}\right)_{*}[M] \in H_{n}(B \mathrm{SO} ; \mathbb{Q})$ of Section 19.8 induces a ring homomorphism $\Omega_{*} \rightarrow H_{*}(B \mathrm{SO} ; \mathbb{Q})$ which we extend to a homomorphism of $\mathbb{Q}$-algebras $\tau_{*}: \Omega_{*} \otimes \mathbb{Q} \rightarrow H_{*}(B S O ; \mathbb{Q})$. We can define in a similar manner a homomorphism $v_{*}: \Omega_{*} \otimes \mathbb{Q} \rightarrow H_{*}(B \mathrm{SO} ; \mathbb{Q})$ if we use classifying maps of stable normal bundles.
(21.4.2) Theorem. The homomorphisms

$$
\nu_{*}: \Omega_{*} \otimes \mathbb{Q} \rightarrow H_{*}(B \mathrm{SO} ; \mathbb{Q}) \text { and } \quad \tau_{*}: \Omega_{*} \otimes \mathbb{Q} \rightarrow H_{*}(B \mathrm{SO} ; \mathbb{Q})
$$

are isomorphisms of graded algebras.
Proof. Lemma (21.4.1) and (20.8.3) imply that the Hurewicz homomorphism

$$
\pi_{r}(M \mathrm{SO}(k)) \rightarrow H_{k}(M \mathrm{SO}(k))
$$

has for $r<2 k-1$ both a finite kernel and a finite cokernel; hence it induces an isomorphism $\pi_{r}(M \mathrm{SO}(k)) \otimes \mathbb{Q} \rightarrow H_{r}(M \mathrm{SO}(k) ; \mathbb{Q})$ in this range. We also have the homological Thom isomorphism $H_{r}(M \operatorname{SO}(k) ; \mathbb{Q}) \cong H_{r-k}(B \operatorname{SO}(k) ; \mathbb{Q})$. The previous considerations now show that we have an isomorphism $\Omega_{n} \otimes \mathbb{Q} \cong$ $H_{n}(B \mathrm{SO}(k) ; \mathbb{Q})$. The computation of $H_{n}(B \mathrm{SO}(k) ; \mathbb{Q}) \cong H_{n}(B \mathrm{SO} ; \mathbb{Q})$ for $k \geq$ $n+2$ shows that the $\mathbb{Q}$-vector space $\Omega_{4 n} \otimes \mathbb{Q}$ has dimension $\pi(n)$, the number of partitions of $n$. From our computation of $\tau_{*}\left(\mathbb{C} P^{2 a}\right)$ we see that $\tau_{*}: \Omega_{4 n} \otimes \mathbb{Q} \rightarrow$ $H_{4 n}(B S O ; \mathbb{Q})$ is a surjective map between vector spaces of the same dimension, hence an isomorphism.

The homomorphism $\nu_{*}$ is obtained from $\tau_{*}$ by composition with the antipode $\iota$ of the Hopf algebra $H_{*}(B \mathrm{SO} ; \mathbb{Q})$. It is determined by the formal relation

$$
\left(1+q_{1}+q_{2}+\cdots\right)\left(1+\iota\left(q_{1}\right)+\iota\left(q_{2}\right)+\cdots\right)=1
$$

which expresses the relation between the Pontrjagin classes of a bundle and its inverse.

Together with our previous computations (19.8.4) we obtain:
(21.4.3) Theorem. The algebra $\Omega_{*} \otimes \mathbb{Q}$ is a polynomial $\mathbb{Q}$-algebra in the generators $\left[\mathbb{C} P^{2 n}\right], n \in \mathbb{N}$.

We now collect various results and prove the Hirzebruch signature theorem.
(21.4.4) Theorem. The signature $\sigma(M)$ of an oriented closed $4 n$-manifold is obtained by evaluating the Hirzebruch polynomial $L_{n}$ in the Pontrjagin classes of $M$ on the fundamental class.

Proof. From (18.7.3) and (18.7.7) we see that $M \mapsto \sigma(M)$ induces a ring homomorphism $\Omega_{*} \rightarrow \mathbb{Z}$. We extend it to a homomorphism of $\mathbb{Q}$-algebras $\sigma: \Omega_{*} \rightarrow \mathbb{Q}$. Via the isomorphism $\tau_{*}$ of Theorem (21.4.2) it corresponds to a homomorphism $s: H_{*}(B S O ; \mathbb{Q}) \rightarrow \mathbb{Q}$ such that $\sigma=s \circ \tau_{*}$. The homomorphism $s$ was used at the end of Section 19.8 to determine polynomials $L_{n} \in H^{4 n}(B S O ; \mathbb{Q})$ in the Pontrjagin classes such that $\left\langle L_{n}(p),[M]\right\rangle=\sigma(M)$.

## Problems

1. It is not necessary to use the computation of $\tau_{*}\left(\mathbb{C} P^{2 a}\right)$ in the proof of (21.4.2). The reader is asked to check that the diagram

commutes (at least up to sign if one does not care about specific orientations). $P$ is the Pontrjagin-Thom map, $h$ is the Hurewicz homomorphism, $t \cap$ is the homological Thom isomorphism, the bottom map is induced by the stabilization.
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## Symbols

## Numbers

| $\mathbb{N}$ | natural numbers $\{1,2,3, \ldots\}$ |
| :--- | :--- |
| $\mathbb{N}_{0}$ | $\mathbb{N} \cup\{0\}$ |
| $\mathbb{Z}$ | integers $\{0, \pm 1, \pm 2, \ldots\}$ |
| $\mathbb{Q}$ | rational numbers |
| $\mathbb{R}, \mathbb{R}_{+}, \mathbb{R}_{-}$ | real numbers, non-negative, non-positive |
| $\mathbb{C}$ | complex numbers |
| $\mathbb{C}^{*}$ | $\mathbb{C} \backslash 0$, non-zero numbers |
| $\mathbb{H}$ | quaternions |
| $\mathbb{Z} / m=\mathbb{Z} / m \mathbb{Z}$ | integers modulo $m$ |
| $\mathbb{F}_{q}$ | field with $q$ elements |

## Categories

| TOP | category of topological spaces and continuous maps |
| :--- | :--- |
| $\mathrm{TOP}^{0}$ | pointed spaces and pointed maps |
| $\mathrm{TOP}^{K}$ | spaces under the space $K$ |
| $\mathrm{TOP}_{B}$ | spaces over the space $B$ |
| $\mathrm{TOP}(2)$ | pairs $(X, A)$ of a space $X$ and a subspace $A$ <br> $G-\mathrm{TOP}$ |
| $\mathrm{COV}_{B}$ | spaces with an action of the topological group $G$ |
| covering spaces of the space $B$ |  |

$[\ell, \mathscr{D}] \quad$ category of functors $\varphi \rightarrow \mathscr{D}$ and natural transformations
TRA $_{B} \quad$ transport category $[\Pi(B), \mathrm{SET}]$
Ker, $\mathrm{Ke} \quad$ kernel
Coker, Ko cokernel
Im image
id, 1 identity
pr projection onto a factor of a product
$\left(f_{j}\right) \quad$ map into a product with components $f_{j}$
$\left\langle f_{j}\right\rangle \quad$ map from a sum with components $f_{j}$

## Spaces

| $\mathbb{R}^{n}$ | Euclidean $n$-space |
| :--- | :--- |
| $S^{n}$ | unit sphere in $\mathbb{R}^{n+1}$ |
| $D^{n}$ | unit disk in $\mathbb{R}^{n}$ |
| $E^{n}$ | $D^{n} \backslash S^{n-1}$ unit cell |
| $I=[0,1]$ | unit interval |
| $I^{n}$ | $n$-fold Cartesian product $I \times I \times \cdots \times I$ |
| $\partial I^{n}$ | combinatorial boundary of $I^{n}$ |
| $S(n)$ | $I^{n} / \partial I^{n}$ |
| $S^{(n)}$ | $\mathbb{R}^{n} \cup\{\infty\}$ |
| $\Delta^{n}=\Delta[n]$ | $n$-dimensional standard simplex |
| $\partial \Delta^{n}$ | combinatorial boundary of $\Delta^{n}$ |
| $\mathbb{R} P^{n}$ | $n$-dimensional real projective space |
| $\mathbb{C} P^{n}$ | $n$-dimensional complex projective space |
| $V_{k}\left(\mathbb{F}^{n}\right)$ | Stiefel manifold of orthonormal $k$-frames in $\mathbb{F}^{n}$ |
| $G_{k}\left(\mathbb{F}^{n}\right)$ | Grassmann manifold of $k$-dimensional subspaces of $\mathbb{F}^{n}$ |
| $E G$ | universal free $G$-space |
| $B G$ | classifying space of the topological group $G$ |
| $E / G, G \backslash E$ | orbit space of a $G$-action on $E$ |
| $E \times{ }_{G} F$ | balanced product |
| $X^{H}$ | $H$-fixed point set |
| $K(\pi, n)$ | Eilenberg-Mac Lane space of type $(\pi, n)$ |


| $X / A$ | $X$ with $A \subset X$ identified to a point |
| :--- | :--- |
| $X^{+}$ | $X$ with additional base point |
| Groups |  |
| $\mathrm{GL}_{n}(\mathbb{F})$ | group of $(n, n)$-matrices with entries in $\mathbb{F}=\mathbb{R}, \mathbb{C}, \mathbb{H}$ |
| $\mathrm{O}(n)$ | group of orthogonal matrices in $\mathrm{GL}_{n}(\mathbb{R})$ |
| $\mathrm{SO}(n)$ | matrices of determinant 1 in $\mathrm{O}(n)$ |
| $\mathrm{U}(n)$ | group of unitary matrices in $\mathrm{GL}_{n}(\mathbb{C})$ |
| $\mathrm{SU}(n)$ | matrices of determinant 1 in $\mathrm{U}(n)$ |
| $S^{1}$ | complex numbers of modulus 1 <br> $\mathrm{Spin}(n)$ |
| $\mathrm{Sp}(n)$ | spinor group, double covering of $\mathrm{SO}(n)$ |
| $S_{n}$ | symmetric group |

## Relations

| $\square$ | end of proof |
| :---: | :---: |
| $\diamond$ | end of numbered item |
| - | difference set |
| $\checkmark$ | cup product |
| $\bigcirc$ | cap product |
| $\sim$ | equivalent (equivalence relation) |
| $\simeq$ | homotopy-equivalent, homotopic |
| $\cong$ | isomorphic, homeomorphic, diffeomorphic |
| $\oplus$ | direct sum |
| $\otimes$ | tensor product |
| $\checkmark$ | pointed sum (bouquet) |
| $\star$ | join |
| $\wedge$ | smash product |
| * | induced morphism, general index, base point, free product of groups |
| +, ப | topological sum |
| $\\|x\\|$ | Euclidean norm of $x$ |

$|z|$
$|X|$

## Modules

| $\lim$ | limit (inverse limit) |
| :--- | :--- |
| colim | colimit (direct limit) |
| $\lim ^{1}$ | derived functor of lim |
| Tor | torsion product, left derived of Hom |
| ${\operatorname{Ext}, \operatorname{Ext}_{\Lambda}^{n}(A, B)}^{\text {module of extensions, right derived of Hom }}$ |  |

## Bundles

$E(\xi), E^{0}(\xi)$
TM
$K(X)=K_{\mathbb{C}}(X)=K \mathrm{U}(X)$
$K \mathrm{O}(X)=K_{\mathbb{R}}(X)$
$\varepsilon, n \varepsilon$
$M(\xi)$
$M \mathrm{O}(n), M \mathrm{SO}(n)$
$c_{i}(\xi), w_{i}(\xi), p_{i}(\xi)$

## Homotopy

C $X$
$\Sigma X$
$Z(f)$
$Z(f, g)$
$C(f)$
$C(X, A)$
$H^{-}$
$K * L$
[ $X, Y$ ]
$[X, Y]^{0}$
$[X, Y]^{K},[X, Y]_{B}$
absolute value of complex number $z$ cardinality of $X$
module of extensions, right derived of Hom
total space of vector bundle, without zero section tangent bundle of the manifold $M$

Grothendieck ring of complex vector bundles Grothendieck ring of real vector bundles trivial bundle, of dimension $n$

Thom space of the bundle $\xi$
Thom space of the universal $n$-dimensional (oriented) bundle
$i$-th Chern, Stiefel-Whitney, Pontrjagin class
(pointed) cone on $X$
suspension of $X$
(pointed) mapping cylinder of $f$
double mapping cylinder
mapping cone of $f$
mapping cone of $A \subset X$
inverse of the homotopy $H$
product (concatenation) of homotopies $K, L$
homotopy classes of maps $X \rightarrow Y$
pointed homotopy classes
homotopy classes under $K$, over $B$

| $\Pi(X)$ | fundamental groupoid of $X$ |
| :--- | :--- |
| $\Pi(X, Y)$ | homotopy groupoid |
| $\pi_{n}(X, A, *)$ | $n$-homotopy group of the pointed pair $(X, A, *)$ |
| $X^{Y}=F(X, Y)$ | space of maps $X \rightarrow Y$ with compact-open topology |
| $\Omega X$ | loop space of $X$ |
| hocolim | homotopy colimit |
| $N(U)$ | nerve of the covering $U$ |
| $B(U)$ | geometric realization of the nerve |

## Co-Homology

$S_{q}(X)$
$S_{\bullet}(X, A)$
$H_{q}(X, A ; G)$
$H^{q}(X, A ; G)$
$\left[v_{0}, \ldots, v_{q}\right]$
$h_{*}, h^{*}$
$\tilde{h}_{*}, \tilde{h}^{*}$
д
$\delta$
$\chi(X)$
$N_{*}(X)$
$\Omega_{*}(X)$
$M \mathrm{O}_{k}(X), M \mathrm{SO}_{k}(X)$
singular $q$-chains
singular chain complex of ( $X, A$ )
ordinary homology with coefficients in $G$
ordinary cohomology with coefficients in $G$
affine simplex with vertices $v_{j}$
general homology, cohomology; or its
coefficient groups
reduced homology, cohomology
boundary operator
coboundary operator
Euler characteristic of $X$
unoriented bordism
oriented bordism
unoriented, oriented bordism via Thom spectra

## Index

accumulation value, 4
action
diagonal, 17
effective, 17
free, 17
left, 17
proper, 329
properly discontinuous, 64
right, 17
transitive, 17
trivial, 17
weakly proper, 329
acyclic, 287, 498
additive invariant, 309
additivity axiom, 245
adjoint map, 38
adjunction space, 7
affinely independent, 198
Alexander duality, 446
Alexander-Whitney map, 240
Alexander-Whitney morphism, 241
algebra, 482
dual, 483
antipodal involution, 21
antipode, 484
approximation of the diagonal, 240
Alexander-Whitney, 240
atlas, 358
orienting, 336, 372
attaching a space, 7
attaching map, 203
barycenter, 231
barycentric coordinates, 198
barycentric subdivision, 197
base change, 117
base point, 31
nondegenerate, 102
base space, 32
basis of a topology, 2
Bernoulli numbers, 493
Betti number, 310
bi-degree, 260
bialgebra, 484
Bockstein operator, 419
bordant
orientable, 403
bordism, 521, 524
oriented, 526
Borsuk-Ulam theorem, 436
boundary, 2, 283
boundary operator, $123,224,245,266$, 283, 284
boundary relation, 224
bouquet, 31
Brouwer Fixed Point Theorem, 137
bundle, 62
associated, 334
framing, 532
induced, 331, 337
numerable, 342
principal, 328
projective, 471
universal, 344
bundle atlas, 336
bundle chart, 62,336
bundle isomorphism, 331
bundle map, 331, 336
bundle morphism, 336
canonical complex line bundle, 340
cap product, 438
category
topological, 334
2-category, 60
1-morphism, 61

2-morphism, 61
horizontal composition, 61
vertical composition, 61
cell, 203
attaching, 203, 204
$k$-dimensional, 199
cellular chains, 302
cellular approximation theorem, 210
cellular chain complex, 302
chain, 283
singular, 224
with coefficients, 237
chain complex, 283
acyclic, 287
cellular, 302
contractible, 287
exact sequence, 284
singular, 224
chain equivalence, 285
chain homotopic, 285
chain homotopy, 285
chain map, 283
characteristic class, 474
stable, 474
characteristic map, 199
characteristic subgroup, 75
chart, 358,369
adapted, 337, 359, 366, 370
centered at a point, 358
$C^{k}$-related, 358
domain, 358
positive, 336, 372, 400
positively related, 372
Chern class, 474
total, 474
chromatic number, 264
classification II, 75
classifying map, 344
stable, 356
classifying space, 344
closed simplex, 198
closure, 2
clutching datum, 9
coalgebra, 483
dual, 483
cobase change, 104
coboundary, 285
coboundary operator, 285, 406
cochain, 285
cochain complex, 285
cocycle, 285
codimension, 359
coefficient groups, 245, 406
cofibration, 102
homotopy theorem, 106
induced, 104
cofibre, 111
cofibre sequence, 95
cogroup, 91
coherent, 445
cohomology
additive, 180
$\mathbb{C}$-oriented, 467
for pointed spaces, 180
limits, 408
$\mathbb{R}$-oriented, 467
singular, 417
cohomology group, 406
cohomology module, 285
cohomology theory, 405
additive, 406
multiplicative, 409
suspension, 406
cohomotopy group, 181
coincidence set, 11
colimit, 12
colimit topology, 10
collar, 382
commutation rule, 61,88
commutator group, 227
comonoid, 90
compact, 11
locally, 12
compact-open topology, 37
compactification, 12
Alexandroff, 12
one-point, 12
point at infinity, 12
compactly generated, 187
complex
Whitehead, 199
complex structure, 342
component, 27
compressible, 143
comultiplication, 91
cone, 92, 107
cone construction, 228
connected sum, 390
connecting morphism, 280
connectivity
$\infty$-connected, 143
$n$-connected, 143
continuous, 2
contractible, 28, 287
contraction, 28
convergence
uniform, 4
convex, 29
convolution, 484
coordinate change, 358
copairing, 491
covering, 11
closed, 11
countable, 11
$\varepsilon$-covering, 140
finite, 11
locally finite, 11
n-connective, 214
nerve, 197
null homotopic, 325
numerable, 318
numeration, 318
open, 11
order, 140
point-finite, 11
refinement, 11
shrinking, 15
universal, 66
covering dimension, 140
covering space, 63
associated, 65
characteristic subgroup, 75
classification I, 70
classification II, 75
classification III, 78
deck transformation, 65
path lifting, 69
principal, 64, 329
regular, 75
transport functor, 67
trivial, 63
universal, 78
cup product, 409
CW-approximation, 215
CW-complex, 205
cellular dimension, 205
finite, 205
relative, 205
skeleton, 205
CW-decomposition, 205
CW-space, 205
cycle, 283
cylinder, 92
deck transformation, 65
decomposable, 253
decomposition of a space, 27
deformation retract, 32
degree, 49, 136
bordism invariance, 403
homological, 257
local, 259
modulo 2, 401
diagonal action, 17
diameter, 4
diffeomorphism, 359
differential, 283, 362
differential structure, 359
dimension axiom, 245, 406
directed set, 4
distance, 3, 4
divided powers, 427
division algebra, 518
domination, 215
double mapping cylinder, 84
duality, 175
coevaluation, 175
evaluation, 175
duality pairing, 442
duality theorem, 446
edge, 197
Eilenberg subcomplex, 235
Eilenberg-Mac Lane morphism, 240
Eilenberg-Mac Lane space, 217
polarized, 218
product, 220
rational cohomology, 513
Eilenberg-Mac Lane spectrum, 221
Eilenberg-Zilber morphism, 238
elementary surgery, 390
embedding, 5
smooth, 359
universal property, 5
ENR, 448
equivariant, 17
Euclidean neighbourhood retract, 176, 448
Euclidean space
with two origins, 80
Euler characteristic, 179, 310
combinatorial, 308
relative homological, 310
Euler class, 431, 464
evaluation, 37
on the fundamental class, 457
evenly covered, 63
exact homology sequence, 225
exact sequence, 68
exact sequence of a triple, 225
excision map, 133
excision property, 525
excisive, 166, 239, 265, 407
extension, 101
initial condition, 101
extension of modules, 294
external product, 413
face, 197
fibration, 66
homotopy theorem, 118
Hurewicz, 115
induced, 117
Serre, 115
fibration theorem, 505
fibre, 32
typical, 63
fibre bundle, 62
fibre sequence, 99
fibre transport, 118
fibrewise, 32
final, 4
five lemma, 278, 282
$\bmod \varphi, 505$
fixed point set, 17
flag bundle, 477
flag space, 477
formal group law, 485
free group, 53
free product, 53
free resolution, 292
fundamental class, 399, 402, 445
fundamental group, 42
fundamental groupoid, 42
fundamental lemma, 287

Gauss map, 352
genus, 312
geometric realization, 198, 321
graded module, 283
graph, 197, 264
chromatic number, 264
colouring, 264
Grassmann manifold, 23, 362
Grothendieck ring, 356
group
discrete, 15
free, 53
general linear, 16
normalizer, 21
orthogonal, 16
special linear, 16
special orthogonal, 16
special unitary, 16
topological, 15
topological subgroup, 16
torus, 16
unitary, 16
Weyl, 21
group algebra, 486
group object, 90
group-like, 486
groupoid, 42
topological, 335
Gysin sequence, 431
h-fibration, 118
half-space, 369
Hausdorff space, 3
h-coexact, 92
h-cofibration, 118
HEP, 101
h-equivalence, 28
h-exact, 97
hexagon lemma, 277
Hirzebruch $L$-polynomials, 494
HLP, 66, 115
homeomorphism, 2
homogeneous space, 18
homological orientation, 444, 445
homologous, 283
homology
additive, 180
additivity axiom, 245
coefficient groups, 245
dimension axiom, 245
for pointed spaces, 179
group, 283
integral, rational, $\bmod (p), 237$
module, 283
homology product, 242
homology group, 283
local, 392
reduced, 252
relative, 225
singular, 224
homology module, 283
homology theory, 244
one-space, 528
homotopic, 27
homotopy, 27, 38
constant, 28
equivariant, 17
G-homotopy, 17
inverse, 28
linear, 29
product, 28
relative, 28
homotopy category, 28
homotopy class, 28
homotopy cocartesian, 85
homotopy colimit, 270
homotopy equivalence, 28
weak, 144
homotopy equivalent, 28
homotopy extension property, 101
homotopy fibre, 120
homotopy functor, 215
homotopy inverse, 28
homotopy lifting property $=$ HLP, 66
homotopy pushout, 85
homotopy type, 28
Hopf algebra, 484
primitive element, 485
duality, 485
group-like element, 486
pairing, 485
Hopf fibration, 332
Hopf invariant, 517
Hopf space, 90
H-space, 90
Hurewicz fibration, 115
Hurewicz homomorphism, 496
identification, 6
immersion, 363
incidence number, 301
index, 463
initial condition, 115
interior, 2
interior point, 2
Invariance of dimension, 252
Invariance of domain, 251
invariant scalar product, 19
involution
antipodal, 21
isotropy group, 17
join, 86, 345
Jordan curve, 250
Künneth formula, 298
homology, 242
Kernel-Cokernel Lemma, 281
Klein bottle, 58
Kneser graph, 264
Kronecker pairing, 418
k-space, 187
Lebesgue lemma, 47
Lebesgue number, 47
Lefschetz fixed point index, 179
left action, 17
left translation, 15, 17
lens space, 368
Lie group, 361
lifting, 50, 63, 101
initial condition, 50, 66
linking number, 404
local coordinate system, 358
local degree, 259
local parametrization, 358
local section, 332, 364
locally Euclidean, 358
locally finite, 318
locally trivial, 62, 332
loop, 42
loop space, 89
manifold, 358
boundary, 369
closed, 369
double, 391
interior, 369
orientable, 372
product, 359
smooth, 359
Stiefel, 365
manifold with boundary, 369
map
antipodal, 261
attaching, 203, 204
cellular, 210
characteristic, 199, 203, 204
closed, 2
continuous, 2
continuous at a point, 2
differentiable, 358, 369
$n$-equivalence, 144
odd, 261
open, 2
proper, 14
quotient, 6
regular point, 363
regular value, 363
singular value, 363
smooth, $358,359,370$
transverse, 385
uniformly continuous, 4
weak equivalence, 144
mapping cone, $93,111,287$
mapping cylinder, 81, 110
Mayer-Vietoris sequence, 266, 407
measure zero, 365
metric, 3
metric space, 3
Mittag-Leffler condition (= ML), 409
ML, 409
module
graded, 283
monoid, 90
in h-TOP, 49
Moore space, 256
morphism
connecting, 284
multiplicative structure, 409
MVS, 266

NDR, 114
NDR-presentation, 114
neighbourhood, 2
basis, 2
$\varepsilon, 3$
open, 2
neighbourhood deformation retract, 114
nerve, 197
net, 4 convergent, 4
normal bundle, 376
normalizer, 21
null bordant, 521
null bordism, 521
null homotopic, 28
null homotopy, 28
numerable, 86, 318
numeration, 318
obstruction, 205
omega-spectrum, 181
open simplex, 198
orbit, 17
orbit category, 19, 75
orbit space, 17
orbit type
finite, 17
orientation, 372, 394
along a subset, 394
boundary, 373
complex structure, 372
$\mathbb{C}$-oriented, 467
local, 393
opposite, 372
pre-image, 374
product, 372
$\mathbb{R}$-oriented, 467
standard, 372
sum, 372
orientation covering, 342, 394
orthogonal group, 16
paracompact, 15
partition of unity, 318
generalized, 320
subordinate, 318
path, 25
constant, 25
homotopy, 41
inverse, 25
product, 25
path component, 26
path connected, 26
Plücker coordinates, 366
Poincaré duality, 446
point finite, 318
pointed
homotopy, 31
homotopy equivalence, 31
map, 31
product, 31
space, 31
sum, 31
polyhedron, 199
Pontrjagin class, 480
Pontrjagin number, 492

Pontrjagin-Thom construction, 530
pre-spectrum, 181
preparation theorem, 149
primitive, 485
principal bundle, 328
principal covering, 64
product orientation, 401
products
cap product, 438, 442
cup product, 409
cup product in singular cohomology, 422
external, 413
Kronecker pairing, 418
projective bundle, 471
projective plane, 58
projective resolution, 287
projective space, 21,22
homogeneous coordinates, 21
proper, 14
properly discontinuous, 64
pseudo-circle, 27
pullback, 8
Puppe-sequence, 95
pushout, 9
quasi-compact, 11
quotient map, 6
universal property, 6
quotient space, 6
ramification index, 313
ramification point, 313
ramified covering, 313
rank theorem, 363
reduced cohomology groups, 407
reduced homology, 252
regular point, 363
regular value, 363
representation, 19
orthogonal, 19
unitary, 19
retract, 6,32
retraction, 6, 32
Riemann-Hurwitz formula, 314
Riemannian metric, 351
right action, 17
saturated, 6
scaling function, 169
section, 6,32
local, 332, 364
Segre embedding, 366
semi-locally simply connected, 70
separating function, 523
separation axiom, 3
Serre class, 504
saturated, 504
Serre fibration, 115
exact sequence, 130
set
bounded, 4
closed, 2
dense, 2
nowhere dense, 2
open, 2
set map, 2
sheet, 63
short exact, 275
shrinkable, 32
shuffle, 240
shuffle morphism, 240
signature, 458
simplex, 197
combinatorial boundary, 198
dimension, 197
face, 197, 224
singular, 224
standard simplex, 224
simplicial complex
barycentric subdivision, 197
geometric realization, 198
simplicial complex, 197, 307
finite, 197
locally finite, 197
$q$-simplex, 307
subcomplex, 197
vertex, 307
simplicial diagram, 321
simply connected, 43
1 -connected, 43
singular value, 363
skeleton, 205
skeleton filtration, 205, 416
slant product, 441
smash product, 31, 193
smooth manifold, 359
space
weakly hausdorff, 187
adjunction, 7
$A$-simple, 110
comb space, 33
compact, 11
compactly generated, 187
completely regular, 3
component, 27
connected, 27
covering, 63
decomposition, 27
discrete, 2
Eilenberg-Mac Lane, 217
$G$-space, 17
Hausdorff, 3
homeomorphic, 2
homogeneous, 18
k-closed subset, 187
k-open subset, 187
locally compact, 12
locally connected, 64
locally path connected, 64
metric, 3
metrizable, 4
n-connected, 143
normal, 3
$n$-simple, 110
over, 32
paracompact, 15
pointed, 31
quasi-compact, 11
quotient, 6
regular, 3
separated, 3
simple, 110
topological, 2
totally disconnected, 27
transport-local, 70
under, 32
well-pointed, 102
spaces
triple of, 32
pair of, 31
spectrum, 181
Eilenberg-Mac Lane, 221
spheres, 181
suspension, 182
sphere
stable homotopy groups, 517
sphere spectrum, 181
splitting, 276
splitting lemma, 276
splitting principle, 477
stabilizer, 17
stable unitary group, 475
stably homotopic, 159
stably homotopy equivalent, 159
standard resolution, 292
star, 198
star-shaped, 29
stereographic projection, 35
Stiefel manifold, 22, 365
Stiefel-Whitney class, 479
Stiefel-Whitney number, 492
structure group, 334
reduction, 334
subbasis of a topology, 2
subcomplex, 197, 199
submanifold, 359
of type I, 370
of type II, 370
smooth, 359
submersion, 363
subnet, 4
subspace, 5
G-, 17
$G$-invariant, 17
$G$-stable, 17
locally closed, 13
relatively compact, 11
sum-lemma, 277
support of a function, 318
surface, 358
genus, 312
hyper-elliptic, 316
hyper-elliptic involution, 316
suspension, 87, 107, 288
homological, 249
suspension spectrum, 182
tangent bundle, 374
tangent space, 362
tangent vector, 362
pointing inwards, 370
pointing outwards, 370
telescope, 270
test map, 187
test space, 187
theorem
Alexander duality, 446
Blakers-Massey, 133, 148
Borsuk-Ulam, 464
Bott periodicity, 357
cellular approximation, 210
E. H. Brown representability, 216

Ehresmann, 382
Freudenthal suspension, 154
Hurewicz, 497
Leray-Hirsch, 427, 430
M. Brown, 251

Poincaré duality, 446
Sard, 365
Schoenflies, 251
Thom isomorphism, 431
Tietze, 3
Tychonoff, 12
Urysohn, 3
Whitehead, 498
Thom class, 431
strict, 433
tangent bundle, 464
Thom homomorphism, 434
Thom isomorphism, 431
topological group, 15
topological product, 8
topological subgroup, 16
topological sum, 9
topology, 1
basis, 2
coarser, 2
colimit, 12
compact open, 37
discrete, 2
finer, 2
product, 8
quotient, 6
relative, 5
subbasis, 2
subspace topology, 5
torsion product, 292
torus, 16
total space, 32
transition function, 358
transition map, 336
translation map, 329
transport, 107
transport category, 70
transport functor, 67, 107, 119
transport space, 70
transport-local, 70
transport-simple, 70
transverse, 385
to a submanifold, 385
tree, 209
triangulation, 198
trivial $G$-space, 332
trivial over, 62
trivialization, 62
tubular map, 376
tubular neighbourhood, 377
typical fibre, 63
unitary group, 16
universal coefficients, 295, 296
cohomology, 418
homology, 238
universal covering, 78
universal group, 355
vector bundle, 336
finite type, 336
inverse, 351
numerable, 336
orientable, 336
orientation, 336
subbundle, 337
tautological, 339
vector bundles
stably equivalent, 356
vector field, 136
vertex, 197
Wang sequence, 426
weak equivalence, 144
wedge, 31
well-pointed, 102
Weyl group, 21
Whitehead complex, 199
subcomplex, 199
Whitney sum, 351
winding number, 50, 258, 403


[^0]:    ${ }^{1}$ A similar notation is used for factor groups and orbit spaces.

[^1]:    ${ }^{1}$ Our general conventions: space $=$ topological space, map $=$ continuous map. A set map between spaces is a map which is not assumed to be continuous at the outset.

[^2]:    ${ }^{2}$ As a general principle we use a lower index for covariant functors and an upper index for contravariant functors. If we apply a (covariant) functor to a morphism $f$ we often call the result the induced morphism and denote it simply by $f_{*}$ if the functor is clear from the context.

[^3]:    ${ }^{1}$ Observe that the term "covering" has two quite different meanings in topology.

[^4]:    ${ }^{1}$ An important cochain complex arises from the exterior differentiation of differential forms. So one should not use a "co" word here.

[^5]:    ${ }^{1}$ In a more abstract setting one can construct localizations of categories so that $\mathscr{C}^{\boldsymbol{C}}$－isomorphisms become isomorphisms in the localized category，etc．

