SINGULAR PERTURBATION ANALYSIS OF A REGULARIZED MEMS MODEL∗
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Abstract. Micro-Electro Mechanical Systems (MEMS) are defined as very small structures that combine electrical and mechanical components on a common substrate. Here, the electrostatic-elastic case is considered, where an elastic membrane is allowed to deflect above a ground plate under the action of an electric potential, whose strength is proportional to a parameter \( \lambda \). Such devices are commonly described by a parabolic partial differential equation that contains a singular nonlinear source term. The singularity in that term corresponds to the so-called “touchdown” phenomenon, where the membrane establishes contact with the ground plate. Touchdown is known to imply the non-existence of steady-state solutions and blow-up of solutions in finite time.

We study a recently proposed extension of that canonical model, where such singularities are avoided due to the introduction of a regularizing term involving a small “regularization” parameter \( \varepsilon \). Methods from dynamical systems and geometric singular perturbation theory, in particular the desingularization technique known as “blow-up”, allow for a precise description of steady-state solutions of the regularized model, as well as for a detailed resolution of the resulting bifurcation diagram. The interplay between the two principal model parameters \( \varepsilon \) and \( \lambda \) is emphasized; in particular, the focus is on the singular limit as both parameters tend to zero.
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1. Introduction. Micro-Electro Mechanical Systems (MEMS) are very small structures that combine electrical and mechanical components on a common substrate to perform various tasks. In particular, electrostatic-elastic devices have found
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important applications in drug delivery [30], micro pumps [9], optics [1], and microscale actuators [31]. In these devices, an elastic membrane is allowed to deflect above a ground plate under the action of an electric potential $V$, where the distance between plate and membrane is typically much smaller than their diameter; see Figure 1. When a critical voltage threshold $V^*$ ("pull-in voltage") is reached, a phenomenon called touchdown or snap-through can occur, i.e., the membrane touches the ground plate, which may cause a short circuit.

![Figure 1. Schematic representation of an electrostatic-elastic MEMS device. The elastic membrane deflects towards the ground plate when an electric potential $V$ is applied (dashed curve). If $V$ exceeds a critical value $V^*$ (the so-called “pull-in voltage”), the membrane touches the ground plate, causing touchdown (dotted line).](image)

The physical forces acting between the elastic components of the device – which can, e.g., be of Casimir or Van der Waals type – may lead to stiction, which causes complications in reverting the process in order to return to the original state. In the canonical mathematical models proposed in the literature [8, 18, 24, 25], such systems are described by partial differential equations involving the Laplacian or the bi-Laplacian and a singular source term. The touchdown phenomenon leads to non-existence of steady states, or blow-up of solutions in finite time, or both. Hence, no information on post-touchdown configurations can be captured by these models.

Recently, an extension of the canonical model has been proposed, where the introduction of a potential mimicking the effect of a thin insulating layer above the ground plate prevents physical contact between the elastic membrane and the substrate [20]. Mathematically, a nonlinear source term that depends on a small “regularization” parameter $\varepsilon$ is added to the partial differential equation. The resulting regularized
models have been studied in relevant work by Lindsay et al.; see e.g. [20, 22] for the membrane case, while the case where the elastic structure is modelled as a beam is discussed in [19, 20, 22]. In one spatial dimension, the governing equations are given by

\[ u_t = u_{xx} - \frac{\lambda}{(1 + u)^2} + \frac{\lambda \varepsilon^{m-2}}{(1 + u)^m} \]

(1.1)  \quad for \( x \in [-1, 1] \), with \( u = 0 \) when \( x = \mp 1 \)  (membrane)

and

\[ u_t = -u_{xxxx} - \frac{\lambda}{(1 + u)^2} + \frac{\lambda \varepsilon^{m-2}}{(1 + u)^m} \]

(1.2)  \quad for \( x \in [-1, 1] \), with \( u = \partial_n u = 0 \) when \( x = \mp 1 \)  (beam),

respectively. Physically speaking, the variable \( u \) denotes the (dimensionless) deflection of the surface, while the parameter \( \lambda \) is proportional to the square of the applied voltage \( V \). The regularizing term \( \lambda \varepsilon^{m-2}(1+u)^{-m} \) with \( \varepsilon > 0 \) and \( m > 2 \), as introduced in [20], accounts for various physical effects that are of particular relevance in the vicinity of the ground plate, i.e., at \( u = -1 \); that term induces a potential which simulates the effect of an insulating layer whose non-dimensional width is proportional to \( \varepsilon \). In the following, we will consider \( m = 4 \), which corresponds to a Casimir effect; alternative choices describe other physical phenomena and can be studied in a similar fashion.

Here, we focus on steady-state solutions of the Laplacian case corresponding to a membrane; see Equation (1.1):

\[ u_{xx} = \frac{\lambda}{(1 + u)^2} \left[ 1 - \frac{\varepsilon^2}{(1 + u)^2} \right] \quad \text{for} \ x \in [-1, 1], \ \text{with} \ u = 0 \ \text{when} \ x = \mp 1. \]

(1.3)

For literature on the bi-Laplacian case, Equation (1.2), we refer to [20, 21, 22].

\textbf{Remark 1.1.} Due to the symmetry of the boundary value problem (1.3) under the transformation \( x \mapsto -x \), all solutions thereof must be even; the proof is straightforward, and is omitted here.

Before addressing the novel features of the regularized model which are the focus of the present article, we briefly summarize the main properties of the non-regularized case corresponding to \( \varepsilon = 0 \) in (1.3), which are well understood [24, 25]. The numerically computed bifurcation diagram associated to (1.3) for \( \varepsilon = 0 \) is shown in Figure 2(a);
it contains two branches of steady-state solutions, where the lower branch is stable and the upper one is unstable. The upper branch limits on the $\|u\|_2^2$-axis in the point $B = (0, \frac{2}{3})$, which plays a crucial role in the bifurcation diagram of the regularized problem. The two branches are separated by a fold point that is located at $\lambda = \lambda^*$. For $\lambda > \lambda^*$, steady-state solutions of (1.1) cease to exist, with the transient dynamics leading to a blow-up in finite time. Sample solutions along the two branches are plotted in Figure 2(b); in addition, the piecewise linear singular solution corresponding to the point $B$ is shown. That singular solution undergoes touchdown at $x = 0$.

![Figure 2](image)

**Figure 2.** (a) Bifurcation diagram of the membrane model, Equation (1.3), for $\varepsilon = 0$. The lower and upper branches consist of stable and unstable steady-state solutions, respectively. The solution labeled $d$ corresponds to the point $B$ and represents the singular solution for $\lambda = 0$. (b) Corresponding solutions in $(x, u)$-space.

The inclusion of the $\varepsilon$-dependent regularizing term, where $0 < \varepsilon \ll 1$, considerably alters the structure of the bifurcation diagram in Figure 2(a). The principal new feature is the emergence of a third branch of stable steady-state solutions, resulting in the S-shaped curve shown in Figure 3(a); that diagram was established numerically and via matched asymptotics in [20]. In addition to the fact that the fold point at $\lambda^*$ now depends on $\varepsilon$, there exists another fold point at $\lambda_\varepsilon$ – which is also $\varepsilon$-dependent – such that, for $\lambda_\varepsilon < \lambda < \lambda^*$, there are three branches of steady states, the middle one of which is unstable. Solutions on that newly emergent branch are in fact bounded below by $u = -1 + \varepsilon$. With increasing $\lambda$, solutions exhibit a growing “flat” portion close to $u = -1 + \varepsilon$; cf. the solution labeled $d$ in Figure 3(b). For $\lambda < \lambda_* \text{ and } \lambda > \lambda^*$, there exists a unique stable steady state; in particular, and in contrast to the non-regularized case, numerical simulations indicate that a stable steady state exists for
SINGULAR PERTURBATION ANALYSIS OF A REGULARIZED MEMS MODEL

For very small values of $\varepsilon$, the bifurcation diagram in Figure 3(a) is difficult to resolve, even numerically. These difficulties are particularly prominent in the vicinity of the upper branch and the fold point at $\lambda_*(\varepsilon)$; see, e.g., Equation (1.4) and Remark 4.25 for details. The highly singular nature of the bifurcation diagram in Figure 3(a), as well as the influence of the regularization parameter $\varepsilon$ on the structure thereof, are the principal features of interest to us here.

In the present work, we will give a detailed geometric analysis of Equation (1.3) for small values of $\varepsilon$; in particular, we will prove that the (numerically computed) bifurcation diagram, as shown in Figure 3(a), is correct. Moreover, we will explain the underlying structure of that diagram. In summary, our main result can be expressed as follows:

**Theorem 1.2.** For $\varepsilon \in (0, \varepsilon_0)$, with $\varepsilon_0 > 0$ sufficiently small, and $\lambda \in [0, \Lambda]$, with $\Lambda = O(1)$ positive and fixed, the bifurcation diagram for the boundary value problem (1.3) has the following properties:

(i) In the $(\lambda, \|u\|_2^2)$-plane, the set of solutions to (1.3) corresponds to an S-shaped curve emanating from the origin. The curve consists of three branches – lower, middle, and upper – that are separated by two fold points which are located at $\lambda = \lambda_*(\varepsilon)$ and $\lambda = \lambda^*(\varepsilon)$. Specifically, there exists one steady-state solution to (1.3) for $\lambda < \lambda_*(\varepsilon)$ and $\lambda > \lambda^*(\varepsilon)$, while for $\lambda_*(\varepsilon) < \lambda < \lambda^*(\varepsilon)$,
there exist three steady-state solutions.

(ii) Along the lower and upper branches in Figure 3(a), \( \|u\|_2^2 \) is a strictly increasing function of \( \lambda \), whereas \( \|u\|_2^2 \) is a decreasing function of \( \lambda \) along the middle branch.

(iii) The function \( \lambda_*(\varepsilon) \) is \( C^1 \) in \( \varepsilon \) and smooth as a function of \( (\varepsilon, \ln \varepsilon) \), and admits the expansion

\[
\lambda_*(\varepsilon) = \frac{3}{4} \varepsilon - \left( \sqrt{\frac{3}{2}} + \frac{9}{8} \right) \varepsilon^2 \ln \varepsilon + O(\varepsilon^2).
\]

Moreover, \( \lambda_*(\varepsilon) \) is smooth in \( \varepsilon \) and admits the expansion

\[
\lambda_*(\varepsilon) = \lambda_0^* + \lambda_1^* \varepsilon^2 + O(\varepsilon^4),
\]

with appropriately chosen coefficients \( \lambda_0^* \) and \( \lambda_1^* \).

(iv) Outside of a fixed neighborhood of the point \( B \), the lower and middle branches in Figure 3(a) are smooth perturbations of the non-regularized bifurcation curve illustrated in Figure 2(a), while the upper branch has the following expansion:

\[
\|u\|_2^2 = 2 \left( 1 - \frac{\sqrt{3}}{3} \sqrt{\frac{\varepsilon}{\lambda}} - 2\varepsilon + O(\varepsilon^{3/2} \ln \varepsilon) \right).
\]

The detailed asymptotic resolution of the bifurcation diagram associated to the boundary value problem (1.3), carried out in the proof of Theorem 1.2, is accomplished through separate investigation of three distinct, yet overlapping, regions in the diagram, both in the singular limit of \( \varepsilon = 0 \) and for \( \varepsilon \) positive and sufficiently small. To that end, we first reformulate (1.3) in a dynamical systems framework; then, identification of two principal parameters in the resulting equations yields a two-parameter singular perturbation problem. Careful asymptotic analysis of that problem will allow us to identify the corresponding limiting solutions, and to show how the third branch in the diagram found for non-zero \( \varepsilon \) emerges from the singular limit of \( \varepsilon = 0 \). On that basis, we will prove the existence and uniqueness of solutions close to these limiting solutions. While the three regions in the diagram share some common features, they need to be investigated separately for the structure of the diagram to be fully resolved.

Our analysis is based on a variety of dynamical systems techniques and, principally, on geometric singular perturbation theory [7, 10, 15] and the blow-up method,
or “geometric desingularization” [3, 6, 13]. In particular, a combination of these tech-
niques will allow us to perform a detailed study of the saddle-node bifurcation at the
fold point at \( \lambda^* \), and to obtain an asymptotic expansion (in \( \varepsilon \)) for \( \lambda^*(\varepsilon) \). While such an
expansion has been derived by Lindsay via the method of matched asymptotic expan-
sions [20], cf. Figure 12 therein, as well as our Figure 3(a), the leading-order coefficients
in that expansion are calculated explicitly here. In the process, it is shown that the
occurrence of logarithmic switchback terms in the steady-state asymptotics for Equa-
tion (1.3), which has also been observed via asymptotic matching in [20], is due to a
resonance phenomenon in one of the coordinate charts after blow-up [26, 27, 28, 29];
 cf. Section 4.1.5.

Without loss of generality, we fix \( \Lambda = 1 \) in Theorem 1.2. The proof of Theorem 1.2
follows from a combination of Propositions 4.5, 4.19, and 4.23 below; each of these
pertains to one of the three above-mentioned regions in the bifurcation diagram.

The article is structured as follows: in Section 2, we reformulate the boundary
value problem (1.3) as a dynamical system. In Section 3, we introduce the princi-
pal blow-up transformation on which our analysis of the dynamics of (1.3) close to
touchdown is based. In Section 4, we describe in detail the structure of the bifurca-
tion diagram in Figure 3(a) by investigating separately three main regions therein, as
illustrated in Figure 9 below. Finally, in Section 5, we discuss our findings, and we
present an outlook to future research.

### 2. Dynamical Systems Formulation.

For our analysis, we reformulate Equation (1.3) as a boundary value problem for a corresponding first-order system by
introducing the new variable \( w = u' \); here, it is useful to keep in mind that \( w \) repre-
sents the slope of the solution \( u \) to Equation (1.3). Moreover, we append the trivial
dynamics of both the spatial variable \( x \), which we relabel as \( \xi \), and the regularizing
parameter \( \varepsilon \), to the resulting system:

\[
\begin{align*}
(2.1a) \quad u' & = w, \\
(2.1b) \quad w' & = \frac{\lambda}{(1 + u)^2} \left[ 1 - \frac{\varepsilon^2}{(1 + u)^2} \right], \\
(2.1c) \quad \xi' & = 1, \\
(2.1d) \quad \varepsilon' & = 0;
\end{align*}
\]
here, the prime denotes differentiation with respect to $x$. Next, we multiply the right-hand sides in Equation (2.1) with a factor of $(1 + u)^4$, which allows us to desingularize the flow near the touchdown singularity at $u = -1$. Finally, we define a shift in $u$ via

$$\tilde{u} = 1 + u,$$

which translates that singularity to $\tilde{u} = 0$.

Omitting the tilde and denoting differentiation with respect to the new independent variable by a prime, as before, we obtain the system

\begin{align}
(2.3a) & \quad u' = u^4 w, \\
(2.3b) & \quad w' = \lambda (u^2 - \varepsilon^2), \\
(2.3c) & \quad \xi' = u^4, \\
(2.3d) & \quad \varepsilon' = 0
\end{align}

in $(u, w, \xi, \varepsilon)$-space, with parameter $\lambda$ and subject to the boundary conditions

$$u = 1 \quad \text{for } \xi = \mp 1.$$

Since $\varepsilon$ is small, it seems natural to attempt a perturbative construction of solutions to the boundary value problem $\{(2.3),(2.4)\}$, which turns out to be non-trivial in spite of the apparent simplicity of the governing equations. For $\varepsilon = 0$, Equation (2.3) can be solved explicitly and admits degenerate equilibria at $u = 0$, which corresponds to the touchdown singularity at $u = -1$ in the original model, Equation (1.3). We denote the resulting manifold of equilibria for (2.3) as

$$\mathcal{S}^0 = \{(0, w, \xi, 0) \mid w \in \mathbb{R}, \xi \in \mathbb{R}\}.$$

One complication is introduced by the fact that, for $\lambda \neq 0$, the singular flow of (2.3) in $(u, w)$-space that is obtained for $\varepsilon = 0$ is not transverse to $\mathcal{S}^0$; cf. Figure 4. As transversality is a necessary requirement of geometric singular perturbation theory [7, 15], we need to find a way to remedy the lack thereof.

\footnote{That desingularization corresponds to a transformation of the independent variable which leaves the phase portrait of (2.1) unchanged for $u > -1$, since the factor $(1 + u)^4$ is positive throughout then.}
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Figure 4. Projection of the singular flow of Equation (2.3) into $(u, w)$-space for $\varepsilon = 0$ and $\lambda \neq 0$. The solid black line represents the invariant manifold $S^0$ defined in (2.5). In view of the boundary conditions in (2.4), solutions that originate and terminate at $u = 1$ are shown. All such solutions stay to the right of the manifold $S^0$; those with large initial $w$-value tend arbitrarily close to $S^0$ without ever reaching it. Hence, the singular flow is not transverse to $S^0$.

For $\lambda = 0$ in (2.3), the singular flow becomes even more degenerate; see Figure 5. Furthermore, the set

$$ M^0 := \{(u, 0, \xi, 0) \mid u \in \mathbb{R}^+, \xi \in \mathbb{R}\} \quad (2.6) $$

now also represents a manifold of equilibria for Equations (2.3a) and (2.3b).

As it turns out, it is beneficial to introduce the following rescaling of $w$ first:

$$ w = \frac{\bar{w}}{\delta}, \quad (2.7) $$

where

$$ \delta = \sqrt[\frac{2}{3}]{\varepsilon \lambda} \quad (2.8) $$

is a new, non-negative parameter.

Remark 2.1. The scaling of $w$ by $\sqrt{\lambda}$ in (2.7) shifts $\lambda$ from (2.3b) to (2.3c), the $\xi$-equation, after a rescaling of time. The scaling with $\varepsilon^{-\frac{1}{2}}$ in (2.7) reflects the fact that, for $\lambda = O(1)$, $w = O(\varepsilon^{-\frac{1}{2}})$, in agreement with numerical simulations and asymptotic analysis performed in [20].

Remark 2.2. Some parts of our analysis are conveniently carried out in the parameters $\varepsilon$ and $\lambda$, while others are naturally described in terms of $\varepsilon$ and $\delta$. Hence, we will alternate between these two descriptions, as needed.
Substituting (2.7) into (2.3), multiplying the right-hand sides in the resulting equations with a factor of $\delta$, omitting the tilde and retaining the prime for differentiation with respect to the new independent variable, as before, we find

\begin{align}
\tag{2.9a} u' &= u^4 w, \\
\tag{2.9b} w' &= \varepsilon (u^2 - \varepsilon^2), \\
\tag{2.9c} \xi' &= \delta u^4, \\
\tag{2.9d} \varepsilon' &= 0,
\end{align}

still subject to the boundary conditions

\begin{equation}
\tag{2.10} u = 1 \quad \text{for } \xi = \mp 1.
\end{equation}

We remark that the fast-slow structure of Equation (2.9) is very simple, since Equations (2.9a) and (2.9b) decouple from Equation (2.9c); the latter induces a slow drift in $\xi$.

Equations (2.9) and (2.10) will form the basis for the subsequent analysis. Two strategies suggest themselves for constructing solutions to the boundary value problem \{(2.9),(2.10)\}. The first such strategy involves two sets of boundary conditions, corresponding to suitable intervals of $w$-values that are defined at $\xi = -1$ and $\xi = 1$, respectively. Flowing these two sets of boundary conditions forward and backward,
respectively, we verify the transversality of the intersection of the two resulting manifolds at $\xi = 0$. Each initial $w$-value $w_0$ for which these two manifolds intersect gives a solution to the boundary value problem $\{(2.9),(2.10)\}$. In particular, that strategy will be used to prove Proposition 4.5.

Since all solutions to $\{(2.9),(2.10)\}$ are even, by Remark 1.1, another possible strategy consists of considering Equation (2.9) on the $\xi$-interval $[-1,0]$, with boundary conditions $u(-1) = 1$ and $w(0) = 0$. The set of initial conditions at $\xi = -1$ and $u = 1$, but with arbitrary initial $w$-value $w_0$, is then tracked forward to the hyperplane $\{w = 0\}$. The resulting manifold is naturally parametrized by $u(w, \varepsilon, \delta, w_0)$ and $\xi(w, \varepsilon, \delta, w_0)$; the unique “correct” value $w_0(\varepsilon, \delta)$ corresponding to a solution to the boundary value problem $\{(2.9),(2.10)\}$ is obtained by solving $\xi(w_0, \varepsilon, \delta) = 0$ under the constraint that $w(w_0, \varepsilon, \delta) = 0$. Details will be presented in the individual proofs below, in particular in those of Proposition 4.19 and Proposition 4.23. Given Remark 1.1, any solution can be obtained via that second strategy; in fact, the intrinsic symmetry of the problem is also clearly visible in Figure 3(b).

Equation (2.9) constitutes a two-parameter fast-slow system in its fast formulation. The small parameter $\varepsilon$ represents the principal singular perturbation parameter here, while the limit of $\delta \to 0$ is also singular. For $\delta = O(1)$, the variables $u$ and $\xi$ are fast, while $w$ is slow; however, for $\delta$ small, the variable $\xi$ is slow, as well. The manifold $S^0$ defined in (2.5) is still invariant under the flow of (2.9). Furthermore, for $\delta = 0$, the manifold $M^0$ defined in (2.6) also represents a set of equilibria for (2.9). (We remark that the same scenario occurs for $\lambda = 0$ in (2.3).)

Setting $\varepsilon = 0$ in Equation (2.9), we obtain the so-called layer problem

\begin{align*}
(2.11a) & \quad u' = u^4 w, \\
(2.11b) & \quad w' = 0, \\
(2.11c) & \quad \xi' = \delta u^4, \\
(2.11d) & \quad \varepsilon' = 0;
\end{align*}

see Figure 5 for an illustration of the corresponding phase portrait in $(u, w)$-space and, in particular, of the transversality of orbits of the layer problem to $S^0$. Rescaling the independent variable in (2.9) by multiplying it with $\varepsilon$ yields the slow formulation
The reduced problem, which is found by taking $\varepsilon \to 0$ in (2.12), reads

\begin{align}
\varepsilon \dot{u} &= u^4 w, \\
\dot{w} &= u^2 - \varepsilon^2, \\
\varepsilon \dot{\xi} &= \delta u^4, \\
\dot{\varepsilon} &= 0.
\end{align}

For $\delta = 0$, the manifolds $S^0$ and $M^0$, as defined in (2.5) and (2.6), respectively, now represent two branches of the critical manifold for Equation (2.9); however, neither branch is normally hyperbolic, as the Jacobian of the linearization of the layer flow about both $S^0$ and $M^0$ is nilpotent. Moreover, as is obvious from (2.13), the reduced flow on $S^0$ vanishes, and is hence highly degenerate. Therefore, standard geometric theory does not apply directly.

The underlying non-hyperbolicity can be remedied by means of the blow-up method [3, 6, 13, 14]. A blow-up with respect to $\varepsilon$ will allow us to describe the dynamics of (2.3) in a neighborhood of the manifold $S^0$; cf. Section 3. Our analysis relies on a number of dynamical systems techniques, such as classical geometric singular perturbation theory [7], normal form transformations [32], and the Exchange Lemma [11, 12, 15], the combination of which will result in precise and rigorous asymptotics for Equation (2.9).

To determine the appropriate blow-up transformation, we focus on the $(u, w)$-subsystem \{(2.9a),(2.9b)\}, which for $\varepsilon > 0$ admits two saddle equilibria at $(\pm \varepsilon, 0)$. As we restrict to $u \geq 0$, we consider the positive equilibrium only. The scaling $u = \varepsilon \hat{u}$ transforms \{(2.9a),(2.9b)\} into

\begin{align}
\hat{u}' &= \varepsilon^3 \hat{u}^4 w, \\
w' &= \varepsilon^3 (\hat{u}^2 - 1),
\end{align}
which yields the integrable system

\begin{align}
\hat{u}' &= \hat{u}^4w, \\
\hat{w}' &= \hat{u}^2-1 
\end{align}

after division through the common factor $\varepsilon^3$. The saddle equilibrium at $(1, 0)$, together with its stable and unstable manifolds, will play a crucial role in the following; the line $\hat{u} = 0$ is invariant, with $\hat{w}$ decreasing thereon. The corresponding phase portrait is shown in Figure 6.

![Figure 6](image)

**Figure 6.** The saddle point $(1, 0)$ of Equation (2.14) and its stable and unstable manifolds.

3. Geometric Desingularization (“Blow-Up”). In this section, we introduce the blow-up transformation that will allow us to desingularize the flow of Equation (2.9) near the non-hyperbolic manifold $S^0$. The discussion at the end of Section 2 suggests the following blow-up:

\begin{align}
\bar{u} = \bar{r}\bar{u}, \quad \bar{w} = \bar{w}, \quad \bar{\xi} = \bar{\xi}, \quad \text{and} \quad \bar{\varepsilon} = \bar{r}\bar{\varepsilon},
\end{align}

where $(\bar{w}, \bar{\xi}) \in \mathbb{R}^2$ and $(\bar{u}, \bar{\varepsilon}) \in S^1$, i.e., $\bar{u}^2 + \bar{\varepsilon}^2 = 1$. Moreover, $\bar{r} \in [0, r_0)$, with $r_0 > 0$. We note that the equilibrium at $(\bar{u}, \bar{\varepsilon}) = (0, 0)$ is blown up to the circle $\{\bar{r} = 0\}$; here, we emphasize that we do not blow up the variables $\bar{w}$ and $\bar{\xi}$.

The vector field that is induced by (2.9) on the cylindrical manifold in $(\bar{u}, \bar{w}, \bar{\xi}, \bar{\varepsilon}, \bar{r})$-space is best described in coordinate charts. We require two charts here, $K_1$ and
K_2, which are defined by \( \bar{u} = 1 \) and \( \bar{\epsilon} = 1 \), respectively:

\[
K_1 : (u, w, \xi, \epsilon) = (r_1, w_1, \xi_1, r_1 \epsilon_1),
\]
\[
K_2 : (u, w, \xi, \epsilon) = (r_2 u_2, w_2, \xi_2, r_2).
\]

Remark 3.1. The phase-directional chart \( K_1 \) describes the “outer” regime, which corresponds to the transient dynamics from \( u = 1 \) to \( u = 0 \), while the rescaling chart \( K_2 \) – also known as the scaling chart – covers the “inner” regime where \( u \approx 0 \), in the context of Equation (2.9); in particular, in chart \( K_2 \), we recover Equation (2.14).

The change of coordinates between charts \( K_1 \) and \( K_2 \), which we denote by \( \kappa_{12} \), can be written as

\[
\kappa_{12} : (u_2, w_2, \xi_2, r_2) = (\epsilon_1^{-1}, w_1, \xi_1, r_1 \epsilon_1),
\]
while its inverse \( \kappa_{21} \) is given by

\[
\kappa_{21} : (r_1, w_1, \xi_1, \epsilon_1) = (r_2 u_2, w_2, \xi_2, u_2^{-1}).
\]

To obtain the governing equations in \( K_1 \), we substitute the transformation from (3.2a) into Equation (2.9); a straightforward calculation yields

\[
r'_1 = r_1^4 w_1,
\]
\[
w'_1 = r_1^3 \epsilon_1 (1 - \epsilon_1^2),
\]
\[
\xi'_1 = \delta r_1^4,
\]
\[
\epsilon'_1 = -\epsilon_1 w_1.
\]

Since \( \epsilon = r_1 \epsilon_1 \), the singular limit of \( \epsilon = 0 \) corresponds to the restriction of the flow of (3.5) to one of the invariant planes \( \{r_1 = 0\} \) or \( \{\epsilon_1 = 0\} \). In order to obtain a non-vanishing vector field for \( r_1 = 0 \), we desingularize Equation (3.5) by dividing out a factor of \( r_1^3 \) from the right-hand sides, which again represents a rescaling of the corresponding independent variable:

\[
r'_1 = r_1 w_1,
\]
\[
w'_1 = \epsilon_1 (1 - \epsilon_1^2),
\]
\[
\xi'_1 = \delta r_1,
\]
\[
\epsilon'_1 = -\epsilon_1 w_1.
\]
(a) Flow in $(u, w, \varepsilon)$-space; the thick gray line represents the critical manifold $S^0$.

(b) Geometry in blown-up $(\bar{u}, \bar{w}, \bar{\varepsilon})$-space; $S^0$ is now represented by the cylinder corresponding to $\bar{u}^2 + \bar{\varepsilon}^2 = 1$.

**Figure 7. Flow of Equation (2.9) for $\varepsilon = 0$ (a) before and (b) after the blow-up in (3.1).**

The governing equations in $K_2$ are obtained by substituting the transformation
in (3.2b) into (2.9), which gives

\[
\begin{align*}
(3.7a) & \quad u_2' = r_2^3u_2^4w_2, \\
(3.7b) & \quad w_2' = r_2^3(u_2^2 - 1), \\
(3.7c) & \quad \xi_2' = \delta r_2^4u_2^2, \\
(3.7d) & \quad r_2' = 0.
\end{align*}
\]

Desingularizing as before, by dividing out a factor of \(r_2^3\) from the right-hand sides in (3.7), we find

\[
\begin{align*}
(3.8a) & \quad u_2' = u_2^4w_2, \\
(3.8b) & \quad w_2' = u_2^2 - 1, \\
(3.8c) & \quad \xi_2' = \delta r_2u_2^4, \\
(3.8d) & \quad r_2' = 0.
\end{align*}
\]

Here, we remark that, by construction, the \((u_2, w_2)\)-subsystem \{(3.8a),(3.8b)\} corresponds to Equation (2.14).

Finally, we define various sections for the blown-up vector field, which will be used throughout the following analysis: in \(K_1\), we will require the entry and exit sections

\[
\begin{align*}
(3.9a) & \quad \Sigma_1^{in} := \left\{(\rho, w_1, \xi_1, \varepsilon_1) \mid w_1 \in [w_-, w_+], \xi_1 \in [\xi_-, \xi_+], \text{ and } \varepsilon_1 \in [0, \sigma]\right\} \quad \text{and}
(3.9b) & \quad \Sigma_1^{out} := \left\{(r_1, w_1, \xi_1, \sigma) \mid r_1 \in [0, \rho], w_1 \in [w_-, w_+], \text{ and } \xi_1 \in [\xi_-, \xi_+]\right\},
\end{align*}
\]

respectively, where \(0 < \rho < 1\) and \(0 < \sigma < 1\) are appropriately defined constants, while \(w_\pm\) and \(\xi_\pm\) are real constants, with \(w_- < -\frac{2}{\sqrt{3}}\) and \(w_+ > \frac{2}{\sqrt{3}}\). Similarly, in chart \(K_2\), we will employ the section

\[
\Sigma_2^{in} := \{(\sigma^{-1}, w_2, \xi_2, r_2) \mid w_2 \in [w_-, w_+], \xi_2 \in [\xi_-, \xi_+], \text{ and } r_2 \in [0, \rho\sigma]\};
\]

here, we note that \(\Sigma_2^{in} = \kappa_21(\Sigma_1^{out})\).

Equations (3.6) and (3.8) will allow us to construct solutions of \{(2.9),(2.10)\}. Following the strategy outlined in Section 2, we will focus our attention on the \(\xi\)-interval \([-1, 0]\) with boundary conditions \(u(-1) = 1\) and \(w(0) = 0\); in particular, and as indicated in Remark 3.1, the “outer” regime will be realized in terms of the flow between the sections \(\Sigma_1^{in}\) and \(\Sigma_1^{out}\) in chart \(K_1\). Translating the resulting asymptotics into chart \(K_2\) via the transformation in Equation (3.3), we will then construct solutions
in the “inner” regime between the section $\Sigma_{2}^{in}$ and the hyperplane corresponding to $\{w = 0\}$.

Remark 3.2. In the following, we will denote a given general variable $z$ in blown-up space with $\bar{z}$. In charts $K_i$, $i = 1, 2$ that variable will instead be labeled with the corresponding subscript, as $z_i$.

4. Analysis of Bifurcation Diagram – Proof of Theorem 1.2. In this section, we establish the bifurcation diagram in Figure 3(a) for $\varepsilon$ positive and sufficiently small, proving Theorem 1.2. To that end, we investigate the existence and uniqueness of solutions to Equation (2.9), subject to the boundary conditions in (2.10).

All such solutions arise as perturbations of certain limiting solutions that are obtained in the limit of $\varepsilon = 0$. We denote these limiting solutions as singular solutions, as is usual in geometric singular perturbation theory. The approach adopted thereby is the following: first, singular solutions are constructed by analyzing the dynamics in charts $K_1$ and $K_2$ separately in the limit as $\varepsilon \to 0$. Then, the persistence of singular solutions for non-zero $\varepsilon$ is shown via the shooting argument outlined in Section 2, which relies on the transversality of the geometric objects involved. That transversality translates into the existence of solutions to the boundary value problem \{(2.9),(2.10)\} along the branches depicted in the bifurcation diagram in Figure 3(a).

Definition 4.1. We distinguish three types of singular solutions to the boundary value problem \{(2.9),(2.10)\}; see Figure 8:

Type I. Solutions of type I satisfy $u = 0$ for $x \in I$, where $I$ is an interval centered at $x = 0$. Consequently, the slope of such solutions must initially satisfy $|w| > 1$, in terms of the original $w$-variable. Type I-solutions, which will henceforth be illustrated in blue, occur in two subtypes: the ones corresponding to $\lambda = O(\varepsilon)$ have constant finite slope $w$ outside of $I$, while the ones corresponding to $\lambda = O(1)$ vanish on $I = (-1, 1)$.

Type II. Solutions of type II are those of slope $w = \pm 1$, in terms of the original $w$-variable. These solutions exhibit “touchdown”, reaching $\{u = 0\}$ at one point only, namely at $\xi = 0$. Type II-solutions will be indicated in green in all subsequent figures.

Type III. Solutions of type III never reach $\{u = 0\}$; hence, no touchdown phenomena occur. These solutions correspond to solutions of the non-regularized model,
with $\varepsilon = 0$ in Equation (1.3) [24, 25].

Remark 4.2. The usage of the plural in the definition of type II-solutions requires additional clarification. For Equation (2.3), there exists just one singular solution of type II for $\lambda = 0$ with slope $w = \mp 1$; see the solution labeled $d$ in Figure 2. However, in our blow-up analysis, that singular solution corresponds to a one-parameter family of type II-solutions.

Figure 8. Singular solutions to Equation (2.9), as specified in Definition 4.1: (a) type I-solutions for $\lambda = \mathcal{O}(\varepsilon)$ (left panel) and $\lambda = \mathcal{O}(1)$ (right panel), (b) type II-solutions, and (c) type III-solutions.

For $\varepsilon > 0$, we divide the bifurcation diagram in Figure 3(a) into three overlapping regions, as shown in Figure 9.

Remark 4.3. Henceforth, we will refer to the norm $\|u\|_2^2$ in terms of the original
variable \( u \) in order to be able to compare our analysis with that in [20]; see Figures 2 and 3.

Region \( R_1 \) is defined as

\[
R_1 := [0, 1] \times \left[ \frac{2}{3} + \nu_1, 2 \right], \quad \text{with } \nu_1 > 0;
\]

that region covers the upper part of the bifurcation diagram, where we find the newly emergent branch of solutions for \( \varepsilon > 0 \) in (1.3) by perturbing from singular solutions of type I. Region \( R_2 \), which is defined as

\[
R_2 := [0, \varepsilon \lambda_2] \times \left[ \frac{2}{3} - \nu_2, \frac{2}{3} + \nu_2 \right], \quad \text{with } \lambda_2 > 0 \text{ and } \nu_2 > 0
\]

for \( \nu_2 > \nu_1 \) and \( \lambda_2 \) large, but fixed, represents a small neighborhood of the point \( B \) that is depicted as a rectangle in Figure 9. That region shrinks with decreasing \( \varepsilon \), collapsing to the segment \( \{0\} \times \left[ \frac{2}{3} - \nu_2, \frac{2}{3} + \nu_2 \right] \) as \( \varepsilon \to 0 \). The branch of solutions contained in this “transition” region is constructed by perturbation from singular solutions of types I and II. Finally, region \( R_3 \) is defined as

\[
R_3 := [0, 1] \times \left[ 0, \frac{2}{3} + \nu_2 \right] \setminus [0, \varepsilon \lambda_3] \times \left[ \frac{2}{3} - \nu_3, \frac{2}{3} + \nu_2 \right], \quad \text{with } \lambda_3 > 0 \text{ and } \nu_3 > 0
\]

where \( \nu_3 < \nu_2 \) and \( \lambda_3 \) is again large, but fixed, with \( \lambda_3 < \lambda_2 \). Region \( R_3 \) covers the lower part of the bifurcation diagram in Figure 3(a), and contains the branch of solutions which is obtained by perturbing from solutions of types II and III.

The true meaning of these regions becomes clearer when we consider a blow-up of the bifurcation diagram in parameter space, \( i.e., \) with respect to \( \lambda \) and \( \varepsilon \), as illustrated in Figure 10. (That same point of view will also prove useful in parts of the following analysis.) We first embed the diagram, which depends on \( (\lambda, \|u\|_2^2) \), into \( \mathbb{R}^3 \) by including the third variable \( \varepsilon \). Then, we blow up the line \( \{(0, 0)\} \times \mathbb{R} \) by introducing \( \bar{r}, \bar{\lambda}, \) and \( \bar{\varepsilon} \) such that

\[
\lambda = \bar{r} \bar{\lambda} \quad \text{and} \quad \varepsilon = \bar{r} \bar{\varepsilon}
\]

with \( \bar{\lambda}^2 + \bar{\varepsilon}^2 = 1 \), \( i.e., \) for \( (\bar{\lambda}, \bar{\varepsilon}) \in S^1 \), and \( \bar{r} \in [0, r_0) \), where \( r_0 > 0 \). In the blown-up space \( S^1 \times \mathbb{R}^2 \), the line \( \{(0, 0)\} \times \mathbb{R} \) is hence blown up to a cylinder \( S^1 \times \{0\} \times \mathbb{R} \).

After blow-up, the curve of singular solutions obtained for \( \varepsilon = 0 \) consists of three portions which correspond to singular solutions of types I, II, and III, cf. Figure 8, and
Figure 9. Covering of the bifurcation diagram for the boundary value problem \{(2.9),(2.10)\} by three overlapping regions \(R_1\) (brown), \(R_2\) (pink), and \(R_3\) (magenta), for \(\varepsilon\) positive and small. (For improved visibility, the regions have been extended slightly below \(\|u\|_2^2 = 0\), above \(\|u\|_2^2 = 2\), and to negative \(\lambda\), respectively; also, we recall Remark 4.3 with regard to the interpretation of \(\|u\|_2^2\) in this context.) The branches of solutions to the boundary value problem \{(2.9),(2.10)\} for \(\varepsilon = 0.01\) (dotted curve) and \(\varepsilon = 0\) (solid curve) are also displayed. In \(R_3\), these branches overlap almost entirely.

For \(\varepsilon = 0\), the blue branch reduces to the union of a vertical part \(B_1\), corresponding to \(\lambda = \mathcal{O}(\varepsilon)\), and a horizontal part \(B_2\) which corresponds to \(\lambda = \mathcal{O}(1)\). The green dot at \(B\) represents the singular solution of type II for \(\lambda = 0\) that is labeled \(d\) in Figure 2(a). The black curve, corresponding to the branch of solutions to the non-regularized model, is labeled \(B_3\). In the limit as \(\varepsilon \to 0\), \(R_2\) shrinks to a segment on the \(\|u\|_2^2\)-axis that contains the point \(B\), cf. (4.2), while region \(R_3\) grows to a rectangle minus a smaller segment on the \(\|u\|_2^2\)-axis containing the point \(B\); recall (4.3).

which are shown in blue, green, and black, respectively. The black curve (type III) is located in \(\bar{\varepsilon} = 0\), while the green curve (type II) lies on the cylinder, i.e., in \(\{\bar{r} = 0\}\), with \(\|u\|_2^2 = \frac{3}{4}\) constant. Finally, the blue curve (type I) consists of a branch on the cylinder, corresponding to \(\lambda = \mathcal{O}(\varepsilon)\), and of another branch in the plane \(\{\bar{\varepsilon} = 0\}\) that corresponds to \(\lambda = \mathcal{O}(1)\). In the former case, type I-solutions resemble the one shown in the left panel of Figure 8(a); in the second case, type I-solutions are as in the right panel of Figure 8(a). These two branches correspond to \(B_1\) and \(B_2\), respectively, as defined in Figure 9.

Loosely speaking, in blown-up space, a neighborhood of the green curve is hence
covered by region $R_2$ and part of $R_3$. The blue curve is mostly covered by region $R_1$, with a small portion close to $\delta = \frac{2}{\sqrt{3}}$ covered by $R_2$. Finally, region $R_3$ covers the remainder of the green curve close to $\delta = 0$, and the black curve. The curve obtained for $0 < \varepsilon \ll 1$, which is depicted in red in Figure 10, lifts off from the singular curve corresponding to the limit of $\varepsilon = 0$.

Remark 4.4. When referring to regions $R_i$, $i = 1, 2, 3$, in blown-up space, we need to consider the preimages of $R_i \times [0, \varepsilon_0]$ under the blow-up transformation defined above, strictly speaking. However, for the sake of simplicity, we will use the two notations interchangeably.

As stated in Theorem 1.2, we consider $\lambda \in [0, \Lambda]$, where we take $\Lambda = 1$ for the sake of simplicity. In region $R_3$, away from the point $B$, the perturbation with $\varepsilon$ is regular. As will be shown below, singular solutions in regions $R_1$ and $R_2$ exist only for $\lambda \geq \frac{3}{4} \varepsilon$ or, equivalently, for $\delta \leq \frac{2}{\sqrt{3}}$; cf. Sections 4.1 and 4.2. Hence, in these regions, we need to take $\lambda \in \left[ \frac{3}{4} \varepsilon, 1 \right]$, i.e.,

$$\delta \in \left[ \sqrt{\varepsilon}, \frac{2}{\sqrt{3}} \right],$$

which corresponds to the region shaded in gray in Figure 11.
As evidenced in Figure 11, \( \delta = 0 \) occurs only when \( \varepsilon = 0 \), which is the point represented by the blue dot therein. The corresponding, highly degenerate limit gives a singular orbit of type I with very singular structure, as shown in the right panel in Figure 8(a). Hence, the whole line \( B_2 \) in the bifurcation diagram for \( \varepsilon = 0 \) shown in Figure 9 corresponds to that one singular solution.

**4.1. Region \( R_1 \).** Region \( R_1 \) in the bifurcation diagram in Figure 9 corresponds to solutions that reduce to those of type I in the singular limit; cf. Definition 4.1. For \( \varepsilon \) positive and sufficiently small, solutions on that branch come very close to \( \{ u = \varepsilon \} \); moreover, the length of the interval \( I \) where \( u \approx \varepsilon \) grows with \( \lambda \). In the singular limit of \( \varepsilon = 0 \), the slope of the respective solutions is moderate for \( \lambda = \mathcal{O}(\varepsilon) \), corresponding to \( 0 < \delta < \frac{2}{\sqrt{3}} \), while it tends to infinity for \( \lambda = \mathcal{O}(1) \) – i.e., as \( \delta \to 0 \) – along the two segments where \( u \) changes from \( u = 0 \) to \( u = 1 \). These observations are confirmed by the rescaling of \( w \) in (2.7): for \( \lambda = \mathcal{O}(\varepsilon) \), that rescaling translates into \( w = \mathcal{O}(1) \), while it gives \( w \to \infty \) for \( \lambda = \mathcal{O}(1) \); cf. Figure 8(a). Interestingly, the proof of our main result in this section, which is stated below, is very similar for these two \( \lambda \)-regimes:
Proposition 4.5. Given δ₁ fixed, with 0 < δ₁ < \( \frac{2}{\sqrt{3}} \) and δ₁ ≈ \( \frac{2}{\sqrt{3}} \), there exists \( \varepsilon_0 > 0 \) sufficiently small such that in region \( R_1 \), the boundary value problem \( \{ (2.9), (2.10) \} \) has a unique branch of solutions for \( \varepsilon \in (0, \varepsilon_0) \) and \( \lambda \in [\frac{\sqrt{\varepsilon}}{\delta_1}, 1] \). As \( \varepsilon \to 0 \), these solutions limit on a singular solution \( \Gamma \) of type I.

Remark 4.6. The singular solution \( \Gamma \) depends on \( \lambda \) or, equivalently, on \( \delta \). Interpreted in terms of \( \delta \), the range for which singular solutions exist corresponds to \( \delta \in [\sqrt{\varepsilon}, \delta_1] \); recall (2.8).

To prove Proposition 4.5, we construct solutions corresponding to the branch that is contained in region \( R_1 \) for fixed \( \lambda \) in the regime considered here. For \( \delta \) fixed, a unique singular orbit \( \Gamma \) is determined in blown-up phase space by investigating the dynamics of the boundary value problem \( \{ (2.9), (2.10) \} \) separately in charts \( K_1 \) and \( K_2 \), and by then combining the results obtained in these charts. Finally, the singular orbit \( \Gamma \), which is essentially determined by the dynamics in chart \( K_2 \), is shown to persist for \( \varepsilon \) positive and sufficiently small.

4.1.1. Dynamics in chart \( K_2 \). The flow of Equation (2.9) from the section \( \Sigma_{2}^{\text{in}} \) back to itself, whereby the sign of \( w \) changes from negative to positive, is naturally described in chart \( K_2 \); cf. Figure 12.

Recalling that \( r_2 = \varepsilon \), we observe that Equation (3.8) constitutes a fast-slow system in the standard form of geometric singular perturbation theory [7, 10, 15], with \((u_2, w_2)\) the fast variables and \( \xi_2 \) the slow variable. The fast system is given by (3.8), whence the corresponding slow system is obtained by a rescaling of the independent variable with \( r_2 \):

\[
\begin{align*}
(4.5a) & \quad r_2 \dot{u}_2 = u_2^4 w_2, \\
(4.5b) & \quad r_2 \dot{w}_2 = u_2^2 - 1, \\
(4.5c) & \quad \dot{\xi}_2 = \delta u_2^4, \\
(4.5d) & \quad \dot{r}_2 = 0.
\end{align*}
\]

The associated layer and reduced problems, which are obtained by setting \( r_2 = 0 \)}
in (3.8) and (4.5), respectively, read

\begin{align}
(4.6a) & \quad u_2' = u_2^4 w_2, \\
(4.6b) & \quad w_2' = u_2^2 - 1, \\
(4.6c) & \quad \xi_2' = 0, \\
(4.6d) & \quad r_2' = 0
\end{align}

and

\begin{align}
(4.7a) & \quad 0 = u_2^4 w_2, \\
(4.7b) & \quad 0 = u_2^2 - 1, \\
(4.7c) & \quad \dot{\xi}_2 = \delta u_2^4, \\
(4.7d) & \quad \dot{r}_2 = 0
\end{align}

respectively. (We note that the \((u_2, w_2)\)-subsystem \{\((4.6a),(4.6b)\}\) is precisely equal to Equation (2.14).) The critical manifold for Equation (4.7) is given by the line

\begin{equation}
S_0^2 := \{ (1, 0, \xi_2, 0) \mid \xi_2 \in [\xi_-, \xi_+] \}, \tag{4.8}
\end{equation}

where the constants \(\xi_\pm\) are defined as before.

**Remark 4.7.** While steady states are also found for \(u_2 = -1\) in (3.8), these states are irrelevant, since \(u_2\) and \(r_2\) are both non-negative and since \(\{u_2 = 0\}\) is an invariant hyperplane for (3.8) which the flow cannot cross.

Linearization of (4.6) about the critical manifold \(S_0^2\) shows that any point \(Q_2 = (1, 0, \xi_2, 0) \in S_0^2\) is a saddle, with Jacobian

\[
\begin{bmatrix}
4u_2^3w_2 & u_2^4 \\
2u_2 & 0
\end{bmatrix}_{(u_2, w_2) = (1, 0)} = \begin{bmatrix}
0 & 1 \\
2 & 0
\end{bmatrix}
\]

and eigenvalues \(\pm \sqrt{2}\). Hence, the manifold \(S_0^2\) is normally hyperbolic. The reduced flow thereon is described by \(\dot{\xi}_2 = \delta\), which corresponds to a constant drift in the positive \(u_2\)-direction with speed \(\delta\).

To describe the integrable layer flow away from \(S_0^2\), we introduce \(u_2\) as the independent variable, dividing (4.6b) formally by (4.6a):

\[
\frac{dw_2}{du_2} = \frac{u_2^2 - 1}{u_2^4 w_2(u_2)}. 
\]
Solving the above equation with $w_2(1) = 0$, we find

$$w_2^\pm(u_2) = \pm \sqrt{\frac{4}{3} - \frac{2}{u_2^2} + \frac{2}{3u_2^2}}. \tag{4.9}$$

In particular, it follows from (4.9) that, for any fixed choice of $\xi_2$, the stable and unstable manifolds of $Q_2$ can be written as graphs over $u_2$:

$$W^S_2(Q_2) = \{(u_2, w_2^-(u_2), \xi_2, 0) \mid u_2 \in [1, \infty)\}, \tag{4.10a}$$

$$W^u_2(Q_2) = \{(u_2, w_2^+(u_2), \xi_2, 0) \mid u_2 \in [1, \infty)\}. \tag{4.10b}$$

We have the following result.

**Lemma 4.8.** Let $r_2 \in (0, r_0)$, with $r_0$ positive and sufficiently small. Then, the following statements hold for Equation (4.5):

1. The normally hyperbolic critical manifold $S^0_2$ perturbs to a slow manifold

$$S^{r_2}_2 = \{(1, 0, \xi_2, r_2) \mid \xi_2 \in [\xi_-, \xi_+]\},$$

where $\xi_\pm$ are appropriately chosen constants. In particular, we emphasize that $(u_2, w_2) = (1, 0)$ implies that the restrictions of $S^{r_2}_2$ and $S^0_2$ to $(u_2, w_2, \xi_2)$-space do not depend on $r_2$.

2. The corresponding stable and unstable foliations $\mathcal{F}^s_2(S^{r_2}_2)$ and $\mathcal{F}^u_2(S^{r_2}_2)$ are identical to $\mathcal{F}^s_2(S^0_2)$ and $\mathcal{F}^u_2(S^0_2)$, except for their constant $r_2$-component. For $r_2 \in [0, r_0]$ fixed, these foliations may be written as

$$\mathcal{F}^s_2(S^{r_2}_2) = \{(u_2, w_2^-(u_2), \xi_2, r_2) \mid u_2 \in [1, \infty), \xi_2 \in [\xi_-, \xi_+]\} \quad \text{and} \quad \mathcal{F}^u_2(S^{r_2}_2) = \{(u_2, w_2^+(u_2), \xi_2, r_2) \mid u_2 \in [1, \infty), \xi_2 \in [\xi_-, \xi_+]\}. \tag{4.11a}$$

$$\mathcal{F}^s_2(S^{r_2}_2) = \{(u_2, w_2^-(u_2), \xi_2, r_2) \mid u_2 \in [1, \infty), \xi_2 \in [\xi_-, \xi_+]\} \quad \text{and} \quad \mathcal{F}^u_2(S^{r_2}_2) = \{(u_2, w_2^+(u_2), \xi_2, r_2) \mid u_2 \in [1, \infty), \xi_2 \in [\xi_-, \xi_+]\}. \tag{4.11b}$$

**Proof.** Both statements follow immediately from standard geometric singular perturbation theory [7], in combination with the preceding analysis; in particular, the fact that the plane $\{(u_2, w_2) = (1, 0)\}$ is invariant for Equation (3.8) irrespective of the choice of $r_2$ implies that the restrictions of $S^{r_2}_2$ and $S^0_2$ to $(u_2, w_2, \xi_2)$-space do not depend on $r_2$.

**Remark 4.9.** The fast-slow structure of Equation (3.8) is very simple, since the $(u_2, w_2)$-subsystem $\{(3.8a), (3.8b)\}$ decouples from Equation (3.8c). Even for $\varepsilon > 0$, the fast dynamics is determined by that integrable planar system, and organized by the saddle point at $(1, 0)$ and the stable and unstable manifolds thereof. The slow flow on the slow manifold $S^{r_2}_2$ is just the drift given by $\dot{\xi} = \delta$. 

\[\square\]
In the limit as \( u_2 \to \infty \), \( w_2^\pm (u_2) \) converges to \( w_2^\pm (\infty) = \mp \frac{2}{\sqrt{3}} \); recall (4.9). Transforming the stable manifold \( W^s_2(Q_2) \) and the unstable manifold \( W^u_2(Q_2) \) to chart \( K_1 \), via the coordinate change \( \kappa_{21} \) defined in (3.4), we see that these manifolds limit on the points \((0, \mp \frac{2}{\sqrt{3}}, \xi_1, 0)\), respectively, for \( \xi_1 \) fixed; see Figure 12.

4.1.2. Dynamics in chart \( K_1 \). The portions of the singular orbit \( \Gamma \) corresponding to the flow between two sets of boundary conditions that are located at \( \xi = \mp 1 \) and the section \( \Sigma^\text{out}_1 \) are studied in chart \( K_1 \). A simple calculation reveals that Equation (3.6) admits a line of steady states at

\[
S^0_1 := \{(0, 0, \xi_1, 1) \mid \xi_1 \in [\xi_-, \xi_+]\},
\]

as well as the plane of steady states

\[
\pi_1 := \{(0, w_1, \xi_1, 0) \mid w_1 \in [w_-, w_+ \text{ and } \xi_1 \in [\xi_-, \xi_+]]\};
\]

here, \( w_\pm \) and \( \xi_\pm \) are defined as in (3.9). (Another set of equilibria, with \( \varepsilon_1 = -1 \), is irrelevant to us due to our assumption that \( r_1 \) and \( \varepsilon_1 \) are both non-negative.) The line \( S^0_1 \) corresponds to the saddle equilibrium at \((\hat{u}, w) = (1, 0)\) of Equation (2.14), and coincides with the critical manifold \( S^0_2 \) introduced in chart \( K_2 \); cf. Equation (4.8).

In chart \( K_1 \), the singular limit of \( \varepsilon = 0 \) corresponds to either \( r_1 = 0 \) or \( \varepsilon_1 = 0 \) in Equation (3.6), which yields the following two limiting systems in the corresponding invariant hyperplanes:

\[
\begin{align*}
(4.14a) \quad & r'_1 = 0, \\
(4.14b) \quad & w'_1 = \varepsilon_1(1 - \varepsilon_1^2), \\
(4.14c) \quad & \xi'_1 = 0, \\
(4.14d) \quad & \varepsilon'_1 = -\varepsilon_1 w_1
\end{align*}
\]

and

\[
\begin{align*}
(4.15a) \quad & r'_1 = r_1 w_1, \\
(4.15b) \quad & w'_1 = 0, \\
(4.15c) \quad & \xi'_1 = \delta r_1, \\
(4.15d) \quad & \varepsilon'_1 = 0,
\end{align*}
\]

respectively. Equation (4.14) is equivalent to Equation (4.6) in chart \( K_2 \) under the coordinate change \( \kappa_{21} \) defined in (3.4); these equations describe the portion of the
singular orbit $\Gamma$ in chart $K_1$ that is located between $\Sigma_{1}^{\text{out}}$ and the hyperplane $\{\varepsilon_1 = 0\}$. Equation (4.15), on the other hand, determines the portion of the singular orbit which connects the hyperplane $\{r_1 = 0\}$ with the boundary conditions imposed at $r_1 = 1$. Hence, we first focus our attention on that limiting system.

The value of $w_1$ in Equation (4.15) is constant: $w_1 \equiv w_0$, for some constant $w_0$. Since $w_0$ must match the $w_2$-value obtained in the limit $u_2 \to \infty$ in (4.9) in chart $K_2$, see Figure 12, $w_1 \equiv \mp \frac{2}{\sqrt{3}}$ must hold in the hyperplane $\{\varepsilon_1 = 0\}$. The corresponding orbits of (4.15) are then easily found by dividing (4.15c) formally by (4.15a): $\frac{d\xi_1}{dr_1} = \frac{\delta}{w_0}$. For any initial condition $\xi_1(1) = \xi_0$, the solution to that equation reads

$$\xi_1(r_1) = \frac{\delta}{w_0}(r_1 - 1) + \xi_0. \quad (4.16)$$

The boundary conditions in (2.10) imply $\xi_0 = \mp 1$; hence, and since $w_0 = \mp \frac{2}{\sqrt{3}}$, we obtain

$$\xi_1^{\mp}(r_1) = \mp \frac{\sqrt{3}}{2}(r_1 - 1) \mp 1. \quad (4.17)$$

Any orbit of (4.15) can then be written as

$$\left\{ \left( r_1, \mp \frac{2}{\sqrt{3}}, \xi_1^{\mp}(r_1), 0 \right) \mid r_1 \in [0, 1] \right\}. \quad (4.18)$$

Orbits of the integrable Equation (4.14) can be found by introducing $\varepsilon_1$ as the independent variable: dividing (4.14b) formally by (4.14d), we obtain $\frac{dw_1}{d\varepsilon_1} = -\frac{1-\varepsilon_1^2}{w_1(\varepsilon_1)}$, which can be solved explicitly with $w_1(0) = \mp \frac{2}{\sqrt{3}}$ to yield

$$w_1^{\mp}(\varepsilon_1) = \mp \sqrt{\frac{4}{3} - 2\varepsilon_1 + \frac{2}{3}\varepsilon_1^3}, \quad (4.19)$$

where the sign in (4.19) equals that of the initial $w_1$-value. (We remark that (4.19) corresponds to Equation (4.9), after transformation to $K_1$-coordinates.) The corresponding values of $\xi_1$ are constant, and must equal the respective values of $\xi_1^{\mp}(r_1)$ in (4.17) at $r_1 = 0$, i.e.,

$$\xi_1^{\mp}(0) = \pm \frac{\sqrt{3}}{2}\delta \mp 1. \quad (4.20)$$

Remark 4.10. For $\delta = \frac{2}{\sqrt{3}}$, it follows that $\xi_1^{\mp}(0) = 0$, i.e., we obtain a singular orbit of type II; see Figures 8(b) and 15. Hence, we must assume $\delta < \frac{2}{\sqrt{3}}$ in the statement of Proposition 4.5.
Any orbit of (4.14) can thus be represented as

\[ \{ (0, w_1^+(\varepsilon_1), \xi_1^+(0), \varepsilon_1) \mid \varepsilon_1 \in [0, \sigma] \}, \tag{4.21} \]

where \( \sigma \) is as in the definition of the section \( \Sigma^\text{out}_1 \); recall (3.9).

Concatenation of the two orbit segments defined in Equations (4.18) and (4.21) with the respective signs will yield the singular orbits \( \Gamma^-_1 \) and \( \Gamma^+_1 \), which are located between the sections \( V^-_{10} \) and \( \Sigma^\text{out}_1 \) and \( \Sigma^\text{out}_1 \) and \( V^+_{10} \), respectively. Here,

\[ V^\pm_{10} := \{ (1, w, \pm 1, 0) \mid w \in [\pm \sqrt{3}, 0] \}, \tag{4.22} \]

with \( I^- \) being appropriately defined neighborhoods of the points \( w_0^- = -\frac{2}{\sqrt{3}} \) and \( w_0^+ = \frac{2}{\sqrt{3}} \), respectively; see Figure 12.

4.1.3. Singular orbit \( \Gamma \). A singular orbit \( \Gamma \) for Equation (2.9) can now be constructed on the basis of the dynamics in charts \( K_1 \) and \( K_2 \), by taking into account the corresponding boundary conditions in Equation (2.10).

After transformation to \( K_1 \), the manifolds \( W^s_2(Q_2) \) and \( W^u_2(Q_2) \) meet the portions of the orbits \( \Gamma^-_1 \) and \( \Gamma^+_1 \), respectively, as given by (4.21), in the points

\[ P_1^- = \left( 0, \mp \frac{2}{\sqrt{3}}, \pm \frac{\sqrt{3}}{2} \delta \mp 1, 0 \right). \tag{4.23} \]

These points are contained in the two lines

(4.24a) \[ \ell^-_1 = \{ (0, -\frac{2}{\sqrt{3}}, \xi, 0) \mid \xi \in [\xi_-, \xi_+] \} \] and

(4.24b) \[ \ell^+_1 = \{ (0, \frac{2}{\sqrt{3}}, \xi, 0) \mid \xi \in [\xi_-, \xi_+] \}, \]

respectively, in the hyperplane \( \{ \varepsilon_1 = 0 \} \), which are both located in the plane of steady states \( \pi_1 \); cf. (4.13). The portions of the singular orbit \( \Gamma \) that lie in chart \( K_1 \) can hence finally be written as

(4.25a) \[ \Gamma^-_1 = \{ (r_1, -\frac{2}{\sqrt{3}}, -\frac{\sqrt{3}}{2} \delta (r_1 - 1) - 1, 0) \mid r_1 \in (0, 1) \} \cup P^-_1 \]

\[ \cup \{ (0, -\frac{2}{\sqrt{3}} - 2 \varepsilon_1 + \frac{3}{2} \varepsilon_1^2, \frac{\sqrt{3}}{2} \delta - 1, \varepsilon_1) \mid \varepsilon_1 \in (0, \sigma) \} \] and

(4.25b) \[ \Gamma^+_1 = \{ (r_1, \frac{2}{\sqrt{3}}, \frac{\sqrt{3}}{2} \delta (r_1 - 1) + 1, 0) \mid r_1 \in (0, 1) \} \cup P^+_1 \]

\[ \cup \{ (0, \frac{2}{\sqrt{3}} - 2 \varepsilon_1 + \frac{3}{2} \varepsilon_1^2, -\frac{\sqrt{3}}{2} \delta + 1, \varepsilon_1) \mid \varepsilon_1 \in (0, \sigma) \}. \]

It remains to identify the portion of \( \Gamma \) that is located in chart \( K_2 \); we denote the corresponding singular orbit by \( \Gamma_2 \). We note that, for \( r_2 = 0 \), Equation (4.6) implies...
\( \xi_2 \equiv \text{constant on } \Gamma_2 \). Given the definition of \( \Gamma_1^\pm \) and the fact that \( \xi_2 = \xi_1 \), we define the points

\[
Q_2^\pm = \left( 1, 0, \pm \frac{\sqrt{3}}{2} \delta \mp 1, 0 \right) \in \mathcal{S}_2^0, \tag{4.26}
\]

therefore, we may write

\[
\Gamma_2 = \mathcal{W}_s^u(Q_2^-) \cup Q_2^- \cup \{ (1, 0, \xi_2, 0) \mid \xi_2 \in \left( \frac{\sqrt{3}}{2} \delta - 1, -\frac{\sqrt{3}}{2} \delta + 1 \right) \} \cup Q_2^+ \cup \mathcal{W}_u^s(Q_2^+), \tag{4.27}
\]

recall Equation (4.10), where \( u_2 \) now varies in the range \([1, \sigma^{-1}]\). The orbit \( \Gamma_2 \) is hence defined as the union of three segments, with the first being the stable manifold of \( Q_2^- \), the second corresponding to the slow drift in \( \xi_2 \) from \( Q^- \) to \( Q^+ \), as shown in the inset of Figure 12, and the third being the unstable manifold of \( Q_2^+ \).

The sought-after singular orbit \( \Gamma \), which represents the singular solution to the boundary value problem \( \{(2.9), (2.10)\} \), can then be written as the union of \( \Gamma_1^-, \Gamma_2, \) and \( \Gamma_1^+ \) in blown-up space:

\[
\Gamma := \Gamma_1^- \cup \Gamma_2 \cup \Gamma_1^+. \tag{4.13}
\]

A visualization of the orbit \( \Gamma \) is given in Figure 12.

**4.1.4. Persistence of \( \Gamma \) – Proof of Proposition 4.5.** The proof of Proposition 4.5 is based on the shooting argument outlined in Section 2, which is implemented by approximating the dynamics of Equation (2.9) for \( \varepsilon \) small in the two coordinate charts \( K_1 \) and \( K_2 \). We begin by defining the two manifolds

\[
\mathcal{V}_i^{\pm} := \{(r_1, w, \mp 1, \varepsilon) \mid w \in I^{\pm} \} \quad \text{for } \varepsilon \in [0, \varepsilon_0), \tag{4.28}
\]

which represent the boundary conditions in (2.10) in chart \( K_1 \), with \( r_1 = 1 \) for \( \xi_1 = \mp 1 \); hence, it also follows that \( \varepsilon_1 = \frac{\varepsilon}{r_1} = \varepsilon \) there. (We note that, for \( \varepsilon = 0 \), the manifolds \( \mathcal{V}_i^{\pm} \) in (4.28) reduce to \( \mathcal{V}_i^{\pm} \), respectively, as defined in (4.22).) The intervals \( I^- \) and \( I^+ \) are defined as neighborhoods of the points \( w_0^- = -\frac{2}{\sqrt{3}} \) and \( w_0^+ = \frac{2}{\sqrt{3}} \), respectively, as before.

We note that the manifolds \( \mathcal{V}_i^{\pm} \) are mapped onto each other by the transformation \( (r_1, w_1, \xi_1, \varepsilon_1) \mapsto (r_1, -w_1, -\xi_1, \varepsilon_1) \), in accordance with the symmetry properties of the boundary value problem \( \{(2.9), (2.10)\} \), as discussed in Section 1. It is hence sufficient to consider the transition from \( \mathcal{V}_i^- \) to \( \Sigma_1^{\text{out}} \) under the flow of (3.6), as its counterpart, the transition between \( \Sigma_1^{\text{out}} \) and \( \mathcal{V}_i^+ \), can be obtained in a symmetric fashion.
We now introduce \( \varepsilon_1 \) as the independent variable in Equation (3.6), whence

\[
\begin{align*}
\frac{dr_1}{d\varepsilon_1} &= -\frac{r_1}{\varepsilon_1}, \\
\frac{dw_1}{d\varepsilon_1} &= -\frac{1 - \varepsilon_1^2}{w_1(\varepsilon_1)}, \\
\frac{d\xi_1}{d\varepsilon_1} &= -\delta \frac{r_1(\varepsilon_1)}{\varepsilon_1 w_1(\varepsilon_1)}.
\end{align*}
\]

Here, we remark that \( w_1(\varepsilon_1) \) remains non-zero for \( \varepsilon \) sufficiently small, as we know that \( w_1 = \mp \frac{2}{\sqrt{3}} + O(\varepsilon_1) \neq 0 \) in the singular limit, i.e., for \( \varepsilon = 0 \). Solving Equations (4.29a) and (4.29b), with initial condition \( (1, w, -1, \varepsilon) \in V^-_{1,1} \), we find

\[
(4.30) \quad r_1(\varepsilon_1) = \frac{\varepsilon}{\varepsilon_1} \quad \text{and} \quad w_1^{-}(\varepsilon_1) = -\sqrt{w^2 + 2(\varepsilon - \varepsilon_1) - \frac{2}{3}(\varepsilon^3 - \varepsilon_1^3)}.
\]

Substituting the expressions in (4.30) into (4.29c) and expanding the result for \( \varepsilon_1 \)
Comparing Equations (4.32) and (4.33) and expanding

\[
\frac{d\xi_1}{d\varepsilon_1} = \frac{\delta}{\varepsilon_1} \frac{1}{\varepsilon_1} \left( \frac{1}{w^2 + 2(\varepsilon - \varepsilon_1) - \frac{2}{3}(w^3 - \varepsilon^3)} \right) = \frac{\delta}{\varepsilon_1} \frac{1}{\varepsilon_1} \left[ \left( \frac{1}{w^2 + 2\varepsilon - \frac{2}{3}w^3} \right) + \mathcal{O}(1), \right]
\]

which can be solved to the order considered here and evaluated in \(\Sigma^{\text{out}}_1\) – i.e., for \(\varepsilon_1 = \sigma\) – to yield

\[
\xi^{\text{out}}_1 = -1 - \frac{\delta}{w} + \frac{\delta}{w^3} \varepsilon \ln \varepsilon + \mathcal{O}(\varepsilon).
\]

Similarly, evaluating (4.30) in \(\Sigma^{\text{out}}_1\), we find

\[
(\varepsilon^{\text{out}}_1, w^{\text{out}}_1, \xi^{\text{out}}_1, \varepsilon^{\text{out}}_1) = \left( \varepsilon, -\sqrt{w^2 + 2(\varepsilon - \sigma) - \frac{2}{3}(w^3 - \sigma^3)}, -1 - \frac{\delta}{w} + \mathcal{O}(\varepsilon \ln \varepsilon), \sigma \right),
\]

which defines a curve \((w^{\text{out}}_1, \xi^{\text{out}}_1)(\varepsilon)\) that is parametrized by the initial \(w_1\)-value \(w\) in \(\mathcal{V}^{\text{in}}_{\varepsilon_1}\). That curve, which we denote by \(\mathcal{V}^{\text{out}}_{\varepsilon_1}\), is located in a two-dimensional subset of \(\Sigma^{\text{out}}_1\) and, specifically, in the \((w_1, \xi_1)\)-plane, with \((r_1, \varepsilon_1)\) fixed:

\[
(4.32) \quad \mathcal{V}^{\text{out}}_{\varepsilon_1} := \left\{ \left. -\sqrt{w^2 + 2(\varepsilon - \sigma) - \frac{2}{3}(w^3 - \sigma^3)}, -1 - \frac{\delta}{w} + \mathcal{O}(\varepsilon \ln \varepsilon) \right| w \in I^{-} \right\}.
\]

It remains to study the stable foliation \(\mathcal{F}_2^{\text{in}}(S^r_2)\) in coordinate chart \(K_2\), and to show that the intersection thereof with \(\mathcal{V}^{\text{out}}_{\varepsilon_1}\) is transverse for \(\varepsilon\) sufficiently small. To that end, we recall the definition of \(\mathcal{F}_2^{\text{in}}(S^r_2)\) in (4.11a), which we restrict to the section \(\Sigma^{\text{in}}_2 = \kappa_{12}(\Sigma^{\text{out}}_1)\): taking \(r_2(= \varepsilon)\) fixed, as before, and evaluating \(\mathcal{F}_2^{\text{in}}(S^r_2)\) at \(u_2 = \sigma^{-1}\) defines a curve \(\mathcal{F}_2^{\text{in}}\) in \(\Sigma^{\text{in}}_2\) which is parametrized by \(\xi_2 \in [\xi_-, \xi_+]\) via

\[
(\xi^{\text{in}}_2, w^{\text{in}}_2, s^{\text{in}}_2, r^{\text{in}}_2) = \left( \sigma^{-1}, -\sqrt{\frac{4}{3} - 2\sigma + \frac{2}{3}\sigma^3}, \xi_2, r_2 \right),
\]

for any \(r_2 \in [0, \rho]\); cf. (3.10). Transforming \(\mathcal{F}_2^{\text{in}}\) to chart \(K_1\), we obtain the corresponding curve \(\mathcal{F}_1^{\text{in}}:\)

\[
(4.33) \quad \mathcal{F}_1^{\text{in}} := (w^{\text{in}}_1, \xi^{\text{in}}_1) = \left\{ \left. -\sqrt{w^2 + 2(\varepsilon - \sigma) - \frac{2}{3}(w^3 - \sigma^3)}, \xi_1 \right| \xi_1 \in [\xi_-, \xi_+] \right\}.
\]

Comparing Equations (4.32) and (4.33) and expanding

\[
-\sqrt{w^2 + 2(\varepsilon - \sigma) - \frac{2}{3}(w^3 - \sigma^3)} = w + \frac{\varepsilon - \sigma}{w} + \mathcal{O}((\varepsilon - \sigma)^2)
\]
and
\[-\sqrt{\frac{4}{3} - 2\sigma + \frac{2}{3}\sigma^3} = -\frac{2}{\sqrt{3}} + \frac{\sqrt{3}}{2}\sigma + \mathcal{O}(\sigma^2),\]
we conclude that $V_{1^-}^\text{out}$ and $F_{1^-}^\text{in}$ intersect in some point
\[P_{1^-}^\text{out} = \left(-\frac{2}{\sqrt{3}} + \mathcal{O}(\varepsilon), -1 - \frac{\delta}{w} + \mathcal{O}(\varepsilon \ln \varepsilon)\right).\]

As the corresponding tangent vectors in the $(w_1, \xi_1)$-plane are given by $(1, \frac{\delta}{w})$ and $(0, 1)$ to leading order, that intersection is transverse for any $\varepsilon$ small. More precisely, transversality between $V_{1^-}^\text{out}$ and $F_{1^-}^\text{in}$ occurs already for $\varepsilon = 0$, i.e., in $\{r_1 = 0\}$, which is sufficient for the Exchange Lemma to apply in chart $K_2$; cf. Figure 13. As these two curves perturb smoothly, the transversality of their intersection persists for $\varepsilon \neq 0$, as well.

In summary, we have hence constructed a connection between the two manifolds of boundary conditions $V_{1^-}^\varepsilon$ and $V_{1^+}^\varepsilon$, as follows: in the singular limit of $\varepsilon = 0$, the image

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure13}
\caption{Transverse intersection of the sets $V_{1^-}^\text{out}$ and $F_{1^-}^\text{in}$ in $(w_1, \xi_1)$-space.}
\end{figure}
$V_{\text{out}^{-}}$ in $\Sigma_{1}^{{\text{out}^{-}}}$ under the forward flow intersects transversely the equivalent of the stable manifold $W_{2}^{s}(Q_{2})$ under the change of coordinates to chart $K_{1}$, namely, $F_{1}^{{\text{out}^{-}}}$. Then, a slow drift occurs along the critical manifold $S_{0}^{2}$ until the flow leaves along the unstable manifold $W_{2}^{u}(Q_{2})$. In $\Sigma_{1}^{{\text{out}^{-}}}$, that manifold – which corresponds to $F_{1}^{{\text{out}^{+}}}$ after transformation to $K_{1}$-coordinates – again intersects transversely the image $V_{10}^{+}$ of the boundary manifold $V_{10}^{+}$ under the backward flow. The construction persists for $\varepsilon \neq 0$ sufficiently small; in fact, it guarantees a transverse intersection between $V_{1}^{\pm}$ and $F_{1}^{\pm}$ when $0 < \varepsilon \ll 1$. Finally, the fact that the perturbed orbit approaching the stable foliation of the slow manifold $S_{2}^{2}$ will leave along the unstable foliation thereof is guaranteed by the Exchange Lemma.

The above argument allows us to obtain the portion of the branch of solutions in the bifurcation diagram which perturbs from $B_{1}$ for $\delta \geq \hat{\delta}$, with $\hat{\delta} > 0$ small; see Figures 10 and 11. The portion of the branch perturbing from the part of $B_{1}$ for $0 \leq \delta < \hat{\delta}$, as well as from $B_{2}$, can be obtained in a similar spirit. However, as that regime involves the limit as $\delta \rightarrow 0$, it requires further consideration. Setting $\delta = 0$ does not affect our construction in chart $K_{1}$; however, it destroys the slow drift on $S_{2}^{0}$ in chart $K_{2}$ for $\varepsilon = 0$, cf. Equation (4.7).

The segment $B_{2}$ is associated to the regime where $\lambda = \mathcal{O}(1)$. Singular solutions in that regime are of type I; see the right panel of Figure 8(a). We recall that $\delta = 0$ occurs only for $\varepsilon = 0$, cf. Figure 11, and that $\delta$ is bounded below by $\sqrt{\varepsilon}$. Hence, it is convenient to introduce the rescaling

\begin{equation}
\delta = \sqrt{\varepsilon} \hat{\delta},
\end{equation}

with $\hat{\delta} \geq 1$, which we substitute into the governing Equations (3.6) and (3.8) in charts $K_{1}$ and $K_{2}$, respectively. In chart $K_{1}$, the rescaling in (4.34) yields the same dynamics as is obtained by setting $\delta = 0$ in (3.6): the singular limit of $\varepsilon = 0$ implies $\xi_{1} \equiv \mp 1$ in the invariant hyperplane $\{\varepsilon_{1} = 0\}$; cf. Equation (4.15). It follows that the value of $\xi$ in the transition from $u = 1$ to $u = 0$ does not change, as can also be seen in the corresponding type I-solution; see again the right panel of Figure 8(a). In chart $K_{2}$,
introduction of the rescaling in (4.34) again yields a fast-slow system,

\begin{align*}
(4.35a) & \quad u_2' = u_2^4 w_2, \\
(4.35b) & \quad w_2' = u_2^2 - 1, \\
(4.35c) & \quad \zeta_2' = \delta r_2^3 u_2^4, \\
(4.35d) & \quad r_2' = 0.
\end{align*}

The only difference to the previous case of \( \delta \neq 0 \) is that the slow dynamics is now even slower, as the small perturbation parameter in (3.8) is given by \( r_2^{3/2} \), instead of by \( r_2 \). The global construction illustrated in this section is unaffected by that difference, though, as the techniques we have relied on – such as, e.g., the Exchange Lemma – still apply. As \( \delta \) grows to \( O(r_2^{-1/2}) \), the transition between the two regimes occurs.

Remark 4.11. We emphasize that the restriction on \( \delta \) in the statement of Proposition 4.5 is due to the fact that we require \( Q_\pm^2 \neq Q_\pm^1 \); cf. also Remark 4.10. Specifically, for the Exchange Lemma to apply, \( \sqrt{3} \delta - 1 < -\sqrt{3} \delta + 1 \) must hold, which is equivalent to \( \delta < \frac{2}{\sqrt{3}} =: \delta_* \). The case where that condition is violated is studied in Section 4.2 below, which covers region \( \mathcal{R}_2 \). In particular, it is shown there that Equation (2.9) then locally admits a pair of solutions which limit on a solution of type I and one of type II, respectively; these two singular solutions meet in a saddle-node bifurcation at \( \delta = \delta_* \).

4.1.5. Logarithmic switchback. In Lindsay’s work [20], logarithmic terms in \( \varepsilon \), as well as fractional powers of \( \varepsilon \), arise in the asymptotic expansions of solutions to Equation (1.3) as “switchback” terms that need to be included during matching in order to ensure the consistency of these expansions [23]. In this subsection, we show that these terms are due to a resonance phenomenon in the blown-up vector field, see [26], hence establishing a connection between our dynamical systems approach and the method of matched asymptotic expansions. That connection has already been observed in various classical singular perturbation problems; examples include Lagerstrom’s model equation for low Reynolds number flow [16, 17, 27], front propagation in the Fisher-Kolmogorov-Petrowskii-Piscounov equation with cut-off [4, 5], and the generalized Evans function for degenerate shock waves derived in [29].

The occurrence of logarithmic switchback is necessarily studied in chart \( K_1 \), as the small parameter \( \varepsilon \) has to appear as a dynamic variable for resonances to be possible between eigenvalues of the linearization about an appropriately chosen steady
state, namely \( P \pm \frac{1}{2} \); recall Equation (4.23). Due to the symmetry properties of the corresponding vector field, it again suffices to restrict to the transition under the flow of (3.6) past \( P_1^- = (0, -\frac{3}{\sqrt{3}} \sqrt[3]{\delta} - 1, 0) \) only.

**Proposition 4.12.** Let \( \varepsilon \in (0, \varepsilon_0) \), with \( \varepsilon_0 \) positive and sufficiently small. Then, Equation (3.6) admits the normal form

\[
\begin{align*}
    r_1' &= -r_1, \\
    W_1' &= \frac{3\sqrt{3}}{8} W_1^2 \varepsilon_1 + \frac{27}{16} W_1 \varepsilon_1^2 - \frac{5\sqrt{3}}{64} \varepsilon_1^3 + O(4), \\
    \Xi_1' &= \frac{3\sqrt{3}}{8} \delta \varepsilon + \frac{27}{16} \delta \varepsilon W_1 + \frac{3\sqrt{3}}{8} \delta r_1 W_1^2 + \frac{27 \sqrt{3}}{64} \delta \varepsilon \varepsilon_1 + O(4), \\
    \varepsilon_1' &= \varepsilon_1
\end{align*}
\]

in an appropriately chosen neighborhood of \( P_1^- \). (Here, \( O(4) \) denotes terms of order 4 and upwards in \((r_1, W_1, \Xi_1, \varepsilon_1)\).)

**Proof.** The proof is based on a sequence of near-identity transformations in a neighborhood of \( P_1^- \) which reduces Equation (3.6) to the system of equations in (4.36). In a first step, we shift \( P_1^- \) to the origin, introducing the new variables \( \tilde{w}_1 \) and \( \tilde{\xi}_1 \) via \( w_1 = -\frac{2}{\sqrt{3}} + \tilde{w}_1 \) and \( \xi_1 = \xi_1^- + \tilde{\xi}_1 \). (Here and in the following, we write \( \xi_1^- = \sqrt{3} \frac{\delta}{2} - 1 \).) Then, we divide out a positive factor of \( \frac{2}{\sqrt{3}} - \tilde{w}_1 (= -w_1) \) from the right-hand sides in the resulting equations, which corresponds to a transformation of the independent variable that leaves the phase portrait unchanged:

\[
\begin{align*}
    r_1' &= -r_1, \\
    \tilde{w}_1' &= \varepsilon_1 (1 - \varepsilon_1^2), \\
    \tilde{\xi}_1' &= \delta \frac{r_1}{\sqrt{3} - \tilde{w}_1}, \\
    \varepsilon_1' &= \varepsilon_1
\end{align*}
\]

Next, we expand \( \frac{2}{\sqrt{3}} - \tilde{w}_1 \)^{-1} = \( \frac{\sqrt{3}}{2} (1 - \frac{\sqrt{3}}{2} \tilde{w}_1)^{-1} = \frac{\sqrt{3}}{2} (1 + \frac{\sqrt{3}}{2} \tilde{w}_1 + \frac{3}{4} \tilde{w}_1^2 + O(\tilde{w}_1^3)) \) in Equations (4.37b) and (4.37c), whence

\[
\begin{align*}
    \tilde{w}_1' &= \frac{\sqrt{3}}{2} \varepsilon_1 \left( 1 + \frac{\sqrt{3}}{2} \tilde{w}_1 + \frac{3}{4} \tilde{w}_1^2 - \varepsilon_1^2 \right) + O(4), \\
    \tilde{\xi}_1' &= \frac{\sqrt{3}}{2} \delta r_1 \left( 1 + \frac{\sqrt{3}}{2} \tilde{w}_1 + \frac{3}{4} \tilde{w}_1^2 \right) + O(4).
\end{align*}
\]
Since none of the terms in the \( \tilde{w}_1 \)-equation above are resonant, they can be removed by a sequence of near-identity transformations. For instance, setting \( \tilde{w}_1 = \hat{w}_1 + \frac{\sqrt{3}}{2} \varepsilon_1 \), we may eliminate the linear \( \varepsilon_1 \)-term from that equation, whence

\[
\hat{w}'_1 = \frac{3}{4} \varepsilon_1 \hat{w}_1 + \frac{3\sqrt{3}}{8} \varepsilon_1^2 + \frac{3\sqrt{3}}{8} \hat{w}_1^2 \varepsilon_1 + \frac{9}{8} \hat{w}_1 \varepsilon_1^2 - \frac{7\sqrt{3}}{32} \varepsilon_1^3 + \mathcal{O}(4).
\]

Similarly, we can eliminate the linear \( r_1 \)-terms in the \( \tilde{\xi}_1 \)-equation by introducing \( \tilde{\xi}_1 = \hat{\xi}_1 - \frac{\sqrt{3}}{2} \delta r_1 \); the equation for \( \hat{\xi}_1 \) then reads

\[
\hat{\xi}'_1 = \frac{3}{4} \delta r_1 \hat{w}_1 + \frac{3\sqrt{3}}{8} \delta \varepsilon + \frac{3\sqrt{3}}{8} \delta r_1 \hat{w}_1^2 + \frac{9}{8} \delta \varepsilon \hat{w}_1 + \frac{9\sqrt{3}}{32} \delta \varepsilon \varepsilon_1 + \mathcal{O}(4).
\]

The term \( \frac{3\sqrt{3}}{8} \delta \varepsilon = \frac{3\sqrt{3}}{8} \delta r_1 \varepsilon_1 \) in the above equation is now resonant of order 2, as \((-1) + 0 + 0 + 1 = 0\) for the eigenvalues corresponding to the monomial \( r_1 \varepsilon_1 \) therein; hence, that term cannot be eliminated in general. (Here, we note that any factor of \( \varepsilon \) contributes a quadratic term to the asymptotics when considered in \((r_1, \hat{w}_1, \hat{\xi}_1, \varepsilon_1)\)-coordinates.)

A final sequence of near-identity transformations allows us to eliminate any non-resonant second-order terms from (4.37). Specifically, introducing \( W_1 \) and \( \Xi_1 \) such that

\[
\hat{w}_1 = W_1 + \frac{3}{4} W_1 \varepsilon_1 + \frac{3\sqrt{3}}{16} \varepsilon_1^2, \quad \hat{\xi}_1 = \Xi_1 - \frac{3}{4} \delta r_1 W_1,
\]

we obtain Equation (4.36), as required.

Next, we outline how the normal form in Equation (4.36) gives rise to logarithmic ("switchback") terms in the expansion for \( \xi_1 \) — or, rather, for the value \( \xi_1^{\text{out}} \) thereof in the section \( \Sigma_1^{\text{out}} \), as defined in (3.9b); see also Section 4.1. In the process, we refine the approximation for \( \xi_1^{\text{out}} \) that was derived in the proof of Propositions 4.5; recall Equation (4.32).

**Lemma 4.13.** Let \( V^+_1 \) be defined as in Equation (4.28), and consider the point \((1, w, -1, \varepsilon) \in V^+_1 \), with \( w \) in a small neighbourhood of \( w_0 = -\frac{2}{\sqrt{3}} \). Then, the orbit of Equation (3.6) that is initiated in that point intersects the section \( \Sigma_1^{\text{out}} \) in a point \((\xi^{\text{out}}, w^{\text{out}}_1, \xi_1^{\text{out}}, \delta) \), with

\[
\xi_1^{\text{out}} = -1 + \frac{\sqrt{3}}{2} \delta - \frac{3\sqrt{3}}{8} \delta \varepsilon \ln \varepsilon + \mathcal{O}(\delta \varepsilon).
\]
Proof. Equations (4.36a) and (4.36d) can be solved explicitly for \( r_1 \) and \( \varepsilon_1 \), which gives

\[
(4.39) \quad r_1(\tilde{x}) = \rho e^{-\tilde{x}} \quad \text{and} \quad \varepsilon_1(\tilde{x}) = \frac{\varepsilon}{\rho} \tilde{x};
\]

here, \( \tilde{x} \) denotes the rescaled independent variable that was introduced in the derivation of (4.36). Hence, the transition “time” \( \tilde{X} \) between the sections \( \Sigma^{\text{in}}_1 \) and \( \Sigma^{\text{out}}_1 \) under the flow of Equation (4.36) is given by

\[
(4.40) \quad \tilde{X} = \ln \frac{\rho \delta}{\varepsilon}.
\]

For the sake of simplicity, we will henceforth only consider terms of up to order 2 in Equations (4.36b) and (4.36c), which gives

\[
(4.41) \quad W'_1 = 0 \quad \text{and} \quad \Xi'_1 = \frac{3\sqrt{3}}{8} \delta\varepsilon \tilde{x},
\]

to that order. Hence, solving Equation (4.41) for \( W_1 \) and \( \Xi_1 \) in forward time gives

\[
(4.42) \quad W_1 \equiv W_0 \quad \text{and} \quad \Xi_1 = \Xi_0 + \frac{3\sqrt{3}}{8} \delta\varepsilon \tilde{x},
\]

where \( W_0 = W_1(0) \) and \( \Xi_0 = \Xi_1(0) \) are constants that remain to be determined.

Undoing the above sequence of near-identity transformations – i.e., reverting to the shifted variable \( \tilde{\xi}_1 \) – we obtain

\[
(4.43) \quad \tilde{\xi}_1 = \tilde{\xi}_1 - \frac{\sqrt{3}}{2} \delta r_1 - \frac{3}{4} \delta r_1 W_1 = \tilde{\xi}_0 + \frac{3\sqrt{3}}{8} \delta\varepsilon \tilde{x} - \frac{\sqrt{3}}{2} \delta r_1 - \frac{3}{4} \delta r_1 W_1.
\]

Hence, we also need to undo the transformation for \( W_1 \equiv W_0 \); inverting the successive transformations for the variable \( w_1 \), we have

\[
(4.44) \quad w_1 = -\frac{2}{\sqrt{3}} + \left(1 + \frac{3}{4} \varepsilon_1\right) W_0 + \frac{\sqrt{3}}{2} \varepsilon_1 + \frac{3\sqrt{3}}{16} \varepsilon_1^2.
\]

Since \( w_1 \to -\frac{2}{\sqrt{3}} \) in the singular limit as \( \varepsilon_1 \to 0 \), it follows that \( W_0 = 0 \) to the order considered here. In fact, expanding the expression for \( w_1(\varepsilon_1) \) in Equation (4.30) and retracing the above sequence of normal form transformations \( w_1 \mapsto \tilde{w}_1 \mapsto \hat{w}_1 \mapsto W_1 \), we may infer from (4.42) that \( W_0 = \tilde{w}_0 + O(\varepsilon) \), where we have written \( w_0 = -\frac{2}{\sqrt{3}} + \tilde{w}_0 \) in (4.30). As \( \tilde{w}_0 = O(\varepsilon) \), by the proof of Proposition 4.5, we may conclude that \( W_0 = O(\varepsilon) \).

Next, substituting into (4.43) and noting that \( \Xi_0 = \tilde{\xi}_0 + \frac{\sqrt{3}}{2} \delta \rho + O(\delta \varepsilon) \) due to \( r_1 = \rho \) in \( \Sigma^{\text{in}}_1 \), we obtain

\[
(4.45) \quad \tilde{\xi}_1 = \tilde{\xi}_0 + \frac{\sqrt{3}}{2} \delta (\rho - r_1) + \frac{3\sqrt{3}}{8} \delta \varepsilon \tilde{x} + O(\delta \varepsilon).
\]
Reverting to the original variable \( \xi = \xi_1 + \tilde{\xi}_1 \), we then conclude that in \( \Sigma_1^{\text{out}} \),

\[
\xi_1^{\text{out}} = \xi_1(\tilde{X}) = \xi_0 + \frac{\sqrt{3}}{2} \delta \rho - \frac{3\sqrt{3}}{8} \delta \varepsilon \ln \varepsilon + O(\delta \varepsilon).
\]

We emphasize that the resonant term \( \frac{3\sqrt{3}}{8} \delta \varepsilon \) in (4.42) gives rise to \( \frac{3\sqrt{3}}{8} \delta \varepsilon \tilde{x} \) in (4.45) after integration which, for \( \tilde{x} = \tilde{X} \), yields an \( \varepsilon \ln \varepsilon \)-term in the expansion for \( \xi_1^{\text{out}} \). (Here, the error estimate in (4.46) is again due to the fact that \( W_1 = O(\varepsilon) \) throughout.)

It remains to approximate \( \xi_0 \). To that end, we consider Equation (4.37c), rewritten with \( r_1 \) as the independent variable: solving

\[
\frac{d\tilde{\xi}_1}{dr_1} = \frac{d\xi_1}{dr_1} = -\frac{\delta}{\sqrt{3} - \tilde{w}_1} = -\frac{\sqrt{3}}{2} \delta \left(1 + O(\tilde{w}_1)\right)
\]

with \( \xi_1(1) = -1 \) and noting that \( \tilde{w}_1 = O(\varepsilon) \), by (4.42), we find

\[
\xi_1(r_1) = -1 - \frac{\sqrt{3}}{2} \delta (r_1 - 1) + O(\delta \varepsilon)
\]

and, hence, \( \xi_0 = \xi_1(\rho) = -1 - \frac{\sqrt{3}}{2} \delta (\rho - 1) + O(\delta \varepsilon) \) which, in combination with (4.46), yields Equation (4.38), as claimed.

Remark 4.14. The fact that Equation (4.37c) is decoupled, in combination with the structure of the above sequence of normal form transformations \( \tilde{w}_1 \mapsto \hat{w}_1 \mapsto W_1 \) – which depends on \( \varepsilon_1 \) only – implies that no resonances will occur in the corresponding expansion for \( w_1^{\text{out}} \). In fact, such an expansion can immediately be derived from (4.44).

Remark 4.15. One can show that Lemma 4.13 is consistent with Lindsay’s results [20, Section 3]; in fact, up to a transformation of variables, the quantity \( \xi_1^{\text{out}} \) corresponds to the point \( -x_c \) introduced there, with \( \lambda_{0c} = \frac{m-1}{2(m-2)} = \frac{3}{4} \) due to \( m = 4 \) in our case:

\[
-x_c = -1 + \varepsilon \frac{1}{2} x_c = -1 + \frac{\sqrt{3}}{2} \delta - \frac{3\sqrt{3}}{8} \sqrt{\frac{\varepsilon}{\lambda}} \ln \varepsilon + O(\delta \varepsilon).
\]

4.2. Region \( \mathcal{R}_2 \). For \( \varepsilon > 0 \), region \( \mathcal{R}_2 \) covers a small neighborhood of the point \( B \) in \((\lambda, \|u\|_2^2)\)-space; recall Figure 9. That region contains the portion of the branch of solutions in the bifurcation diagram which limit on solutions of types I and II as \( \varepsilon \to 0 \); moreover, \( \mathcal{R}_2 \) establishes the connection with the branches of solutions that are contained in regions \( \mathcal{R}_1 \) and \( \mathcal{R}_3 \).

According to the definition in (4.2), the size of \( \mathcal{R}_2 \) is \( \varepsilon \)-dependent; in particular, that region collapses onto a line as \( \varepsilon \to 0 \). We will show that, for \( 0 < \varepsilon \ll 1 \), a saddle-node bifurcation occurs in \( \mathcal{R}_2 \) at \( \lambda = \lambda_* \), as defined in [20]; see Figure 14.
Due to the singular dependence of $\lambda_*$ on the regularization parameter $\varepsilon$, an accurate numerical approximation is difficult to obtain for small values of $\varepsilon$. Using matched asymptotics, it was shown in [20] that $\lambda_* = \mathcal{O}(\varepsilon)$, with an expansion of the form

$$\lambda_*(\varepsilon) = \lambda_{*0}\varepsilon + \lambda_{*1}\varepsilon^2 \ln\varepsilon + \lambda_{*2}\varepsilon^2 + \mathcal{O}(\varepsilon^3).$$

However, the coefficients $\lambda_{*i}$ remained undetermined there. Here, we confirm rigorously the structure of the above expansion, and we determine explicitly the values of the coefficients $\lambda_{*i}$ therein for $i = 0, 1$. Moreover, we indicate how higher-order coefficients may be found systematically, and we identify the source of the logarithmic (“switchback”) terms (in $\varepsilon$) in the expansion for $\lambda_*$; cf. Proposition 4.19 below.

**Remark 4.16.** While a saddle-node bifurcation is equally observed in the bi-Laplacian case, recall Equation (1.2), Lindsay’s work [21] shows that the asymptotics of the associated $\lambda$-value $\lambda_*$ is far less singular in that case, allowing for a straightforward and explicit calculation of the corresponding coefficients.

To leading order, $\lambda_*$ equals the abovementioned critical value $\frac{2\sqrt{3}}{3}\varepsilon$, which corresponds to $\delta_* = \frac{2}{\sqrt{3}}$ in terms of $\delta$. That critical $\delta$-value was not covered in our discussion of region $\mathcal{R}_1$ in the previous section, as the argument applied in that region failed there; cf. Remark 4.11. Hence, a different argument is required for analysing the local
In a first step, we consider the existence of singular solutions for varying $\delta$; in particular, the existence of type II-solutions in region $R_2$ is guaranteed by the following

**Lemma 4.17.** Let $\frac{1}{\sqrt{\lambda_2}} \leq \delta \leq \delta_1$, with $\delta_1 < \frac{2}{\sqrt{3}}$. Then, a singular solution of type II exists if and only if $w_1 = \mp \delta$ at $\xi_1 = \mp 1$.

**Proof.** In the original model, Equation (2.1), the “touchdown” solution of type II satisfies $w = \mp 1$ at $x = \mp 1$; cf. Definition 4.1. After the $w$-rescaling in (2.7), these boundary conditions are equivalent to $\tilde{w} = \mp \delta$ at $\xi = \mp 1$. The dynamics close to the boundary is naturally studied in chart $K_1$, which implies that $w_1 = \mp \delta$ must hold at $\xi_1 = \mp 1$; cf. (3.2a). For $\frac{1}{\sqrt{\lambda_2}} \leq \delta \leq \delta_1$, and in contrast to the solutions of type I considered in Section 4.1, the corresponding orbits can be fully studied in chart $K_1$, as they stay away from the critical manifold $S^0_2$ in $K_2$; recall Equation (4.8). The existence of a connecting orbit on the blow-up cylinder between $w_1 = -\delta$ and $w_1 = \delta$ then follows automatically; see the upper panel of Figure 15.

**Remark 4.18.** For $\delta = 0$, the type II-solution constructed in Lemma 4.17 collapses onto the line $\{w_1 = 0\}$. That case, which requires further consideration, is studied in region $R_3$; cf. Section 4.3. In fact, and as mentioned previously, both $R_2$ and $R_3$ are required to cover the green curve in Figure 10.

Lemma 4.17 guarantees the existence of a type II-solution for every $\delta \in \left[\frac{1}{\sqrt{\lambda_2}}, \delta_1\right]$, with $\delta_1 < \delta_\star$. For the same range of $\delta$, i.e., in the overlap between regions $R_1$ and $R_2$, Proposition 4.5 implies the local existence of type I-solutions. Hence, we can conclude that the boundary value problem $\{\text{(2.9),(2.10)}\}$ admits a pair of singular solutions for $\delta < \delta_\star$; one of these is of type I, while the other is of type II. At $\delta = \delta_\star$, the two singular solutions coalesce in a type II-solution. Finally, for $\delta > \delta_\star$, no singular solution exists. The resulting three scenarios are illustrated in Figure 15. In particular, we note that solutions of type I satisfy $w_1 = \mp \frac{2}{\sqrt{3}}$ — or, equivalently, $w = \mp \frac{2}{\sqrt{3}}$ in the original formulation — for $\xi_1 = \mp 1$, while those of type II are characterized by $w_1 = \mp \delta$ at $\xi_1 = \mp 1$, as proven in Lemma 4.17; see again Figure 15.

The main result of this section is the following

**Proposition 4.19.** There exists $\varepsilon_0 > 0$ sufficiently small such that in region $R_2$, the boundary value problem $\{\text{(2.9),(2.10)}\}$ admits a unique branch of solutions for $\varepsilon \in (0, \varepsilon_0)$. That branch consists of two sub-branches which limit on singular
\[ \delta < \frac{2}{\sqrt{3}} \]

\[ \delta = \frac{2}{\sqrt{3}} \]

\[ \delta > \frac{2}{\sqrt{3}} \]

Figure 15. Saddle-node bifurcation in the singular limit of \( \varepsilon = 0 \) in Equation (2.9) upon variation of \( \delta \). In the respective insets, the corresponding singular solutions of types I (blue) and II (green) are shown. In particular, for \( \delta > \frac{2}{\sqrt{3}} \), no solutions of types I or II exist.
solutions of types I and II, respectively, as $\varepsilon \to 0$.

The two sub-branches meet in a saddle-node bifurcation point at $\lambda_*(\varepsilon)$, where two solutions exist for $\lambda > \lambda_*$ and $|\lambda - \lambda_*|$ small, whereas no solution exists for $\lambda < \lambda_*$. Moreover, for $\varepsilon \in (0, \varepsilon_0)$, $\lambda_*$ has the asymptotic expansion

$$
\lambda_*(\varepsilon) = \frac{3}{4} \varepsilon - \left( \frac{3}{2} + \frac{9}{8} \right) \varepsilon^2 \ln \varepsilon + O(\varepsilon^2).
$$

The transition between regions $\mathcal{R}_2$ and $\mathcal{R}_1$ occurs as the branch of solutions limiting on solutions of type I connects to the branch already constructed in Proposition 4.5.

Proof. The proof consists of two parts: we first consider a small neighborhood of $\delta_* = \frac{2}{\sqrt{3}} - i.e.,$ of $\lambda = \frac{3}{4} \varepsilon$ -- where the saddle-node bifurcation occurs. We define a suitable bifurcation equation, which describes the transition from solutions which limit on type I-solutions to those which limit on solutions of type II. Based on that equation, we infer the presence of the saddle-node bifurcation, and we calculate the expansion for the corresponding $\lambda$-value $\lambda_*$. In a second step, we consider the branch of solutions that limit on type II-solutions for the remaining values of $\lambda$ in $\mathcal{R}_2$. Later, that branch will be shown to connect to solutions that are covered by region $\mathcal{R}_3$.

We begin by constructing the requisite bifurcation equation for the first step in our proof. Since $w \approx -\frac{2}{\sqrt{3}}$ and $\delta \approx \frac{2}{\sqrt{3}}$, we write

$$
w_0 = -\frac{2}{\sqrt{3}} + \Delta w \quad \text{and} \quad \delta = \frac{2}{\sqrt{3}} + \Delta \delta.
$$

in chart $K_1$.

Applying the shooting argument outlined in Section 2, we track the corresponding orbit from the initial manifold $V_{1-}$ defined in (4.28) through $K_1$ and into the section $\Sigma_1^{\text{out}}$; we denote that orbit by $\gamma_1^-$. In chart $K_2$, the point of intersection of the equivalent orbit $\gamma_2^-$ with the section $\Sigma_2^{\text{in}}$ is then given by $(\sigma^{-1}, w_2^{\text{in}}, \xi_2^{\text{in}}, \varepsilon)$, for appropriately defined $w_2^{\text{in}}$ and $\xi_2^{\text{in}}$.

Next, we consider the evolution of the orbit $\gamma_2^-$ through $K_2$. Let $X^{\text{out}}$ denote the “time” at which $\gamma_2^-$ reaches the hyperplane $\Delta_2 = \{w_2 = 0\}$, viz. $w_2(X^{\text{out}}) = 0$. (By symmetry, it then follows that the reflection $\gamma_2^+$ of $\gamma_2^-$ under the map $(u_2, w_2, \xi_2, r_2) \mapsto (u_2, -w_2, -\xi_2, r_2)$ will satisfy the boundary condition at $V_{1+}$, with $w_0 = \frac{2}{\sqrt{3}} - \Delta w$, after transformation to $K_1$.) Clearly, $X^{\text{out}}$ depends on $w_2^{\text{in}}$ and, in particular, on $\Delta w$, i.e., on the initial deviation of the orbit from its singular limit $\Gamma_1^-$ in chart $K_1$. 
As per our shooting argument, we need to impose the constraint that $\xi_2(X_{\text{out}}) = 0$. Dividing Equation (3.8c) by Equation (3.8a) and recalling that $r_2 = \varepsilon$ in chart $K_2$, we find 
\[
\frac{d\xi_2}{du_2} = \frac{\delta\varepsilon}{w_2} \quad \text{and, therefore,}
\]
(4.50) \[
\xi_2(u_2) = \xi_{2i}^\text{in} + \delta\varepsilon \int_{u_2^\text{in}}^{u_2^\text{out}} \frac{1}{w_2(u_2)} \, du_2.
\]
Here, $u_2^\text{in} = \sigma^{-1}$ as in the definition of $\Sigma_{2i}^\text{in}$ in (3.10), while $u_2^\text{out}$ denotes the value of $u_2$ such that $w_2(u_2^\text{out}) = 0$; cf. again Figure 16.

The sought-after bifurcation equation now corresponds to a relation between $\Delta w$, $\varepsilon$, and $\delta$ that is satisfied for any solution to the boundary value problem \{(2.9),(2.10)\} close to the saddle-node bifurcation in Equation (2.9). To derive such a relation, we must first approximate $u_2^\text{out}$: recalling the explicit expression for $w_2(\varepsilon_1)$ on $\gamma_1^-$, as given in (4.30), substituting the Ansatz made in Equation (4.49), and rewriting the result in the coordinates of chart $K_2$, we find
(4.51) \[
w_2(u_2) = -\sqrt{\left(-\frac{2}{\sqrt{3}} + \Delta w\right)^2 + 2\varepsilon - \frac{1}{u_2} - \frac{2}{3}\left(\varepsilon^3 - \frac{1}{u_2^3}\right)}
\] on $\gamma_2^-$. Next, we write $u_2^\text{out} = 1 + \Delta u$ in (4.51), where $\Delta u$ is assumed to be sufficiently small due to the fact that we stay close to the equilibrium at $(u_2, w_2) = (1, 0)$ in $K_2$. Then, we solve the resulting expression for $\Delta u$ to find three roots; two of these are complex conjugates, and are hence irrelevant due to the real nature of our problem. Expanding the third root, which is real irrespective of the value of $\Delta w$, in a series
with respect to $\Delta w$ and $\varepsilon$, we find
\begin{equation}
\frac{u_{2}^{\text{out}}}{w_{2}(u_{2})} = 1 + \frac{13\sqrt{3}}{9} \Delta w \frac{1}{\varepsilon} + O(2),
\end{equation}

(4.52)

(4.52) to first order in $\Delta w$ and $\varepsilon$.

It remains to determine the leading-order asymptotics of the integral in (4.50). To that end, we expand the integrand therein as
\begin{equation}
\frac{1}{w_{2}(u_{2})} = -\frac{3u_{2}^3}{2\left(u_{2}^2 - 1\right)^2 \left(2u_{2}^2 + 1\right)} + O(\Delta w, \varepsilon),
\end{equation}

(4.53)

which can be shown to be sufficient to the order of accuracy considered here. (The inclusion of higher-order terms in (4.50) would yield a refined bifurcation equation, and would hence allow us to take the expansion for $\lambda_{*}$ in (4.48) to higher order in $\varepsilon$.)

Combining (4.53) and (4.52) and noting that $u_{2}^{\text{in}}$ only enters through higher-order terms in $\Delta w$, which are neglected here, we finally obtain the expansion
\begin{equation}
\int_{u_{2}^{\text{in}}}^{u_{2}^{\text{out}}} \frac{1}{w_{2}(u_{2})} \, du_{2} = -\frac{\sqrt{2}}{2} \ln \Delta w + C + O(\Delta w)
\end{equation}

(4.54)

where $C$ is a computable constant. (The above expansion reflects the fact that, as $\Delta w \to 0$, i.e., as the point $(\sigma^{-1}, u_{2}^{\text{in}}, \xi_{2}^{\text{in}}, \varepsilon)$ tends to the stable manifold $\mathcal{W}_{2}(Q_{2})$, the “time” required for reaching $\Delta_{2}$ tends to infinity. Moreover, it is consistent with the observation that expansions of solutions passing close to equilibria or slow manifolds of saddle type frequently involve logarithmic terms.)

Next, we substitute $\xi_{2}^{\text{in}} (= \xi_{2}^{\text{out}}) = -1 - \frac{\delta}{w_{0}} + \frac{\delta}{w_{0}} \varepsilon \ln \varepsilon + O(\varepsilon)$ from (4.31) into (4.54) to obtain
\begin{equation}
\xi_{2}(u_{2}^{\text{out}}) = -1 - \frac{\delta}{w_{0}} - \frac{\sqrt{2}}{2} \delta \varepsilon \ln \Delta w + \frac{\delta}{w_{0}} \varepsilon \ln \varepsilon + O(\varepsilon)
\end{equation}

(4.55)

(4.55) Shifting $w_{0}$ and $\delta$ by $\Delta w$ and $\Delta \delta$, cf. (4.49), and solving (4.55) for $\Delta \delta$, we obtain the following bifurcation equation in $(\Delta w, \Delta \delta, \varepsilon)$:
\begin{equation}
\Delta \delta = -\Delta w + \frac{2\sqrt{2}}{3} \varepsilon \ln \Delta w + \frac{\sqrt{3}}{2} \varepsilon \ln \varepsilon + O(\varepsilon)
\end{equation}

(4.56)

(4.56) The last step consists in finding the $\Delta w$-value $\Delta w_{*}$ at which the bifurcation equation in (4.56) attains its minimum, corresponding to the approximate location of the saddle-node bifurcation in Equation (2.9), and in reverting to the original scalings. To that aim, we differentiate Equation (4.56) and solve \( \frac{d\Delta \delta}{d\Delta w} = 0 \) to leading order, which yields $\Delta w_{*} = \frac{2\sqrt{2}}{3} \varepsilon$; see Figure 17.
Substituting into (4.56), we obtain the corresponding value of $\Delta \delta_*$, which implies

$$\lambda_* = \frac{3}{4} \varepsilon - \left( \sqrt{\frac{3}{2}} + \frac{9}{8} \right) \varepsilon^2 \ln \varepsilon + O(\varepsilon^2),$$

as claimed. Finally, since

$$\frac{d^2 \Delta \delta}{d(\Delta w)^2} \bigg|_{\Delta w = \Delta w_*} = -\frac{2\sqrt{3}}{3} \frac{\varepsilon}{(\Delta w_*)^2}$$

is negative, the function $\Delta \delta(\Delta w)$ is locally concave, which implies that the unfolding of solutions to Equation (2.9) for $|\lambda - \lambda_*|$ small is as given in the statement of the proposition; see Figure 17(a). In particular, the branch of solutions which limits on solutions of type I overlaps with the one contained in region $R_1$, as $\delta_1$ can be chosen arbitrarily close to $\frac{2}{\sqrt{3}}$ in the statement of Proposition 4.5.

The last part of the proof concerns the existence of solutions to the boundary value problem $\{(2.9),(2.10)\}$ which limit on type II-solutions as $\varepsilon \to 0$ for the remaining values of $\lambda$ in $R_2$, i.e., for $\delta \in \left( \frac{1}{\sqrt{3}}, \delta_1 \right)$. The existence of singular solutions of type II in that range is ensured by Lemma 4.17. In the singular limit, i.e., for $\varepsilon = 0$, we have transversality at $\xi_1 = 0$ with respect to variation of $w_1$ at $\xi_1 = \mp 1$ around $\mp \delta$. Hence, the corresponding singular solutions perturb to solutions of the boundary value problem $\{(2.9),(2.10)\}$ for $0 < \varepsilon \ll 1$, which completes the proof. 

**Remark 4.20.** The branch of solutions derived in the last part of the proof is still described by the bifurcation equation in (4.56), the difference being that the $\varepsilon \ln \Delta w$-term is now regular, i.e., $O(\varepsilon)$, due to $\Delta w = O(1)$. The above proof also implies that $\Delta \delta$ must be larger than $O(\varepsilon)$; in fact, Lindsay’s work [20] shows that $\Delta \delta = O(\varepsilon \ln \varepsilon)$.

**Remark 4.21.** The presence of an $\varepsilon \ln \varepsilon$-term in the bifurcation equation (4.56) implies that the convergence to the singular limit of $\varepsilon = 0$ cannot be smooth in $\varepsilon$; rather, it will be regular in $(\varepsilon, \ln \varepsilon)$. A similar situation was encountered in Proposition 4.5 above, where the presence of logarithmic switchback terms in $\varepsilon$ was observed; recall Section 4.1.5. Here, we emphasize that the source of these terms in (4.56) is two-fold: in addition to switchback due to a resonance in chart $K_1$, logarithmic terms are also introduced through the passage of the flow past the saddle point at $(1,0)$ in $K_2$, as is evident from the $\varepsilon \ln \Delta w$-term in Equation (4.54). In particular, both contributions manifest in the expansion for $\lambda_*(\varepsilon)$ in Equation (4.57).
Figure 17. Illustration of the saddle-node bifurcation at $\lambda_*$ in Equation (2.9). The red curve corresponds to the case of $\varepsilon \neq 0$, while the singular limit of $\varepsilon = 0$ is represented in blue (type I), green (type II), and black (type III). The point of intersection of the green and blue curves corresponds to the critical $\delta$-value $\delta_*$; a small neighborhood of that point where the transition between these two curves occurs is considered in the first part of Proposition 4.19, while the remainder of the green curve – up to an arbitrarily small, but fixed distance from the intersection with the black curve – is studied in the second part of Proposition 4.19. Finally, the transition between the green and black curves is described in Section 4.3 below.

The asymptotic expansion for $\lambda_*$ in (4.48) shows excellent agreement with numerical values that were obtained using the continuation software package AUTO [2]; see Figure 18. In particular, the distance between the two curves is $O(\varepsilon^2)$, i.e., of higher order in $\varepsilon$, as postulated.

4.3. Region $\mathcal{R}_3$. It remains to analyse region $\mathcal{R}_3$, which contains the branch of solutions in the bifurcation diagram that perturb from type III-solutions, correspond-
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Figure 18. Comparison between the asymptotic expansion for $\lambda_*(\varepsilon)$ in (4.48) (solid curve) and numerical values obtained with AUTO (dashed curve).

By Definition 4.1, solutions of type III differ from those of types I and II, in that they do not exhibit touchdown phenomena. Regularization affects them only weakly, i.e., in a regular fashion, with the effect becoming slightly more pronounced as $\lambda \to 0$; cf. Figure 19. Thus, most of the solutions contained in region $R_3$ perturb from $B_3$ in a regular way, and are hence easy to obtain. The limit of $\lambda \to 0$, i.e., the transition from $R_3$ to $R_2$, needs to be treated more carefully.

Remark 4.22. It is easy to see that Equation (4.58) – or, rather, the corresponding first-order system – is Hamiltonian; the level curves of the associated Hamiltonian are given precisely by the singular solutions in panel (b) of Figure 19.

Type III-solutions are contained in the curve $B_3$ in the limit of $\delta = 0$; see Figure 11. That limit was not covered in region $R_2$, as the approach used there required the assumption that $\delta \geq \frac{1}{\sqrt{\lambda_2}}$. The limit as $\delta \to 0$, however, results in singular dynamics in chart $K_1$, as the type II-solution (green) – corresponding to $w_1 = \mp \delta$ at $\xi_1 = \mp 1$ – collapses onto the line

$$\mathcal{M}_1^0 := \{(r_1, 0, \xi_1, 0) \mid r_1 \in \mathbb{R}^+, \xi_1 \in \mathbb{R}\};$$

see Figure 5 and the upper panel of Figure 15. Clearly, $\mathcal{M}_1^0$ constitutes a line of
non-hyperbolic equilibria for Equation (3.6) which corresponds to the manifold $M^0$ in (2.6), after blow-down. The singular nature of $M^0_1$ is related to the rescaling of $w$ introduced in (2.7). That rescaling, which corresponded to a “zooming out”, turned out to be particularly useful for our analysis in regions $R_1$ and $R_2$. However, it cannot provide a good description of region $R_3$. To study the dynamics in $R_3$, we would have to perform another blow-up involving $\delta$, $w_1$, and $\varepsilon_1$ in chart $K_1$ in order to basically undo the $w$-rescaling in (2.7). It is much simpler to consider the $\delta$-range covered by $R_3$ by returning to the original system without any rescaling of $w$; cf. Equation (2.3).

The main result of this section is the following

**Proposition 4.23.** There exists $\varepsilon_0 > 0$ sufficiently small such that in region $R_3$, the boundary value problem \{(2.3), (2.4)\} admits a unique branch of solutions for $\varepsilon \in (0, \varepsilon_0)$. Outside of a fixed neighborhood of the point $B$, that branch converges smoothly as $\varepsilon \to 0$ to the curve $B_3$ along which solutions of the non-regularized boundary value problem, Equation (4.58), exist. In the $\varepsilon$-dependent region overlapping with $R_2$, the branch of solutions limiting on solutions of type II described in Proposition 4.19 is recovered. There, the transition from solutions that limit on type-III solutions to those limiting on singular solutions of type II occurs.
Proof. We recall the original first-order system, Equation (2.3):

\[
\begin{align*}
    u' &= u^4 w, \\
    w' &= \lambda (u^2 - \varepsilon^2), \\
    \xi' &= u^4, \\
    \varepsilon' &= 0;
\end{align*}
\]

given Equation (2.8), we write \( \varepsilon = \delta^2 \lambda \) and obtain the equivalent system

\[
\begin{align*}
    u' &= u^4 w, \\
    (4.60a) \\
    w' &= \lambda (u^2 - \delta^4 \lambda^2), \\
    (4.60b) \\
    \xi' &= u^4, \\
    (4.60c) \\
    \delta' &= 0. \\
    (4.60d)
\end{align*}
\]

Here, the parameter \( \delta \) plays the role of the small perturbation parameter, with the \( \delta \)-range corresponding to region \( R_3 \) given by

\[
\delta \in \left[ 0, \frac{1}{\sqrt{\lambda_3}} \right];
\]

cf. (4.3). In summary, it is hence more convenient to consider \( \lambda \) and \( \delta \), rather than \( \lambda \) and \( \varepsilon \), as the relevant parameters in this regime.

For \( \delta = 0 \) and \( \lambda > 0 \), the projection of the flow of Equation (4.60) is as illustrated in Figure 4. In region \( R_3 \), however, we are also interested in covering a small neighborhood of \( \lambda = 0 \), which again gives the singular dynamics shown in Figure 5. In \( (u, w) \)-space, the singular solution found for \( \lambda = 0 \) consists of \([0, 1] \times \{-1\}\) and \([0, 1] \times \{1\}\), i.e., it approaches the degenerate line of equilibria for (4.60) at \((0, w)\) under the forward and backward flow in \( x \), respectively; see Figure 20.
To analyze the dynamics close to that line, we have to introduce a blow-up of $(u, \lambda) = (0, 0)$. As the blow-up involves $\lambda$, we append the trivial equation $\lambda' = 0$ to (4.60):

\begin{align*}
(4.61a) & \quad u' = u^4 w, \\
(4.61b) & \quad w' = \lambda(u^2 - \delta^4 \lambda^2), \\
(4.61c) & \quad \xi' = u^4, \\
(4.61d) & \quad \lambda' = 0, \\
(4.61e) & \quad \delta' = 0.
\end{align*}

The requisite blow-up transformation is then given by

\begin{equation}
(4.62) \quad u = \bar{r} \bar{u} \quad \text{and} \quad \lambda = \bar{r} \bar{\lambda},
\end{equation}

where $(\bar{u}, \bar{\lambda}) \in S^1$, i.e., $\bar{u}^2 + \bar{\lambda}^2 = 1$, and $\bar{r} \in [0, r_0)$, with $r_0 > 0$. We denote the chart corresponding to $\bar{u} = 1$ by $\kappa_1$. The analysis in that chart turns out to be sufficient for proving Proposition 4.23. In chart $\kappa_1$, the blow-up transformation in (4.62) reads

\begin{equation}
(4.63) \quad u = r_1 \quad \text{and} \quad \lambda = r_1 \lambda_1,
\end{equation}
which gives

(4.64a) \[ r_1' = r_1 w, \]

(4.64b) \[ w' = \lambda_1 (1 - \delta^4 \lambda_1^2), \]

(4.64c) \[ \xi' = r_1, \]

(4.64d) \[ \lambda_1' = -\lambda_1 w, \]

(4.64e) \[ \delta' = 0 \]

for Equation (4.61); here, \( \delta \) is the small (regular) perturbation parameter. For any \( \lambda \in [0, 1] \), the existence of solutions to (4.64) can be studied via the symmetric shooting argument outlined in Section 2. To that end, we define a set of initial conditions at \((r_1, \xi) = (1, -1)\), as follows:

(4.65) \[ \mathcal{V}_\lambda = \{(1, w_0, -1, \lambda, \delta) \mid w_0 \in I\}, \]

where \( I \) is a neighborhood of \( w = -1 \). We remark that the initial value \( \lambda \) for \( \lambda_1 \) follows from \( \lambda = r_1 \lambda_1 \), cf. (4.63), as \( r_1 = 1 \) initially. Next, we introduce \( w \) as the independent variable in (4.64), whence

(4.66a) \[ \frac{dr_1}{dw} = \frac{r_1 w}{\lambda_1 (1 - \delta^4 \lambda_1^2)}, \]

(4.66b) \[ \frac{d\xi}{dw} = \frac{r_1}{\lambda_1 (1 - \delta^4 \lambda_1^2)}, \]

(4.66c) \[ \frac{d\lambda_1}{dw} = -\frac{w}{1 - \delta^4 \lambda_1^2}, \]

(4.66d) \[ \frac{d\delta}{dw} = 0, \]

with initial conditions

(4.67) \[ r_1(w_0) = 1, \quad \xi(w_0) = -1, \quad \lambda_1(w_0) = \lambda, \quad \text{and} \quad \delta(w_0) = 0. \]

We track \( \mathcal{V}_\lambda \) under the flow of (4.66) up to the hyperplane \( \{w = 0\} \); see Figure 21. There, we obtain a point \((r_1^{\text{out}}, 0, \xi^{\text{out}}, \lambda_1^{\text{out}}, \delta)\) in \((r_1, w, \xi, \lambda_1, \delta)\)-space. Our shooting argument implies that we have to solve the equation

(4.68) \[ \xi^{\text{out}}(w_0, \lambda, \delta) = 0. \]
At this point, we split $\mathcal{R}_3$ into two subregions in which we apply separate arguments to prove the existence of a unique branch of solutions, as claimed in the statement of the proposition. For $\lambda \geq \tilde{\lambda}$, with $\tilde{\lambda}$ fixed and positive, and $\delta = 0$, Equation (4.66) can be solved explicitly subject to (4.67); moreover, a solution $w_0 = w_0(\lambda)$ of Equation (4.68) can be proven to exist for $\lambda \leq \lambda^*$. At $\lambda = \lambda^*$, transversality breaks down, as Equation (4.68) does not admit a solution for $\lambda > \lambda^*$. The corresponding singular solutions are of type III; cf. Definition 4.1. Due to the regularity of (4.68) with respect to $\delta$, these solutions perturb in a regular fashion to solutions of $(4.66),(4.67)$ for $\delta$ positive and small; in particular, we consider $\delta \leq \frac{1}{\sqrt{\lambda_3}}$ with $\lambda_3$ large, in accordance with (4.3). For $\lambda$ close to $\lambda^*$, individual solutions do not perturb regularly; however, the structurally stable saddle-node bifurcation at $\lambda^*$ as a whole will persist as a regular perturbation, giving rise to a slightly perturbed value $\lambda^*(\delta)$ for the perturbed saddle-node point. Since the resulting asymptotics of $\lambda^*(\delta)$ is not our main concern, we do not consider it further here.

The second subregion of $\mathcal{R}_3$, which includes the overlap with region $\mathcal{R}_2$, corre-
sponds to a small neighborhood of \((\lambda, \delta) = (0, 0)\) that is given by
\[(\lambda, \delta) \in [0, \bar{\lambda}] \times [0, \frac{1}{\sqrt{\lambda_3}}].\]

To study the branch of solutions in this subregion, we solve Equation (4.66) with initial conditions as in (4.67) by expanding around \((w_0, \lambda, \delta) = (-1, 0, 0)\), and by making use of the fact that the equations can be solved explicitly for \(\delta = 0\). Linearizing Equation (4.68) around \(\delta = 0\), we obtain a regular perturbation problem in \(\delta\) for \(\xi_{\text{out}}\), which gives the following expanded form of Equation (4.68), up to higher-order terms in \((w_0, \lambda, \delta)\):
\[w_0 + 1 - (4 + 3w_0)\lambda \ln \lambda + \frac{1}{288}(1 + w_0)\delta^8 \ln \lambda = 0.\]  

Equation (4.70) again contains logarithmic terms due to resonance between the eigenvalues \(-1, 0\) (double), and 1 of the linearization of Equation (4.64) about the steady state at \((0, -1, -1, 0)\) in chart \(\kappa_1\). These terms arise in the passage of orbits through a neighborhood of \(\{r_1 = 0\}\), as was observed in chart \(K_1\); see Section 4.1.5. Solving Equation (4.70) for \(w_0\) gives
\[w_0 = -1 + \lambda \ln \lambda + C(\delta)\lambda + O[\lambda^2(\ln \lambda)^2]\]
with \(C(\delta) = O(\delta^8)\), which is regular in \(\delta\), as expected. We note that, for \(\lambda = 0\), (4.70) reduces to the trivial equation \(w_0 + 1 = 0\), which is solved by \(w_0 = -1\), irrespective of \(\delta\). The resulting singular solutions are type II-solutions, which are shown as the part of the green curve in the blown-up bifurcation diagram in Figure 10 that corresponds to \(\bar{\varepsilon}\) small. In line with these observations, Equation (4.70) is identical to Equation (4.55) up to terms of order \(O(\delta^2\lambda)\) after the rescaling of \(w\) in (2.7). For \(\delta = 0\) and \(\lambda > 0\), on the other hand, we match with the branch obtained in the part of region \(R_3\) that corresponds to \(\lambda \geq \bar{\lambda}\).

The results obtained in the above two subregions prove the existence and uniqueness of a curve of solutions to the boundary value problem \{(2.9),(2.10)\} in \(R_3\), as stated in Proposition 4.23. It remains to consider the overlap between regions \(R_3\) and \(R_2\): in \((\lambda, \delta)\)-space, \(R_3\) corresponds to
\[(0, 1] \times \left[0, \frac{1}{\sqrt{\lambda_3}}\right] \setminus [0, \varepsilon \lambda_3] \times \left[\frac{1}{\sqrt{\lambda_2}}, \frac{1}{\sqrt{\lambda_3}}\right],\]
while \(R_2\) covers the area
\[(0, \varepsilon \lambda_2) \times \left[\frac{1}{\sqrt{\lambda_2}}, \delta_1\right],\]
where \( \delta_1 < \frac{2}{\sqrt{3}} \) is defined as in Proposition 4.5. Hence, in \((\lambda, \delta)\)-space, regions \( R_3 \) and \( R_2 \) overlap in the rectangle

\[
[\varepsilon \lambda_3, \varepsilon \lambda_2] \times \left[ \frac{1}{\sqrt{\lambda_2}}, \frac{1}{\sqrt{\lambda_3}} \right],
\]

see Figure 22, which is the area where the transition between the two regions occurs. This concludes the proof of Proposition 4.23.

\[
\begin{align*}
\text{Figure 22. Regions } R_2 \text{ (pink) and } R_3 \text{ (magenta) in } (\lambda, \delta)-\text{parameter space; cf. (4.73) and (4.72), respectively. The dashed vertical magenta line at } \lambda = \tilde{\lambda} \text{ delimits the two subregions considered in the proof of Proposition 4.23. The dashed horizontal magenta line at } \delta = \frac{1}{\sqrt{\lambda_3}} \text{ indicates that the argument employed in the second part of the proof of Proposition 4.23 is valid in the entire rectangle defined in (4.69), where we note that region } R_3 \text{ excludes the rectangle } [0, \varepsilon \lambda_3] \times \left[ \frac{1}{\sqrt{\lambda_2}}, \frac{1}{\sqrt{\lambda_3}} \right] \text{ by construction; cf. (4.3). Regions } R_2 \text{ and } R_3 \text{ overlap in the shaded rectangle (light pink) given by (4.74). The black curve corresponds to } \delta^2 \lambda = \varepsilon, \text{ for given } 0 < \varepsilon \ll 1.
\end{align*}
\]

The last step in the proof of Theorem 1.2 consists in proving Equation (1.4).

**Proposition 4.24.** For \( \varepsilon \in (0, \varepsilon_0) \), with \( \varepsilon_0 > 0 \) sufficiently small, the upper branch of solutions in Figure 3(a) has the expansion stated in Equation (1.4).

**Proof.** We first express \( \| u \|^2_2 \), with \( u \) being the original variable considered in Equation (1.3), in terms of our shifted variable \( \tilde{u} \), as defined in Equation (2.2):

\[
\| u \|^2_2 = 2 - 2\| \tilde{u} \|_1 + \| \tilde{u} \|^2_2.
\]
(While we had omitted the tilde in our notation following (2.2), we now include it again for the sake of clarity.) Due to the symmetry of the boundary value problem \{(2.9),(2.10)\}, we can focus our attention on the interval \([-1,0]\); correspondingly, we split the integrals occurring in Equation (4.75) into two parts, which are divided by the section \(\Sigma^{\text{out}}_1\) defined in (3.9b). Since \(\xi^{\text{out}}_1 = \xi^{\text{in}}_2\), that split implies \([-1,0] = [-1,\xi^{\text{out}}_1] \cup [\xi^{\text{in}}_2,0]\) and, hence, that these integrals can be investigated separately in charts \(K_1\) and \(K_2\):

\[
\|\tilde{u}\|_1 = \int_{-1}^{1} \tilde{u}(\xi) \, d\xi = 2 \int_{-1}^{0} \tilde{u}(\xi) \, d\xi = 2 \left( \int_{-1}^{\xi^{\text{out}}_1} r_1(\xi_1) \, d\xi_1 + \int_{\xi^{\text{in}}_2}^{0} r_2(\xi_2) u_2(\xi_2) \, d\xi_2 \right) \quad \text{and}
\]

\[
\|\tilde{u}\|_2 = \sqrt{\int_{-1}^{1} \tilde{u}^2(\xi) \, d\xi} = 2 \sqrt{\int_{-1}^{0} \tilde{u}^2(\xi) \, d\xi} = 2 \left( \int_{-1}^{\xi^{\text{out}}_1} r_1^2(\xi_1) \, d\xi_1 + \int_{\xi^{\text{in}}_2}^{0} (r_2(\xi_2) u_2(\xi_2))^2 \, d\xi_2 \right),
\]

where \(\xi^{\text{out}}_1(=\xi^{\text{out}}_1-1)\) is approximated as in Equation (4.31). Dividing Equation (3.6c) by Equation (3.6a) and using (4.30), where we recall that \(\varepsilon_1 = \frac{\varepsilon}{\tau_1}\), we can rewrite the \(\xi_1\)-integrals in Equation (4.76) as integrals in \(r_1\), with \(r_1 \in [1,\varepsilon^{\frac{3}{2}}]\). Expanding the resulting integrands for small \(\varepsilon\) and evaluating the integrals to the corresponding order, we obtain

\[
\int_{-1}^{\xi^{\text{out}}_1} r_1(\xi_1) \, d\xi_1 = \frac{3}{2} \sqrt{\frac{\varepsilon}{\lambda}} + \mathcal{O}(\varepsilon^2) \quad \text{and} \quad \int_{-1}^{\xi^{\text{out}}_1} r_1^2(\xi_1) \, d\xi_1 = \frac{3}{2} \sqrt{\frac{\varepsilon}{\lambda}} + \mathcal{O}(\varepsilon^2).
\]

As for the integrals in \(\xi_2\), we recall from (3.2b) that \(r_2 = \varepsilon\) in chart \(K_2\). Moreover, given the fast-slow structure of Equation (3.8), \(u_2\) can be expressed as the sum of a slow and a fast component,

\[
u_2(\xi_2) = 1 + \hat{u}_2(\frac{\xi_2}{\varepsilon});\]

by the definition of the slow manifold \(S^{\text{out}}_2\) in Lemma 4.8, the slow contribution is given by \(u_2(\xi_2) \sim 1\), while the fast contribution \(\hat{u}_2\) is obtained from the corresponding stable foliation \(\mathcal{F}^{\text{out}}_2(S^{\text{out}}_2)\). In particular, the latter yields higher-order terms in the \(\xi_2\)-integrals in (4.76), which implies

\[
\int_{\xi^{\text{in}}_2}^{0} r_2(\xi_2) u_2(\xi_2) \, d\xi_2 = 2\varepsilon + \mathcal{O}(\varepsilon^3 \ln \varepsilon) \quad \text{and} \quad \int_{\xi^{\text{in}}_2}^{0} (r_2(\xi_2) u_2(\xi_2))^2 \, d\xi_2 = \mathcal{O}(\varepsilon^2).\]
Combining these estimates into Equation (4.75), we obtain
\[
\|u\|_2^2 = 2 - 2\left(\frac{\sqrt{3}}{2} \sqrt{\frac{\varepsilon}{\lambda}} + 2\varepsilon + \mathcal{O}(\varepsilon^2 \ln \varepsilon)\right) + \frac{\sqrt{3}}{3} \sqrt{\frac{\varepsilon}{\lambda}} + \mathcal{O}(\varepsilon^2)
\]
\[
= 2\left(1 - \frac{\sqrt{3}}{3} \sqrt{\frac{\varepsilon}{\lambda}} - 2\varepsilon + \mathcal{O}(\varepsilon^2 \ln \varepsilon)\right),
\]
which is precisely Equation (1.4). □

Theorem 1.2 is hence proven.

Remark 4.25. Our analysis suggests that the expansion for the upper solution branch in Equation (1.4) is still valid up to an \(\mathcal{O}(\varepsilon)\)-neighborhood of the fold point at \(\lambda_*(\varepsilon)\); that expansion hence provides a good approximation close to the point where the middle and upper branches in Figure 3(a) meet. Differentiating Equation (1.4) with respect to \(\lambda\), evaluating the derivative at \(\lambda = \lambda_*(\varepsilon)\), as given in Equation (4.48), and expanding for \(\varepsilon\) small, we obtain
\[
(4.77) \quad \frac{d\|u\|_2^2}{d\lambda}\bigg|_{\lambda = \lambda_*(\varepsilon)} = \frac{8}{9\varepsilon} + \frac{2}{9} (9 + 4\sqrt{6}) \ln \varepsilon + \frac{5}{36} (59 + 24\sqrt{6}) \varepsilon (\ln \varepsilon)^2 + \mathcal{O}(\varepsilon^2),
\]
which tends to infinity for \(\varepsilon \to 0^+\).

5. Discussion and Outlook. In this article, we have investigated stationary solutions of a regularized model for Micro-Electro Mechanical Systems (MEMS). In particular, we have unveiled the asymptotics of the bifurcation diagram for solutions of the boundary value problem \{\{(2.9),(2.10)\}\}, as the regularization parameter \(\varepsilon\) tends to zero. In the process, we have proven that the new branch of solutions which emerges in the bifurcation diagram of the regularized model derives from an underlying, very degenerate singular structure. Applying tools from dynamical systems theory and, specifically, geometric singular perturbation theory and the blow-up method, we have considered separately three principal regions in the bifurcation diagram; cf. Figure 9. We emphasize that our findings are consistent with formal asymptotics and numerical simulations of Lindsay et al.; see, in particular, Section 3 of [20] and Section 4 of [21].

One of the most interesting features of the regularized model considered here is the presence of a highly singular saddle-node bifurcation point. While Lindsay et al. [20] were able to derive a formal leading-order asymptotic expansion in the regularization parameter at that point, the coefficients therein had remained undetermined thus far. Our approach, on the other hand, allows us to obtain the fold point as the minimum of an appropriately defined bifurcation equation and, hence, to calculate explicitly
the coefficients in that expansion. (For completeness, we remark that the coefficient of the leading-order term therein appeared in [20, Section 3] in a different context: \( \lambda_{0c} = \frac{m-1}{2(m-2)} \), which evaluates to \( \frac{3}{4} \) for \( m = 4 \); see also Remark 4.15. However, that correspondence does not seem to have been noted there.) For verification, a comparison with numerical data obtained with the continuation package \textsc{Auto} has been performed, showing very good agreement with our asymptotic expansion.

Finally, we have shown that the somewhat unexpected asymptotics of solutions to Equation (1.3), as derived in [20], arises naturally due to a resonance phenomenon in the blown-up vector field. In particular, we have justified the occurrence of logarithmic “switchback” in that asymptotics via a careful description of the flow through one of the coordinate charts, viz. \( K_1 \). after blow-up; see also [26]. Our analysis hence establishes a further connection between the geometric approach proposed here and the method of matched asymptotic expansions.

Our geometric approach to the boundary value problem \{\eqref{eq:blow-up},\eqref{eq:bvp}\} can be extended to the analysis of steady states of the corresponding regularized fourth-order model, which has been studied in [20, 21, 22] both asymptotically and numerically. A future aim is to establish analogous results for that case. Another possible topic for future research is the geometric analysis of Equation (1.3) in higher dimensions, possibly under the simplifying assumption of radial symmetry.
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