I. INTRODUCTION

The discrete nonlinear Schrödinger (DNLS) equation is a nonlinear lattice model that appears in many areas of science and which has attracted a lot of attention in recent years. One such area is nonlinear optics, where the usefulness of the DNLS equation as a model for coherent light propagation in waveguide arrays has been well established [1–4]. The DNLS equation has also been used to describe Bose-Einstein condensates in optical lattices [5], as well as energy transfer in biomolecular chains [6,7].

A major effect of a nonlinear lattice is the localization of energy in a few “active” sites. This was first noted by Sievers and Takeno [8]. Subsequent theoretical studies have explained localization by showing the existence of breather solutions, defined as spatially decaying time-periodic solutions for which each site has the same temporal frequency [9–12]. The existence of these stable (and unstable) breathers in one- and higher-dimensional lattices is well understood. In the case of breathers near the limit of vanishing site coupling, the “anticontinuous limit” [9], the set of active sites can be an arbitrary finite subset of the integer lattice. Breathers are also robust in that they appear in several variants of the DNLS equation [13,15,14] and in other lattice models. Breathers with two quasiperiods in time have also been shown to exist [16].

In the present work we examine localized structures from a different perspective, with emphasis on the spatial features of the localized structure and leaving the temporal behavior undetermined a priori. This allows us to understand theoretically the dynamical behavior of localized structures that are difficult to analyze using the breather ansatz. Moreover, we allow structures that have a more general temporal behavior.

The first these solutions examined are vortexlike solutions, which are discrete analogs of the circular vortex solutions of the continuous NLS equation. In the limit of large radius and small width to radius ratio, an asymptotic theory based on a modulated vortex ansatz in an averaged Lagrangian predicts the existence of stable and unstable localized solutions with suitable width to radius ratios. These structures are also found numerically and their stability properties coincide with the theoretical predictions. Spatiotemporal modulation of these structures corresponds to wavemode structures which propagate in the angular direction around the vortex, with the vortex eventually evolving to a time-periodic localized state. We find furthermore that the discretization effects arising through the Peierls-Nabarro potential can stabilize perturbations which correspond to unstable modes of the continuous NLS vortex. In the wavemode structures we find sizable spatial and temporal variations in the amplitude and phase of the sites, which suggests that we are far from the small-coupling discrete vortex breathers of the type described by Pelinovsky et al. [12].

The second type of solution we examine is localized in thin parallelogram sets. We assume that the width to length ratio of the parallelogram is small and use an averaged Lagrangian with a suitable ansatz to find periodic, spatially localized solutions. We find again basic stable states and wave-like structures that move along the length of the parallelogram, bouncing from the two ends. In this parallelogram case, however, the modulation does not decay, suggesting either much slower radiation of these modes, or a new stable state with a standing wave that cannot be captured by the breather ansatz.

Additionally we study numerically localization along polygons whose sides are thin parallelogram sets. The behavior is qualitatively similar to that seen in the circular vortex case, in that we see stable localization with some modulation. In another set of numerical experiments we examine localization on smaller sets, analyzing the evolution of each site in more detail. We see sites that evolve in an approximately periodic manner, but with periods that are not the same for all sites. These localized states do not show any tendency to...
Let us consider the two-space-dimensional DNLS equation on the infinite square lattice, labeled by the integers \( n, m \) with \(-\infty < m, n < \infty\), in the form
\[
-i\dot{u}_{mn} = \Delta_{mn} u_{mn} + \delta^{-1} |u_{mn}|^2 u_{mn}.
\] (1)

Here \( \Delta_{mn} \) is the second-order difference operator in the variables \( m \) and \( n \) and time derivatives are denoted by an over-dot.

In the present work we are interested in finding localized solutions of the DNLS equation (1) with extended, nontrivial shapes, and periodic, and possibly more general, time dependence. It is well known that in the continuum limit \( \delta \to \infty \) all pulselike solutions collapse (blow up) and that other localized initial conditions behave in a similar manner. This collapse behavior is due to the focusing nonlinearity. On the other hand, in the so-called anticontinuum limit \( \delta \to 0 \) the discrete NLS equation (1) has time-periodic solutions of the form
\[
u_{mn} = A_{mn} e^{-i\omega t} e^{i\eta_{mn}},
\] (2)
where, for an arbitrary set of sites \( m, n \), \( A_{mn} = a \), \( \sigma = A/\delta \), and \( \eta_{mn} \) is arbitrary, while \( u_{mn} = 0 \) for the remaining sites. These solutions are clearly localized around an arbitrary shape. Using bifurcation theory ideas, it was shown by Pelinovsky et al. [12] that for small \( \delta \) these solutions can be continued uniquely (up to a global phase) in \( \delta \), provided that the \( \eta_{mn} \) are chosen appropriately. One then obtains a branch of periodic solutions for which \( \lambda_{mn} \) and \( \eta_{mn} \) depend on \( \delta \). This procedure can be used to effectively calculate branches of solutions in cases for which the set of active sites is small or has a simple geometry. For example, in the case of a closed polygonal line shape where each active site has only two active neighbors, solutions can be found for which \( \eta_{mn} \) increases by an arbitrary integer multiple 2 \( \pi \) around a circuit [12]. These “discrete vortices” are examples of breathers [9], since breathers are, by definition, time-periodic solutions for which each site has the same frequency.

Let us now study the behavior of vortex-type solutions that are localized on larger sets and exist for larger \( \delta \). We shall also leave the time dependence undetermined and so consider possible solutions that are generalizations of breathers. In order to look at larger vortex-type solutions, we need to capture with a continuum coherent solution both the fact that there is a large number of active sites, and by the Peierls-Nabarro potential the effect of the discrete lattice on this coherent solution. This is achieved using Whitham modulation theory [17] on the averaged Lagrangian for the discrete NLS equation (1),

\[
L = \int \sum_{mn} \left( i(u_{mn}^* \dot{u}_{mn} - u_{mn} \dot{u}_{mn}^*) + \nabla_{mn} u_{mn} \nabla_{mn} u_{mn}^* - \delta^{-1} |u_{mn}|^4 \right) dt.
\] (3)

Here the superscript asterisk denotes the complex conjugate and \( \nabla_{mn} \) is the discrete gradient vector based on forward differences. Appropriate trial functions with time-dependent parameters will be used to represent localized periodic solutions and their evolution (modulations).

Let us begin by studying circular vortices and their stability. The appropriate trial function for this case is
\[
u_{mn} = a |m^2 + n^2| (\cosh \varphi)e^{i\varphi} + i ge^{i\theta_{mn} e^{i\varphi} \dot{t}}.
\] (4)

Here the superscript asterisk denotes the complex conjugate and \( \varphi \) is nonzero only in the region \( \delta_{\min} \leq r < \delta_{\max} \), where \( \delta_{\min} = \delta + 1/2 \). The phase variable of the vortex ring accounts for its contraction or expansion.

The averaged Lagrangian is determined by substituting the trial function into the Lagrangian. The double sums involved are calculated using Poisson’s formula, which gives
\[
\sum_{mn} f(m,n) = \sum_{mn} \hat{f}(2\pi m, 2\pi n),
\] (8)
where \( \hat{f} \) denotes the Fourier transform of \( f \), given by
\[
\hat{f}(\xi, \eta) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x,y) e^{-i(\xi x + \eta y)} dx dy.
\] (9)

The first term of the series (8) with \( m=n=0 \) gives the continuum approximation. The rest of the series gives the self-consistent Peierls-Nabarro potential generated by the interaction between the continuum vortex and the lattice. As in other discrete problems [19], to leading order finite differences of \( u_{mn} \) are replaced by the equivalent derivatives. Finally, the dominant contributions for the Poisson sum (8) are given by the terms \( m=\pm 1, n=0 \) and \( m=0, n=\pm 1 \). Moreover, for small \( \delta \), to leading order, only the \( \delta^{-1} \) term contributes to the averaged Lagrangian terms which arise from the sum. In this manner, on using polar coordinates to calculate
In the integral term of this averaged Lagrangian the trial function \( \psi \) will be determined in the following section.

As in the continuum case [18], this mass conservation equation relates variations in the vortex amplitude and width. The variational equations in \( V \) and \( R \) give equations for the motion of the vortex as

\[
\hat{R} = V \quad (\delta V),
\]

\[
\frac{d}{dt} (a^2 R^2 V) + \frac{\partial L_0}{\partial R} + \frac{\partial L_p}{\partial R} = 0 \quad (\delta R).
\]

On assuming that the vortex parameters are independent of the angular variable, we obtain the dispersion relation from the variational equations

\[
\sigma + \frac{1}{3} w^2 - \frac{2}{3} \delta^{-1} a^2 R^2 = 0 \quad (\delta a),
\]

\[
\sigma - \frac{1}{3} w^2 - \frac{1}{3} \delta^{-1} a^2 R^2 = 0 \quad (\delta w).
\]

Here the Peierls-Nabarro contributions are of small order as \( R \to \infty \).

The variational equations (15) and (16) have fixed points which correspond to a static vortex with \( V=0 \) and the radius \( R \) given by the solution of

\[
\frac{\partial L_0}{\partial R} + \frac{\partial L_p}{\partial R} = 0.
\]

The variational equation (19) has to be solved coupled to the variational equations (17) and (18). The variational equations (17) and (18) give the dispersion relation for the vortex

\[
a = \sqrt{\frac{3}{2} \delta^2 R} \quad \text{and} \quad \sigma = -\frac{1}{w^2}.
\]

Using the variational equation (17) in the variational equation (19) gives

\[
0 = \frac{\partial L_0}{\partial R} + \frac{\partial L_p}{\partial R} = 16 \delta^{-1} a^4 w R^2 + \delta^{-1} a^2 w R^2/2 - \frac{32 \pi^2}{3} \delta^{-1} a^4 w R^2/2 \sin(2 \pi R - \pi/4).
\]

Let us assume that \( w \) is \( O(\delta^{1/2}) \), so that \( w=(\alpha \delta^{1/2}) \). Then using the results (20) in Eq. (21) gives the equation for the radius \( R \) as

\[
1 - 2 \pi^2/3 (\alpha \delta^{1/2}) R^{1/2} e^{-r^2/\delta^2} \sin(2 \pi R - \pi/4) = 0.
\]

For large \( R \) this equation has the solution

\[
\sin(2 \pi R - \pi/4) = 0,
\]

which results in

\[
\frac{d}{dt} a^2 w R^2 = 0.
\]
at the fixed point, where \( q \) is a positive integer. The radii \( R_q \) are minima of the potential, provided that \( q \) is odd. For \( q \) even, the vortex will be unstable since it is located at a maximum of the Peierls-Nabarro potential. Hence the only stable vortices are for \( q \) odd.

For the parameter values of Fig. 1, Eq. (20) gives a vortex amplitude of \( a = 1.2 \), which compares well with the average amplitude of the vortex in Fig. 1(a). However, it can be that the trial function does not include the circumferential oscillations seen in the numerical solution. Furthermore, from Eq. (22) it can be seen that as the DNLS equation becomes continuous in the limit of large \( \delta \) the vortex becomes unstable. This is because for a given radius \( R \), as \( \delta \) increases, the stable and unstable roots of (22) coalesce, losing the vortex. For the parameter values of Fig. 1, Eq. (22) predicts that the vortex ceases to exist at \( \delta = 0.57 \). Numerical results show that at \( \delta = 0.5 \) the vortex structure begins to develop large gaps between the peaks and the vortex completely disappears at \( \delta = 0.689 \). The modulation theory results are then in good quantitative agreement with the numerical results.

The solution (20) and (24) gives a family of vortices parametrized by their radius and their width. In the continuum limit these vortices will be unstable to azimuthal perturbations in \( w \), with angular wave number \( \ell \approx 2 \) being the fastest growing mode \([18]\). It will now be shown how discreteness, as captured by the Peierls-Nabarro potential in Eqs. (21) and (22), stabilizes the vortex.

To study the stability of the discrete vortex, we proceed as in Minzoni et al. \([18]\) and expand the averaged Lagrangian about the fixed point to quadratic order, taking \( w = w_0 + \tilde{w} \), which results in

\[
\mathcal{L}_f = \int_{t_0}^{t_f} \left( 2awR^2\tilde{w}\dot{g} - \frac{IRa^2}{w}\tilde{w}_\theta^2 - \frac{2\Lambda_1}{R}g^2 + 2R^2\Lambda_2\sigma^2 \right) dt.
\]

(25)

Here \( \Lambda_1 \) is a function of \( R \) which will be determined in the analysis. The Hamiltonian equations derived from the Lagrangian (25) will have oscillatory solutions, provided that the corresponding quadratic form is positive definite. Otherwise the linearized equations show that the discrete vortex is unstable. For \( w = O(\delta) \) and \( R_q \) at a minimum of the Peierls-Nabarro potential, \( H_{ww}(R_q, w_0) > 0 \). In this case the corresponding quadratic form has to be studied in detail in order to determine the stability of the vortex.

The Euler-Lagrange equations for the linearized averaged Lagrangian (25) are

\[
\dot{g} = -\frac{2Ra^2}{w}\tilde{w}_{\theta\theta} - H_{ww}\tilde{w},
\]

(26)

where the time is rescaled with \( 2awR^2 \). The solutions of these linearized modulation equations are readily obtained in terms of the normal modes,

\[
\begin{pmatrix} \dot{g} \\ \dot{w} \end{pmatrix} = e^{\lambda t} \begin{pmatrix} G \\ W \end{pmatrix},
\]

(27)

where \( G \) and \( W \) are constants. The equation for the eigenvalue \( \lambda \) is

\[
\lambda^2 + \left( \frac{2a^2}{Rw} \ell^2 - H_{ww} \right) \left( \frac{2\Lambda_1}{R} \ell^2 - (4\delta^{-1}R^2\sigma^2w - 2\Lambda_1\sigma) \right) = 0.
\]

(28)

In this eigenvalue equation, one root \( \lambda_2 < 0 \) for small and large \( \ell \), but is positive when

\[
\frac{Rw}{4a^2} H_{ww} \leq \ell^2 \leq \frac{R}{2\Lambda_1} (4\delta^{-1}R^2\sigma^2w - 2\Lambda_1\sigma).
\]

(29)

To determine the stability of the vortex, the width of the shelf needs to be determined, so that \( \Lambda_1 \) can be calculated.

In an unstable region, if present, the vortex should have small but finite amplitude deformations. This possibility was explored by taking \( \Lambda_1 \) as a bifurcation parameter to produce the desired deformation waves. The solutions of the nonlinear equations arising from (26) on keeping higher-order terms do not have periodic solutions of period 2\( \pi \). We therefore conclude that there is no instability region. To finish the stability analysis, we need to find \( \Lambda_1 \) which satisfies

\[
4R^2\sigma^2w - 2\Lambda_1\sigma = \frac{Rw}{4a^2} H_{ww}.
\]

(30)

This gives \( \Lambda_1 = w + wH_{ww}/(4a^2R^2) \). The mode
\[ \ell^2 = \frac{\beta w}{\alpha^2 H_{ww}} \]  

(31)

then has zero growth rate, which implies marginal stability. This marginal mode is interpreted as an approximation to a very long-period perturbation. Substituting values for \( \Lambda \) and \( \sigma \) gives \( \ell = 4 \) as a long-lifetime mode. Using the numerical values in Fig. 1 the critical mode wave number is obtained from Eq. (31) as 4.382..., which is a good approximation to the actual value of 4. To test this conclusion the steady vortex was perturbed with an amplitude \( \alpha_{\ell}(\theta) = \alpha(1 + \epsilon \cos 4\theta) \), which is a wave with \( \ell = 4 \). The results are shown in Fig. 1(b). On comparing this figure with Fig. 1(a) the effect of this long-lifetime mode can be seen, as the perturbation in amplitude has resulted in an increase in amplitude of the azimuthal wave around the vortex. Amplitude perturbations with modes either side of \( \ell = 4 \) result in smaller-amplitude perturbations of the azimuthal wave.

IV. THIN RECTANGULAR VORTICES

It has been shown that the Peierls-Nabarro potential is responsible for the stability of a discrete vortex due to the trapping of the vortex maximum by the corresponding potential. It is then expected that the same mechanism will be able to sustain stable structures of various shapes, when \( \delta \) is sufficiently small.

As a first, simple example let us consider a periodic solution concentrated along a straight line. The approximate trial function is

\[ u_{mn}(t) = \begin{cases} a(sech \psi)e^{i\tau} + ig e^{i\alpha} & \text{for } x_1(t) \leq m \leq x_2(t), \\ 0 & \text{otherwise}, \end{cases} \]

\[ \psi = \frac{n - y(t)}{\omega}, \]

\[ \tau = \alpha r + \theta_{mn} + (m - x_1)V_1^{(1)} + (m - x_2)V_1^{(2)} + [n - y(t)]V_2. \]

(32)

We choose the phase \( \theta_{mn} \) to obtain a phase \( \tau \) which behaves as \( (m - x_1)V_1^{(1)} \) for \( x_1 < m \leq x_1 + \rho \), \( (m - x_2)V_1^{(2)} \) for \( x_2 - \rho < m \leq x_2 \), and constant in the region \( x_1 + \rho < m \leq x_2 - \rho \). In this approximation the end points move independently. The shelf \( g \) is concentrated about \( y(t) \), which is the position of the maximum of the vortex. The end points \( x_1 \) and \( x_2 \) of the line segment are allowed to evolve as functions of time \( t \). Numerical solutions show that the line vortex develops a modulated mean level due to an undular bore propagating in from the ends (see Fig. 2). To account for this the amplitude \( a \) is modified to become \( a(1 + \mu(x/x_1)^2) \) to include the depression produced by the waves entering the vortex from its edges. For this special case of a symmetric trial function the averaged Lagrangian is

\[ \mathcal{L} = 2a\omega_x \left( \alpha + \rho x_1 V_1^{(1)} - \frac{1}{2} \rho V_1^{(1)} + \xi V_x - \frac{1}{2} V_x \right) \]

\[ - \frac{4}{3} x_1 \left( \frac{a^2}{w} + 2\delta^{-1}a^4w \right) - \frac{8}{3} x_1 a^2 w. \]

(33)

The contribution of the Peierls-Nabarro potential takes the form...
\( \mathcal{L}_p = \frac{3}{\pi \delta} a^4 w \cos 2 \pi x_1. \)  

(34)

It is to be noted that unlike the Peierls-Nabarro contribution for a circular vortex (13), the Peierls-Nabarro potential for this line vortex is generated by the ends of the vortex. Therefore as \( \delta \) increases it is only algebraically small in \( \delta \) since \( w \sim \delta^{-1/2} \).

As before, for \( \delta \) sufficiently small, the equations of motion derived from this averaged Lagrangian show trapping of the straight line segment by the Peierls-Nabarro potential. The modulation equations for the steady-state line vortex are

\[
\begin{align*}
\sigma + \frac{4}{3w^2} + \frac{8}{3\delta} a^2 - \frac{8}{3} x_1^2 + 6 \delta^{-1} a^2 w \sin 2 \pi x_1 &= 0, \\
\delta x_1, \\
sigma - \frac{4}{3w^2} - \frac{8}{3\delta} a^2 - \frac{8}{3} x_1^2 &= 0, \\
\delta w, \\
\sigma + \frac{4}{3w^2} - \frac{16}{3\delta} a^2 - \frac{8}{3} x_1^2 &= 0, \\
\delta a. 
\end{align*}
\]

(35)

Since we are interested in large vortices, we have to leading order that

\[
\sigma = -\frac{4}{3w^2} - \frac{8}{3\delta} a^2, 
\]

(36)

with a dispersion relation similar to that for the circular vortex.

\[
\delta^{-1} a^2 w^2 = \frac{1}{4}. 
\]

(37)

The higher-order terms in the \( \delta x_1 \) equation in the modulation equations (35) give the size of the vortex as the solution of

\[
\frac{\mu^2}{x_1^2} = \frac{9}{2} \delta^{-1} a^2 w \sin 2 \pi x_1.
\]

(38)

This solution shows that as \( \delta \) increases the solutions \( x_1 \) become larger. A line vortex of a given size then destabilizes as \( \delta \) increases due to the coalescence of a stable and an unstable solution. This situation is analogous to that for the circular vortex.

The modulation equations for the shelf \( g \) and the width perturbation \( \tilde{w} \) can be developed in a similar manner as for the circular vortex. However, these equations will not be analyzed as the main stability result does not come from the oscillations in the body of the vortex, but from the end points. This stability mechanism is described above.

The initial evolution of the line vortex is shown in Fig. 2(a) in which the waves generated at the ends of the vortex are seen to propagate into the vortex, in the manner of an undular bore. In the modulation equations \( \mu \) cannot be determined variationally as the form of a suitable, simple trial function which captures the end point behavior is not clear. As \( \delta \) increases it follows from the modulation equation (38)

FIG. 3. Solution of DNLS equation (1) for cross initial condition at \( t=30 \).

FIG. 4. Solution of DNLS equation (1) for the L-shaped initial condition at \( t=30 \).

FIG. 5. Solution of DNLS equation (1) for figure of 8 initial condition at \( t=30 \).

FIG. 6. (Color online) 12-peak solution of DNLS equation, \( \delta = -0.1 \).
that the Peierls-Nabarro potential can no longer hold the vortex, as can be seen in Fig. 2(c). It can also be seen that an undular bore develops at the leading and trailing edges of the vortex and expands into it. This bore expands the vortex, with it expanding symmetrically into \( y > 0 \) and \( y < 0 \), as required by momentum conservation.

This same mechanism operates for more complicated structures, such as the cross shown in Fig. 3. Here the two arms of the cross act independently and can sustain a stable structure. This type of solution was also studied by MacKay and Aubry [9], who called them rivers. In the work of MacKay and Aubry continuation ideas were used, while in the present work a large-scale mechanism which stabilizes these structures is determined. This stabilization process is due to the trapping by their self-consistent Peierls-Nabarro potential.

V. POLYGONS AND OTHER SHAPES

Building on the thin rectangular vortex, we can construct vortices of arbitrary shape by adding straight line segments, parallel to the coordinate axes, to make a polygonal path. Clearly the phase will have to increase by \( 2\pi \) after a circuit of this polygonal vortex. Therefore, if the vortex has a total length \( D \), it will be assumed that the phase increases at the uniform rate \( \dot{\theta} = 2\pi/D \) along the polygonal vortex. The same arguments used for the straight line vortices can be applied to each side of the vortex, each side acting as an independent structure. Again instability is observed for \( \delta \) sufficiently large. As for the straight line vortex the instability initiates at the corners, which are the ends of the straight line segments. An example of such a segmented, stable vortex, which has an L shape, is shown in Fig. 4. This L shape was obtained from the evolution of an initial condition constructed with straight line vortices, with a phase which increases at a rate \( \dot{\theta} = 2\pi/D \), where \( D \) is the total length of the vortex.

Finally this same construction of complicated vortices from fundamental units can be used to construct the figure of 8 vortex shown in Fig. 5. This shape was obtained by evolving two circular vortices, as in Fig. 1, after deleting the inner portions. The phase again has a constant rate of increase around the vortex, for a total change of \( 2\pi \).

It is clear that this construction of vortices or rivers with complicated shapes can be continued. Again these vortices will be stable for very discrete lattices, that is for \( \delta \ll 1 \), and as \( \delta \) increases they will be become destabilized and so decay.

In addition to time periodic solutions, the two-dimensional DNLS equation appears to support a class of more general localized solutions that are an approximate superposition of breathers with different frequencies. For these solutions we have a set of active sites \( U \), where for \( m,n \) for these active sites \( U \) we have \( u_{mn} \sim C_{mn} e^{i\omega_{mn}t} \) with \( C_n \sim 1 \pm \delta \), otherwise \( u_{mn} \sim O(\delta) \). The amplitudes \( C_{mn} \) and frequencies \( \omega_{mn} \) for the active sites appear to vary slowly in time to within a small percentage of some average value that

\begin{figure}
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\includegraphics[width=0.8\textwidth]{fig7.png}
\caption{(Color online) Contour plot of 12-peak solution of DNLS equation, \( \delta = -0.1 \).}
\end{figure}

\begin{figure}
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\includegraphics[width=0.8\textwidth]{fig8.png}
\caption{(Color online) \( \text{Re}(u_{48,48}) \) at sites of inner square as a function of time \((t=-\delta t)\).}
\end{figure}
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\includegraphics[width=0.8\textwidth]{fig9.png}
\caption{(Color online) \( \text{Re}(u_{47,46}) \) at sites of middle square as a function of time \((t=-\delta t)\).}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.8\textwidth]{fig10.png}
\caption{(Color online) \( \text{Re}(u_{45,44}) \) at sites of outer square as a function of time \((t=-\delta t)\).}
\end{figure}
depends on the site. Unlike the case for breather (vortex) solutions, we observe that the \( \omega_{mn} \) are not the same for all active sites.

An example can be seen in Fig. 6, where we have used periodic boundary conditions with \( \delta = -0.1 \). The peaks are seen clearly in the contour plot shown in Fig. 7. They are located at the three sets of sites

\[
U_1 = \{(48,48),(53,48),(53,53),(48,53)\},
\]

\[
U_2 = \{(47,46),(54,46),(54,54),(47,55)\},
\]

\[
U_3 = \{(45,44),(56,44),(56,57),(44,57)\},
\]

of a \( 100 \times 100 \) lattice. Each \( U_j \) defines a parallelogram, with \( U_1 \) the “inner,” \( U_2 \) the “middle,” and \( U_3 \) the “outer” parallelogram. In Figs. 8–10 we show the real parts of \( u \) at the sites \( (48,48) \in U_1, (47,46) \in U_2, \) and \( (45,44) \in U_3 \). The values of \( u \) at all four sites in each \( U_j \) are seen to be identical to the corresponding three representative sites shown in the figures. We furthermore see that the (average) amplitudes for \( U_1, U_2, \) and \( U_3 \) are 1.25, 0.92, and 0.83, respectively. The corresponding (average) periods for \( U_1, U_2, \) and \( U_3 \) are 1.60, 2.24, and 2.70. Comparing the amplitudes of the three \( U_j \), we see some periodic energy interchange between the middle and outer parallelograms. The different average frequencies in each parallelogram imply that these solutions are not breathers, but rather an approximate superposition of three slightly modulated breather solutions. Similar solutions are seen for periodic and free boundary conditions on the finite lattice. In both cases the localized solutions appear to be stable in that we do not see any tendency for the amplitudes of the main peaks to diminish. Adding a small boundary damping with \( \nu = 10^{-2} \) as in [5] does not alter the amplitudes of the peaks over several hundreds of periods.

A second example is seen in Fig. 11, with the corresponding contour plot shown in Fig. 12. The L-shaped pattern of peaks consists of the corner sites \( (40,40) \) and \( (41,41) \) and the four pairs of sites \( U_1 = \{(40,45),(45,40)\}, U_2 = \{(40,51),(51,40)\}, U_3 = \{(40,55),(55,40)\}, \) and \( U_4 = \{(40,58),(58,40)\}. \) The motion of the two sites in each \( U_j \) is identical. In each site we see an oscillation with a slow modulation; see, e.g., Figs. 13 and 14 where we show the real part of \( u_{mn} \) at the sites \( (m,n) = (40,40) \) and \( (58,40) \), respectively. The average frequencies at the different \( U_j \) are different, for example at \( (40,51), (40,55), \) and \( (40,55) \) we see the frequencies 1.80, 1.90, and 2.85, respectively. The L-shaped pattern is therefore not a breather, but rather an approximate superposition of six breathers peaked at \( (40,40), (41,41), \) and the four \( U_j \). There is also evidence of some energy interchange between the peaks at \( (40,40) \) and \( (41,41) \).

As for the first example, similar solutions are observed for both periodic and free boundary conditions and the peaks persist under small boundary damping.
VI. CONCLUSIONS

It has been shown that discrete lattices can sustain stable, periodic vortices of arbitrary shape with a linearly increasing phase. A modulation theory was developed which explained the stability of these vortices. In particular this modulation theory included the Peierls-Nabarro potential generated by the continuum vortices and was found to be responsible for the stability for $\delta$ sufficiently small. The approximate solutions of this modulation theory show how the discreteness of the lattice stops the breakup of the vortices. This mechanism is very different from that which stabilizes vortices in nematic liquid crystals, as in this continuous medium nonlocality decreases the destabilization terms [18]. For the present discrete media the Peierls-Nabarro potential stabilizes the discrete vortices. This Peierls-Nabarro potential is absent in continuous media.

For the case of straight line vortices it was found that the finite size of the vortex produces waves which travel from its edges toward its center, producing a modulated mean level which traps the vortex. This mean level change produces the Peierls-Nabarro potential whose length scale is the length scale of the vortex. This is the subject of ongoing studies.

In general, the vortices are sustained by the Peierls-Nabarro potential, which traps them at a minimum, with the same potential preventing their breakup. On the other hand, as the lattice approaches the continuum limit, the potential is no longer sufficient to trap them, so that they collapse.

It should be remarked that the present modulation theory approach gives accurate predictions in simple terms for both the qualitative and quantitative features of the evolution.

A further feature of some of the localized solutions examined here is a temporal behavior that is unlike that of the well-known breather solutions. Such localized solutions may correspond to exact solutions of the infinite lattice, or to slowly decaying states that may be close to exact solutions for finite lattices. Possible subtle differences between the stable localized states in finite and infinite lattices can be due to slow decay due to radiation in the infinite case [16]. These differences may be difficult to capture numerically, but may give distinct long-time predictions for optical vs molecular or condensed matter systems modeled more realistically by the DNLS equation on finite and infinite lattices, respectively.

Similar ideas to those developed here could be used for the study of other types of vortices, such as nonlocal discrete vortices. This is the subject of ongoing studies.

ACKNOWLEDGMENTS

The authors would like to thank Professor Yuri Kivshar for discussions about and insights into the work presented in this paper. This research was supported by the Engineering and Physical Sciences Research Council (EPSRC) under Grant No. EP/D075947/1 and by CONACyT under Grant No. 50303.