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ABSTRACT
Open banking (OB) creates an opportunity for financial institutions to offer more personal-
ised services by better differentiating between a specific customer (reference subject) and
similar customers (comparison group). We propose the time-varying comparative mean value
as a statistical method that learns about the dynamics governing how the response of a ref-
erence subject differs from that of a comparison group, defined via covariate truncation. The
proposed model can be regarded as a time-varying truncated covariate regression model of
which a smooth version is devised by resorting to local polynomial regression. The simula-
tion study suggests that our estimators accurately recover the true time-varying comparative
mean value in a variety of scenarios. We showcase our methods using OB-type data from a
financial service provider in the UK, with the dataset containing detailed information on cus-
tomers’ accounts across 70 UK financial institutions. By contrasting a specific customer
against similar customers, our method offers interesting diagnostics that can be used by
financial institutions to recommend personalised services.
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1. Introduction

In this paper we propose an approach for compar-
ing a specific reference subject (e.g., a customer of a
financial institution or an user of a financial applica-
tion) to a comparison group. Since the proposed
methodology is motivated from the recent open
banking (OB) paradigm, we start by offering some
background on the applied context motivating the
methodological contributions.

The digital revolution of OB is impacting a
wealth of decision-makers, problem-solvers, and
innovators. In particular, under OB financial service
providers can access datasets containing detailed
financial information on potential customers across
several financial institutions. Thanks to OB-type
data financial institutions will have the opportunity
to offer more personalised services by better differ-
entiating between a specific customer (reference sub-
ject) and similar customers (comparison group).
Trendsetters like Facebook (Cheng & Zagat,2019)
are already seising upon the opportunities stemming
from subject-to-group comparison in an OB con-
text, that is, differentiating between a reference sub-
ject and similar customers. Yet, thus far no
methodological developments have been made that
allow for a sound subject-to-group comparison, and

one the goals of this paper will be to explore this
open problem.

Different fields spreading from computer science
(Wang et al.,2020), regulatory technologies (Buckley
et al.,2020), and healthcare (Stranieri et al.,2021) are
showing interest in OB. The digital revolution of OB is
an initiative led by multiple governments, such as
Australia, USA, UK, and EU in the form of the PSD2
legislation (Brodsky & Oakes,2017; European
Commission,2018; He et al.,2020). The introduction of
OB goes hand in hand with the currently expanding area
of fintech, which aims to enhance customer experience
(Gomber et al.,2018); this has led to a vast increase of
personalised customer-centric fintech services (Breidbach
et al.,2019). Fintech and OB are viewed as game-chang-
ing and disruptive innovations (Lee & Shin,2018;
Nicoletti et al.,2017; Omarini,2018), bringing opportuni-
ties and challenges for financial institutions, consumers,
academics, regulators, and governments alike.

Besides industry demand, the developments in
OB and fintech have been accelerated by innova-
tions in machine learning, artificial intelligence, and
related fields (Mention,2019). Yet, little has been
done to address these new challenges from a statis-
tical perspective. We aim to fill this methodological
and applicational gap by providing a statistical solu-
tion to subject-to-group comparison, that provides
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valuable OB-based financial advice that is intuitive
and easy to interpret.

OB-type data has the potential to change how per-
sonalised financial services are provided, and creates
a necessity to develop subject-to-group comparison
methods tailored for these purposes. Unlike subject-
to-group comparisons, methods for comparing popu-
lation groups, such as hypothesis tests and regressions
with group indicators, are well-studied. Recent micro-
financial studies utilise new and highly personalised
data sources to provide valuable insight on credit
scoring (De Cnudde et al.,2019; �Oskarsd�ottir et al.,
2019; Zhu et al.,2020). Yet these methods are not
suitable for identifying and analysing the differences
between a specific customer and a group with similar
characteristics, and thus can not harness the full
potential of OB-type data and alike. A key goal of this
paper is to propose an approach that can be used for
learning about the latter differences.

In this paper, we contribute by providing an
approach for comparing a specific reference subject
to a comparison group defined via covariate trunca-
tion, based on what we will refer to as thetime-
varying comparative mean value. While the pro-
posed methodology is motivated from OB data, we
underscore that our framework is general, and that
thus the proposed methods can be applied to any
context where the goal is to conduct a subject-to-
group comparison. To the best of our knowledge,
our paper pioneers the mathematical modelling of
subject-to-group comparisons.

Here and below we will use the expression covari-
ate truncation to refer to a truncation centred on the
reference subject’s covariate value. Conditioned on
the comparison group identified by covariate trunca-
tion (say, income) the expected value of the response
(say, expenditure), is analysed. The homogeneity in
terms of the covariate within the comparison group is
controlled by a similarity variable (d below) set by the
user; we analyse the properties of the proposed
method in terms of this variable. No parametric
structure on the studied variables is assumed. A
smooth time-varying comparative mean value is also
devised by resorting to local polynomial regression
(Fan, 1996). By contrasting the time-varying com-
parative mean value with the reference subject values,
we can identify differences between the reference sub-
ject and a group with similar characteristics (peers).
By varying the similarity variable (d) information on
the distribution of the response can be obtained.

A statistical concept that relates to the here proposed
time-varying comparative mean value is the so-calledF-
barycenter (Hill & Monticino, 1998). For a random
variableX� F, with finite expectation and with strictly
increasingF, theF-barycenter ofða,c� is defined as

bF ¼ Ef XjX 2 ða,c�g: (1)

As we will elaborate below, the here proposed time-
varying comparative mean value is designed for a
regression framework, and it can be regarded as an
FYt jXt -barycenter, for the pairs of stochastic proc-
essesf Xtg and f Ytg, and with ða,c� centred at the
reference subject’s covariate.

Other statistical methods that conceptually relate
to the here proposed time-varying comparative mean
value are the marginal expected shortfall (MES) and
the systemic expected shortfall (SES) proposed by
Acharya et al. (2010) and further developed in Cai
et al. (2015) and Acharya et al. (2017); we will provide
further details on these methods inSection 2.4.
Although the related statistical concepts have some
points of contact with our methods, their approach
would not be suitable for offering a subject-to-group
comparison. The time-varying comparative mean
value also relates to regression towards the mean and
k-nearest neighbours. Yet the latter two methods con-
verge in probability to a conditional mean given a
fixed value of the covariate (Hastie et al.,2001,
Section 2.4), whereas here the goal will be on learning
about a conditional mean—given the covariate is in
an interval induced by covariate truncation. The
time-varying comparative mean value is also con-
nected to truncated regression methods, such as those
developed in Efron and Petrosian (1999), Shen
(2010), and Ying et al. (2019). We show that the time-
varying comparative mean value can be seen as a
regression with truncated covariates. This is an
important distinction to the latter regression meth-
ods, as those methods are tailored for truncated
responses. To our knowledge, the comparative mean
value provides a first attempt to model truncated
covariates on a regression framework.

The remainder of this paper unfolds as follows. In
Section 2we present the comparative mean value
(static and time-varying versions), introduce estima-
tion methods, show the connection of the compara-
tive mean value to regression, and provide comments
on related statistical concepts. InSection 3we test the
estimators of the time-varying comparative mean
value using a Monte Carlo simulation. InSection 4
we then showcase the method’s use on Money
Dashboard personal financial data of UK residents in
2017 and 2018. We track the development of expend-
iture of selected reference subjects, contrasted with
the expenses of peers with similar income. InSection
5 we summarise and discuss our main findings.

2. Comparative mean value

2.1. Comparative mean value: Construction
and properties

Let X� FX and Y� FY, with FX and FY denoting the
distribution functions of X and Y, respectively; let
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X0 ¼ x0 and Y 0 ¼ y0 be fixed values for a reference
subject. Although below we define the comparative
mean value as a general concept, for our applied
setup the expression“reference subject” should be
understood as representing a customer of a financial
institution or an user of a financial application. We
are interested in the expected value of the response
Y, for subjects that are similar to the reference sub-
ject in respect to the covariateX. Specifically, the
goal is contrasting the reference subject to similar
subjects, whose covariateX lies within a neighbour-
hood of x0, Wdðx0Þ � ½x0� d,x0 þ d�: All compari-
sons below are ford> 0 such that for allx 2 Wdðx0Þ
it holds that fXðxÞ ¼dFX=dx> 0; the extension to
the asymmetric setting,Wd1,d2ðx0Þ ¼ ½x0� d1,x0 þ
d2�, is straightforward but notationally burdensome.
The modelled object of interest is what we refer to
as thecomparative mean value(at leveld)

l d ¼ Ef YjX 2 Wdðx0Þg: (2)

As d ! 0, there are connections with regression
towards the mean, and we explore these links in
Section 2.3.

The comparative mean value(2) obeys similar
properties as theF-barycenter (Hill & Monticino,
1998, Lemma 2.2); indeed it follows that:

f FXðx0 þ dÞ� FXðx0� dÞgl d

¼ f FXðl dÞ � FXðx0 � dÞgEf YjX 2 x0 � d, l d½ �g

þ f FXðx0 þ dÞ� FXðl dÞgEf YjX 2 l d,x0 þ d½ �g,

(3)
and Ef YjX 2 ½x0� d, l d�g ¼ l d if and only if
Ef YjX 2 ½l d,x0 þ d�g ¼ l d:

In practice, we estimatel d as follows. Letn þ 1
be the total number of subjects, for which data
f Xi , Yig

n
i¼0 are available. We define thewindow of

comparisonas the setAd ¼ f i : Xi 2 Wdðx0Þg: This
means that we are conditioning on those subjects
whose covariatesXi are within a range ofd from
the reference valuex0.

Let kn,d be the cardinality of the window of com-
parison, that iskn,d ¼ jAdj; althoughk is a function
of both n and d, to ease notation we omit these
dependencies and writek � kn,d: We define the
comparative sample mean(at leveld) as

l̂ d ¼
1
k

X

i2Ad

Yi: (4)

We can see that the estimator in(4) first selects
subjects whose covariatesXi are within the interval
Wdðx0Þ, centred around the reference subject’s
covariatex0; then the average of the responseYi for
the selected peer group is calculated. Assume:

1: lim
d! 0

k ¼ jA0j 2: lim
d!1

k ¼ n þ 1 3: lim
n!1

k ¼ 1 :

Under the latter assumptions it can be shown that
(4) has the following properties

1: lim
d! 0

l̂ d ¼ y0, a:s: 2: lim
d!1

l̂ d ¼ �Y, a:s: 3:l̂ d !
p

l d

(5)

asn ! 1 , for d> 0. Next, we devise a time-varying
framework extending the methods intro-
duced above.

2.2. Time-varying comparative mean value

To track the dynamics governing the comparative
mean value, we now develop a time-varying version.
Let f Xtg and f Ytg be stochastic processes and let
f X0, t ¼ x0, tg and f Y0, t ¼ y0, tg be the fixed values of
the reference subject. Our object of interest is now
the time-varying comparative mean value(at leveld)

l d, t ¼ Ef Yt jXt 2 Wdðx0, tÞg: (6)

The time-varying version of properties(3) hold for
(6). Let nt þ 1 be the total number of subjects in
period t and let

f Xi,1, Yi,1g
n1
i¼0, :::, f Xi,T, Yi,TgnT

i¼0

be the observed data (say, income and expenditure).
We again fix the reference subject’s index at i ¼0.
The time-varying window of comparisonis Ad, t ¼
f i : Xi, t 2 Wdðx0, tÞg: Denoting kt ¼ jAd, t j, we
assume

1: lim
d! 0

kt ¼ jA0, t j 2: lim
d!1

kt ¼ nt þ 1

3: lim
nt !1

kt ¼ 1 :

The estimator of(6) is the time-varying comparative
sample mean(at leveld)

l̂ d, t ¼
1
kt

X

i2Ad,t

Yi, t : (7)

For any time period, subjects whose covariatesXi, t

are within the intervalWdðx0, tÞare selected and the
conditional mean of the responseYt is calculated.
Let �Yt ¼ 1=nt

P nt
i¼1 Yi, t : The estimatorl̂ d, t has the

following properties

1: lim
d! 0

l̂ d, t ¼ y0, t , a:s: 2: lim
d!1

l̂ d, t ¼ �Yt, a:s:

3: l̂ d, t !
p

l d, t
(8)

asnt ! 1 , for d> 0. We now derive a smooth ver-
sion of the time-varying comparative sample mean
so to smooth the dynamics. For this purpose we
resort to local polynomial regression (Fan,1996) as
the obtained smooth dynamics naturally extend
those that would be obtained via standard regression
methods, in the sense that they can be understood
as a running weighted regression. When the degree
of the polynomial is zero, we get the well-known
Nadaraya–Watson estimator (Watson,1964). Using
a nonparametric approach provides two main
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benefits. First, we obtain a predictor for the time-
varying comparative mean value. Second, while sub-
ject-to-group comparison contains valuable informa-
tion, if the empirical results oscillate too much in
time it is hard to recognise a clear trend. Smoothing
the results makes them more intuitive and easy
to understand.

The nonparametric regression model is defined
as l d, t ¼ mtðdÞ þ et, where et is an independent
and identically distributed error term with Ef etg ¼
0 and varf etg ¼ r 2: The function mtðdÞcan be esti-
mated by what we refer to as thesmooth time-vary-
ing comparative sample mean(at leveld)

cmt ðdÞ ¼

P T
i¼1Khðt� iÞ̂l d, iP T

i¼1Khðt � iÞ
: (9)

In (9), Khð�Þ ¼Kð� =hÞ =h, whereK is a kernel func-
tion andh> 0 is a smoothing parameter (bandwidth).
As usual, the bandwidthh ¼ hT is a sequence such
that h ! 0 and hT ! 1 , as T ! 1 : It is well
known that the choice of the kernel has little effect on
the estimates (Wand,1995, Section 2.7). Yet the
choice of bandwidth is an important one, as a poor
choice can lead to over-smoothing or under-smooth-
ing. A standard approach to determineh is via cross-
validation, with least-squares based validation being
regarded as optimal (DasGupta,2008, Section 3.10.2).
We use the method proposed by Li and Racine (2004)
and implemented by the authors in the R package np.
Under fixednt and regularity conditions, the estima-
tor in (9) inherits the following asymptotic properties
from the Nadaraya–Watson estimator (e.g., Racine,
2001, Section 2), asT ! 1

biasf cmt ðdÞg � mð2Þ
t ðdÞ

h2

2

ð1

�1
KðvÞv2 dv,

varf cmt ðdÞg �
r 2

Th
jjKjj2

2:

Here jj � jj 2 is the L2 norm; noticeable in the latter
expressions is the trade-off between variance and
bias in respect to the bandwidth.

2.3. Time-varying comparative mean value as a
truncated covariate regression

We now discuss the connection between the time-
varying comparative mean value(6) and regression,
which originates from observing that

l d, t ! Ef YtjXt ¼ x0, tg, asd ! 0:

For generality, we first focus on the nonparametric
specification Yt ¼ mtðXtÞ þ et: For any d � 0, we
then have

l d, t ¼ Ef mtðXtÞjXt 2 Wdðx0,tÞg þEf et jXt 2 Wdðx0,tÞg:

Denoting byFt the cumulative distribution function
of the covariateXt, and using Ruiz and Navarro
(1996, p. 564), we can provide a general formula
for computing the time-varying comparative mean
value, only assuming thatXt and et are independ-
ent and EðetjXtÞ ¼0: Under these assumptions it
can be shown that Ef et jXt 2 Wdðx0, tÞg ¼0:
Thus, for d> 0 the time-varying comparative mean
value(6) is

l d, t ¼
1

Ftðx0, t þ dÞ � Ftðx0, t � dÞ

ðx0,tþ d

x0,t � d
mtðxÞ dFtðxÞ:

(10)

Equation (10)suggests another route for estimating
the time-varying comparative mean value. Yet it
would require estimation of the margins and of the
conditional mean, followed by integration, and thus
it is not pursued further here.

If the association between the responseYt and
the covariateXt is linear, that is ifYt ¼ at þ btXt þ
et, the time-varying comparative mean value(6)
becomes

l d, t ¼ at þ btEf XtjXt 2 Wdðx0,tÞg þEf et jXt 2 Wdðx0,tÞg

¼ at þ bt
1

Ftðx0,t þ dÞ � Ftðx0,t � dÞ

ðx0,tþ d

x0,t � d
x dFtðxÞ:

(11)

For specific parametric distributions we can pro-
vide closed form expressions forl t,d: In Table 1,
adapted from Johnson et al. (2005, p. 134) and Ruiz
and Navarro (1996, p. 570), we do this for a selection
of distributions, under the linear specificationYt ¼
at þ btXt þ et: Noteworthy is the caseXt� Unif ½a,b�,
for which the comparative mean value(11) is inde-
pendent of d. We depict a linear setting with
Xi, t � Nðht, r tÞin Section 3.1, Scenario B.

2.4. Comments on conceptually-related methods

Beyond the links with theF-barycenter (1) high-
lighted in the Introduction, we now make some
remarks on conceptually-related methods. As dis-
cussed in the Introduction, the other concepts relat-
ing to the comparative mean value are the MES and
the SES. Time-varying version of all these concepts
can be easily defined; yet to streamline the discussion
we will focus on the static setup, and thus we work
with pairs of random variables (X, Y) rather than sto-
chastic processes (Xt, Yt). The MES is defined as

MESðpÞ ¼Ef YjX> Qð1� pÞg, 0< p< 1,

where QðpÞ ¼inf f x : FðxÞ � pg; the SES has links
with the MES and details on it can be found in
Acharya et al. (2017). While keeping in mind the
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different context in which these concepts are devised,
namely the evaluation of risk for financial institutions,
the main difference between the MES, the SES and the
time-varying comparative mean value(6) is the set the
expected value is conditioned on. The MES and SES
are conditioned on unbounded half-open intervals.
However, for our purpose of comparing a reference
subject to a group of peers it is more meaningful to
condition on a bounded interval around the reference
subject covariate.

Ex-ante one could be led to believe thatk-nearest
neighbours would be tantamount to our time-vary-
ing comparative mean value. Yet as we discuss
below,k-nearest neighbours is designed for estimat-
ing Ef YjX ¼ x0g—similarly to regression towards
the mean methods—whereas our approach is tail-
ored for estimatingEf YjX 2 Wdðx0Þg: To see this,
let Nkðx0Þbe the set ofk closest values ofXi to x0.
For k-nearest neighbours it can be shown that
(Hastie et al.,2001, Section 2.4)

1
k

X

Xi2Nkðx0Þ

Yi !
p

Ef YjX ¼ x0g, asn,k ! 1 ,

assumingk=n ! 0: Whereas, as noted in(5), for
the comparative mean value we have

1
k

X

i2Ad

Yi !
p

Ef YjX 2 Wdðx0Þg, asn ! 1 :

In words, the time-varying comparative mean value
converges in probability to an expected value condi-
tioned on the intervalWdðx0Þ induced by covariate

truncation, while k-nearest neighbours converge in
probability to an expected valued conditioned on a
fixed value of the covariate. Additionally, asn ! 1
we havek ! 1 , but observe that ifd ! 1 , k is
not an intermediate sequence ask=n ¼ 1:

Another area of research related to the time-
varying comparative mean value is truncated
regression. In certain applications it is necessary to
truncate the observations and focus only on a
selected interval. Based on the results from,
Turnbull (1976), Efron and Petrosian (1999) pro-
pose the nonparametric maximum likelihood esti-
mate (NPMLE) for doubly truncated data. The
authors study a truncated responseY, restricted to
a closed interval½a,c� and covariateX. Using the
same setting, Shen (2010) provide an alternative
derivation of the NPMLE hazard function, and
recently Ying et al. (2019) provided estimators for
the standard linear model. As shown inSection
2.3, the time-varying comparative mean value(6)
can be thought as a regression, in which the cova-
riate is truncated to the window of comparison.
An important distinction is that the time-varying
comparative mean value is for truncated covari-
ates, whereas the latter regression methods are tail-
ored for truncated responses. Indeed, to our
knowledge the literature covering truncated regres-
sion has focussed on truncated responses, while
the time-varying comparative mean value provides
a first attempt to model truncated covariates on a
regression framework.

Table 1.Parametric examples of the time-varying comparative mean value for linear dependence betweenYt and Xt.
Distribution Time-varying comparative mean value Restrictions

Nðht,r 2
t Þ

at þ btf ht þ r t

/
x0,t � d� ht

r t

� �
� /

x0,t þ d� ht
r t

� �

U
x0,t þ d� ht

r t

� �
� U

x0,t � d� ht
r t

� � g
d 6¼ 0

Unifða,bÞ at þ btx0,t a< bandd 6¼ 0

ExpðktÞ at þ bt
expð2ktdÞðx0,tþ dþ 1=ktÞ� x0,t � d� 1=kt

expð2ktdÞ� 1
kt> 0andd 6¼ 0

PowerðctÞ
at þ

bt

ct þ 1
f ctðx0,t þ dÞ þ agðx0,t þ d� aÞct �f ctðx0,t � dÞ þ agðx0,t � d� aÞct

ðx0,t þ d� aÞct � ð x0,t � d� aÞct

a 	 x0,t � d< x0,t þ d 	 b and ct> 0

a 	 x0,t � d < x0,t þ d 	 b and ct > 0

Cauchy
ðlocation¼ ht,
scale¼ r tÞ

at þ btht þ bt r t
2

logðr 2
t þðx0,tþ d� htÞ

2Þ� logðr 2
t þðx0,t � d� htÞ

2Þ

arctanð
x0,t þ d� ht

r t
Þ� arctanð

x0,t � d� ht
r t

Þ

r t > 0andd 6¼ 0

Paretoðscale¼ r t,
shape¼ htÞ at þ btf

ht

1 � ht

ðx0,t � dÞht ðx0,t þ dÞ�ðx0,t þ dÞht ðx0,t � dÞ

ðx0,t þ dÞht � ð x0,t � dÞht

x2
0,t � d2

d2 logð
x0,t þ d
x0,t � d

Þ

ht 6¼ 1andd 6¼ 0
d 6¼ 0and x0,t6 d 6¼ 0

Laplaceðlocation¼ ht,
scale¼ r tÞ

at þ btf

expð
2d
r t

Þðr t þ x0,t � dÞ� r t � x0,t � d

expð
2d
r t

Þ � 1

2ht�ð x0,t � d� r tÞexpð
x0,t � d� ht

r t
Þ�ðx0,t þ d þ r tÞexpð

ht� x0,t � d
r t

Þ

2 � expð�
x0,t þ d� ht

r t
Þ � expð

x0,t � d� ht

r t
Þ

expð
2d
r t

Þðx0,t þ d� r tÞ� x0,t þ d þ r t

expð
2d
r t

Þ � 1

r t> 0,ht 	 x0,t � dandd 6¼ 0
r t> 0and x0,t � d< ht 	 x0,t þ d
r t> 0,x0,t þ d< ht andd 6¼ 0
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3. Simulation study

3.1. Monte Carlo simulation

In this section we assess the finite sample perform-
ance of the time-varying comparative sample mean,
as defined in(7) and the smooth time-varying com-
parative sample mean, as defined in(9). Before
reporting the results of the Monte Carlo simulation,
we first illustrate the methods on a single run experi-
ment. For this purpose we generate data
f Xi,1, Yi,1g

n1
i¼0, :::, f Xi,T, Yi,TgnT

i¼0 in two scenarios and
for two values ofnt ¼ n. In Scenario A, we generate
independentXi, t and Yi, t : In Scenario B, we generate
Xi, t and theYi, t are obtained by the following linear
dependency structureYi, t ¼ a þ bXi, t : The paramet-
risation of both scenarios is available fromTable 2.

In both scenarios we set the reference subject’s val-
ues to be x0, t ¼ EðXtÞ and y0, t ¼ Ef YtjXt 2
Wdðx0, tÞg: For Scenario B, the comparative mean
value in this case is given by the parametric formula-
tion of (11) for the normal distribution found in
Table 1. Because of our choice of reference value
x0, t ¼ EðXi, tÞ, and the symmetry of the normal distri-
bution density function the time-varying comparative
mean value(6) in Scenario B isl d, t ¼ Ef Yt jXt 2
Wd, ðx0, tÞg ¼5 þ 2j sinðt=10Þ þ1j:

Both scenarios are tested fornt ¼ 1, 000 andnt ¼
10, 000: In the Monte Carlo experiment we repeat
the single run simulation 1, 000 times. Two add-
itional scenarios with jumps in the response are pre-
sented in the Supplementary Material. As
mentioned inSection 2.2cross-validation by Li and
Racine (2004) is used to select the smoothing band-
width. However, to avoid overfitting the asymptotic-
ally optimal bandwidth for kernel density methods
given by DasGupta (2008, p. 531) is set as a
lower bound.

As expected, based on properties listed in(8), in
Figures 1 and 2 the following dynamics can be
observed. The number of subjects withXi, t in Ad, t

increases as eitherd or nt increase. Ford ! 0, only
subjects withXi, t ¼ x0, t are in the window of com-
parisonAd, t : For continuous variablesXt and Yt this
is the case only for the reference subject. Thus, in
both scenarios we get̂l 0, t ¼ y0, t : As we slightly
increased, we get more subjects in the window of
comparisonAd, t and the time-varying comparative
sample mean fluctuates around thel d, t : As eitherd
or nt increase we get that̂l d, t approachesl d, t : The

single run experiment and the Monte Carlo simula-
tion indicate that both the time-varying comparative
sample mean(7) and the smooth time-varying com-
parative sample mean(9) model the time-varying
comparative mean value(6) well. Furthermore, the
estimates get closer to the real value asd and/or nt

increase. This is due to more subjects being in the
window of comparison, as can be seen on thex-axis
in Figures 1and2.

3.2. Comparative mean value over all windows
of comparison

We now examine how the time-varying compara-
tive mean value looks like when we consider all
windows of comparison. For this purpose we fix
the time at t ¼50 and plot the time-varying com-
parative sample mean(7) as a function ofd. The
obtained results, as seen inFigure 3, provide infor-
mation on the position of the reference subject’s
response among all comparison groups selected
using the window of comparison, as well as the
total sample mean.

From (8), we know that for d ! 0 we have
l̂ 0, t ¼ y0, t : This means that the position of the
time-varying comparative sample mean(7) as a
function of d, at d¼0, provides us information
on the position of the reference subject compared
to the total sample mean. The greater the absolute
slope at small values ofd> 0, the more the refer-
ence subject’s response deviates from the average
in the comparison group. For large positive slopes
the subject’s responsey0, t is considerably lower,
than the responsesYi, t of close peers. For small
negative slopes, the subject’s response is consider-
ably higher, than the response average of close
peers. Asd increases more subjects are included
in the window of comparison, and the compara-
tive sample mean approaches the total sam-
ple mean.

To provide a specific example of interpreting the
time-varying comparative mean value over all win-
dows of comparison, we choose to focus on
Scenario A. InFigure 3, Scenario A, we can see the
reference subject’s value is just below the sample
mean. Per construction the reference subject’s y0,50

gives us the time-varying comparative mean value
(6) at t ¼50. The difference between the time-vary-
ing comparative mean value and the total sample

Table 2.Data generating processes used over the simulation study; we use the shape-scale
parametrisation of the Gamma distribution.

Data generating process

Data Scenario A Scenario B

CovariateðXi,tÞ Gammaðexpðt=100Þ, expðt=100ÞÞ Nðjsinðt=10Þ þ 1j, 5Þ
ResponseðYi,tÞ Gammaðf sinðt=10Þ þ t=10g2=t, 2Þ 5þ 2 Xi,t
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mean is caused by the variance in each scenario,
which is particularly noticeable in Scenario B
where varðYi, tÞ ¼100, and disappears at suffi-
ciently high sample sizes. Asd slightly increases

from the starting pointd¼0 the time-varying com-
parative sample mean jumps up and down. This
means, there are subjects with very similarXi,50,
but very different Yi,50 values, compared to the

Figure 1.Time-varying comparative mean value, Scenario A: Top two rows show the single run experiment, and the
bottom two rows the Monte Carlo simulation. The time-varying comparative sample mean(7) is represented by the tri-
angles (� ). The grey curves represent the customer smooth time-varying comparative sample means(9), and the black
curve is the true comparative mean value(6). Thex-axis denotes time, and the number of subjects in the window of
comparison,kt.

JOURNAL OF THE OPERATIONAL RESEARCH SOCIETY709



response of the reference subject. The intensity of
these fluctuations at small values ofd is due to
relatively low number of peers in the window of
comparison and the robustness properties of the
mean. For d around ð0:1, 2:2Þ the time-varying
comparative sample mean stays below the reference

subject’s y0,50; this indicates that the reference sub-
ject’s response is higher than the average in any
other group of peers created by the window of
comparison Ad,50 for d around ð0:1, 2:2Þ: Such a
subject could be considered to be an outlier in the
latter peer groups. Afterd> 2:2 the time-varying

Figure 2.Time-varying comparative mean value, Scenario B: Top two rows show the single run experiment, and the bottom
two rows the Monte Carlo simulation. The time-varying comparative sample mean(7) is represented by the triangles (� ). The
grey curves represent the customer smooth time-varying comparative sample means(9), and the black curve is the true com-
parative mean value(6). Thex-axis denotes time, and the number of subjects in the window of comparison,kt.
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comparative sample mean as a function ofd aligns
with the total sample mean, which is just slightly
higher than the time-varying comparative mean
value, indicating subjects with similarXi,50 values
have on average slightly higherYi,50 values.

4. Empirical analysis

4.1. Data description

We showcase the usefulness of the comparative
mean value by considering three reference subjects,
and comparing their expenditure to subjects with
similar income.

The concepts and methods devised here were
motivated by a collaboration with a UK financial
services provider, Money Dashboard (MD), and the
implementation of the time-varying concept in finan-
cial analysis platforms and financial applications.
This is naturally connected to the high demand for
personalised financial advice in the UK. According to
the Financial Conduct Authority (2017, p. 10), in the
last 12 months 6% of UK adults have received finan-
cial advice on personal investments, with“45% of
those who have not received advice in the last
12 months report that they have had regulated finan-
cial advice related to investments, saving into a pen-
sion or retirement planning in the past.”

MD supplies its customers (in this Section users)
with a summary of their registered accounts at any
financial institution in the UK via an application.
Further details on the business lines of MD can be
found at www.moneydashboard.com

The data here analysed data consist of demo-
graphic information on the users and of transaction
records of all registered accounts across 70 financial
institutions in the UK. These transactions carry

information on vendor, location and purpose of the
transaction. Because of their structure and informa-
tion content the MD data can be considered to be
of OB-type (details on OB can be found in the
Introduction). The MD dataset is unique in detail
and provides a rare in-depth look into the daily
financial behaviour of UK customers.

One drawback of the MD sample is that it con-
sists of a self-selected group of MD application
users. This has some implications on the variable
distributions. Because we focus on specific users, as
long as we do not draw conclusions for the whole
UK population from our results, our analysis and
findings are not affected.

The data consist of anonymised transaction
records of 10,689 MD application users for 2017
and 2018. Using these information we categorise the
transactions and aggregate incomeXi, t and expend-
iture Yi, t , on a monthly basis, of any useri in
month t. We initially focus on 2017. InSection 4.3
we include the 2018 data in our analysis.

The violin plots in Figure 4 depict the monthly
distributions of income and expenditure in the ana-
lysed 2017 data, and on average income and
expenses are balanced out. However, the heavy tails
of both the income and expenditure distributions in
time are noticeable. This is highlighted by the differ-
ence in the average income of £10, 293:29 and the
median income of £4, 767:615: The same goes for
expenditure, where the mean is £9, 923:63 and the
median is £4, 750:55: As users utilise MD services to
manage multiple accounts, the data consist of a self-
selected group of customers with sufficient funds
and capability to manage them. In comparison with
the total UK population, this leads to upward
shifted distributions in the MD sample. For
example, the HM Revenue and Customs (2018)

Figure 3.Time-varying comparative mean value over all windows of comparison for Scenario A (left) and Scenario B (right):
The black curve represents the time-varying comparative sample mean(7) as a function ofd, and the dotted line is the total
sample mean and the dashed line is the time-varying comparative mean value(6) for t ¼50. Thex-axis shows thed values
and the number of subjects in the window of comparison,kt.
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obtained a mean income of £2, 891:66 and median
income of £2, 033:33 for 2017.

4.2. Time-varying comparative mean expenses

After having gained an overview of the MD data we
next apply the time-varying comparative sample
mean(7) with expenditure being the response (Yi, t )
and income being the covariate (Xi, t ). We select
three distinct users (reference subjects) with differ-
ent financial behaviour from the data set, whose
expenditure (y0, t ) can be seen inFigure 6, and
whose income (x0, t ) we use as reference covariates
the peer selection in(7). The peer selection is based
on income and the expected value of expenditure,
conditioned on the selected peer group is calculated
as in (7). Using the the asymptotically optimal
bandwidth for kernel density methods, given by
DasGupta (2008, p. 531), we provide the smooth
time-varying comparative sample mean(9). Then

the results are compared to the response of the ref-
erence subject. In other words, we will be tracking
how a user’s expenses develop in comparison to
peers, who have similar income.

Figure 5 shows the time-varying comparative
mean expenses(7), and the smooth time-varying
comparative mean expenditure(9) for three differ-
ent users atd ¼ £200; for privacy reasons, we are
not allowed to display they values nor onFigure 5
nor on any subject-specific fit presented below. For
comparison, we also present inFigure 5the smooth
time-varying comparative mean expenditure that is
learned by other two popular methods, namely
Gaussian processes (Rasmussen & Williams,2006)
and P-splines (Eilers & Marx,1996); the results
from all smoothers are essentially equivalent. The
value of d was chosen to allow the peers to have
very similar, but not identical income as the refer-
ence subject. In each panel ofFigure 5 users with
income in the range of6 £200 from the reference

Figure 4.Violin plot of income (left) and expenditure (right) over 2017.

Figure 5.Smooth time-varying comparative mean expenditure: The time-varying comparative mean expenditure(7) is repre-
sented by the triangles (� ), and the smooth comparative mean expenditure is represented by solid (kernel,(9)), dashed
(Gaussian process), and dotted (P-spline) lines. Thex-axis denotes time, and the number of subjects in the window of com-
parison,kt.
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user’s income are selected and the time-varying
comparative mean expenditure(7) is given. As can
be seen inFigure 5, smoothing provides a natural
way to track the dynamics of the time-varying com-
parative mean expenditure over time.

In Figure 6, we contrast the smooth time-varying
comparative mean expenditure(9) with the expend-
iture of the reference subjects for three different val-
ues ofd. To give an example of how to interpret the
obtained results, we will focus on the cased ¼ £200:
The smooth time-varying comparative mean
expenditure(9) represents the mean expenditure of
users with income6 £200 in range of the reference

user’s income. The points inFigure 6 are the
expenses of the reference users in each month of
2017. We can notice how the three reference users
considerably differ in their spending behaviour.
With the exception March, user 1 spends consist-
ently more than the average of users with the same
income 6 £200: The opposite case is user 2, who
tends to spend less than the average of users with
similar income. Exceptions are January and
November, when the user’s spending is aligned with
peers. For user 3 spending is lined up with that of
the peer average, with the exceptional deviations in
February, September and December of 2017.

Figure 6.Time-varying comparative mean expenditure analysis: The smooth time-varying comparative mean expenditure is
represented by the solid line; the dots (
 ) are the user expensesy0,t: Thex-axis denotes time, and the number of subjects in
the window of comparison,kt. Each column corresponds to a different window of comparison.
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Given the information inFigure 6, one can pro-
vide guidance on personal finance to the respective
users. For illustration, because user 1 tends to spend
consistently more money than peers with similar
income, the user might be considered at risk of
immediate or future financial problems. One can
provide advice on how to reduce spending or occa-
sionally send notifications to such users to remind
them of their tendency to overspend. For user 2,
who spends consistently less than peers with similar
income, one can focus on advice on savings and
investments. And last but not least, advisers can
send user three warnings or recommendations when
the user’s spending behaviour starts to deviate from
the peer average. The guidance also needs to take
account the financial situation within the peer
group, as even customers with similar income might
be on average overspending or underspending.
However, using the comparative mean value one is
able to identify group behaviour of the comparison
group, behaviour of reference subjects and detect
customers with different behavioural patterns in
comparison to peers.

Functions measuring the difference between the
reference subject value and the time-varying com-
parative mean value are a possibility for identifying
each of the three cases mentioned above. However,
the usage of absolute measures requires separating
cases when the reference subject’s spending is above
or below the time-varying comparative mean value
so to distinguish between cases of overspending and
underspending.

For a more complete picture of how the com-
parative mean expenditure changes with different
values ofd, in Figure 7we select a specific month
and plot the resulting comparative mean expend-
iture (7) with the corresponding values ofd.

The interpretation ofFigure 7 is as follows. The
starting position of the comparative mean expend-
iture at d¼0 in respect to the total sample mean
provides information on the reference subjects’

position in the total distribution of expenditure. It is
noticeable, that despite of the very different expense
behaviour of our reference subjects, all three refer-
ence subjects spend less than the total sample on
average. As the distribution of total expenses is
heavy-tailed, most users have expenses below the
total sample average.

The slope of the comparative mean expenditure
as a function ofd tells us how much the reference
subjects differ from peers with similar income. In
absolute, the greater the slope at low values ofd, the
more the specific user’s response deviates from that
of the average in the peer group. For large positive
slopes the user is spending considerably less than
peers with very similar income. The smaller a nega-
tive slope, the more the user spends in comparison
to their closest peer groups. As we keep increasingd
more people are included in the window of compari-
son and the comparative mean expenditure
approaches the total sample mean. To illustrate, we
turn back to Figure 7. As discussed previously, we
already know that user 1 tends to spend consistently
more than peers with similar income. For April
2017, we can clearly see this inFigure 7on the very
steep negative slope aroundd� 0: Furthermore, for
any d< £5, 000 the user’s expenditure, seen atd¼0,
stays above mean peer expenditure. This means that
user 1 spends more than the average of any peer
group selected based on similar income of6 £5, 000
of the user’s income. As mentioned previously, this
can become or already be a financial problem for
the user. The opposite case is user 2, who tends to
spend less than peers. This is in line with the slope
of the comparative mean expenditure at lowd values
in Figure 7. A very small increase ofd around d� 0
increases the comparative mean expenditure consid-
erably. This indicates that users with very similar
income spend much more than user 2. As we keep
increasingd the comparative mean expenditure dips
a bit, but stays above the reference subject’s value.
This means the user 2 spends less than any peer

Figure 7.Comparative mean expenditure over all windows of comparison: The comparative mean expenditure(7) is repre-
sented by the black curve. The grey dotted curve represents the sample mean of expenditure in the given month. Thex-axis
shows thed values and the number of subjects in the window of comparison,kt.
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group selected using the window of comparison.
Last but not least user 3 who spends roughly the
same as the average of peers. We can see the com-
parative mean expenditure does not notably change
at any delta of approximatelyd< £2, 000: At around
d� £3, 000 the comparative mean value drops below
the user’s value. This indicates more customers with
lower expenditure in the window of comparison. For
values of approximatelyd> £5, 000 this difference
disappears and the comparative mean expenditure
stays above the user’s response.

A commonly used non-statistical approach for
personal financial analysis are financial ratios (e.g.,
see Bae et al.,2005; Greninger et al.,1996; Melzer,
2017; Organisation for Economic Co-operation and
Development (OECD),2020) a review of which can
be found in Harness et al. (2008). We present the
expense to income ratios for users 1–3 in the
Supplementary Material. However, we would like to
point out that financial ratios were constructed for
other purposes than for subject-to-group compari-
son pioneered in this paper.

4.3. Further empirical analysis

Here we provide further illustrations of the pro-
posed approach, with a particular focus
on monitoring:

1. How the estimates of smooth comparative mean
expenses get updated once new data arrives?

2. Is there any major impact on the subject-spe-
cific fits as the database structure evolves
over time?

In terms of (1), in fields such as Econometrics
the ability of a method to be coherent over real-
time—in the sense of not revising estimates, once
new data arrives—is key, and it has been a subject
of wide interest (see, for instance Orphanides and
Van Norden (2002), and references therein). In
terms of (2), the data analysed below are similar to
that from Section 4.1, but with minor changes in
transaction categorisation, and consisting of two
years of data (2017–2018). As it can be seen from
Figure 8revisions are moderate except at the end of
the observation period, which is mostly explained
by the well-known boundary–bias challenges faced
by the Nadaraya–Watson estimator (Wand,1995,
Section 5.5).

5. Discussion and closing remarks

Unlike methods for comparing population groups
(e.g., t-test), subject-to-group comparison has
received little attention in Operational Research and
in Statistics, but as this paper puts forward the latter

Figure 8.Real-time smooth time-varying comparative mean value analysis: Starting with January 2018 new data points are
added and the smooth comparative mean expenditure(7)is fit. The lighter the curves the more data points are considered. The
x-axis shows the number of subjects in the window of comparisonkt, and months between January 2017 and December 2018.
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comparison is of the utmost importance in an OB
setup. In this paper, we introduced the time-varying
comparative mean value, which is a statistical
method for learning about the dynamics of differen-
ces between the response of a reference subject and
that of a comparison group defined by covariate
truncation around the reference subject’s covariates.
The covariate truncation is controlled by a similarity
variable (d) set by the user. By varyingd one can
extract information on the distribution of the
response and the position of the reference subject in
it. No parametric structure on the response and/or
covariates is assumed. The method can be viewed as
a time-varying truncated covariate regression model,
and local polynomial regression is used to define its
smooth version. A simulation study showed the esti-
mators recover the true time-varying comparative
mean value well.

As discussed inSection 2.4, the time-varying
comparative mean has links to statistical concepts
such as theF-barycenter, MES and SES, regression
towards the mean andk-nearest neighbours. There
are also links to regression methods for truncated
random variables. Yet, unlike the latter regression
methods which are designed for truncated
responses, the time-varying comparative mean value
deals with truncated covariates. To our knowledge
the time-varying comparative mean value provides a
first methodological approach to truncated regres-
sion on an interval centred around a refer-
ence covariate.

We showcase the usefulness and insights obtained
by the time-varying comparative mean value on
data provided by a UK service provider, MD, who
motivated the development of the here proposed
methods. Because for each customer in the sample
of 10,689 customers, the data covers all transactions
in 2017 and 2018 for all accounts registered by the
customers across 70 financial institutions in the UK,
the data can be considered to be of OB-type. In the
analysis we compare the spending behaviour of
selected reference customers with the spending
behaviour of customers with similar income as the
individual reference customers. Based on the diag-
nostics obtained by such analyses the financial serv-
ices provider can offer advice and services
specifically tailored for the financial needs of the
reference customer. Because the insights obtained by
the time-varying comparative mean value are also
simple to read and communicate, when imple-
mented into a financial services platform or a finan-
cial application, customers can contrast their own
finances, e.g., expenses or savings, against customers
they consider to be financial peers, e.g., people with
on similar income or age.

Although we apply the time-varying comparative
mean value to personal finance, due to its generality
it can be used in other contexts, such as comparing
one patient to patients with similar characteristics to
identify patient-to-group differences.

To allow for a more granular definition of peers
the time-varying comparative mean value can be
defined using a window of comparison with mul-
tiple explanatory variables. While here we have
focussed on a window of comparisons based on the
single covariate framework, the extension of the
proposed methods for multiple covariates is feasible
and will be explored elsewhere.

Tracking how the dynamics of the comparative
mean value may change when there are potential
jumps or breaks in the data is a natural challenge
that one may face in some applications. Versions of
the proposed time-varying comparative value that
resort to models for curves with jumps (e.g., Gijbels
et al.,2004; Kang,2020) or to wavelets (Abramovich
et al., 2000)—rather than local polyonimial meth-
ods—may be more natural for those applications.

To identify customers at risk, it would also seem
natural contrasting the reference subject against a
high quantile of the response, such as expenses, say
on a window of comparison based on subjects with
similar covariates, such as income. This would lead
to comparative quantile-based approaches, which
would have links with quantile regression (Koenker,
2005). Specifically, the time-varying comparative
quantile could be defined as

qd ¼ QYt f pjXt 2 Wd, tðx0, tÞg, 0< p< 1:

This is another natural avenue for future research.
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