
Mathematics
Education Centre

Evidence in Education
Matthew Inglis



Plan

• A story about teaching mathematical proofs.

• How can we evaluate teaching innovations, or 
teaching more generally?

• I will argue that we can’t evaluate teaching in 
real world contexts, so we need to adopt a 
different approach: learning from research.

• I’ll contrast two approaches to learning from 
research: an approach based on educational 
findings and an approach based on 
educational theory.



Proofs in lectures

Understanding proofs from lectures might be difficult 
because:

• Following live explanation requires rapid recall of 
basic knowledge, recognition and validation of 
logical deductions and recognition of larger scale 
structure.

• Explanation is ephemeral - it is no longer there 
when a student studies their lecture notes.



Lara Alcock designed a 
resource...



E-Proof Demo



Students liked them…
Student comments from feedback forms and focus 
groups:

• “I found hearing the lecturer explaining each line 
individually helpful in understanding particular 
parts and how they relate to the entire proof.”

• “e-Proof good for understanding the situation, 
rather than copying from the board etc.”

• “Having proofs online does make it easier to go at 
my own pace whilst still having the lecturer explain 
each part.”



Students liked them…

We used an online feedback form. Eight statements like:

• “e-Proofs helped me understand where different 
parts of a proof come from and how they fit together”

Each scored 0 (negative) to 4 (positive).

Uniformly positive responses: 

Mean score 25.5 (out of 32), 95% CI [24.5, 26.6]



Educational technologists liked them…

Based on feedback from students 
and colleagues, Lara applied for 
funding.

There was a robust review 
process.

And an interview. 

Finally Loughborough was 
awarded an £80k grant by JISC to 
develop further e-proofs.



Evidence for E-Proofs

Evidence that e-Proofs are effective:

• Qualitative feedback from students

• Quantitative feedback from students

• Peer observations of e-proof use

• Expert peer review of a funding proposal



Unfortunately, e-Proofs  
don’t work.



Somali Roy’s PhD

An example study:

Participants: 49 undergraduates.

Two proof versions: e-Proof; textbook.

Comprehension test: score out of 18.

Time: 15 minutes to study proof; 30 minutes 
to complete comprehension test.

Delayed post-test: same comprehension 
test; 20 minutes to complete. Two weeks 
later.

Identical to e-
Proof version, 

except no audio or 
graphics (just text)







E-Proofs
• Robust evidence that e-Proofs led to worse 

retention than reading a textbook.

• Why?

• Both Somali Roy and Mark Hodds worked 
on answering this question for their PhDs. 

• Answer is, roughly, that you benefit from 
having to construct your own explanations. 

• E-Proofs were too easy.

• Students learned less, but felt like they’d 
learned more.

• Full story in Notices of the AMS vol 62(7).



Evidence in Education
• When looking at e-proofs, we collected all the 

standard measures of educational 
effectiveness used in higher education:

• qualitative student feedback

• quantitative student feedback

• expert peer review

• All pointed in the same direction.

• But actually measuring student learning 
revealed that all these methods were 
misleading.



Evidence in Education

Range of methods used to evaluate educational 
quality in HE:

• Peer/expert classroom observation

• Student ratings

• Analysis of educational materials

• Lecturer portfolios

I’ll review the 
research on 
these

This is all very well known to education 
researchers.
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Do We Know a Successful Teacher  
When We See One? Experiments in  
the Identification of Effective Teachers

Michael Strong1, John Gargani2, and Özge Hacifazlioğlu3

Abstract
The authors report on three experiments designed to (a) test under increasingly more favorable conditions whether 
judges can correctly rate teachers of known ability to raise student achievement, (b) inquire about what criteria judges 
use when making their evaluations, and (c) determine which criteria are most predictive of a teacher’s effectiveness. All 
three experiments resulted in high agreement among judges but low ability to identify effective teachers. Certain items on 
the established measure that are related to instructional behavior did reliably predict teacher effectiveness. The authors 
conclude that (a) judges, no matter how experienced, are unable to identify successful teachers; (b) certain cognitive 
operations may be contributing to this outcome; (c) it is desirable and possible to develop a new measure that does 
produce accurate predictions of a teacher’s ability to raise student achievement test scores.

Keywords
teacher effectiveness, teacher evaluation, classroom observation, value-added

Since the No Child Left Behind Act (2002) became law, the 
term teacher quality has been close to the surface of many an 
educator’s consciousness. Now, with President Obama’s 
Race to the Top, there is a focus on teacher effectiveness. It is 
fairly well documented that the best school predictor of stu-
dent outcomes is high-quality, effective teaching as defined by 
performance in the classroom (Goldhaber, 2002; Goldhaber 
& Brewer, 2000; Hanushek, Kain, O’Brien, & Rivkin, 2005; 
Wright, Horn, & Sanders, 1997). A high-quality teacher may 
have considerable impact on student learning. For example, 
Hanushek (1992) found that, all things being equal, a student 
with a very high-quality teacher will achieve a learning gain 
of 1.5 grade-level equivalents, whereas a student with a low-
quality teacher achieves a gain of only 0.5 grade-level equiv-
alents. This translates to one year’s growth being attributable 
to teacher quality differences. More recently Aaronson, 
Barrow, and Sander (2007) examined data from the Chicago 
Public Schools and found that a one-standard-deviation, one-
semester improvement in math teacher quality raised student 
math scores by 0.13 grade equivalents or, over one year, 
roughly one-fifth of average yearly gains.

William Sanders, who pioneered the Tennessee Value-
Added Assessment System, summarizing his own studies, 
stated that especially in math, the cumulative and residual 
effects of teachers are still measurable at least four years 
after students leave a classroom (Sanders, 2000, p. 335). A 
study by Nye, Konstantopoulos, and Hedges (2004), unusual 
because it randomly assigned students to classes, estimated 

teacher effects on student achievement over four years. Their 
estimates of teacher effects on achievement gains were simi-
lar in magnitude to those of previous studies done by econo-
mists, but they found larger effects on mathematics than on 
reading achievement.

Observational Measurement of Teaching Practice
Findings such as these are convincing as to the importance of 
having an effective teacher but do nothing to tell us how to 
identify an effective teacher when we see one. Over the past 
few decades, researchers have attempted many ways of accom-
plishing this task, using a wide variety of first impressionistic 
and later systematic methods to investigate teaching practices 
through classroom observations (Brophy & Good, 1986; 
Nuthall & Alton-Lee, 1990; Stallings & Mohlman, 1988; 
Waxman, 1995), and findings from their studies have contrib-
uted to educators’ notions of what constitutes good teaching. 
The several hundred observational systems that have been 
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Used value-added measures to identify a group of 
‘effective’ teachers and ‘ineffective’ teachers 

(separated by 0.5 SDs in learning gain).
Showed videos of them teaching to experienced 
teachers and headteachers and asked them to 

identify which was in which group.
Teachers cannot do this.

Across three experiments they performed worse 
than 50% (score expected if they had guessed).



Classroom Observations

U . S .  D e p a r t m e n t  o f  E d u c a t i o n

 
 
 

 
 
 

 

 
 
 

  

  

 

  

November 2016  

Making Connections 

The content, predictive 
power, and potential bias 

in five widely used teacher 
observation instruments 

Brian Gill  
Megan Shoji  
Thomas Coen  

Kate Place  
Mathematica Policy Research 

Key findings 

This study seeks to inform decisions about the selection and use of teacher observation 
instruments using data from the Measures of Effective Teaching project. It compares five 
widely used observation instruments on the practices they measure, their relationship 
to student learning, and whether they are affected by the characteristics of students in 
a teacher’s classroom. The study found that: 
•  Eight of ten dimensions of instructional practice are common across all five 

examined teacher observation instruments. 
•  All seven of the dimensions of instructional practice with quantitative data are 

modestly but significantly related to teachers’ value-added scores. 
•  The classroom management dimension is most consistently and strongly related to 

teachers’ value-added scores across instruments, subjects, and grades. 
•  The characteristics of students in the classroom affect teacher observation results for 

some instruments, more often in English language arts classes than in math classes. 

At ICF International

Measures of Effective 
Teaching project, funded by 
the Gates Foundation.

Large project which aimed 
to produce and evaluate 
reliable methods of 
measuring teacher quality.

Gold standard in lesson 
observation: much more 
sophisticated than anything 
we do in HE.
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Table 4. Summary results for the strength of relationship between teachers’ cross-
instrument observation dimension scores and their value added to student learning 

Dimension 
Adjusted correlation to underlying 

value added score 

Supportive learning environment .18 

Classroom management .28 

Student intellectual engagement with content .22 

Lesson structure and facilitation .18 

Content understanding .13 

Language and discourse .14 

Feedback and assessment .20 

Note: Sample includes all teachers who taught a class with at least one valid observation instrument score and 
who taught at least five students with a valid state assessment outcome score. Grade 4–5 teachers in district 
4 were excluded from these analyses because data on eligibility for the federal school lunch program were 
missing for all students. Results are reported for only 7 of the 10 dimensions identified in the content analysis 
because the scores for the other 3 dimensions were available for only one instrument. Reported results summa-
rize correlations between teachers’ value-added scores and their cross-instrument dimension score, adjusted 
for measurement error (see appendix A for details). All correlations shown were statistically distinguishable 
from zero (two-tailed test at the .05 level). The analysis estimated correlations separately by subject (English 
language arts or math) and primary and secondary grade levels (grades 4–5 or grades 6–9). For grades 4–5 
correlations were estimated between value-added scores in one year and observation scores in another year for 
all available year combinations (year 1 value-added scores with year 2 observation scores, and vice versa). The 
reported results summarize findings across all grades and subjects as the mean of the adjusted rho estimates 
for each of the four subject-by-grade combinations: grade 4–5 English language arts, grade 4–5 math, grade 
6–9 English language arts, and grade 6–9 math, weighted by the number of teachers included in each subject-
by-grade group. See table C5 in appendix C for supplementary results, presented by subject and grade level. 

Source: Authors’ analysis of Measures of Effective Teaching data. 

Table 5. Summary results for the consistency of the relationship between teachers’ 
instrument-specific dimension scores and their value added to student learning for 
all subjects and grade levels 

Dimension 
Total number of 

correlations 

Number of 
correlations that 
are significant 

Percentage of 
correlations that 
are significant 

Supportive learning environment 14 4 29 

Classroom management 17 10 59 

Student intellectual engagement with content 14 4 29 

Lesson structure and facilitation 20 6 30 

Content understanding 14 4 29 

Language and discourse 17 4 24 

Feedback and assessment 17 10 59 

Note: Sample includes all teachers who taught a class with at least one valid observation instrument score and 
who taught at least five students with a valid state assessment outcome score. Grade 4–5 teachers in district 
4 were excluded from these analyses because data on eligibility for the federal school lunch program were miss-
ing for all students. Significance is based on a two-tailed test at the .05 level. 

Source: Authors’ analysis of Measures of Effective Teaching data. 

10 

For comparison:
Correlation between height and intelligence ≈ .20
Correlation between swearing frequency and fear of pain ≈ .17
Correlation between SNIP and REF article quality ≈ .33
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Range of methods used to evaluate educational 
quality in HE:

• Peer/expert classroom observation

• Student ratings

• Analysis of educational materials

• Lecturer portfolios

I’ll review the 
research on 
these
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A B S T R A C T

Student evaluation of teaching (SET) ratings are used to evaluate faculty's teaching effectiveness based on
a widespread belief that students learn more from highly rated professors. The key evidence cited in
support of this belief are meta-analyses of multisection studies showing small-to-moderate correlations
between SET ratings and student achievement (e.g., Cohen, 1980, 1981; Feldman, 1989). We re-analyzed
previously published meta-analyses of the multisection studies and found that their findings were an
artifact of small sample sized studies and publication bias. Whereas the small sample sized studies
showed large and moderate correlation, the large sample sized studies showed no or only minimal
correlation between SET ratings and learning. Our up-to-date meta-analysis of all multisection studies
revealed no significant correlations between the SET ratings and learning. These findings suggest that
institutions focused on student learning and career success may want to abandon SET ratings as a
measure of faculty's teaching effectiveness.

ã 2016 Elsevier Ltd. All rights reserved.

“For every complex problem there is an answer that is clear,
simple, and wrong.” H. L. Mencken

Student Evaluation of Teaching (SET) ratings are used to
evaluate faculty’s teaching effectiveness based on an assumption
that students learn more from highly rated professors. Although
SET were used as early as 19200s, their use expanded across the USA
in the late 19600s and early 19700s (Murray, 2005; Wachtel, 1998).
Today, nearly all colleges and universities in Norh America use SET
to evaluate their faculty’s teaching effectiveness (Murray, 2005;
Wachtel, 1998). Typically, SET are conducted within the last few
weeks of courses, before the final grades are assigned. Students are
presented with rating forms that ask them to rate their perceptions
of instructors and courses, often on a 5-point Likert scale ranging
from Strongly Disagree to Strongly Agree. The rating forms may ask
students to provide overall ratings of instructor and/or course and
they may also ask students to rate numerous specific character-
istics of teachers (e.g., knowledge, clarity of explanation, organi-
zation, enthusiasm, friendliness, fairness, availability,
approachability, use of humor, contribution to students’ learning)

and courses (e.g., organization, difficulty) (Feldman, 1989;
Spooren, Brockx, & Mortelmans, 2013). The ratings for each
course/class are summarized, typically by calculating mean ratings
across all responding students for each rated item and across all
rated items, and these mean class SET ratings are then used to
evaluate professors’ teaching effectiveness by comparing them, for
example, to department or university average ratings. Although
use of SET as a feedback for professors’ own use is not controversial,
the use of SET as a measure of professors’ teaching effectiveness for
making high stakes administrative decisions about instructors’
hiring, firing, merit pay, and promotions is highly controversial
(e.g., Emery, Kramer, & Tian, 2003; Spooren, Brockx, & Mortelmans,
2013; Stark & Freishtat, 2014; Wachtel, 1998).

Proponents of SET as a measure of instructor teaching
effectiveness have put forward a number of reasons for their
use: (1) SET are cheap and convenient means to evaluate faculty’s
teaching, (2) SET are very useful to demonstrate administrators’
concerns with public accountability and public relations, (3) SET
allow students to have say in evaluation of faculty’s teaching, and
(4) students are uniquely positioned to evaluate their experiences
and perceptions of instructors as they are teaching classes (Murray,
2005; Wachtel, 1998). The last reason on this list is the SET
proponents’ main rationale for why SET ought to measure
instructor’s teaching effectiveness. The SET proponents assume
that students observe instructors’ behavior, assess how much they
learned from the instructor, rate the instructor according to how

* Corresponding author at: Department of Psychology, Mount Royal University,
4825 Mount Royal University Gate, Calgary, AB, T3E 6K6, Canada.

E-mail address: buttl@mtroyal.ca (B. Uttl).
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Student Feedback/Ratings
r = .12 with 95% CI = (0,.24) than for studies without such adjust-
ments, r = .30 with 95% CI = (.20, .38), Q(1) = 5.21, p = .022. However,
this estimate does not take into an account the presence of the
small study effects. Using all studies, the linear regression test of
funnel plot asymmetry indicated asymmetry, p = .002. The
estimates of SET/learning r adjusted for small study effects were:
TF: .12 (with 22 filled in effects); NGT30: .10; Top10: .08; and limit
meta-analysis adjusted r = .12 with 95% CI = (.03, .21) (Test of small-
study effects: Q-Q'(1) = 21.24, p < .001; test of residual heteroge-
neity Q(95) = 191.49, p < .001).

We re-ran the above analyses but only for studies with prior
knowledge/ability adjustments. The random effect model (k = 34)
shows r = .16 with 95% CI = (-.02,.32), with moderate heterogeneity
as measured by I2 = 72.2%, Q(33) = 118.92, p < .001. The linear
regression test of funnel plot asymmetry was not significant, p = .
113. The estimates of SET/learning r adjusted for small study effects
were: TF: !.01 (with 8 filled in effects); NGT30: .08; Top10: !.03;
and limit meta-analysis adjusted r = !.06 with 95% CI = (!.17, .07)
(Test of small-study effects: Q-Q'(1) = 9.10, p = .003; test of residual
heterogeneity Q(32) = 109.82, p < .001).

Finally, the two studies ! Capozza (1973) (n = 8) and Rodin and
Rodin (1972) (n = 12) ! who were identified as univariate outliers
in the preliminary analyses were also extreme outliers with
studentized residuals below !3.0. Accordingly, we re-ran the
above analyses with these two studies removed. With the two
outliers removed, the random effect model (k = 95) shows r = .25
with 95% CI = (.18, .31), with lower heterogeneity I2 = 48.0%, Q
(95) = 182.85, p < .001. Moreover, the mixed effects moderator
analysis showed that SET/learning correlations were substantially
smaller for studies with adjustment for prior knowledge/ability,
r = .17 with 95% CI = (.05, .27) than for studies without such
adjustments, r = .30 with 95% CI = (.21, .38), Q(1) = 3.34, p = .068.
However, as noted above, this estimate does not take into an
account the presence of the small study effects. Using all studies,
the linear regression test of funnel plot asymmetry indicated
asymmetry, p < .001. The estimates of SET/learning r adjusted for
small study effects were: TF: .13 (with 24 filled in effects), NGT30: .
10, Top10: .08, and limit meta-analysis adjusted r = .11 with 95%
CI = (.02, .20) (Test of small-study effects: Q-Q'(df = 1) = 29.09,
p < .001; test of residual heterogeneity Q(93) = 153.63, p < .001).

We re-ran the above analyses but only for studies with prior
knowledge/ability adjustments. The random effect model (k = 32)
shows r = .20 with 95% CI = (.06, .34), with moderate heterogeneity
as measured by I2 = 66.2%, Q(31) = 94.48, p <.001. The linear
regression test of funnel plot asymmetry was significant, p = .
006. We recalculated the estimates of SET/learning r adjusted for
small study effects: TF: .04 (with 10 filled in effects), NGT30: .08,
Top10: !.03, and limit meta-analysis adjusted r = !.05 with 95%
CI = (-.17, .07) (Test of small-study effects: Q-Q'(1) = 20.41, p < .001;
test of residual heterogeneity Q(30) = 72.07, p < .001). Fig. 8, top left
panel, shows the magnitude of the SET/learning correlations as a
function of the multisection study size revealing the familiar small
study size effects. The Fig. 8, right panel, shows the cumulative
meta-analysis, starting with the largest study and adding smaller
studies in each successive step; it indicates that the magnitude of
the correlation increases as the smaller studies are added into
subsequent meta-analysis. Finally, Fig. 8, bottom left panel, shows
the result of the regression based limit meta-analysis, including
the adjusted r = !.04.

4.2. Averaged SET/learning correlations

Fig. 9 shows the forest plot and both fixed and random effects
model meta-analysis for SET/learning correlations using all SETs.
The random effect model (k = 97) shows r = .17 with 95% CI = (.11, .
23), with a low heterogeneity as measured by I2 = 34.1%, Q

Study

Fixed effect model
Random ef fects model
Heterogeneity: I−squared=34.1%, tau−squared=0.0284, p=0.0008

Beleche.2012 (n=82)
Benbassat.1981 (n=15)
Bendig.1953a (n=5)
Bendig.1953b (n=5)
Benton.1976 (n=31)
Bolton.1979 (n=10)
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Fig. 9. Forest plot for Averaged SET/learning correlations, including fixed effect and
random effects model estimates. The plot includes the study identifier, number of
sections, correlation, 95% C.I., and weights for each study as well as fixed effects and
random effects estimates.
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in nearly all multisection studies students were not randomly
assigned to the sections, we followed the previous meta-analyses
and used the SET/learning correlation adjusted for prior knowl-
edge/ability and we used zero order correlations only if the prior
knowledge/adjusted correlations were not available. Consistent
with our aims, we tested whether the type of the best available
SET/learning correlation ! zero order or adjusted for prior
knowledge/ability ! moderates the SET/learning relationship.
Finally, we conducted separate meta-analyses using only multi-
section studies that provided knowledge/ability adjusted correla-
tions because even if the moderator test was not statistically
significant, the prior knowledge/ability adjusted correlations are
the better estimate of learning than zero order correlations.

Some multisection studies reported only one SET/learning
correlation, typically between overall instructor SET rating and
learning/achievement. Other multisection studies reported a
number of SET/learning correlations, for example, one for each
SET item. Accordingly, we analyzed the data two ways. First, in the
first set of meta-analyses, for each multisection study, we used
only one SET/learning correlation, that is, the one that best
captured the correlation between overall instructor rating and
learning/achievement. This approach follows Cohen (1981) as well
as Clayson (2009). For the second set of meta-analyses, for each
multisection study, we used averaged SET/learning correlations
averaged across all SET/learning items. However, we never
averaged across zero order and ability/prior achievement adjusted
correlations.

We examined the data for the presence of outliers and small
study effects using boxplots, scatterplots, funnel plots, and
regression tests. Next, we estimated effect size using the random
effect model (using restricted maximum-likelihood estimator or
REML) but also provided fixed effects estimates for basic analyses
and for comparison with prior meta-analyses. A random effect
model allows for true effect size to vary from study to study, for
example, the effect size may be a little higher for some academic
disciplines than for other academic disciplines or it may be higher
for studies conducted in colleges than for studies conducted in
universities. In contrast, the fixed effect model assumes that all
primary studies provide estimate of a single true effect size. Given
variety of disciplines, institutions, SET measures, learning meas-
ures, etc. employed by primary studies, the key assumption of fixed
effect model is unlikely to be true and the random effect model is
more appropriate. We supported these analyses with forest plots.
Next, we estimated SET/learning correlations adjusted for the
small study effects using several basic as well as more sophisticat-
ed methods, including the trim-and-fill estimate, the cumulative
meta-analysis starting with the largest sample study and adding
the next smaller study on each successive step, the estimate based
on all studies with the sample equal or greater to 30 (NGT30), the
estimate based on the top 10% of the most precise studies (TOP10),
and the regression based estimates using limit meta-analysis
method. In general, based on a variety of simulation studies, when
small study effects are present, the TOP10 and the regression based
estimates using the limit meta-analysis method perform the best
(Moreno et al., 2009; Stanley & Doucouliagos, 2014 ). Next, we also
examined the sensitivity of meta-analyses to outliers. All reported
analyses were conducted using R, and more specifically, using
packages meta, metafor, and metasens.

4. Results

The 51 articles yielded 97  multisection studies. Table 2 shows
overall instructor SET/Learning correlations (column labeled “CIS
r”) as well as averaged SET/Learning correlations (column labeled
“CAS r”) across all items/factors for each multisection study. Fig. 6
shows the relationship between Instructor SET/Learning

correlations and study size (number of sections), the relationship
between Averaged SET/Learning correlations and study size
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Fig. 7. Forest plot for Instructor SET/learning correlations. The plot includes the
study identifier, number of sections, correlation, 95% C.I., and weights for each study
as well as fixed effects and random effects estimates.

B. Uttl et al. / Studies in Educational Evaluation 54 (2017) 22–42 35

• Meta-analysis of 97 correlational studies.

• Found a correlation of r ≈ .2 (varies a bit 
depending on statistical assumptions).

• Re-analysed Cohen’s 1980s meta-analysis 
and found it was misleading due to small 
samples and publication bias.



Student Feedback/Ratings
• Correlational studies on student feedback are easy to run.

• Much harder to establish that teachers with good feedback 
scores cause better student learning.

• Best design:

1. Randomly allocate students to lecturers;

2. Lecturers teach the same material;

3. Students take the same examination;

4. Students move to a subsequent follow-on module, 
study it and take another examination.

5. Does the lecturer’s student evaluations on the 
prerequisite module predict scores on the subsequent 
module?
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• Correlational studies on student feedback are easy to run.

• Much harder to establish that teachers with good feedback 
scores cause better student learning.

• Best design:

1. Randomly allocate students to lecturers;

2. Lecturers teach the same material;

3. Students take the same examination;

4. Students move to a subsequent follow-on module, 
study it and take another examination.

5. Does the lecturer’s student evaluations on the 
prerequisite module predict scores on the subsequent 
module?

This study has only been done twice
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Does Professor Quality Matter? Evidence from
Random Assignment of Students to Professors

Scott E. Carrell
University of California, Davis and National Bureau of Economic Research

James E. West
U.S. Air Force Academy

In primary and secondary education, measures of teacher quality are
often based on contemporaneous student performance on standard-
ized achievement tests. In the postsecondary environment, scores on
student evaluations of professors are typically used to measure teach-
ing quality. We possess unique data that allow us to measure relative
student performance in mandatory follow-on classes. We compare
metrics that capture these three different notions of instructional qual-
ity and present evidence that professors who excel at promoting con-
temporaneous student achievement teach in ways that improve their
student evaluations but harm the follow-on achievement of their stu-
dents in more advanced classes.

Thanks go to U.S. Air Force Academy personnel, R. Schreiner, W. Bremer, R. Fullerton,
J. Putnam, D. Stockburger, K. Carson, and P. Egleston, for assistance in obtaining the data
for this project and to Deb West for many hours entering data from archives. Thanks also
go to F. Hoffmann, H. Hoynes, C. Hoxby, S. Imberman, C. Knittel, L. Lefgren, M. Lov-
enheim, T. Maghakian, D. Miller, P. Oreopoulos, M. Page, J. Rockoff, and D. Staiger and
all seminar participants at the American Education Finance Association meetings, Clemson
University, Duke University, NBER Higher Ed Working Group, Stanford University, and
University of California, Berkeley and Davis for their helpful comments. The views ex-
pressed in this article are those of the authors and do not necessarily reflect the official
policy or position of the U.S. Air Force, the Department of Defense, or the U.S.
government.



Evaluating students’ evaluations of professors§

Michela Braga a, Marco Paccagnella b, Michele Pellizzari c,*
a Bocconi University, Department of Economics, Italy
b Bank of Italy, Trento Branch, Italy
c University of Geneva, Institute of Economics and Econometrics, Switzerland

1. Introduction

The use of anonymous students’ evaluations of pro-
fessors to measure teachers’ performance has become
extremely popular in many universities (Becker & Watts,
1999). They normally include questions about the clarity of
lectures, the logistics of the course, and many others. They
are either administered during a teaching session toward
the end of the term or, more recently, filled on-line.

The university administration uses such evaluations to
solve the agency problems related to the selection and
motivation of teachers, in a context in which neither the
types of teachers, nor their effort, can be observed
precisely. In fact, students’ evaluations are often used to
inform hiring and promotion decisions (Becker & Watts,
1999) and, in institutions that put a strong emphasis on
research, to avoid strategic behavior in the allocation of
time or effort between teaching and research activities
(Brown & Saks, 1987; De Philippis, 2013).1
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This paper contrasts measures of teacher effectiveness with the students’ evaluations for
the same teachers using administrative data from Bocconi University. The effectiveness
measures are estimated by comparing the performance in follow-on coursework of
students who are randomly assigned to teachers. We find that teacher quality matters
substantially and that our measure of effectiveness is negatively correlated with the
students’ evaluations of professors. A simple theory rationalizes this result under the
assumption that students evaluate professors based on their realized utility, an
assumption that is supported by additional evidence that the evaluations respond to
meteorological conditions.
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Student Feedback/Ratings

• Braga et al.: “We find that teacher quality 
matters substantially and that our measure of 
effectiveness is negatively correlated with the 
students’ evaluations of professors.” 

• Carrell & West: “We present evidence that 
professors who excel at promoting 
contemporaneous student achievement teach 
in ways that improve their student evaluations 
but harm the follow-on achievement of their 
students in more advanced classes.”



These results are broadly consistent with the findings of
other studies (Carrell & West, 2010; Krautmann & Sander,
1999; Weinberg et al., 2009). Krautmann and Sander
(1999) only look at the correlation of students evaluations
with (expected) contemporaneous grades and find that a
one-standard deviation increase in classroom GPA results
in an increase in the evaluation of between 0.16  and 0.28 of
a standard deviation in the evaluation. Weinberg et al.
(2009) estimate the correlation of the students’ evalua-
tions of professors and both their current and future grades
and report that ‘‘a one standard deviation change in the
current course grade is associated with a large increase in
evaluations-more than a quarter of the standard deviation
in evaluations’’, a finding that is very much in line with our
results. When looking at the correlation with future grades,
Weinberg et al. (2009) do not find significant results.24 The
comparison with the findings in Carrell and West (2010) is
complicated by the fact that in their analysis the
dependent variable is the teacher effect whereas the items
of the evaluation questionnaires are on the right-hand-side
of their model. Despite these difficulties, the positive
correlation of evaluations and current grades and the
reversal to negative correlation with future grades is a
rather robust finding.

These results clearly challenge the validity of students’
evaluations of professors as a measure of teaching quality.
Even abstracting from the possibility that professors
strategically adjust their grades to please the students (a

practice that is made difficult by the timing of the
evaluations, that are always collected before the exam
takes place), it might still be possible that professors who
make the classroom experience more enjoyable do that at
the expense of true learning or fail to encourage students
to exert effort. Alternatively, students might reward
teachers who prepare them for the exam, that is teachers
who teach to the test, even if this is done at the expenses of
true learning. This interpretation is consistent with the
results in Weinberg et al. (2009), who provide evidence
that students are generally unaware of the value of the
material they have learned in a course.

0.1pt?>Of course, one may also argue that students’
satisfaction is important per se and, even, that universities
should aim at maximizing satisfaction rather than learning,
especially private institutions like Bocconi. We doubt that this
is the most common understanding of higher education policy.

5. Robustness checks

In this section we present some robustness checks for
our main results.

First, one might be worried that students might not
comply with the random assignment to the classes. For
various reasons they may decide to attend one or more
courses in a different class from the one to which they were
formally allocated.25 Unfortunately, such changes would

Fig. 1. Students’ evaluations and estimated teacher effectiveness.

24 Notice also that Weinberg et al. (2009) consider average evaluations
taken over the entire career of professors.

25 For example, they may wish to stay with their friends, who might
have been assigned to a different class, or they may like a specific teacher,
who is known to present the subject particularly clearly.

M. Braga et al. / Economics of Education Review 41 (2014) 71–8882 Subsequent Module Current Module



Student Feedback/Ratings

Notable that the only two experimental evaluations 
of student feedback/ratings find the same results:

• student evaluations show weak positive 
correlations with current achievement;

• student evaluations show weak negative 
correlations with subsequent achievement.



No reason to 
suppose 
these are 
better

Evidence in Education

Range of methods used to evaluate educational 
quality in HE:

• Peer/expert classroom observation

• Student ratings

• Analysis of educational materials

• Lecturer portfolios



Summary
• A fundamental problem with teaching is that 

we have no valid way of assessing teaching 
quality, beyond assessing learning gains.

• But assessing learning gains, especially in 
higher education (no control groups), is really 
hard. Especially true when some effects are 
only revealed after a delay (e-Proofs, student 
feedback).

• The methods we try to use in higher education 
are known to be invalid.

• What’s the implications of this?



A Serious Problem

• What do I do if I want to change my teaching 
practice?

• If we can’t evaluate teaching quality validly, how 
can I know if my change has improved my students’ 
learning?

• Standard advice is to be a “reflective practitioner” 
and evaluate whether or not the change has helped 
my students.

• I think this is very bad advice: it’s asking you to do 
something we know you can’t do.



Do not despair!
• So if I can’t trust student feedback or advice from observers, 

what can I do? 

• I can compare my proposed intervention with research 
findings.

• But how to do this?

• Particularly challenging, as there are lots of internal debates 
within education about the ‘right way’ of communicating 
research findings to practitioners.

• There are two broad approaches used to communicate 
educational research findings to practitioners:



Do not despair!
• So if I can’t trust student feedback or advice from observers, 

what can I do? 

• I can compare my proposed intervention with research 
findings.

• But how to do this?

• Particularly challenging, as there are lots of internal debates 
within education about the ‘right way’ of communicating 
research findings to practitioners.

• There are two broad approaches used to communicate 
educational research findings to practitioners:

1. findings-based approach

2. theory-based approach



Findings-Based Method

Approach:

• There have been lots of studies that did 
evaluate educational interventions properly.

• Let’s group these studies into categories and 
calculate the average effectiveness of each 
category.

• Then you as a practitioner can compare your 
proposed intervention with the effectiveness of 
the category it falls into.



Findings-Based Approach

John Hattie’s 
Visible 
Learning is 
the classic 
version of 
this 
approach.
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John Hattie’s 
Visible 
Learning is 
the classic 
version of 
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approach.



Findings-Based Approach

• Other school-level versions of this approach: 
Sutton Trust and EEF Toolkit.

• Undergraduate-level version: Michael 
Schneider and Franzis Prekel’s Psychological 
Bulletin paper.

used by 64% of headteachers

used by ??% of Pro-Vice Chancellors for Teaching



Variables Associated With Achievement in Higher Education:
A Systematic Review of Meta-Analyses

Michael Schneider and Franzis Preckel
University of Trier

The last 2 decades witnessed a surge in empirical studies on the variables associated with achievement
in higher education. A number of meta-analyses synthesized these findings. In our systematic literature
review, we included 38 meta-analyses investigating 105 correlates of achievement, based on 3,330 effect
sizes from almost 2 million students. We provide a list of the 105 variables, ordered by the effect size,
and summary statistics for central research topics. The results highlight the close relation between social
interaction in courses and achievement. Achievement is also strongly associated with the stimulation of
meaningful learning by presenting information in a clear way, relating it to the students, and using
conceptually demanding learning tasks. Instruction and communication technology has comparably weak
effect sizes, which did not increase over time. Strong moderator effects are found for almost all
instructional methods, indicating that how a method is implemented in detail strongly affects achieve-
ment. Teachers with high-achieving students invest time and effort in designing the microstructure of
their courses, establish clear learning goals, and employ feedback practices. This emphasizes the
importance of teacher training in higher education. Students with high achievement are characterized by
high self-efficacy, high prior achievement and intelligence, conscientiousness, and the goal-directed use
of learning strategies. Barring the paucity of controlled experiments and the lack of meta-analyses on
recent educational innovations, the variables associated with achievement in higher education are
generally well investigated and well understood. By using these findings, teachers, university adminis-
trators, and policymakers can increase the effectivity of higher education.

Keywords: academic achievement, meta-analysis, tertiary education, instruction, individual differences

Supplemental materials: http://dx.doi.org/10.1037/bul0000098.supp

Higher education enhances the well-being of individuals and
countries. In most industrialized countries across the world, close
to 40% of the 25- to 34-year-old citizens have completed tertiary
education (Organization for Economic Co-operation and Develop-
ment [OECD], 2014). Persons with a degree in higher education
tend to have better results in adult literacy tests, a lower chance of
unemployment, and better health than their peers (Groot & Maas-
sen van den Brink, 2007). At least partly, these are causal effects
of education rather than mere correlates. For individual persons,
the long-term return on investment (i.e., the benefits minus the
costs) for having a tertiary degree instead of just an upper-
secondary degree ranges between $110,000 and $175,000 (OECD,
2012). Society as a whole also invests in and profits from higher
education. This social return on investment is estimated at $91,000
per student for the OECD countries. Thus, effective higher edu-
cation brings competence and financial, career, health, and other
benefits for individuals and countries.

A key question in the design of effective higher education
concerns the sources of students’ academic achievement. Which
characteristics of students, teachers, and instruction are associated

with higher learning outcomes than others? In our study, we use
this definition of academic achievement: “. . . performance out-
comes that indicate the extent to which a person has accomplished
specific goals that were the focus of activities in instructional
environments, specifically in school, college, and university [. . .]
Among the many criteria that indicate academic achievement,
there are very general indicators such as procedural and declarative
knowledge acquired in an educational system [and] more
curricular-based criteria such as grades or performance on an
educational achievement test” (Steinmayr, Meißner, Weidinger, &
Wirthwein, 2014). For higher education as well as for education in
general, practitioners and researchers in the learning sciences
discuss, for example, how strongly achievement is affected by
social interaction and student-directed activity versus the mere
presentation of content by teachers, by assessment practices, by
classroom versus online learning, by prior knowledge and intelli-
gence, and by the students’ learning strategies, motivation, per-
sonality, and personal background (e.g., Biggs & Tang, 2011;
Perry & Smart, 2007; Richardson, Abraham, & Bond, 2012;
Schneider & Mustafić, 2015; Schwartz & Gurung, 2012). How-
ever, no single empirical study can conclusively evaluate the
effectivity of these possible influences on achievement. For exam-
ple, when an empirical study finds that group work leads to higher
learning gains than a lecture, how can researchers know to which
extent this conclusion can be generalized beyond the circum-
stances of that specific study to other content areas, academic
disciplines, programs, age groups, institutions, and teachers?
Meta-analyses provide a solution to this problem by using math-

Michael Schneider and Franzis Preckel, Psychology Department, Uni-
versity of Trier.

Correspondence concerning this article should be addressed to Michael
Schneider, Psychology Department, University of Trier, Division I, 54286
Trier, Germany. E-mail: m.schneider@uni-trier.de
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Findings-Based Approach

Relies upon the calculation and comparison of some kind 
of standardised effect size (typically Cohen’s d).

d =
x̄exp � x̄con

sp



Findings-Based Approach
• Basic Problem: Standardised effect sizes are biased 

by anything that alters the variance but not the effect. 

• Unfortunately, a lot of things alter the variance 
without altering the effect (e.g., achievement range in 
the group, length of the test, choice of covariates, 
etc).

Example: Inglis & Alcock (2012) found d = 0.95 
using a test with 14 items; randomly deleting 7 
items gives an average d = 0.81; randomly 
deleting 9 gives an average d = 0.70 (EEF: 
difference of “two months progress”).
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Standardized or simple effect size: What should
be reported?

Thom Baguley*
Division of Psychology, Nottingham Trent University, Nottingham, UK

It is regarded as best practice for psychologists to report effect size when disseminating
quantitative research findings. Reporting of effect size in the psychological literature is
patchy – though this may be changing – and when reported it is far from clear that
appropriate effect size statistics are employed. This paper considers the practice of
reporting point estimates of standardized effect size and explores factors such as
reliability, range restriction and differences in design that distort standardized effect size
unless suitable corrections are employed. For most purposes simple (unstandardized)
effect size is more robust and versatile than standardized effect size. Guidelines for
deciding what effect size metric to use and how to report it are outlined. Foremost
among these are: (i) a preference for simple effect size over standardized effect size, and
(ii) the use of confidence intervals to indicate a plausible range of values the effect might
take. Deciding on the appropriate effect size statistic to report always requires careful
thought and should be influenced by the goals of the researcher, the context of the
research and the potential needs of readers.

There is now near universal agreement in the psychological literature that reports of
statistical procedures such as null hypothesis significance tests should be accompanied
by an appropriate measure of the magnitude of the effect (e.g. Abelson, 1995; Wilkinson
& APA Task Force on Statistical Inference, 1999). Reporting effect size aims to facilitate:
(i) understanding of the importance of an effect – in particular its practical importance
(see Kirk, 1996), (ii) comparison of effect sizes within or between studies, and (iii)
secondary analysis (e.g. power calculations or meta-analysis).

The practice of reporting effect size is complicated, however, by the large number
of different measures of effect size from which to select. There is a growing literature
on what measure ought to be selected (e.g. Kirk, 1996; Olejnik & Algina, 2000,
2003), but it would be unrealistic to expect many researchers to keep up with the
full range of available effect size metrics. The aim of this paper is to consider how
best to report effect size, with particular focus on the choice between standardized
and simple effect size.

* Correspondence should be addressed to Dr Thom Baguley, Division of Psychology, Nottingham Trent University, Burton
Street, Nottingham, NG1 4BU, UK (e-mail: Thomas.Baguley@ntu.ac.uk).
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27 critiques of standardised effect sizes

Tukey:



Findings-Based Approach
• Conclusion: even if you don’t think they should 

never be calculated, standardised effect sizes 
are really hard to validly compare.

• If Category A has a higher effect size in 
Schneider & Preckel’s league table than 
Category B, this does not imply you should 
prioritise implementing A over B.

• I think this is a big problem with the findings-
based approach to communicating education 
research.



Another Problem

• When conducting a research study 
researchers have a large number of analytical 
choices they can make.

• This is true both at the design stage and at the 
analysis stage.

• Consider the Open Science Framework’s 
“Crowdsourcing data analysis” project.



29 different research 
teams used the same 
dataset to answer the 
same research question



OSF Crowdsourcing Project
• Research Question: Are football referees more 

likely to give red cards to dark-skinned players 
than light-skinned players?

• 146,028 player-referee interactions featuring 
2053 players and 3147 referees. Skin colour 
rated from 1 to 5 (‘very light’ to ‘very dark’) by 
two independent raters.

• Various other variables available in the dataset: 
player’s position, height, weight, country, age, 
league, etc. etc.

• Each research team independently came up with 
analysis strategy and answered the question.



• 29 teams produced analyses. Ranged from 
simple regression models to multilevel models, 
Poisson models and Bayesian analyses.

• 21 different combinations of covariates from 
the 29 teams, all were considered “defensible”.

• Each analysis led to a standardised effect size 
in odds ratio units.

• So, what is the effect size of skin colour on 
referee behaviour?

OSF Crowdsourcing Project



OSF Crowdsourcing Project



Conclusion 1: Standardised effect sizes are highly 
dependent on subjective analytical choices. The effect 
size doesn’t exist.

Conclusion 2: Despite this, the ‘message’ of the data is 
reasonably clear. Vast majority of teams found that red 
cards were more likely to be given to dark-skinned 
players.

We can’t say “the effect of skin colour on the frequency 
of red cards is x” (effect size claim).

But we can say “skin colour has an effect on the 
frequency of red cards” (theoretical claim).

OSF Crowdsourcing Project



Two Types of Research
One type:

Experimental 
evidence (RCTs etc)

real world 
situationsgeneralises to

Another type:

Experimental 
evidence  

(RCTs etc)

real world 
situations

generalises to theoretical 
understanding is applied to

is tested by



Mook’s Example: Harlow (1959)

What is motherly love?

Two theories:

Hunger-reduction theory: Children love their 
mothers because they give them food.

Attachment theory: Children love their mothers 
because attachment is important for social and 
emotional development.



Wire monkey mother with food Cloth monkey mother without food

Harlow, H. F. (1959). The Nature of Love. American Psychologist, 13, 673-685.



Wire monkey mother with food Cloth monkey mother without food

Harlow, H. F. (1959). The Nature of Love. American Psychologist, 13, 673-685.

What happens if you 
scare the baby monkey?



Harlow (1959)



THE NATURE OF LOVE

role or function is seen with special clarity when
mother and child are in a strange situation. At the
present time we have completed tests for this rela-
tionship on four of our eight baby monkeys as-
signed to the dual mother-surrogate condition by
introducing them for three minutes into the strange
environment of a room measuring six feet by six
feet by six feet (also called the "open-field test")
and containing multiple stimuli known to elicit
curiosity-manipulatory responses in baby monkeys.
The subjects were placed in this situation twice a
week for eight weeks with no mother surrogate
present during alternate sessions and the cloth
mother present during the others. A cloth diaper
was always available as one of the stimuli through-
out all sessions. After one or two adaptation ses-
sions, the infants always rushed to the mother sur-
rogate when she was present and clutched her,
rubbed their bodies against her, and frequently
manipulated her body and face. After a few ad-
ditional sessions, the infants began to use the
mother surrogate as a source of security, a base of
operations. As is shown in Figures 16 and 17,
they would explore and manipulate a stimulus and
then return to the mother before adventuring again

FIG. 14. Typical response to cloth mother surrogate
in fear test.

into the strange new world. The behavior of these
infants was quite different when the mother was
absent from the room. Frequently they would
freeze in a crouched position, as is illustrated in
Figures 18 and 19. Emotionality indices such as
vocalization, crouching, rocking, and sucking in-
creased sharply, as shown in Figure 20. Total
emotionality score was cut in half when the mother
was present. In the absence of the mother some
of the experimental monkeys would rush to the
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FIG. 13. Typical fear stimulus.
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FIG. 15. Differential responsiveness in fear tests.

Absolutely 
massive  

effect size!

Harlow (1959)



Mook’s View of Theory

Mook’s point is that Harlow’s studies are not 
considered important because they tell us it would 
be a bad idea to replace real-world mothers with 
wire models. 

And they are not considered important because of 
their enormous effect sizes.

Rather they are important because they allow us to 
test theories about motherly love. And these 
theories tell us things about, for example, how child 
care should be organised.



Two Types of Research
Not very much educational research is like this:

Experimental 
evidence (RCTs etc)

real world 
situationsgeneralises to

Lots of educational research is like this:

Experimental 
evidence  

(RCTs etc)

real world 
situations

generalises to theoretical 
understanding is applied to

is tested by

For this second type of research, it’s 
the theoretical understanding that 
practitioners should care about.



Implication:  
Communication should be 
about theory not findings.

An example: the Deans for Impact Science of 
Learning report



HOW DO STUDENTS UNDERSTAND NEW IDEAS?1
COGNITIVE 
PRINCIPLES

PRACTICAL IMPLICATIONS  
FOR THE CLASSROOM

To learn, students must transfer 
information from working 
memory (where it is consciously 
processed) to long- term 
memory (where it can be 
stored and later retrieved). 
Students have limited working 
memory capacities that can be 
overwhelmed by tasks that are 
cognitively too demanding. 
Understanding new ideas can 
be impeded if students are 
confronted with too much 
information at once.4

• Teachers can use “worked examples” as one method of reducing students’ 
cognitive burdens.5 A worked example is a step- by- step demonstration of 
how to perform a task or solve a problem. This guidance — or “scaffolding” 
—  can be gradually removed in subsequent problems so that students are 
required to complete more problem steps independently.

• Teachers often use multiple modalities to convey an idea; for example, they 
will speak while showing a graphic. If teachers take care to ensure that the 
two types of information complement one another — such as showing an 
animation while describing it aloud — learning is enhanced. But if the two 
sources of information are split — such as speaking aloud with different text 
displayed visually — attention is divided and learning is impaired.6

• Making content explicit through carefully paced explanation, modeling, 
and examples can help ensure that students are not overwhelmed.7  
(Note: “explanation” does not mean teachers must do all the talking.)

Theoretical understanding 
of how humans learn

Possible implications 
for the classroom

References to 
(externally invalid) 

lab studies



Two Approaches
The findings-based approach to communication assumes 
research is like this:

Experimental 
evidence (RCTs etc)

real world 
situationsgeneralises to

The theory-based approach to communication assumes  
research is like this:

Experimental 
evidence  

(RCTs etc)

real world 
situations

generalises to theoretical 
understanding is applied to

is tested by



Two Approaches

• Apparently we’re not very 
good at the second approach.

• Recent NCTQ report claims 
that six “research-proven 
instructional strategies” rarely 
appear in teacher preparation 
textbooks.

Learning  
About Learning

January 2016



Summary
• My claim: it’s not possible for you to effectively evaluate 

your teaching practice in day-to-day situations.

• You should resist intuitive judgements about what went well 
and what didn’t in your lectures, because your intuitions, 
and everyone else’s, are known to be unreliable.

• So all you can do is test your practice against what 
education research tells us about learning.

• There are two quite different approaches to communicating 
research to practitioners. My claim: the main output of 
educational research is theoretical understanding, not 
specific findings or meta-analysed findings.

• The Deans for Impact “Science of Learning” report is a good 
model.



Thank you

Funding:

Web: mcg.lboro.ac.uk/mji 
Twitter: @mjinglis
Email: m.j.inglis@lboro.ac.uk
 


