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## 1. Introduction

1.1. The intermediate long wave equation. We consider the intermediate long wave equation (ILW) on the one-dimensional torus $\mathbb{T}=\mathbb{R} /(2 \pi \mathbb{Z})$ :

$$
\left\{\begin{array}{l}
\partial_{t} u-\mathcal{G}_{\delta} \partial_{x}^{2} u=\partial_{x}\left(u^{2}\right),  \tag{1.1}\\
\left.u\right|_{t=0}=u_{0}
\end{array} \quad(t, x) \in \mathbb{R} \times \mathbb{T}\right.
$$

This equation was derived in [20, 28] to model the propagation of an internal wave at the interface of a stratified fluid of depth $\delta>0$, where $u$ denotes the amplitude of the interface. The phase speed is determined by the Fourier multiplier operator $\mathcal{G}_{\delta}$ defined by

$$
\widehat{\mathcal{G}_{\delta} f}(n)=-i\left(\operatorname{coth}(\delta n)-\frac{1}{\delta n}\right) \widehat{f}(n), \quad n \in \mathbb{Z}^{*}
$$

where $\mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}$, with the convention that $\operatorname{coth}(\delta n)-\frac{1}{\delta n}=0$ for $n=0$. The ILW equation (1.1) has garnered much attention due to its physical relevance, playing a crucial rule in the study of gravitational waves in stratified fluids, wave propagation in atmospheric sciences and oceanography, and quantum field theory [13, 38, 47, 27, 52, 48, 49, 37, 35, 40, 5 ,

From an analysis perspective, (1.1) displays a rich structure, such as the existence of soliton solutions, an inverse scattering transform, a Lax pair structure, an infinite number of conservation laws, and a strong connection with the Korteweg-de Vries (KdV) and the Benjamin-Ono (BO) equations. However, the study of ILW (1.1) remains mostly open when compared to KdV and BO. For an overview on ILW, see the recent book [24] and the survey [51].

Our main goal in this work is to further the rigorous understanding of the convergence of ILW to BO and KdV from a statistical viewpoint. In particular, we construct an infinite family of measures which are invariant under the flow of ILW (1.1) and converge to corresponding invariant measures for $\mathrm{BO}(\delta \rightarrow \infty)$ and $\mathrm{KdV}(\delta \rightarrow 0)$, establishing the first probabilistic convergence result with uniqueness.
1.2. BO and KdV as limits of ILW. The ILW equation can be seen as an intermediate model between BO and KdV . In the deep-water limit (as $\delta \rightarrow \infty$ ), since the symbol of the operator $\mathcal{G}_{\delta}$ converges to that of the Hilbert transform $\mathcal{H}$ (see Lemma 2.2), the ILW equation (1.1) formally converges to BO :

$$
\begin{equation*}
\partial_{t} u-\mathcal{H} \partial_{x}^{2} u=\partial_{x}\left(u^{2}\right) \tag{1.2}
\end{equation*}
$$

In the shallow-water regime (as $\delta \rightarrow 0$ ), to avoid a dispersionless limiting equation, we consider the scaling transformation introduced in [1]:

$$
\begin{equation*}
v(t, x)=\frac{1}{\delta} u\left(\frac{1}{\delta} t, x\right), \tag{1.3}
\end{equation*}
$$

which leads to the following scaled ILW (sILW):

$$
\begin{equation*}
\partial_{t} v-\widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2} v=\partial_{x}\left(v^{2}\right), \tag{1.4}
\end{equation*}
$$

where $\widetilde{\mathcal{G}}_{\delta}:=\frac{1}{\delta} \mathcal{G}_{\delta}$. In particular, $u$ is a solution to ILW (1.1) if and only if $v$ is a solution to sILW (1.4). Similarly to the deep-water regime, as $\delta \rightarrow 0$, due to the convergence of the symbol $\mathcal{G}_{\delta}$ (see Lemma 2.3), we see that sILW (1.1) formally converges to KdV:

$$
\begin{equation*}
\partial_{t} v+\partial_{x}^{3} v=\partial_{x}\left(v^{2}\right) . \tag{1.5}
\end{equation*}
$$

There has been significant interest in rigorously establishing these questions of convergence [20, 28, 50, 2, 30, 26, 31, 49, 34, 33, 12]. We emphasize the recent works [34, 12] where the regularity assumptions on the solutions were significantly lowered, in the periodic and Euclidean settings. These are deterministic results, where the convergence is established for each fixed initial data. In our work, we instead consider this convergence from a probabilistic viewpoint, as in [33].

In the present paper, we are concerned with the construction, invariance, and convergence of an infinite family of measures associated with ILW (1.1) (and sILW (1.4)), from which we infer on the limiting behavior of solutions as a statistical ensemble. Analogously to BO (1.2) and KdV (1.5), ILW (1.1) is completely integrable and it exhibits an infinite number of conserved quantities [50, 26, 16, 30, 25, 31, 39, 1, 11]. Alongside the mean $E_{\delta,-1}(u)=\int u d x$, (1.1) has a conserved quantity $E_{\delta, \frac{k}{2}}(u)$ at the level of the $L^{2}$-based Sobolev norm $\|u\|_{\dot{H}^{\frac{k}{2}}}$ for each $k \in \mathbb{N} \cup\{0\}$ :

$$
\begin{equation*}
E_{\delta, 0}(u)=\frac{1}{2}\|u\|_{L^{2}}^{2}, \quad E_{\delta, \frac{k}{2}}(u)=\frac{1}{2} \sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k} a_{\ell}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}+R_{\delta, \frac{k}{2}}(u), \quad k \geq 1, \tag{1.6}
\end{equation*}
$$

for positive constants $a_{\ell}$ and a remainder $R_{\delta, \frac{k}{2}}(u)$ which contains terms which are cubic and higher in $u$. The first conserved quantities for (1.1) with $k=1,2,3$ are as follows:

$$
\begin{align*}
E_{\delta, \frac{1}{2}}(u) & =\frac{1}{2}\left\|\mathcal{G}_{\delta}^{\frac{1}{2}} u\right\|_{\dot{H}^{\frac{1}{2}}}^{2}+\frac{1}{3} \int u^{3} d x  \tag{1.7}\\
E_{\delta, 1}(u) & =\frac{1}{8}\|u\|_{\dot{H}^{1}}^{2}+\frac{3}{8}\left\|\mathcal{G}_{\delta} u\right\|_{\dot{H}^{1}}^{2}+\int\left[\frac{1}{4} u^{4}+\frac{3}{4} u^{2} \mathcal{G}_{\delta} \partial_{x} u+\frac{1}{4 \delta} u^{3}\right] d x  \tag{1.8}\\
E_{\delta, \frac{3}{2}}(u) & =\ldots \tag{1.9}
\end{align*}
$$

See Subsection 3.1 for further details on the structure of these conserved quantities and Subsection 4.1 for the structure of the corresponding conserved quantities $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ for sILW (1.4).

In [33], the convergence of ILW (1.1) to BO (1.2) and of sILW (1.4) to KdV (1.5) was shown with respect to the Gibbs measure, i.e., a weighted Gaussian measure associated with $E_{\delta, \frac{1}{2}}(u)$ via the compactness argument introduced in []. A natural question is if this convergence holds if we sample initial data from measures associated with the higher order
conservation laws in 1.6. Since these measures are supported on smoother spaces as $k$ increases (see Lemma ??), this is a physically relevant question.

Our strategy is three-fold: (1) for fixed $0<\delta<\infty$, we construct weighted Gaussian measures associated with each conservation law $E_{\delta, \frac{k}{2}}(u)$ (and $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ for (1.4) ; (2) prove the convergence of these measures to the corresponding BO measures as $\delta \rightarrow \infty$ (and to the KdV ones as $\delta \rightarrow 0$, resp.); (3) establish invariance of the measures and dynamical convergence.
1.3. Construction and convergence of weighted Gaussian measures. The Hamiltonian structure of ILW (1.1), associated with the conserved quantity $E_{\delta, \frac{1}{2}}(u)$ in (1.7), naturally leads to the question of the existence of invariant measures for this system. In particular, for $k \in \mathbb{N}$, we are interested in constructing invariant measures $\rho_{\delta, \frac{k}{2}}$ associated with each conserved quantity $E_{\delta, \frac{k}{2}}(u)$ and establishing their convergence as we vary the depth parameter $\delta$.

The study of invariant measures for infinite-dimensional Hamiltonian systems was initiated by Lebowitz-Rose-Speer [32] and Bourgain [7, 8], has regained popularity in the past 15 years []. We emphasize the known results for invariant measures for ILW, BO, and KdV associated with polynomial conservation laws. In [58], Zhidkov constructed an infinite family of invariant measures for KdV associated with its higher order conserved quantities, while the question for BO was addressed by an extensive program due to Deng, Tzvetkov, and Visciglia [53, 54, 55, 56, 14, 15]. For ILW, in [33, Li-Oh-Zheng constructed the Gibbs measure $\rho_{\delta, \frac{1}{2}}$ and established its convergence in the deep- and shallow-water limits. Here, we make the first step towards completing this program by constructing, establishing invariance and convergence of the measures $\rho_{\delta, \frac{k}{2}}$ for $k \geq 3$ for ILW. See Remark ?? for further details on $k=1,2$.

We first focus on the deep-water regime. For $0<\delta \leq \infty$ and $k \geq 2$, we construct the measure $\rho_{\delta, \frac{k}{2}}$ associated with the $k$-th conserved quantity $E_{\delta, \frac{k}{2}}(u)$ on (1.6), formally given by

$$
\begin{align*}
\rho_{\delta, \frac{k}{2}}(d u)^{"} & =" Z_{\delta, \frac{k}{2}}^{-1} \exp \left(-E_{\delta, \frac{k}{2}}(u)\right) d u \\
& =Z_{\delta, \frac{k}{2}}^{-1} \exp \left(-R_{\delta, \frac{k}{2}}(u)\right) d \mu_{\delta, \frac{k}{2}}(u) . \tag{1.10}
\end{align*}
$$

In particular, we construct $\rho_{\delta, \frac{k}{2}}$ as a weighted Gaussian measure with base Gaussian $\mu_{\delta, \frac{k}{2}}$ :

$$
\begin{equation*}
\mu_{\delta, \frac{k}{2}}(d u)=Z_{\delta, \frac{k}{2}}^{-1} \exp \left(-\sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k} a_{\ell}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}\right) d u \tag{1.11}
\end{equation*}
$$

Here, $\mu_{\delta, \frac{k}{2}}$ can be understood as the induced probability measure under the map

$$
\begin{equation*}
\omega \in \Omega \mapsto X_{\delta, \frac{k}{2}}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \frac{g_{n}(\omega)}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}} e^{i n x} \tag{1.12}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{\delta, \frac{k}{2}}(n):=\sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k} a_{\ell}|n|^{\ell}\left|K_{\delta}(n)\right|^{k-\ell}, \tag{1.13}
\end{equation*}
$$

$K_{\delta}(n)=i n \widehat{\mathcal{G}_{\delta}}(n)$ and $\left\{g_{n}\right\}_{n \in \mathbb{Z}^{*}}$ is a sequence of independent standard complex-valued Gaussian random variables satisfying $g_{-n}=\overline{g_{n}}$. One can easily show that $\mu_{\delta, \frac{k}{2}}$ (and consequently $\rho_{\delta, \frac{k}{2}}$ ) is supported on $H^{(k-1) / 2-\varepsilon}(\mathbb{T})$ for all $\varepsilon>0$, but $\mu_{\delta, \frac{k}{2}}\left(H^{(k-1) / 2}(\mathbb{T})\right)=0$.

Due to the involved structure of the remainder $R_{\delta, \frac{k}{2}}(u)$ in 1.10 (see also (3.2) and the fact that it is not sign-definite, we do not expect the weight $\exp \left(-R_{\delta, \frac{k}{2}}(u)\right)$ to be integrable with respect to $\mu_{\delta, \frac{k}{2}}$. This difficulty was also present for KdV and BO in [58, 54]; see also [32, 7, 8] for the analogous issue in the context of Schrödinger equations. There, they propose to renormalized the measure $\rho_{\delta, \frac{k}{2}}$ in 1.10 by restricting to invariant sets where the lower order energies $E_{\delta, \frac{j}{2}}(u)$, for $j=0, \ldots, k-1$, are bounded. This was sufficient for KdV in [58], but a more involved renormalization was needed for BO in [54] due to $E_{\infty,(k-1) / 2}(u)$ being infinite in the support of $\mu_{\infty, \frac{k}{2}}$.

Although the same phenomenon is true for ILW (1.1), in our construction, we need only introduce an $L^{2}$-cutoff:

$$
\begin{equation*}
\rho_{\delta, \frac{k}{2}}(d u)=Z_{\delta, \frac{k}{2}}^{-1} \eta_{K}\left(\|u\|_{L^{2}}^{2}\right) \exp \left(-R_{\delta, \frac{k}{2}}(u)\right) d \mu_{\delta, \frac{k}{2}}(u), \tag{1.14}
\end{equation*}
$$

where $\eta_{K}(\cdot)=\eta(\cdot / K)$ and $\eta$ a smooth cutoff with $\eta \equiv 1$ on $[-1,1]$ and supported on $[-2,2]$. More precisely, we first consider the following normalized truncated measures

$$
\begin{equation*}
\rho_{\delta, \frac{k}{2}, N, K}(d u)=Z_{\delta, \frac{k}{2}, N}^{-1} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}(d u), \tag{1.15}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{\delta, \frac{k}{2}, N, K}(u)=\eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right), \tag{1.16}
\end{equation*}
$$

and construct $\rho_{\delta, \frac{k}{2}}$ in 1.14) as the limit of the truncated measures $\rho_{\delta, \frac{k}{2}, N, K}$ as $N \rightarrow \infty$. This construction extends to BO (1.2) when $\delta=\infty$, where the base Gaussian measure associated with $(1.2)$ is given by

$$
\begin{equation*}
\mu_{\infty, \frac{k}{2}}(d u)=Z_{\infty, \frac{k}{2}}^{-1} \exp \left(-\|u\|_{\dot{H}^{\frac{k}{2}}}^{2}\right) d u \tag{1.17}
\end{equation*}
$$

and it can be understood as the induced probability measure under the map 1.12 , where we extend the definition of 1.13$)$ to $T_{\infty, \frac{k}{2}}(n):=|n|^{k}$.

We can now state our first main result regarding the construction and convergence of the measures $\rho_{\delta, \frac{k}{2}}$ in the deep-water limit $(\delta \rightarrow \infty)$.

Theorem 1.1 (Construction and convergence in the deep-water regime). Let $k \in \mathbb{N}$ with $k \geq 2$. Then, the following statements hold:
(i) Let $0<\delta \leq \infty$ and $K>0$. Then, for any $1 \leq p<\infty$, we have that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} F_{\delta, \frac{k}{2}, N, K}(u)=F_{\delta, \frac{k}{2}, K}(u) \quad \text { in } L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right), \tag{1.18}
\end{equation*}
$$

where the convergence holds uniformly in $2 \leq \delta \leq \infty$. Consequently, the truncated measure $\rho_{\delta, \frac{k}{2}, N, K}$ in 1.15 converges to the limiting measure $\rho_{\delta, \frac{k}{2}, K}$ given by

$$
\rho_{\delta, \frac{k}{2}, K}(d u)=Z_{\delta, \frac{k}{2}}^{-1} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}(u) .
$$

In particular, $\rho_{\delta, \frac{k}{2}, N, K}$ converges to $\rho_{\delta, \frac{k}{2}, K}$ in total variation uniformly in $\delta$.
(ii) The limiting measure $\rho_{\delta, \frac{k}{2}, K}$ and the base Gaussian measure with smooth $L^{2}$-cutoff $\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) d \mu_{\delta, \frac{k}{2}}(u)$ are equivalent, and

$$
\bigcup_{K>0} \operatorname{supp}\left(\rho_{\delta, \frac{k}{2}, K}\right)=\mu_{\delta, \frac{k}{2}} .
$$

(iii) For $2 \leq \delta<\infty$, the measures $\rho_{\delta, \frac{k}{2}, K}$ for (1.1) and $\rho_{\infty, \frac{k}{2}, K}$ for (1.2) are equivalent and, as $\delta \rightarrow \infty$, the measure $\rho_{\delta, \frac{k}{2}, K}$ converges to $\rho_{\infty, \frac{k}{2}, K}$ in total variation.

We now turn our attention to the shallow-water regime and sILW (1.4). The first difficulty in this setting comes from identifying the correct structure for the conservation laws. In light of the scaling (1.3), $E_{\delta, \frac{k}{2}}(\delta v)$ are conserved quantities for sILW (1.4), however, for large $k$, it is not clear if these are suitable to study the limit as $\delta \rightarrow 0$, as they may have terms with negative powers of $\delta$. Consequently, we must instead introduce conservation laws $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ which are do not necessarily agree with $E_{\delta, \frac{k}{2}}(\delta v)$, and thus require an altogether new description of their structure; see Remark 1.4 for a further discussion on this. Here, we find $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ for $k \in \mathbb{N}$ satisfying

$$
\begin{align*}
\widetilde{E}_{\delta, \frac{2 k-1}{2}}(v) & =\frac{1}{2} \sum_{\substack{\ell=1 \\
\text { odd }}}^{2 k-1} a_{\ell} \delta^{\ell-1}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{\ell}{2}} v\right\|_{\dot{H}^{\frac{2 k-1}{2}}}^{2}+\widetilde{R}_{\delta, \frac{2 k-1}{2}}(v),  \tag{1.19}\\
\widetilde{E}_{\delta, \frac{2 k}{2}}(v) & =\frac{1}{2} \sum_{\substack{\ell=0 \\
\text { even }}}^{2 k} a_{\ell} \delta^{\ell}\left\|\widetilde{\mathcal{G}}_{\delta}^{\ell} v\right\|_{\dot{H}^{\frac{2 k}{2}}}^{2}+\widetilde{R}_{\delta, \frac{2 k}{2}}(v),
\end{align*}
$$

for some positive constants $a_{\ell}$ and remainders $\widetilde{R}_{\delta, \frac{k}{2}}(v)$ with cubic and higher order terms in $v$; see Subsection 4.1 for further detail on their structure. For $k=1,2,3$, these conservation laws are as follows:

$$
\begin{align*}
\widetilde{E}_{\delta, \frac{1}{2}}(v) & =\frac{1}{2}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{1}{2}} v\right\|_{\dot{H}^{\frac{1}{2}}}^{2}+\frac{1}{3} \int v^{3} d x \\
\widetilde{E}_{\delta, 1}(v) & =\ldots  \tag{1.20}\\
\widetilde{E}_{\delta, \frac{3}{2}}(v) & =\ldots
\end{align*}
$$

Similarly to the deep-water setting, we are interested in constructing the renormalized weighted Gaussian measures $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$

$$
\widetilde{\rho}_{\delta, \frac{k}{2}, K}(d v)=\widetilde{Z}_{\delta, \frac{k}{2}}^{-1} \eta_{K}\left(\|v\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{\delta, \frac{k}{2}}(v)\right) d \widetilde{\mu}_{\delta, \frac{k}{2}}(v),
$$

where the Gaussian measures $\widetilde{\mu}_{\delta, \frac{k}{2}}$ formally given by

$$
\begin{equation*}
\widetilde{\mu}_{\delta, \frac{k}{2}}(d v)=\widetilde{Z}_{\delta, \frac{k}{2}}^{-1} \exp \left(-\sum_{\substack{\ell=0 \\ \ell \equiv k \bmod 2}}^{k} a_{\ell} \delta^{\ell-\mathbf{1}_{\ell \equiv k \bmod 2} \|}\left\|\widetilde{\mathcal{G}}_{\delta}^{\ell} v\right\|_{H^{\frac{k}{2}}}^{2}\right) d v, \tag{1.21}
\end{equation*}
$$

can be understood as the induced probability measure under the map

$$
\omega \in \Omega \mapsto \widetilde{X}_{\delta, \frac{k}{2}}(\omega ; x)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \frac{g_{n}(\omega)}{\left(\widetilde{T}_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}} e^{i n x}
$$

where $\widetilde{T}_{\delta, \frac{k}{2}}$ is defined in 4.2).
The construction of the measures $\widetilde{\rho}_{\delta, \frac{k}{2}}$ is analogous to the deep-water regime, albeit more algebraically involved due to the structure of the conservation laws $\widetilde{E}_{\delta, \frac{k}{2}}$. However, there are stark distinctions between the two regimes regarding the convergence. Before discussing these, we introduce relevant notation related to $\operatorname{KdV}(1.5)$. For $k \in \mathbb{N}$, let $\widetilde{E}_{0, k}(v)$ denote the $k$-th conservation law for KdV, which can be written as

$$
\widetilde{E}_{0, k}(v)=\frac{1}{2}\|v\|_{\dot{H}^{k}}^{2}+\widetilde{R}_{0, k}(v),
$$

where $\widetilde{R}_{0, k}(v)$ contains terms which are cubic or higher order in $v$. We also introduce the Gaussian measure $\widetilde{\mu}_{0, k}$ as the induced probability measure under the map

$$
\omega \in \Omega \mapsto \widetilde{X}_{0, k}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \frac{g_{n}(\omega)}{|n|^{k}} e^{i n x},
$$

and the weighted renormalized measures $\widetilde{\rho}_{0, k, K}$

$$
\widetilde{\rho}_{0, k, K}(d v)=\widetilde{Z}_{0, k, K}^{-1} \eta_{K}\left(\|v\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{0, k}(v)\right) d \widetilde{\mu}_{0, k}(v)
$$

Firstly, we observe a 2 -to- 1 collapse of the measures $\widetilde{\rho}_{\delta, \frac{k}{2}}$ to sILW (1.4) as we take the limit $\delta \rightarrow 0$. In particular, for $k \in \mathbb{N}$ we observe that $\widetilde{\rho}_{\delta, \frac{2 k-1}{2}}$ and $\widetilde{\rho}_{\delta, \frac{2 k}{2}}$ converge to the same $\operatorname{KdV}$ measure $\widetilde{\rho}_{0, k}$ ! Secondly, as observed in [33] for $\widetilde{\rho}_{\delta, \frac{1}{2}}$, this convergence holds only weakly, as opposed to the convergence in total variation in the deep-water regime. Moreover, the measures $\widetilde{\rho}_{\delta, \frac{2 k-1}{2}}, \widetilde{\rho}_{\delta, \frac{2 k}{2}}$, and $\widetilde{\rho}_{0, k}$ are mutually singular. These results are summarized in the following theorem.

Theorem 1.2 (Construction and convergence in the shallow-water regime). Let $k \in \mathbb{N}$ with $k \geq 2$. Then, the following statements hold:
(i) Let $0 \leq \delta<\infty$ and $K>0$. Then, for any $1 \leq p<\infty$, we have that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \widetilde{F}_{\delta, \frac{k}{2}, N, K}(u)=\widetilde{F}_{\delta, \frac{k}{2}, K}(u) \quad \text { in } L^{p}\left(d \widetilde{\mu}_{\delta, \frac{k}{2}}\right), \tag{1.22}
\end{equation*}
$$

where the convergence holds uniformly in $0 \leq \delta \leq 1$. Consequently, the truncated measure $\widetilde{\rho}_{\delta, \frac{k}{2}, N, K}$ in (??) converges in total variation to the limiting measure $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ given by

$$
\widetilde{\rho}_{\delta, \frac{k}{2}, K}(d u)=Z_{\delta, k}^{-1} \widetilde{F}_{\delta, \frac{k}{2}, K}(u) d \widetilde{\mu}_{\delta, \frac{k}{2}}(u) .
$$

In particular, this convergence is uniform in $\delta$. Moreover, the limiting measure $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ and the base Gaussian measure with smooth $L^{2}$-cutoff $\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) d \widetilde{\mu}_{\delta, \frac{k}{2}}(u)$ are equivalent. (ii) For $0<\delta<\infty$, the measures $\widetilde{\rho}_{\delta, \frac{2 k-1}{2}, K}, \widetilde{\rho}_{\delta, \frac{2 k}{2}, K}$ for (1.4) and $\widetilde{\rho}_{0, k, K}^{2}$ for (1.5) are singular and, as $\delta \rightarrow 0$, the measures $\widetilde{\rho}_{\delta, \frac{2 k-1}{2}, K}$ and $\widetilde{\rho}_{\delta, \frac{2 k}{2}, K}$ converge weakly to $\widetilde{\rho}_{0, k, K}$.
Remark 1.3. (i) The difficulty in constructing the measures $\rho_{\delta, \frac{k}{2}}$ and the convergence as the depth parameter $\delta$ varies is not due to the rough support of the measures (since for $k \geq 2$ this is $\operatorname{smooth}(e r))$. Instead, we must tackle two issues: (1) the $\delta$-dependence of both the base Gaussian measure $\mu_{\delta, \frac{k}{2}}$ in (1.11) and the truncated density $F_{\delta, \frac{k}{2}, N, K}$ in 1.16) which require uniform in $N$ and $\delta$ bounds to first construct the measure $\rho_{\delta, \frac{k}{2}}$ for a given $\delta$ and then prove its convergence as $\delta \rightarrow \infty$. This difficulty was already observed in [33] for the Gibbs measure case $k=1$; (2) the increased complexity of the conserved quantities
as $k$ becomes larger, for which we need a good description in order to control the density $F_{\delta, \frac{k}{2}, N, K}$ and choose the correct base Gaussian $\mu_{\delta, \frac{k}{2}}$.
(ii) To establish the uniform in $N$ and $\delta$ bounds needed to prove Theorems 1.1-1.2, we use a variational approach. For $\delta=\infty$ and $\delta=0$, we provide an alternative construction to that in [53] and [58] for the BO and KdV measures $\rho_{\infty, \frac{k}{2}}, \widetilde{\rho}_{0, k}$, respectively. Our construction only requires an $L^{2}$-cutoff instead of cutoffs involving the conserved quantities of order $0 \leq \ell \leq k-1$. This alternative construction also simplifies the invariance argument in Theorem 1.5

Remark 1.4. Due to the scaling in (1.3), one possible choice for the shallow-water conservation laws would be

$$
\begin{equation*}
\widetilde{E}_{\delta, \frac{k}{2}}(v):=\delta^{-2} E_{\delta, \frac{k}{2}}(\delta v) \tag{1.23}
\end{equation*}
$$

which are conserved under the sILW dynamics for each fixed $0<\delta<\infty$. Although this definition leads to a suitable choice of conservation laws for the explicit quantities in (1.6) with $k=1,2,3$, it is not clear from our definition of $E_{\delta, \frac{k}{2}}(u)$ for arbitrarily large values of $k$ that $\sqrt{1.23})$ defines a suitable conservation law to consider the limit as $\delta \rightarrow$ 0. In Proposition A.6 in Appendix A. we see that $E_{\delta, \frac{k}{2}}(u)$ are defined as suitable linear combinations of conserved quantities whose densities $\chi_{j}$ (see A.5) which satisfy a given recurrence relation:

$$
\begin{equation*}
E_{\delta, \frac{k}{2}}(u) \sim \int \chi_{k+2} d x-\sum_{j=1}^{k+1} \frac{1}{\delta^{k+2-j}} c_{j} \int \chi_{j} d x \tag{1.24}
\end{equation*}
$$

This definition guarantees that the quadratic in $u$ terms of $E_{\delta, \frac{k}{2}}(u)$ are of the form in (1.6), where all coefficients are positive, and thus suitable to define the Gaussian measure $\mu_{\delta, \frac{k}{2}}$ in (1.11). It is not clear from the definition of the terms $\chi_{j}$, if the transformation $u \mapsto \delta v$ if all the terms appearing in (1.24) will have only positive powers of $\delta$. To avoid this issue, we instead define $\widetilde{E}_{\delta, \frac{k}{2}}$ as linear combinations of analogues of $\int \chi_{j} d x$ which are already adapted to the scaling dynamics (1.4), with no need for a posteriori rescaling. See Appendix B and (B.17) for precise definitions. We note that this approach is not without difficulties, as we are motivated by the construction in [16, 30] where half of the conservation laws derived have trivial limits as $\delta \rightarrow 0$. Fortunately, this derivation hides all the relevant information for our analysis and through careful algebraic manipulations, for each $k \in \mathbb{N}$, we can recover conservation laws $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ as in 1.19) and show that they all have a non-trivial limit to a corresponding KdV conservation law. Moreover, we observe the 2-to-1 collapse of these conservation laws in the limit $\delta \rightarrow 0$ responsible for the analogous phenomenon described above for the corresponding measures $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ :

$$
\lim _{\delta \rightarrow 0} \widetilde{E}_{\delta, \frac{2 k-1}{2}}(v)=\lim _{\delta \rightarrow 0} \widetilde{E}_{\delta, \frac{2 k}{2}}(v)=\widetilde{E}_{0, k}(v) .
$$

We believe this is a novel observation in the study of the convergence of ILW in the shallowwater regime. See Proposition B. 7 for a precise statement.
1.4. Dynamical problem and invariance. We now focus on the dynamics of (1.1) and (1.4). Since the approach is analogous in the deep- and shallow-water regimes, we restrict our discussion to the former.

Our goal is to establish the invariance of the measures $\rho_{\delta, \frac{k}{2}}$ for $k \geq 3$ under the flow of ILW (1.1). To address this question, we require global-in-time dynamics for ILW (1.1) in the support of the measures $\rho_{\delta, \frac{k}{2}}$. In [1], Abdelouhab-Bona-Felland-Saut established global well-posedness in $H^{s}(\mathbb{T})$ for $s>\frac{3}{2}$ via the energy method, without exploiting the dispersive nature of the equation. The best known result is due to Molinet-Vento [41] where they proved global well-posedness of $(1.1)$ in $H^{\frac{1}{2}}(\mathbb{T})$ through a refinement of the energy method. Consequently, we know that (1.1) is globally well-posed in the support of $\mu_{\delta, \frac{k}{2}}$ for $k \geq 3$.

In order to establish the invariance of $\mu_{\delta, \frac{k}{2}}$, we will focus on the following truncated ILW dynamics:

$$
\left\{\begin{array}{l}
\partial_{t} u_{N}-\mathcal{G}_{\delta} \partial_{x}^{2} u_{N}=\mathbf{P}_{N} \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{2}  \tag{1.25}\\
u_{N}(0)=u_{0}
\end{array}\right.
$$

The arguments in (41] also apply to the truncated dynamics (1.25), from which we can show that for a fixed $0<\delta \leq \infty, k \geq 3$, and $\frac{1}{2}<s<\sigma<\frac{k-1}{2}$, then for all $R>0$ there exists $\bar{t}=\bar{t}(R)>0$ such that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{\substack{t \in(-\bar{t}, \bar{t}) \\ A \subset B^{\sigma}(R)}}\left\|\Phi_{t}^{N}\left(u_{0}\right)-\Phi_{t}\left(u_{0}\right)\right\|_{H^{s}}=0 \tag{1.26}
\end{equation*}
$$

where $\Phi_{t}^{N}, \Phi_{t}$ denote the unique global data-to-solution maps of (1.25) and (1.1), respectively. This approximation property between the truncated and full solutions to ILW is essential to establishing invariance. See Proposition 6.3 for further details.

In [54, 55, [56], it was observed that for BO (1.2), the conserved quantities $E_{\infty, \frac{k}{2}}(u)$ for the original equation are no longer conserved for the analogous truncated dynamics, for $k \geq 2$. This problem persists for the ILW dynamics (1.1). In fact, we have that

$$
\frac{d}{d t} E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \Phi_{t}^{N}\left(u_{0}\right)\right) \neq 0, \quad k \geq 2
$$

To bypass this difficulty, we proceed as in [54, 55, 56] and reduce the problem to time $t=0$ and establish an almost almost-sure conservation of the energies for the truncated dynamics with Gaussian initial data:

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\frac{d}{d t} E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(\mu_{\delta, \frac{k}{2}}\right)}=0, \tag{1.27}
\end{equation*}
$$

for all $1 \leq q<\infty$. This result relies heavily on the orthogonality properties of the Gaussian data. Combining (1.27) with a global-in-time improvement of the good approximation of the full flow by the truncated flow in (1.26), we establish the invariance of the measures $\rho_{\delta, \frac{k}{2}}$ for $k \geq 3$.

Theorem 1.5 (Invariance). Let $k \geq 3,2 \leq \delta \leq \infty$, and $K>0$. Then, the measures $\rho_{\delta, \frac{k}{2}, K}$ are invariant under the unique global-in-time flow $\Phi_{t}$ of ILW (1.1) defined on $H^{\frac{k-1}{2}-}(\mathbb{T})$. Similarly, the measures $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ are invariant under the unique global-in-time flow $\widetilde{\Phi}_{t}$ of sILW (1.4) defined on $H^{\frac{k-1}{2}-}(\mathbb{T})$.

We complete the introduction with some additional remarks.

Remark 1.6. (i) Theorem 1.5 establishes the first result on construction and convergence of invariant measures for ILW (1.1) (and sILW (1.4), resp.) with uniqueness. Note that the result in [33] for the Gibbs measures $\rho_{\delta, \frac{1}{2}}, \widetilde{\rho}_{\delta, \frac{1}{2}}$ relies on a compactness argument, therefore uniqueness is not yet known. The measures we are considering are supported at higher regularity (where global well-posedness is known), which allows us to establish a stronger notion of invariance in Theorem 1.5, from which one can infer on the recurrence properties of the flow of (1.1) via Poincaré's recurrence theorem, for example. It would be of interest to improve the result in [33] by extending Theorem 1.5 to $k=1$, which would require a significant improvement on the well-posedness theory for ILW due to the low regularity support of $\rho_{\delta, \frac{1}{2}}$.
(ii) The almost almost-sure conservation for the truncated energies also holds for $k=2$. Unfortunately, at this time, there is no known available local well-posedness for ILW 1.1) in a space which contains the support of the measure $\rho_{\delta, 1}$ which does not rely on gauge transforms. Note that at the level of $L^{2}$-based Sobolev spaces, this support is contained in $H^{\frac{1}{2}-\varepsilon}(\mathbb{T})$ for any $\varepsilon>0$, which is just missed by the results in 41. In future work, we hope to extend Theorem 1.5 to the case $k=2$ by combining the recent well-posedness in [12] and the ideas in [15, 14]. Another alternative is to consider a different scale of spaces, namely adapt the improved energy method of [41] to the Fourier-Lebesgue spaces $\mathcal{F} L^{s, p}$. Since ILW (1.1) is a completely integrable equation which admits a Lax pair, it may also be possible to use the method of commuting flows in [23, 22] as for KdV and BO, to obtain an optimal result in the $H^{s}$-scale.

## 2. Preliminaries

2.1. Notations and function spaces. We start by introducing some useful notations. Let $A \lesssim B$ denote an estimate of the form $A \leq C B$ for some constant $C>0$. We write $A \sim B$ if $A \lesssim B$ and $B \lesssim A$, while $A \ll B$ will denote $A \leq \varepsilon B$, for some small constant $0<\varepsilon \ll 1$. When relevant, we may write $\lesssim_{\delta}, \sim_{\delta}$ to emphasize the dependence of the implicit constant on the parameter $\delta$. The notations $a+$ and $a-$ represent $a+\varepsilon$ and $a-\varepsilon$ for arbitrarily small $\varepsilon>0$, respectively. We will use the shorthand notation $n_{1 \cdots k}$ for the $\operatorname{sum} n_{1}+\cdots+n_{k}$.

Throughout this paper, we fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. The realization $\omega \in \Omega$ is often omitted in writing. We will use $\mathcal{L}(X)$ to denote the law of the random variable $X$.

Our conventions for the Fourier transform are as follows. Let $f: \mathbb{T} \rightarrow \mathbb{R}$ be a mean zero function and $\mathbb{Z}^{*}=\mathbb{Z} \backslash\{0\}$. Then, we have the following

$$
\widehat{f}(n)=\frac{1}{\sqrt{2 \pi}} \int f(x) e^{-i n x} d x, \quad f(x)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \widehat{f}(n) e^{i n x}
$$

Given $N \in \mathbb{N}$, we denote by $\mathbf{P}_{N}$ the Dirichlet projection onto spatial frequencies $\{|n| \leq N\}$ defined as follows

$$
\mathbf{P}_{N} f(x):=\left(D_{N} * f\right)(x)=\frac{1}{\sqrt{2 \pi}} \sum_{0<|n| \leq N} \widehat{f}(n) e^{i n x}
$$

where $D_{N}(x)=\sum_{|n| \leq N} e^{i n x}$ is the Dirichlet kernel.

We also introduce some relevant function spaces. Let $s \in \mathbb{R}$ and $1 \leq p \leq \infty$. We define the $L^{p}$-based Sobolev space $W^{s, p}(\mathbb{T})$ through the norm

$$
\|f\|_{W^{s, p}}:=\left\|\mathcal{F}_{x}^{-1}\left(\langle n\rangle^{s} \widehat{f}(n)\right)\right\|_{L_{x}^{p}},
$$

where $\langle n\rangle=\left(1+n^{2}\right)^{\frac{1}{2}}$. When $p=2$, we use $H^{s}(\mathbb{T})$ for the $L^{2}$-based Sobolev spaces with norm

$$
\|f\|_{H^{s}}=\left\|\langle n\rangle^{s} \widehat{f}(n)\right\|_{\ell_{n}^{2}}
$$

We will often use the short-hand notations $L_{T}^{q} H_{x}^{s}$ and $L_{\omega}^{p} H_{x}^{s}$ for $L^{q}\left([-T, T] ; H^{s}(\mathbb{T})\right)$ and $L^{p}\left(\Omega ; H^{s}(\mathbb{T})\right)$, respectively. Lastly, we recall some known results in these function spaces; see [3, 17, 19], for example.

Lemma 2.1. The following estimates hold:
(i) (interpolation) For $0<s_{1}<s_{2}, r_{1}, r_{2} \in \mathbb{R}, \theta \in(0,1)$, and $r=\theta r_{1}+(1-\theta) r_{2}$, we have

$$
\begin{align*}
\|u\|_{H_{x}^{s_{1}}} & \lesssim u\left\|_{H_{x}^{s}}^{\frac{s_{1}}{s_{2}}}\right\| u \|_{L_{2}^{2}}^{\frac{s_{2}-s_{1}}{s_{2}}},  \tag{2.1}\\
\|u\|_{H_{x}^{r}} & \lesssim u\left\|_{H_{x}^{r_{1}}}^{r_{1}}\right\| u \|_{H_{x}^{2}}^{1-\theta_{2}} \tag{2.2}
\end{align*}
$$

(ii) (fractional Leibniz rule) Let $0 \leq s \leq 1,1<p_{j}, q_{j}, r<\infty, \frac{1}{p_{j}}+\frac{1}{q_{j}}=\frac{1}{r}, j=1,2$, then

$$
\begin{equation*}
\left\|\langle\nabla\rangle^{s}(f g)\right\|_{L_{x}^{r}} \lesssim\left\|\langle\nabla\rangle^{s} f\right\|_{L_{x}^{p_{1}}}\|g\|_{L_{x}^{q_{1}}}+\|f\|_{L_{x}^{p_{x}}}\left\|\langle\nabla\rangle^{s} g\right\|_{L_{x}^{q_{2}}} . \tag{2.3}
\end{equation*}
$$

2.2. $\mathcal{G}_{\delta}$ operator and friends. In this subsection, we recall important lemmas on the operators $\mathcal{G}_{\delta}, \mathcal{Q}_{\delta}=\left(\mathcal{G}_{\delta}-\mathcal{H}\right) \partial_{x}$, and their scaled counterparts $\widetilde{\mathcal{G}}_{\delta}, \widetilde{\mathcal{Q}}_{\delta}$ in the shallow-water regime. Recall that for $n \in \mathbb{Z}^{*}$ we have

$$
\begin{array}{ll}
\widehat{\mathcal{G}_{\delta}}(n)=-i\left(\operatorname{coth}(\delta n)-\frac{1}{\delta n}\right), & \widehat{\widetilde{\mathcal{G}}_{\delta}}(n)=\frac{1}{\delta} \widehat{\mathcal{G}_{\delta}}(n)=-\frac{i}{\delta}\left(\operatorname{coth}(\delta n)-\frac{1}{\delta n}\right), \\
\widehat{\mathcal{Q}_{\delta}}(n)=\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}-|n|\right), & \widehat{\widetilde{\mathcal{Q}}_{\delta}}(n)=\frac{1}{\delta} \widehat{\mathcal{Q}_{\delta}}(n)=\frac{1}{\delta}\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}-|n|\right), \\
\mathrm{K}_{\delta}(n)=i n \widehat{\mathcal{G}_{\delta}}(n)=n \operatorname{coth}(\delta n)-\frac{1}{\delta}, & \mathrm{~L}_{\delta}(n)=\frac{1}{\delta} \mathrm{~K}_{\delta}(n)=\frac{1}{\delta}\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right) .
\end{array}
$$

We recall the following important results on the multipliers $\mathrm{K}_{\delta}, \mathrm{L}_{\delta}$. For a proof, see 33], for example.

Lemma 2.2. For any $\delta>0$, we have

$$
\begin{equation*}
\max \left(0,|n|-\frac{1}{\delta}\right)<\mathrm{K}_{\delta}(n)<|n|, \tag{2.4}
\end{equation*}
$$

for $n \in \mathbb{Z}^{*}$. In particular,

$$
\mathrm{K}_{\delta}(n) \sim_{\delta}|n|, \quad n \in \mathbb{Z}^{*}
$$

where the constant can be made independent of $2 \leq \delta \leq \infty$. Furthermore, for all $n \in \mathbb{Z}^{*}$, $\mathrm{K}_{\delta}(n)$ is strictly increasing in $\delta \geq 1$ and it converges to $|n|$ as $\delta \rightarrow \infty$.

Lemma 2.3. The scaled multiplier $\mathrm{L}_{\delta}$ satisfies the following:
(i) $0<\mathrm{L}_{\delta}(n)<\min \left(\frac{1}{3} n^{2}, \frac{1}{\delta}|n|\right)$ for all $n \in \mathbb{Z}^{*}, \delta>0$.
(ii) For each $n \in \mathbb{Z}^{*}, \mathrm{~L}_{\delta}(n) \nearrow \frac{1}{3} n^{2}$ as $\delta \rightarrow 0$.
(iii) For all $\delta_{0}>0$ and all $C_{0}>0$, we have for $0<\delta \leq \delta_{0}$

$$
\mathrm{L}_{\delta}(n) \geq \begin{cases}\frac{1}{\delta} C_{1}|n|, & \text { if } \delta|n|>C_{0} \\ C_{2}|n|^{2}, & \text { if } \delta|n| \leq C_{0}\end{cases}
$$

where $C_{1}=2\left(\frac{1}{2}-\frac{\arctan \left(\pi / C_{0}\right)}{\pi}\right)$ and $C_{2}=\sum_{k=1}^{\infty} \frac{2}{k^{2} \pi^{2}+C_{0}^{2}}$.
(iv) We can write $\mathrm{L}_{\delta}(n)=\frac{1}{3} n^{2}-\frac{1}{3} n^{2} h(\delta, n)$ where

$$
h(\delta, n)=6 \delta^{2} \sum_{k=1}^{\infty} \frac{n^{2}}{k^{2} \pi^{2}\left(k^{2} \pi^{2}+\delta^{2} n^{2}\right)},
$$

from which it follows that $\lim _{n \rightarrow \infty} h(\delta, n)=C \neq 0$.
From Lemma 2.2 and properties of the coth function, we can easily conclude the following results on $\mathcal{H}-\mathcal{G}_{\delta}, \mathcal{Q}_{\delta}, \widetilde{\mathcal{Q}}_{\delta}$, and $\mathcal{G}_{\delta}$.

Lemma 2.4. For $0<\delta<\infty$ and $n \in \mathbb{Z}^{*}$, we have that

$$
\begin{align*}
\left|\mathcal{F}_{x}\left(\mathcal{H}-\mathcal{G}_{\delta}\right)(n)\right| & \leq \frac{1}{\delta|n|}, & & \left|\mathcal{F}_{x}\left(\frac{1}{\delta} \mathcal{H}-\widetilde{\mathcal{G}}_{\delta}\right)(n)\right| \leq \frac{1}{\delta^{2}|n|}  \tag{2.5}\\
\left|\widehat{\mathcal{Q}}_{\delta}(n)\right| & \leq \frac{1}{\delta}, & & \left|\widehat{\widetilde{\mathcal{Q}}}_{\delta}(n)\right| \leq \frac{1}{\delta^{2}} . \tag{2.6}
\end{align*}
$$

Also, for $0<\delta, \eta<\infty$ and $n \in \mathbb{Z}^{*}$, we have that

$$
\begin{align*}
& \left|\widehat{\mathcal{G}_{\delta}}(n)\right| \leq 1, \\
& \left|\widehat{\mathcal{G}_{\delta}}(n)\right| \leq \operatorname{coth}(\eta)-\frac{1}{\eta}, \quad \text { if } \delta|n| \leq \eta \tag{2.7}
\end{align*}
$$

Lastly, we recall some important properties of the $\mathcal{G}_{\delta}$ operator.
Lemma 2.5. We can write the $\mathcal{G}_{\delta}$ operator as

$$
\mathcal{G}_{\delta}=\mathcal{T}_{\delta}-\frac{1}{\delta \partial_{x}}
$$

where $\mathcal{T}_{\delta}$ is a Fourier operator with multiplier

$$
\widehat{\mathcal{T}}_{\delta}(n)=-i \operatorname{coth}(\delta n), \quad n \in \mathbb{Z}^{*}
$$

and $\widehat{\mathcal{T}}_{\delta}(0)=0$. Moreover, it satisfies the following property for mean zero functions $u, v$ :

$$
\mathcal{T}_{\delta}\left[\left(\mathcal{T}_{\delta} u\right) v+u\left(\mathcal{T}_{\delta} v\right)\right]=\left(\mathcal{T}_{\delta} u\right)\left(\mathcal{T}_{\delta} v\right)-u v
$$

2.3. Tools from stochastic analysis. In the following we review some basic facts from stochastic analysis. See, for example, [21, 29, 43] for proofs.
Lemma 2.6 (Wiener chaos estimate). Let $\mathbf{g}=\left\{g_{n}\right\}_{n \in \mathbb{Z}}$ be an independent family of standard complex-valued Gaussian random variables satisfying $g_{-n}=\overline{g_{n}}$. Given $k \in \mathbb{N}$, let $\left\{Q_{j}\right\}_{j \in \mathbb{N}}$ be a sequence of polynomials in $\mathbf{g}$ of degree at most $k$. Then, for any $2 \leq p<\infty$, we have

$$
\left\|\sum_{j \in \mathbb{N}} Q_{j}(\mathbf{g})\right\|_{L^{p}(\Omega)} \leq(p-1)^{\frac{k}{2}}\left\|\sum_{j \in \mathbb{N}} Q_{j}(\mathbf{g})\right\|_{L^{2}(\Omega)}
$$

Lemma 2.7 (Kakutani's theorem). Let $\left\{A_{n}\right\}_{n \in \mathbb{Z}^{*}}$ and $\left\{B_{n}\right\}_{n \in \mathbb{Z}^{*}}$ be two sequences of independent, real-valued, mean-zero Gaussian random variables with $\mathbb{E}\left[A_{n}^{2}\right]=a_{n}>0$ and $\mathbb{E}\left[B_{n}^{2}\right]=b_{n}>0$ for all $n \in \mathbb{N}$. Then, the laws of the sequences $\left\{A_{n}\right\}_{n \in \mathbb{Z}^{*}},\left\{B_{n}\right\}_{n \in \mathbb{Z}^{*}}$ are equivalent if and only if

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left(\frac{a_{n}}{b_{n}}-1\right)^{2}<\infty . \tag{2.8}
\end{equation*}
$$

It they are not equivalent, then they are singular.

## 3. Construction and convergence of measures in the deep-water regime

In this section we prove Theorem 1.1 on construction of the weighted measures $\rho_{\delta, \frac{k}{2}}$ for each fixed $0<\delta \leq \infty$ and $k \in \mathbb{N}$, and we prove the convergence of $\rho_{\delta, \frac{k}{2}}$ to $\rho_{\infty, \frac{k}{2}}$ in total variation. In Subsections 3.1- 3.3, we establish preliminary results. We first detail the structure of the conservation laws $E_{\delta, \frac{k}{2}}(u)$ of ILW (1.1) in Subsection 3.1. Secondly, in Subsection 3.2, we show the equivalence and convergence of the base Gaussian measures $\mu_{\delta, \frac{k}{2}}$ and $\mu_{\infty, \frac{k}{2}}$ in total variation. Then, in Subsection 3.3 we prove uniform in $\delta$ and $N$ bounds on the truncated densities $F_{\delta, \frac{k}{2}, N, K}$ via a variational approach. Lastly, in Subsection 3.4 we complete the proof of Theorem 1.1.
3.1. Conservation laws in the deep-water regime. In this section, we describe the structure of the conserved quantities for ILW (1.1) in the deep-water regime. The derivation of the conserved quantities can be found in [50, 25, 31, 39]. For completeness, we include the derivation and some relevant results on the structure in Appendix A.

Recall that $\mathcal{Q}_{\delta}=\left(\mathcal{G}_{\delta}-\mathcal{H}\right) \partial_{x}$. Our description of the conservation laws for ILW (1.1) is motivated by seeing ILW as a perturbation of BO and the description of the BO conservation laws in [54]. The following sets are essential to the structure of the conserved quantities. Let $u \in C^{\infty}(\mathbb{T})$ and define

$$
\begin{aligned}
& \mathcal{P}_{1}(u):=\left\{\mathcal{H}^{\alpha_{1}} \mathcal{Q}_{\delta}^{\beta_{1}} \partial_{x}^{\gamma_{1}} u: \alpha_{1} \in\{0,1\}, \beta_{1}, \gamma_{1} \in \mathbb{N} \cup\{0\}\right\}, \\
& \mathcal{P}_{2}(u):=\left\{\left[\mathcal{H}^{\alpha_{1}} \mathcal{Q}_{\delta}^{\beta_{1}} \partial_{x}^{\gamma_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \mathcal{Q}_{\delta}^{\beta_{2}} \partial_{x}^{\gamma_{2}} u\right]: \alpha_{1}, \alpha_{2} \in\{0,1\}, \beta_{1}, \beta_{2}, \gamma_{1}, \gamma_{2} \in \mathbb{N} \cup\{0\}\right\}, \\
& \mathcal{P}_{n}(u):=\left\{\prod_{\ell=1}^{k} \mathcal{H}^{\alpha_{\ell}} \mathcal{Q}_{\delta}^{\beta_{\ell}} p_{j_{\ell}}(u): \alpha_{\ell} \in\{0,1\}, \beta_{\ell} \in \mathbb{N} \cup\{0\}, j_{\ell} \in \mathbb{N}, j_{1 \cdots k}=n,\right. \\
& \left.\qquad k \in\{2, \ldots, n\}, p_{j_{\ell}} \in \mathcal{P}_{j_{\ell}}(u)\right\} .
\end{aligned}
$$

Moreover, we define the map $\mathcal{P}_{n}(u) \ni p_{n}(u) \mapsto \widetilde{p}_{n}(u) \in \mathcal{P}_{n}(u)$ which associates to every $p_{n}(u) \in \mathcal{P}_{n}(u)$ the unique essential element $\widetilde{p}_{n}(u) \in \mathcal{P}_{n}(u)$ obtained by "dropping" the $\mathcal{Q}_{\delta}, \mathcal{H}$ operators. Also, we introduce the following quantities associated with $p_{n}(u)$ : let $\widetilde{p}_{n}(u)=\prod_{i=1}^{n} \partial_{x}^{\gamma_{i}} u$, then

$$
\begin{aligned}
\left|p_{n}(u)\right| & :=\sup _{i=1, \ldots, n}\left|\gamma_{i}\right|, \\
\left\|p_{n}(u)\right\| & :=\gamma_{1}+\ldots+\gamma_{n} \\
\left\|\left|\mid p_{n}(u)\| \|\right.\right. & :=\text { number of } \mathcal{Q}_{\delta} \text { terms in } p_{n}(u) .
\end{aligned}
$$

We can now write the conserved quantities in a succinct manner. For $k \in \mathbb{N}$, the $k$-th conserved quantity of ILW (1.1) is given by

$$
\begin{equation*}
E_{\delta, \frac{k}{2}}(u)=\frac{1}{2} \sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k} a_{\ell}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}+R_{\delta, \frac{k}{2}}(u), \tag{3.1}
\end{equation*}
$$

for positive constants $a_{\ell}$ with even $\ell \in\{0, \ldots, k\}$ which add up to 1 , and where the remainder term $R_{\delta, \frac{k}{2}}(u)$ is given by

$$
\begin{equation*}
R_{\delta, \frac{k}{2}}(u)=A_{\frac{k}{2}, \frac{k}{2}}(u)+\sum_{\ell=1}^{k-1} \frac{1}{\delta^{\ell}} A_{\frac{k}{2}, \frac{k-\ell}{2}}(u), \tag{3.2}
\end{equation*}
$$

where $A_{\frac{k}{2}, \frac{\ell}{2}}(u)$ are defined as follows depending on the parity of $\ell$ :

$$
\begin{align*}
& A_{\frac{k}{2}, \frac{2 m}{2}}(u):=\sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\
\widetilde{p}(u) u \partial_{x}^{m}-1 u \partial_{x}^{m} u \\
\|p(u)\|=0}} c_{k, m}(p) \int p(u) d x+\sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{j}(u), \\
j=3, \ldots 2 m+2 \\
\|p(u)\|\|p(u)\|=2 m+2-j \\
|p(u)| \leq m-1
\end{array}} c_{k, m}(p) \int p(u) d x,  \tag{3.3}\\
& A_{\frac{k}{2}, \frac{2 m+1}{2}}(u):=\sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\
\widetilde{p}(u)=u \partial^{m} u \partial_{x}^{m} u \\
\|p(u)\|=0}} c_{k, m+\frac{1}{2}}(p) \int p(u) d x+\sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\
\widetilde{p}(u)=\partial_{x} u \partial_{x}^{m-1} u \partial_{x}^{m} u \\
\|p(u)\|=0,1}} c_{k, m+\frac{1}{2}}(p) \int p(u) d x \\
& +\sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{4}(u) \\
\tilde{p}(u)=u^{2} \partial_{x}^{m-1} u \partial_{x}^{m} u \\
\|p(u)\| \|=0
\end{array}} c_{k, m+\frac{1}{2}}(p) \int p(u) d x+\sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{j}(u), \\
j=3, \ldots(2 m+1)+2 \\
\|p(u)\|+\|p(\|)\|=(2 m+1)+2-j \\
|p(u)| \leq m-1
\end{array}} c_{k, m+\frac{1}{2}}(p) \int p(u) d x, \tag{3.4}
\end{align*}
$$

for suitable constants $c_{k, m}, c_{k, m+\frac{1}{2}}$. By Lemma A.9 and Lemma A.10, we can rewrite the first contributions in $A_{\frac{k}{2}, \frac{2 m}{2}}(u)$ and $A_{\frac{k}{2}, \frac{2 m+1}{2}}(u)$ as

$$
\begin{equation*}
c_{\frac{k}{2}, m} \int u\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) d x \quad \text { and } \quad \sum_{\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in C} c_{\alpha} \int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right]\left[\mathcal{H}^{\alpha_{3}} \partial_{x}^{m} u\right] d x \tag{3.5}
\end{equation*}
$$

respectively, with $C=\{(0,0,0),(1,1,0),(0,1,1)\}$, and for some constants $c_{\frac{k}{2}, m}, c_{\alpha_{1}, \alpha_{2}}$.
3.2. Equivalence and convergence of the base Gaussian measures. Let $k \in \mathbb{N}$ and $0<\delta \leq \infty$. We focus on the base Gaussian measures $\mu_{\delta, \frac{k}{2}}$ and $\mu_{\infty, \frac{k}{2}}$ defined in (1.11) and (1.17), respectively. Recall that for $n \in \mathbb{Z}^{*}$, the multiplier $T_{\delta, \frac{k}{2}}(n)$ in (1.13) is given by

$$
T_{\delta, \frac{k}{2}}(n)=\sum_{\substack{\ell=0 \\ \text { even }}}^{k} a_{\ell}|n|^{\ell}\left|K_{\delta}(n)\right|^{k-\ell}, \quad T_{\infty, \frac{k}{2}}(n)=|n|^{k},
$$

for $0<\delta<\infty$ and constants $a_{\ell}$ as in (3.1). Then, $\mu_{\delta, \frac{k}{2}}$ is the probability measure induced by the following random Fourier series in (1.12)

$$
\begin{equation*}
X_{\delta, \frac{k}{2}}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \frac{g_{n}(\omega)}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}} e^{i n x} \tag{3.6}
\end{equation*}
$$

where $\left\{g_{n}\right\}_{n \in \mathbb{Z}^{*}}$ is a sequence of independent standard complex-valued Gaussian random variables conditioned by $g_{-n}=\overline{g_{n}}$.

Note that from Lemma 2.2, we have that for $0<\delta \leq \infty$

$$
\begin{equation*}
0 \leq T_{\delta, \frac{k}{2}}(n) \sim_{\delta}|n|^{k} \quad \text { and } \quad \lim _{\delta \rightarrow \infty} T_{\delta, \frac{k}{2}}(n)=|n|^{k}, \quad \in \mathbb{Z}^{*} \tag{3.7}
\end{equation*}
$$

where the constant is independent of $\delta$ for $2 \leq \delta \leq \infty$.

One can easily show that the typical element in the support of the $\mu_{\delta, \frac{k}{2}}$ measure $X_{\delta, \frac{k}{2}}$ is in $H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T}) \backslash H^{\frac{k-1}{2}}(\mathbb{T})$ for all $\varepsilon>0$, almost surely. Indeed, for $N \in \mathbb{N}$ and $1 \leq p<\infty$, with $X_{\delta, \frac{k}{2}, N}=\mathbf{P}_{N} X_{\delta, \frac{k}{2}}$, it follows from the Wiener chaos estimate (Lemma 2.6) and 3.7) that

$$
\left\|X_{\delta, \frac{k}{2}, N}\right\|_{L_{\omega}^{p} H_{x}^{\frac{k-1}{2}-\varepsilon}} \lesssim p^{\frac{1}{2}}\left\|X_{\delta, \frac{k}{2}, N}\right\|_{L_{\omega}^{2} H_{x}^{\frac{k-1}{2}-\varepsilon}} \lesssim \delta p^{\frac{1}{2}}\left(\sum_{0<|n| \leq N} \frac{1}{|n|^{1+2 \varepsilon}}\right)^{\frac{1}{2}} \sim_{\delta} p^{\frac{1}{2}},
$$

uniformly in $N \in \mathbb{N}$, for $\varepsilon>0$. From this, we can conclude that $X_{\delta, \frac{k}{2}, N}$ converges, in $L^{p}(\Omega)$ and almost surely, to $X_{\delta, \frac{k}{2}}$ in $H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T})$ for all $\varepsilon>0$.

The following result establishes the convergence of the random variables $X_{\delta, \frac{k}{2}}$ to $X_{\infty, \frac{k}{2}}$ as well as the convergence of the corresponding Gaussian measures $\mu_{\delta, \frac{k}{2}}$ to $\mu_{\infty, \frac{k}{2}}$, and their equivalence.

Proposition 3.1. For $k \in \mathbb{N}$, the following results hold:
(i) Let $X_{\delta, \frac{k}{2}}, X_{\infty, \frac{k}{2}}$ be as in 3.6). Then, given any $\varepsilon>0$ and $1 \leq p<\infty, X_{\delta, \frac{k}{2}}$ converges to $X_{\infty, \frac{k}{2}}$ in $L^{p}\left(\Omega ; H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T})\right)$ and in $H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T})$ almost surely, as $\delta \rightarrow \infty$. In particular, the Gaussian measure $\mu_{\delta, \frac{k}{2}}$ converges weakly to $\mu_{\infty, \frac{k}{2}}$, as $\delta \rightarrow \infty$.
(ii) For any $0<\delta<\infty$, the measures $\mu_{\delta, \frac{k}{2}}$ and $\mu_{\infty, \frac{k}{2}}$ are equivalent.
(iii) As $\delta \rightarrow \infty$, the measure $\mu_{\delta, \frac{k}{2}}$ converges to $\mu_{\infty, \frac{k}{2}}$ in the Kullback-Leibler divergence. In particular, $\mu_{\delta, \frac{k}{2}}$ converges to $\mu_{\infty, \frac{k}{2}}$ in total variation.

Proof. We first show (i). Let $\varepsilon>0$ and fix $1 \leq p<\infty$. Then, by the Wiener chaos estimate (Lemma 2.6)

$$
\begin{align*}
\mathbb{E}\left[\left\|X_{\delta, \frac{k}{2}}-X_{\infty, \frac{k}{2}}\right\|_{H^{\frac{k-1}{2}-\varepsilon}}^{p}\right] & \lesssim_{p} \mathbb{E}\left[\left\|X_{\delta, \frac{k}{2}}-X_{\infty, \frac{k}{2}}\right\|_{H^{\frac{k-1}{2}-\varepsilon}}^{2}\right] \\
& \sim\left(\sum_{n \in \mathbb{Z}^{*}} \mathbb{E}\left[\left|g_{n}\right|^{2}\right]\langle n\rangle^{k-1-2 \varepsilon}\left[\frac{1}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}}-\frac{1}{|n|^{\frac{k}{2}}}\right]^{2}\right)^{\frac{1}{2}}  \tag{3.8}\\
& \lesssim\left(\sum_{n \in \mathbb{Z}^{*}} \frac{1}{\langle n\rangle^{1+2 \varepsilon}} \frac{\left.\left.| | n\right|^{k}-T_{\delta, \frac{k}{2}}(n) \right\rvert\,}{T_{\delta, \frac{k}{2}}(n)}\right)^{\frac{1}{2}}
\end{align*}
$$

using the fact that $\sqrt{a}-\sqrt{b} \leq \sqrt{a-b}$ for $a \geq b \geq 0$. Looking at the numerator, by (2.4)

$$
\begin{aligned}
0 \leq|n|^{k}-T_{\delta, \frac{k}{2}}(n)= & \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k} a_{\ell}|n|^{\ell}\left[|n|^{k-\ell}-\left(K_{\delta}(n)\right)^{k-\ell}\right] \\
\leq & \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k} a_{\ell}|n|^{\ell}\left[|n|^{k-\ell}-\left(|n|-\frac{1}{\delta}\right)^{k-\ell}\right] \\
= & \frac{1}{\delta} \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k-1} a_{\ell} \sum_{j=0}^{k-\ell-1}|n|^{k-1-j}\left(|n|-\frac{1}{\delta}\right)^{j},
\end{aligned}
$$

from which we get that

$$
0 \leq|n|^{k}-T_{\delta, \frac{k}{2}}(n) \lesssim \begin{cases}\frac{1}{\delta}|n|^{k-1}, & \text { if }|n| \geq \frac{1}{\delta},  \tag{3.9}\\ \frac{1}{\delta^{k}}, & \text { if }|n| \leq \frac{1}{\delta} .\end{cases}
$$

Combining (3.8), (3.7), and (3.9), we get

$$
\mathbb{E}\left[\left\|X_{\delta, \frac{k}{2}}-X_{\infty, \frac{k}{2}}\right\|_{H^{\frac{k-1}{2}-\varepsilon}}^{p}\right] \lesssim\left(\frac{1}{\delta^{k}} \sum_{0<|n| \leq \frac{1}{\delta}} \frac{1}{\langle n\rangle^{k+1+2 \varepsilon}}+\frac{1}{\delta} \sum_{|n|>\frac{1}{\delta}} \frac{1}{\langle n\rangle^{2+2 \varepsilon}}\right)^{\frac{1}{2}} \lesssim \frac{1}{\delta^{\frac{1}{2}}} \rightarrow 0
$$

as $\delta \rightarrow \infty$, giving the $L^{p}\left(\Omega ; H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T})\right)$ convergence of $X_{\delta, \frac{k}{2}}$. For almost sure convergence, instead of using the fact that $\mathbb{E}\left[\left|g_{n}\right|^{2}\right]=1$, we use the bound

$$
\sup _{n \in \mathbb{Z}^{*}}\langle n\rangle^{-\varepsilon_{0}}\left|g_{n}(\omega)\right| \leq C_{\varepsilon_{0}, \omega}<\infty
$$

almost surely, for some random constant $C_{\varepsilon, \omega}>0$. Proceeding as in the earlier estimate, we have that

$$
\begin{aligned}
\left\|X_{\delta, \frac{k}{2}}-X_{\infty, \frac{k}{2}}\right\|_{H^{\frac{k-1}{2}-\varepsilon}}^{2} & \leq \frac{C_{\varepsilon_{0}, \omega}}{\delta}\left(\frac{1}{\delta^{k-1}} \sum_{0<|n| \leq \frac{1}{\delta}} \frac{1}{\langle n\rangle^{k+1+2 \varepsilon-\varepsilon_{0}}}+\sum_{|n|>\frac{1}{\delta}} \frac{1}{\langle n\rangle^{2+2 \varepsilon-\varepsilon_{0}}}\right) \\
& \leq \frac{\widetilde{C}_{\varepsilon_{0}, \omega}}{\delta} \rightarrow 0
\end{aligned}
$$

as $\delta \rightarrow \infty$ as long as $0<\varepsilon_{0}<1+2 \varepsilon$. Since $\mu_{\delta, \frac{k}{2}}, \mu_{\infty, \frac{k}{2}}$ are the laws of $X_{\delta, \frac{k}{2}}, X_{\infty, \frac{k}{2}}$, respectively, the convergence of the random variables implies the weak convergence of the Gaussian measures.

To show (ii), we first rewrite $X_{\delta, \frac{k}{2}}$ as follows

$$
X_{\delta, \frac{k}{2}}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{N}} \frac{2}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}}\left[\operatorname{Re} g_{n} \cos (n x)-\operatorname{Im} g_{n} \sin (n x)\right] .
$$

The above also holds for $\delta=\infty$. For $n \in \mathbb{N}$, set

$$
A_{n}=\frac{\operatorname{Re} g_{n}}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}}, \quad A_{-n}=-\frac{\operatorname{Im} g_{n}}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}}, \quad B_{n}=\frac{\operatorname{Re} g_{n}}{|n|^{\frac{k}{2}}}, \quad B_{-n}=-\frac{\operatorname{Im} g_{n}}{|n|^{\frac{k}{2}}},
$$

with $a_{ \pm n}=\mathbb{E}\left[A_{ \pm n}^{2}\right]=\left(T_{\delta, \frac{k}{2}}(n)\right)^{-1}$ and $b_{ \pm n}=\mathbb{E}\left[B_{ \pm n}^{2}\right]=|n|^{-k}$. Then, using (3.9), we have that

$$
\sum_{n \in \mathbb{Z}^{*}}\left(\frac{a_{n}}{b_{n}}-1\right)^{2}=\sum_{n \in \mathbb{Z}^{*}}\left(\frac{|n|^{k}}{T_{\delta, \frac{k}{2}}(n)}-1\right)^{2} \lesssim \frac{1}{\delta^{2 k}} \sum_{0<|n| \leq \frac{1}{\delta}} \frac{1}{|n|^{2 k}}+\frac{1}{\delta^{2}} \sum_{|n|>\frac{1}{\delta}} \frac{1}{|n|^{2}}<\infty
$$

Then, by Kakutani's theorem (Lemma 2.7), we conclude that $\mu_{\delta, \frac{k}{2}}$ and $\mu_{\infty, \frac{k}{2}}$ are equivalent.
3.3. Uniform bounds on the density - deep-water regime. In this subsection, we establish uniform in $\delta$ and $N$ bounds on the truncated density $F_{\delta, \frac{k}{2}, N, K}$ defined by

$$
\begin{equation*}
F_{\delta, \frac{k}{2}, N, K}(u)=\eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right) \tag{3.10}
\end{equation*}
$$

where we fix $K>0$ for the remaining of this section. Our main goal is to prove the following result.

Proposition 3.2. Let $1 \leq p<\infty, k \in \mathbb{N}$, and $K>0$. Then, for any $0<\delta \leq \infty$, we have that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|F_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}}\left\|F_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right)} \leq C_{p, k, \delta, K}<\infty . \tag{3.11}
\end{equation*}
$$

In addition, the following uniform bound holds for $2 \leq \delta \leq \infty$ :

$$
\begin{equation*}
\sup _{N \in \mathbb{N} 2 \leq \delta \leq \infty} \sup \left\|F_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N} 2 \leq \delta \leq \infty} \sup _{2 \leq \infty}\left\|F_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right)} \leq C_{p, k, K} \tag{3.12}
\end{equation*}
$$

for a finite constant $C_{p, k, K}>0$.
To establish Proposition 3.2, we use a variational approach, introduced by BarashkovGubinelli [4]; see also [44, 19, 45, 9, [46, 33] for other recent applications of this method. In particular, we consider the following truncated density

$$
\begin{equation*}
\mathcal{F}_{\delta, \frac{k}{2}, N, K}(u)=\exp \left(-R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)-A\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2 \alpha(k)}\right) \tag{3.13}
\end{equation*}
$$

for $A>0$ and $\alpha(k) \in \mathbb{N}$ to be chosen later. Noting that

$$
\begin{equation*}
\eta_{K}(x) \leq \exp \left(-A|x|^{\gamma}\right) \exp \left(A K^{\gamma}\right) \tag{3.14}
\end{equation*}
$$

for any $K, A, \gamma>0$, we have that

$$
F_{\delta, \frac{k}{2}, N, K}(u) \leq C_{A, K} \cdot \mathcal{F}_{\delta, \frac{k}{2}, N, K}(u)
$$

Hence, Proposition 3.2 follows once we prove the following uniform bounds.
Proposition 3.3. There exist $A_{0}, \gamma>0$ such that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|\mathcal{F}_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}}\left\|\mathcal{F}_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right)} \leq C_{p, \delta, k, K, A_{0}} \tag{3.15}
\end{equation*}
$$

for any $0<\delta \leq \infty, 1 \leq p<\infty, K>0, A \geq A_{0}$, and a finite constant $C_{p, \delta, k, K, A_{0}}>0$. In addition, the following uniform bound holds for $2 \leq \delta \leq \infty$ :

$$
\begin{equation*}
\sup _{N \in \mathbb{N} 2 \leq \delta \leq \infty} \sup _{\leq \mathcal{F}_{\delta, \frac{k}{2}, N, K}}\left(X_{\delta, \frac{k}{2}}\right)\left\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}} \sup _{2 \leq \delta \leq \infty}\right\| \mathcal{F}_{\delta, \frac{k}{2}, N, K}(u) \|_{L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right)} \leq C_{p, k, K, A_{0}} \tag{3.16}
\end{equation*}
$$

for any $1 \leq p<\infty, K>0, A \geq A_{0}$, and a finite constant $C_{p, k, K, A_{0}}>0$.
Let us first introduce some notations. Let $W(t)$ be a cylindrical Brownian motion in $L_{0}^{2}(\mathbb{T})=\mathbf{P}_{\neq 0} L^{2}(\mathbb{T})$ of mean-zero functions on $\mathbb{T}$, where $\mathbf{P}_{\neq 0}$ denotes the projection onto non-zero frequencies. Namely, we have

$$
\begin{equation*}
W(t)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} B_{n}(t) e^{i n x} \tag{3.17}
\end{equation*}
$$

where $\left\{B_{n}\right\}_{n \in \mathbb{Z}^{*}}$ is a sequence of mutually independent complex-valued ${ }^{1}$ Brownian motions such that $\overline{B_{n}}=B_{-n}, n \in \mathbb{Z}^{*}$. Then, we define a centered Gaussian process $Y_{\delta, \frac{k}{2}}(t)$ by

$$
\begin{equation*}
Y_{\delta, \frac{k}{2}}(t)=\left(\mathcal{T}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}} W(t), \tag{3.18}
\end{equation*}
$$

where $\left(\mathcal{T}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}}$ is the Fourier multiplier operator with the multiplier $\left(T_{\delta, \frac{k}{2}}(n)\right)^{-\frac{1}{2}}$ as in (1.13). In view of (1.12), we have $\mathcal{L}\left(Y_{\delta, \frac{k}{2}}(1)\right)=\mu_{\delta, \frac{k}{2}}$. Given $N \in \mathbb{N}$, we set $Y_{\delta, \frac{k}{2}, N}=\mathbf{P}_{N} Y_{\delta, \frac{k}{2}}$. Let $\mathbb{H}_{a}$ denote the collection of drifts, which are progressively measurable

[^1]processes belonging to $L^{2}\left([0,1] ; L_{0}^{2}(\mathbb{T})\right)$, $\mathbb{P}$-almost surely. We now state the Boué-Dupuis variational formula [6, 57].

Lemma 3.4. Given $0<\delta \leq \infty$, let $Y_{\delta, \frac{k}{2}}$ be as in (3.18) and fix $N \in \mathbb{N}$. Suppose that $F: C^{\infty}(\mathbb{T}) \rightarrow \mathbb{R}$ is measurable such that $\mathbb{E}\left[\left|F\left(Y_{\delta, \frac{k}{2}}(1)\right)\right|^{p}\right]<\infty$ and $\mathbb{E}\left[\left|e^{-F\left(Y_{\delta, \frac{k}{2}}(1)\right)}\right|^{q}\right]<\infty$ for some $1<p, q<\infty$ with $\frac{1}{p}+\frac{1}{q}=1$. Then, we have

$$
\begin{equation*}
-\log \mathbb{E}\left[e^{-F\left(Y_{\delta, \frac{k}{2}}(1)\right)}\right]=\inf _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[F\left(Y_{\delta, \frac{k}{2}}(1)+I_{\delta, \frac{k}{2}}(\theta)(1)\right)+\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right], \tag{3.19}
\end{equation*}
$$

where $I_{\delta, \frac{k}{2}}(\theta)$ is defined by

$$
I_{\delta, \frac{k}{2}}(\theta)(t)=\int_{0}^{t}\left(\mathcal{T}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}} \theta\left(t^{\prime}\right) d t^{\prime}
$$

and the expectation $\mathbb{E}=\mathbb{E}_{\mathbb{P}}$ is taken with respect to the underlying probability measure $\mathbb{P}$.
We first show a preliminary result on the pathwise regularity of $Y_{\delta, \frac{k}{2}, N}(1)$ and $I_{\delta, \frac{k}{2}}(\theta)(1)$.
Lemma 3.5. Let $0<\delta \leq \infty$ and $k \in \mathbb{N}$. For any finite $p \geq 1$ and $\sigma<\frac{k-1}{2}$, we have that

$$
\sup _{N \in \mathbb{N}} \mathbb{E}\left[\left\|Y_{\delta, \frac{k}{2} N}(1)\right\|_{W_{x}^{\sigma, \infty}}^{p}\right]<C_{p, \delta}<\infty
$$

where $C_{p, \delta}$ is independent of $\delta$ if $2 \leq \delta \leq \infty$. Moreover, for any $\theta \in \mathbb{H}_{a}$, we have

$$
\left\|I_{\delta, \frac{k}{2}}(\theta)(1)\right\|_{H_{x}^{\frac{k}{2}}}^{2} \leq C_{\delta} \int_{0}^{t}\|\theta(t)\|_{L_{x}^{2}}^{2} d t
$$

where the constant $C_{\delta}>0$ can be chosen independently of $\delta$ if $2 \leq \delta \leq \infty$.
Proof. For the first inequality, fix $\sigma<\frac{k-1}{2}$ and $\varepsilon>0$ sufficiently small such that $\sigma+\varepsilon<\frac{k-1}{2}$. Then, for $r \gg 1$ with $r \varepsilon>1$, Sobolev embedding gives that

$$
\left\|Y_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}} \lesssim\left\|\langle\nabla\rangle^{\sigma+\varepsilon} Y_{\delta, \frac{k}{2}, N}(1)\right\|_{L_{x}^{r}}
$$

Fix $p \geq r$. Note that the result follows for $1 \leq p<r$ from the embedding $L^{r}(\Omega) \subset L^{p}(\Omega)$. Then, by Minkowski's inequality and the Wiener chaos estimate (Lemma 2.6), we have

$$
\begin{aligned}
\left\|\left\|Y_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}}\right\|_{L^{p}(\Omega)} & \leq C p^{\frac{1}{2}}\| \|\langle\nabla\rangle^{\sigma+\varepsilon} Y_{\delta, \frac{k}{2}, N}(1)\left\|_{L^{2}(\Omega)}\right\|_{L_{x}^{r}} \\
& \leq C_{p}\left\|\mathbb{E}\left[\sum_{0<|n|,|m| \leq N}\langle n\rangle^{\sigma+\varepsilon}\langle m\rangle^{\sigma+\varepsilon} \frac{g_{n} \overline{g_{m}}}{\left(T_{\delta, \frac{k}{2}}(n) T_{\delta, \frac{k}{2}}(m)\right)^{\frac{1}{2}}} e^{i(n-m) x}\right]\right\|_{L_{x}^{r}} \\
& \leq C_{p, \delta} \sum_{0<|n| \leq N} \frac{1}{|n|^{k-2(\sigma+\varepsilon)}}<C_{p, \delta}<\infty
\end{aligned}
$$

due to (3.7), for some constant $C_{p, \delta}>0$ independent of $N \in \mathbb{N}$. Moreover, for $2 \leq \delta<\infty$, $C_{p, \delta}$ can be chosen independently of $\delta$. For the second estimate, from Minkowski and Cauchy-Schwarz inequalities, and (3.7), we have that

$$
\left\|I_{\delta, \frac{k}{2}}(\theta)(1)\right\|_{H_{x}^{\frac{k}{2}}}^{2} \leq C\left(\int_{0}^{1}\left[\sum_{n \neq 0} \frac{|n|^{k}}{T_{\delta, \frac{k}{2}}(n)}|\widehat{\theta}(t, n)|^{2}\right]^{\frac{1}{2}} d t\right)^{2} \leq C_{\delta}\left(\int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}} d t\right)^{2}
$$

$$
\leq C_{\delta} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t
$$

where $C_{\delta}$ is independent of $\delta$ for $2 \leq \delta<\infty$.
Note that (3.19) is equivalent to

$$
\log \mathbb{E}\left[e^{-F\left(Y_{\delta, \frac{k}{2}}(1)\right)}\right]=\sup _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[-F\left(Y_{\delta, \frac{k}{2}}(1)+I_{\delta, \frac{k}{2}}(\theta)(1)\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] .
$$

Then, setting $F(u)=p\left[R_{\delta, \frac{k}{2}, K}\left(\mathbf{P}_{N} u\right)+A\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2 \alpha(k)}\right]$, Proposition 3.3 follows from Lemma 3.4 once we establish an upper bound on

$$
\begin{equation*}
\mathcal{M}_{\delta, \frac{k}{2}, N}(v)=\mathbb{E}\left[-p R_{\delta, \frac{k}{2}}\left(Y_{\delta, \frac{k}{2}, N}(1)+\mathbf{P}_{N} v\right)-p A\left\|Y_{\delta, \frac{k}{2}, N}(1)+\mathbf{P}_{N} v\right\|_{L^{2}}^{2 \alpha(k)}-\frac{1}{2} C\|v\|_{H_{x}}^{2}{ }_{x}^{\frac{k}{2}}\right] \tag{3.20}
\end{equation*}
$$

uniformly in $N \in \mathbb{N}$ and $v \in H^{\frac{k}{2}}(\mathbb{T})$. In the following, we will use drop the $\delta, k$ dependence on $Y_{\delta, \frac{k}{2}, N}$ and use notation $v_{N}=\mathbf{P}_{N} v$. From the definition of the remainder $R_{\delta, \frac{k}{2}}$ in (3.2), we can rewrite it as

$$
R_{\delta, \frac{k}{2}}\left(Y_{N}+v_{N}\right)=A_{\frac{k}{2}, \frac{k}{2}}\left(Y_{N}+v_{N}\right)+\sum_{\ell=1}^{k-1} \frac{1}{\delta^{k-\ell}} A_{\frac{k}{2}, \frac{\ell}{2}}\left(Y_{N}+v_{N}\right)
$$

The following lemma controls the lower order terms in the remainder.
Lemma 3.6. Let $k \in \mathbb{N}$ with $k \geq 2,1 \leq \ell \leq k-1,0<\delta \leq \infty, u_{1} \in H^{\frac{k-1}{2}-}(\mathbb{T})$, and $u_{2} \in H^{\frac{k}{2}}(\mathbb{T})$. Then, for $0<\varepsilon<1$, there exists $C>0$ independent of $\delta$ such that

$$
\left|A_{\frac{k}{2}, \frac{\ell}{2}}\left(u_{1}+u_{2}\right)\right| \leq C\left(1+\frac{1}{\delta^{\ell-1}}\right)\left[1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2 \alpha(k)}\right]+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2},
$$

for $1 \ll q<\infty$ large enough and $\alpha(k) \in \mathbb{N}$ sufficiently large.
Proof. Fix $k \in \mathbb{N}$ with $k \geq 2$. Since the dependence on $k$ in the definition of $A_{\frac{k}{2}, \frac{\ell}{2}}$ in (3.3)- (3.4) is only seen in the constants, we will write $A_{\frac{\ell}{2}}$ for simplicity. For $\ell=1$, since $A_{\frac{1}{2}}(u) \sim \int u^{3} d x$, using Sobolev's inequality, 2.1), and Young's inequality gives

$$
\begin{align*}
\left|A_{\frac{1}{2}}\left(u_{1}+u_{2}\right)\right| & \lesssim\left\|u_{1}\right\|_{H^{\frac{1}{6}}}^{3}+\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{\frac{1}{k}}\left\|u_{2}\right\|_{L^{2}}^{\frac{3 k-1}{k}} \\
& \leq C_{\varepsilon}\left(\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{3}+\left\|u_{2}\right\|_{L^{2}}^{\frac{2(3 k-1)}{2 k-1}}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2} \tag{3.21}
\end{align*}
$$

for $C, C_{\varepsilon}>0$ and any $0<\varepsilon \ll 1$. Also, note that $\frac{2(2 k-1)}{2 k-1} \leq k+1$.
We now estimate $A_{\frac{\ell}{2}}$ when $k \geq 3$ and $2 \leq \ell \leq k-1$. First, consider $\ell=2 m$ for $1 \leq m \leq \frac{k-1}{2}$. For the first terms in (3.3), it suffices to consider $p(u)=u \partial_{x}^{m-1} u \partial_{x}^{m} u$, since the same estimate follows for the remaining terms from the boundedness of the Hilbert transform. Let $\frac{1}{2}<\theta<\frac{3}{4}$, then it follows from Cauchy-Schwarz, 2.3), Sobolev inequality, (2.1), and Young's inequality that for $0<\varepsilon<1$ there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left|\int\left(u_{1}+u_{2}\right) \partial_{x}^{m-1}\left(u_{1}+u_{2}\right) \partial_{x}^{m}\left(u_{1}+u_{2}\right) d x\right| \tag{3.22}
\end{equation*}
$$

$$
\begin{align*}
& =\left|\int \partial_{x}^{\theta}\left[\left(u_{1}+u_{2}\right) \partial_{x}^{m-1}\left(u_{1}+u_{2}\right)\right] \partial_{x}^{m-\theta}\left(u_{1}+u_{2}\right) d x\right| \\
& \lesssim\left\|u_{1}+u_{2}\right\|_{H^{m-\theta}}^{2}\left\|u_{1}+u_{2}\right\|_{H^{2 \theta-\frac{1}{2}}}^{\lesssim} \\
& \lesssim\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{3}+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2}\left\|u_{2}\right\|_{H^{\frac{k}{2}}}+\left\|u_{2}\right\|_{L^{2}}^{\frac{2 k-4 m+1}{k}}\left\|u_{2}\right\|_{H^{\frac{4 m-1}{k}}}^{H^{\frac{k}{2}}} \\
& \quad+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}\left(\left\|u_{2}\right\|_{L^{2}}^{\frac{2 k-4 m+4 \theta}{k}}\left\|u_{2}\right\|_{H^{\frac{4 m-4 \theta}{k}}}^{\frac{k}{2}}+\left\|u_{2}\right\|_{L^{2}}^{\frac{2 k-4 m+4 \theta}{k}}\left\|u_{2}\right\|_{H^{\frac{4 m-4 \theta}{k}}}^{\frac{k}{k}}\right) \\
& \leq C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2(k-1)}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2} \tag{3.23}
\end{align*}
$$

since $2 \theta-\frac{1}{2}<1 \leq \frac{k-1}{2}$ and $m \leq \frac{k-1}{2}$, for $1 \ll q<\infty$ sufficiently large. For the second contribution in (3.3), using (2.6), Young's convolution inequality and Hölder's inequality, we estimate it by

$$
\begin{aligned}
& \sum_{j=3}^{2 m+2} \sum_{i=0}^{2 m+2-j} \sum_{\substack{m-1 \geq \alpha_{1} \geq \ldots \geq \alpha_{j} \geq 0, \alpha_{1} \cdots j=i}} \frac{1}{\delta^{2 m+2-j-i}}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{2}}} \prod_{l=3}^{j}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{l}+\frac{1}{2}+}} \\
& \lesssim\left(1+\frac{1}{\delta^{2 m-1}}\right)\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2 m+2}+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2 m+1}\left\|u_{2}\right\|_{H^{\frac{k}{2}}}+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2 m_{2}}\left\|u_{2}\right\|_{H^{m-1}}^{2}\right. \\
& \quad+\sum_{j=3}^{2 m+2} \sum_{\substack{m-1 \geq \alpha_{1} \geq \ldots \geq \alpha_{j} \geq 0, \alpha_{1} \cdots j=2 m+2-j}}\left[\left\|u_{1}\right\|_{H^{m-1}}^{j-3}\left\|u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{2}\right\|_{H^{\alpha_{2}}}\left\|u_{2}\right\|_{H^{\alpha_{3}+\frac{1}{2}+}}+\cdots\right. \\
& \left.\left.+\left\|u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{2}\right\|_{H^{\alpha_{2}}} \prod_{l=3}^{j}\left\|u_{2}\right\|_{H^{\alpha_{l}+\frac{1}{2}+}}\right]\right) .
\end{aligned}
$$

For fixed $j \in\{3, \ldots, 2 m+2\}$, from (2.1) and Young's inequality, we have that for $0<\varepsilon<1$, there exists $C_{\varepsilon}>0$ and $1 \leq q<\infty$ such that

$$
\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2 m+1}\left\|u_{2}\right\|_{H^{\frac{k}{2}}}+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{2 m}\left\|u_{2}\right\|_{H^{m-1}}^{2} \leq C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{6}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2},
$$

while for $3 \leq l \leq j$ we have

$$
\begin{aligned}
& \left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{j-l}\left\|u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{2}\right\|_{H^{\alpha_{2}}} \prod_{\kappa=3}^{l}\left\|u_{2}\right\|_{H^{\alpha_{\kappa}+\frac{1}{2}+}} \\
& \lesssim\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{j-l}\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{\frac{2 \alpha_{1} \ldots l+l-2}{k}}\left\|u_{2}\right\|_{L^{2} \frac{l k-2 \alpha_{1} \ldots l}{k}-l+2}^{k} \\
& \leq C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{\frac{l \frac{k-2 \alpha_{1} \ldots l-l+2}{2 k-2 \alpha_{1} \ldots l+l-2}+}{l+l}+}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2}
\end{aligned}
$$

for some $1 \ll q<\infty$. Replacing this estimate above gives that for $0<\varepsilon<1$ there exists $C_{\varepsilon}>0$ and $1 \ll q<\infty$ such that

$$
\begin{equation*}
\cdots \lesssim\left(1+\frac{1}{\delta^{2 m-1}}\right)\left[C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2(k-1)}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2}\right] \tag{3.24}
\end{equation*}
$$

Thus, for even $k \geq 3$ and $2 \leq \ell \leq k-1$ even, for $0<\varepsilon \ll 1$ sufficiently small, there exists $C_{\varepsilon}>0$ such that

$$
\begin{equation*}
\left|A_{\frac{\ell}{2}}\left(u_{1}+u_{2}\right)\right| \leq\left(1+\frac{1}{\delta^{\ell-1}}\right) C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2(k-1)}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2}, \tag{3.25}
\end{equation*}
$$

for some $1 \ll q<\infty$.
Now let $k \geq 3$ and $2 \leq \ell \leq k-1$ odd, i.e., $\ell=2 m+1$ for $1 \leq m \leq \frac{k-2}{2}$. From (3.4), we see that from (2.6) and Young's convolution inequality, we have

$$
\begin{aligned}
& \left|A_{\frac{2 m+1}{2}}^{2}\left(u_{1}+u_{2}\right)\right| \\
& \lesssim \sum_{j=3}^{2 m+3} \sum_{i=0}^{2 m+3-j} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u) \\
\|}}\left|\int p\left(u_{1}+u_{2}\right) d x\right| \\
& \lesssim(u) \|=2 m+3-j+i \\
& \tilde{p}(u)=\prod_{\kappa=1}^{j=\partial_{x}^{\alpha_{\kappa}} u} \begin{array}{l}
m \geq \alpha_{1} \cdots j \geq 0
\end{array} \\
& \lesssim\left(1+\frac{1}{\delta^{2 m}}\right) \sum_{j=3}^{2 m+3} \sum_{\substack{\alpha_{1} \ldots j=2 m+3-j \\
m \geq \alpha_{1} \geq \cdots \geq \alpha_{j} \geq 0}}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{2}}} \prod_{\kappa=3}^{j}\left\|u_{1}+u_{2}\right\|_{H^{\alpha_{\kappa}+\frac{1}{2}+}}
\end{aligned}
$$

For $3 \leq l \leq j$, for $0<\varepsilon<1$ there exists $C_{\varepsilon}>0$ such that

$$
\begin{aligned}
& \left\|u_{1}\right\|_{H^{m}}^{j-l}\left\|u_{2}\right\|_{H^{\alpha_{1}}}\left\|u_{2}\right\|_{H^{\alpha_{2}}} \prod_{\kappa=3}^{l}\left\|u_{2}\right\|_{H^{\alpha_{\kappa}+\frac{1}{2}+}} \\
& \leq C_{\varepsilon}\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2 \frac{(k-2) j-2}{2 k-2 m-1}}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2}
\end{aligned}
$$

for $1 \ll q<\infty$ sufficiently large. Then, we have that for $0<\varepsilon<1$ there exists $C_{\varepsilon}>0$ such that

$$
\begin{align*}
& \left|A_{\frac{2 m+1}{2}}\left(u_{1}+u_{2}\right)\right| \\
& \leq\left(1+\frac{1}{\delta^{2 m}}\right)\left(1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2(2 k-1)(k-2)}\right)+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2} \tag{3.26}
\end{align*}
$$

for $1 \ll q<\infty$ sufficiently large. Thus, for odd $3 \leq \ell \leq k-1$, for $0<\varepsilon \ll 1$ sufficiently small, there exist $C_{\varepsilon}>0$ and $1 \ll q<\infty$ such that

$$
\begin{equation*}
\left|A_{\frac{\ell}{2}}\left(u_{1}+u_{2}\right)\right| \leq\left(1+\frac{1}{\delta^{\ell-1}}\right) C_{\varepsilon}\left[1+\left\|u_{1}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|u_{2}\right\|_{L^{2}}^{2(k-2)(2 k-1)}\right]+\varepsilon\left\|u_{2}\right\|_{H^{\frac{k}{2}}}^{2}, . \tag{3.27}
\end{equation*}
$$

The estimate follows from combining (3.21), (3.25), and (3.27).
The following lemma controls the leading contribution in the remainder.
Lemma 3.7. Let $k \in \mathbb{N}, 0<\delta \leq \infty$, and $Y_{N}, v_{N}$ as defined earlier. Then, for $0<\varepsilon<1$, there exists $C_{\delta, \varepsilon}>0$ independent of $N \in \mathbb{N}$ such that

$$
\left|\mathbb{E}\left[A_{\frac{k}{2}, \frac{k}{2}}\left(Y_{N}+v_{N}\right)\right]\right| \leq \mathbb{E}\left[C_{\delta, \varepsilon}\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}\right]
$$

for $1 \ll q<\infty$ and $\alpha(k) \in \mathbb{N}$ sufficiently large enough depending on $k$. Moreover, $C_{\delta, \varepsilon}$ can be chosen independently of $2 \leq \delta \leq \infty$.

Proof. We first consider odd integers $k \geq 1$. Let $k=2 \ell+1$ for $\ell \geq 0$. We can estimate the last contribution in (3.4) as in (3.26) for $\ell \geq 1$ (since this contribution does not appear in $A_{\frac{1}{2}, \frac{1}{2}}$, to get that for $\varepsilon>0$ there exist $C_{\varepsilon}>0,1 \ll q<\infty$, and $\alpha(k) \in \mathbb{N}$ such that

$$
\begin{aligned}
& \sum_{j=3}^{k+2} \sum_{i=0}^{k+2-j} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u) \\
\begin{array}{l}
\|p(u)\| \|=k+2-j-i \\
\tilde{p}(u)=\prod_{\kappa=1}^{j} \partial_{x}^{\alpha_{k}} u \\
\alpha_{1} . . j=i \\
\ell-1 \geq \alpha_{1} \geq \ldots \geq \alpha_{j} \geq 0
\end{array}}}\left|\int p\left(Y_{N}+v_{N}\right) d x\right| \\
& \leq C\left(1+\frac{1}{\delta^{k-1}}\right)\left[1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right]+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2} .
\end{aligned}
$$

For $\ell \geq 0$, to estimate the first term in (3.4), it suffices to estimate $\int p\left(Y_{N}+v_{N}\right) d x$ where $p(u)=u \partial_{x}^{\ell} u \partial_{x}^{\ell} u:$

$$
\mathbb{E}\left[\int\left(Y_{N}\left(\partial_{x}^{\ell} Y_{n}\right)^{2}+v_{N}\left(\partial_{x}^{\ell} Y_{N}\right)^{2}+\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N}\right) d x\right]
$$

The first contribution vanishes by Isserlis' theorem. For the second contribution, using Hölder's and Young's inequality, for $0<\varepsilon<1$, there exist $C>0$ such that

$$
\left.\left.\left.\begin{array}{rl}
\left|\int v_{N}\left(\partial_{x}^{\ell} Y_{N}\right)^{2} d x\right| & =\left|\int\left\langle\partial_{x}\right\rangle^{\ell+\frac{1}{2}}\left(v_{N}\right)\left\langle\partial_{x}\right\rangle^{-\ell-\frac{1}{2}}\left(\partial_{x}^{\ell} Y_{N}\right)^{2}\right| \\
& \lesssim\left\|v_{N}\right\|_{H^{\ell+\frac{1}{2}}}\left\|\mathbf{P}_{\neq 0}\left(\partial_{x}^{\ell} Y_{N}\right)^{2}\right\|_{H^{-\ell-\frac{1}{2}}} \\
& \leq \varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}+C\left\|\mathbf{P}_{\neq 0}\left(\partial_{x}^{\ell} Y_{N}\right)^{2}\right\|_{H^{-\ell-\frac{1}{2}}}, \\
\mathbb{E}\left[\left\|\left(\partial_{x}^{\ell} Y_{N}\right)^{2}\right\|_{H^{-\ell-\frac{1}{2}}}^{2}\right] & =\mathbb{E}\left[\left.\sum_{n \neq 0} \frac{1}{\langle n\rangle^{2 \ell+1}}\right|_{\substack{n=n_{1}+n_{2} \\
0<\left|n_{j}\right| \leq N}} \frac{g_{n_{1}} g_{n_{2}}}{}\left(T_{\delta, \ell+\frac{1}{2}}\left(n_{1}\right) T_{\delta, \ell+\frac{1}{2}}\left(n_{2}\right)\right)^{\frac{1}{2}}\right.
\end{array} n_{1} n_{2}\right)\left.^{\ell}\right|^{2}\right]\right] .
$$

by (3.7), for some $C_{\delta}>0$ independent of $N \in \mathbb{N}$, which can be chosen independently of $2 \leq \delta \leq \infty$. For the last contribution, using Cauchy's inequality, (2.3), Sobolev inequality, (2.1), and Young's inequality, we get that for $0<\varepsilon<1$, there exists $C>0$ such that

$$
\begin{aligned}
& \left|\int\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N} \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) d x\right| \\
& =\left|\int\left\langle\partial_{x}\right\rangle^{\theta}\left(\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N}\right)\left\langle\partial_{x}\right\rangle^{-\theta} \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) d x\right| \\
& \lesssim\left\|\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N}\right\|_{H^{\theta}}\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}} \\
& \lesssim\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}}\left\|Y_{N}+v_{N}\right\|_{H^{\frac{1}{4}}}\left\|v_{N}\right\|_{H^{\ell+\theta+\frac{1}{4}}} \\
& \lesssim 1+\left\|Y_{N}\right\|_{H^{\ell-}}^{4}+\left\|Y_{N}\right\|_{H^{\ell-}}\left(\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{\frac{2(\ell+\theta)+1}{k}}\left\|v_{N}\right\|_{L^{2}}^{\frac{2(k-\ell-\theta)-1}{k}}+\left\|v_{N}\right\|_{H^{\frac{8 \ell+1}{2}}}^{\frac{8 \ell}{2 k}}\left\|v_{N}\right\|_{L^{2}}^{\frac{4(k-2 \ell)-1}{2 k}}\right)
\end{aligned}
$$

$$
\begin{gathered}
+\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{\frac{4 \ell+1}{k}}\left\|v_{N}\right\|_{L^{2}}^{\frac{3 k-4 \ell-1}{k}} \\
\leq C\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2(k+1)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}
\end{gathered}
$$

for $\ell=1,0<\theta<\frac{1}{4}$, and $1 \ll q<\infty$ sufficiently large. For $\ell=0$, it remains to estimate the cubic contribution $\int v_{N}^{3} d x$ :

$$
\left|\int v_{N}^{3} d x\right| \lesssim\left\|v_{N}\right\|_{H^{\frac{1}{6}}}^{3} \lesssim\left\|v_{N}\right\|_{L^{2}}^{2}\left\|v_{N}\right\|_{H^{\frac{1}{2}}} \leq C\left\|v_{N}\right\|_{L^{2}}^{4}+\varepsilon\left\|v_{N}\right\|_{H^{\frac{1}{2}}}^{2}
$$

For the cubic terms of the form $\int p\left(Y_{N}+v_{N}\right) d x$ where $\widetilde{p}(u)=\partial_{x} u \cdot \partial_{x}^{\ell-1} u \cdot \partial_{x}^{\ell} u$, we need only estimate $\ell \geq 2$, as for $\ell=1$ this is the same as the previous term. Then, proceeding as before, for $0<\varepsilon<1$, there exists $C>0$ such that

$$
\begin{align*}
& \left|\int \partial_{x}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) d x\right| \\
& =\left|\int\left\langle\partial_{x}\right\rangle^{\theta}\left(\partial_{x}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right)\right)\left\langle\partial_{x}\right\rangle^{-\theta} \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) d x\right| \\
& \lesssim\left\|\partial_{x}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right)\right\|_{H^{\theta}}\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}} \\
& \lesssim\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}}\left\|Y_{N}+v_{N}\right\|_{H^{\frac{1}{2}+2 \theta}}\left\|v_{N}\right\|_{H^{\ell-\theta}} \\
& \lesssim 1+\left\|Y_{N}\right\|_{H^{\ell-}}^{4}+\left\|Y_{N}\right\|_{H^{\ell-}}\left(\left\|v_{N}\right\|_{H^{\frac{4(\ell-\theta)}{k}}}^{k^{\frac{k}{2}}}\left\|v_{N}\right\|_{L^{2}}^{\frac{2(k-2 \ell+2 \theta)}{k}}+\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{\frac{2(\ell+\theta)+1}{k}}\left\|v_{N}\right\|_{L^{2}}^{\frac{2(k-\ell-\theta)-1}{k}}\right) \\
& \quad+\left\|v_{N}\right\|_{H^{\frac{k \ell+1}{2}}}^{\frac{4(1)}{\frac{k}{2}}}\left\|v_{N}\right\|_{L^{2}}^{\frac{3 k-4 \ell-1}{k}} \\
& \leq C\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2(k+1)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2} \tag{3.28}
\end{align*}
$$

for $\frac{1}{4}<\theta<\frac{3}{4}$ and $1 \ll q<\infty$ sufficiently large. The cubic terms with $\widetilde{p}(u)=u \cdot \partial_{x}^{\ell-1} u \cdot \partial_{x}^{\ell} u$ and $\|\|p(u)\|\|=1$ are controlled by the term above multiplied by $\frac{1}{\delta}$. It only remains to estimate the quartic terms with $\widetilde{p}(u)=u^{2} d x^{\ell-1} u \partial_{x}^{\ell} u$. Proceeding as before, for $0<\varepsilon<1$, there exists $C>0$ such that

$$
\begin{align*}
& \left|\int\left(Y_{N}+v_{N}\right)^{2} \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell}\left(Y_{N}+v_{N}\right) d x\right|  \tag{3.29}\\
& =\left|\int\left\langle\partial_{x}\right\rangle^{\theta}\left[\left(Y_{N}+v_{N}\right)^{2} \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right)\right]\left\langle\partial_{x}\right\rangle^{-\theta}\left[\partial_{x}^{\ell}\left(Y_{N}+v_{N}\right)\right] d x\right| \\
& \lesssim\left\|\left(Y_{N}+v_{N}\right)^{2} \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right)\right\|_{H^{\theta}}\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}} \\
& \lesssim\left\|Y_{N}+v_{N}\right\|_{H^{\theta}}^{2}\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\theta}}^{2} \\
& \lesssim\left\|Y_{N}\right\|_{H^{\ell-}}^{4}+\left\|Y_{N}\right\|_{H^{\ell-}}^{3}\left\|v_{N}\right\|_{H^{\ell-\theta}}+\left\|Y_{N}\right\|_{H^{\ell-}}^{2}\left\|v_{N}\right\|_{H^{\frac{4(\ell-\theta)}{k}}}^{H^{\frac{k}{2}}}\left\|v_{N}\right\|_{L^{2}}^{\frac{2(k-2 \ell+2 \theta)}{k}}  \tag{3.30}\\
& \quad \quad+\left\|Y_{N}\right\|_{H^{\ell-}}\left\|v_{N}\right\|_{H^{\frac{4 \ell-2 \theta}{k}}}^{\frac{k}{2}}\left\|v_{N}\right\|_{L^{2}}^{\frac{3 k-4 \ell+2 \theta}{k}}+\left\|v_{N}\right\|_{H^{\frac{k \ell}{2}}}^{\frac{k^{2}}{k}}\left\|v_{N}\right\|_{L^{2^{k}}}^{\frac{4(k-\ell)}{k}} \\
& \leq C\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2(k+1)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}, \tag{3.31}
\end{align*}
$$

for $\frac{1}{4}<\theta<\frac{1}{2}$ and $1 \ll q<\infty$ sufficiently large.
Now, we consider even integers $k \geq 2$, namely, $k=2 \ell$ for $\ell \geq 1$. We can estimate the last contribution in $(3.3)$ as in $(3.24)$ for $k \geq 4$, while for $k=2$, we have that these contributions
are of the form $\int p_{j}(u) d x$ where $p_{j}(u) \in \mathcal{P}_{j}(u), j=3,4$, with $\widetilde{p}_{3}(u)=u^{3}, \mid\left\|p_{3}(u)\right\| \|=1$, and $\widetilde{p}_{4}(u)=u^{4}$ with $\left\|\mid p_{4}(u)\right\| \|=0$, therefore controlled by

$$
\frac{1}{\delta}\left\|Y_{N}+v_{N}\right\|_{L^{3}}^{3}+\left\|Y_{N}+v_{N}\right\|_{L^{4}}^{4} \leq C_{\varepsilon}\left(1+\frac{1}{\delta}\right)\left(1+\left\|Y_{N}\right\|_{H^{\frac{1}{2}}-}^{q}+\left\|v_{N}\right\|_{L^{2}}^{6}\right)+\varepsilon\left\|v_{N}\right\|_{H^{1}}^{2}
$$

for $0<\varepsilon \ll 1, C_{\varepsilon}>0$, and some $1 \ll q<\infty$. Thus, we get that the last contribution in (3.3) for $k=2 \ell \geq 2$ is controlled by

$$
\begin{align*}
& \sum_{j=3}^{k+2} \sum_{i=0}^{k+2-j} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u), j=3, \ldots, k+2 \\
\|p(u)\|+\|p(u)\||=k+2-j\\
| p(u) \| \leq \ell-1}}\left|\int p\left(Y_{N}+v_{N}\right) d x\right| \\
& \leq C\left(1+\frac{1}{\delta^{k+1}}\right)\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}, \tag{3.32}
\end{align*}
$$

for $0<\varepsilon<1$, for some $C>0,1 \ll q<\infty$, and $\alpha(k) \in \mathbb{N}$ sufficiently large. It remains to estimate the leading order cubic terms in (3.3), for which it suffices to estimate the term corresponding to $p(u)=u \partial_{x}^{\ell-1} u \partial_{x}^{\ell} u$ :

$$
\begin{aligned}
\mathbb{E}\left[\int \left(Y_{N} \partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N}+\left(Y_{N}+v_{N}\right)\right.\right. & \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N} \\
& \left.\left.+\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1} v_{N} \partial_{x}^{\ell} Y_{N}+v_{N} \partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N}\right) d x\right]
\end{aligned}
$$

The first term vanishes by Isserlis' theorem. For the second term, we use Cauchy-Schwarz inequality, Sobolev inequality, (2.1), and Young's inequality, to show that for $0<\varepsilon<1$ there exists $C>0$ such that

$$
\begin{align*}
& \left|\int\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N} d x\right|^{\lesssim\left\|Y_{N}+v_{N}\right\|_{H^{\frac{1}{4}}}\left\|Y_{N}+v_{N}\right\|_{H^{\ell-\frac{3}{4}}}\left\|v_{N}\right\|_{H^{\ell}}} \begin{array}{l}
\lesssim\left\|Y_{N}\right\|_{H^{\ell-\frac{3}{4}}}^{2}\left\|v_{N}\right\|_{H^{\ell}}+\left\|Y_{N}\right\|_{H^{\ell-\frac{3}{4}}}\left\|v_{N}\right\|_{H^{\ell}}\left\|v_{N}\right\|_{H^{\ell-\frac{3}{4}}}+\left\|v_{N}\right\|_{H^{\ell}}\left\|v_{N}\right\|_{H^{\ell-\frac{3}{4}}}\left\|v_{N}\right\|_{H^{\frac{1}{4}}} \\
\lesssim\left\|Y_{N}\right\|_{H^{\ell-\frac{3}{4}}}^{2}\left\|v_{N}\right\|_{H^{\ell}}+\left\|Y_{N}\right\|_{H^{\ell-\frac{3}{4}}}\left\|v_{N}\right\|_{H^{\frac{4 k-3}{2 k}}}^{\frac{4 k-3}{2 k}}\left\|v_{N}\right\|_{L^{2}}^{\frac{3}{2 k}}+\left\|v_{N}\right\|_{H^{\frac{2 k-1}{2}}}^{\frac{2 k-1}{k}}\left\|v_{N}\right\|_{L^{\frac{k+1}{k}}}^{\frac{k}{2}} \\
\leq C\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2(k+1)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}
\end{array} .
\end{align*}
$$

since $\ell=\frac{k}{2}$ and for $1 \ll q<\infty$ large enough. The third contribution can be handled by integration by parts and earlier estimates since

$$
\begin{aligned}
& \int\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1} v_{N} \partial_{x}^{\ell} Y_{N} d x=-\int \partial_{x}\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell-1} v_{N} \partial_{x}^{\ell-1} Y_{N} d x \\
&-\int\left(Y_{N}+v_{N}\right) \partial_{x}^{\ell} v_{N} \partial_{x}^{\ell-1} Y_{N} d x
\end{aligned}
$$

where the first term can be estimate as in (3.32) and the second term was estimated in (3.33). Thus, it only remains to estimate the last term. Applying Cauchy-Schwarz and Young's inequality, we get that for $0<\varepsilon<1$, there exists $C>0$ such that

$$
\left|\mathbb{E}\left[\int v_{N} \partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N} d x\right]\right|=\left|\mathbb{E}\left[\int\left(\left\langle\partial_{x}\right\rangle^{\ell} v_{N}\right)\left\langle\partial_{x}\right\rangle^{-\ell}\left(\partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell-1} Y_{N}\right) d x\right]\right|
$$

$$
\begin{aligned}
& \lesssim\left|\mathbb{E}\left[\left\|v_{N}\right\|_{H^{\ell}}\left\|\mathbf{P}_{\neq 0}\left(\partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N}\right)\right\|_{H^{-\ell}}\right]\right| \\
& \leq\left|\mathbb{E}\left[\varepsilon\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}\right]+\left[C\left\|\mathbf{P}_{\neq 0}\left(\partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N}\right)\right\|_{H^{-\ell}}^{2}\right]\right|
\end{aligned}
$$

Then, from Isserlis' theorem and (3.7), we have

$$
\begin{aligned}
\mathbb{E}\left[\left\|\mathbf{P}_{\neq 0}\left(\partial_{x}^{\ell-1} Y_{N} \partial_{x}^{\ell} Y_{N}\right)\right\|_{H^{-\ell}}^{2}\right] & =\mathbb{E}\left[\sum_{n \neq 0} \frac{1}{\langle n\rangle^{2 \ell}}\left|\sum_{\substack{n=n_{1}+n_{2} \\
0<\left|n_{j}\right| \leq N}} \frac{\left(i n_{1}\right)^{\ell-1}\left(i n_{2}\right)^{\ell} g_{n_{1}} g_{n_{2}}}{\left(T_{\delta, k}\left(n_{1}\right) T_{\delta, k}\left(n_{2}\right)\right)^{\frac{1}{2}}}\right|^{2}\right] \\
& \sim_{\delta} \sum_{n \neq 0} \frac{1}{\langle n\rangle^{2 \ell}} \sum_{\substack{n=n_{1}+n_{2} \\
0<\left|n_{j}\right| \leq N}} \frac{\left|n_{1}\right|^{k-2}\left|n_{2}\right|^{k}+\left|n_{1} n_{2}\right|^{k-1}}{\left|n_{1}\right|^{k}\left|n_{2}\right|^{k}} \\
& \sim_{\delta} \sum_{n} \frac{1}{\langle n\rangle^{2 \ell}} \sum_{0<\left|n_{1}\right| \leq N}\left(\frac{1}{\left|n_{1}\right|\left|n-n_{1}\right|}+\frac{1}{\left|n_{1}\right|^{2}}\right)<\infty
\end{aligned}
$$

uniformly in $N \in \mathbb{N}$. The implicit constant can also be made independent of $2 \leq \delta \leq \infty$.
Combining all the estimates above, we get the intended result.
We can now focus on $\mathcal{M}_{\delta, \frac{k}{2}, N}$ defined in 3.20 . Fix $1 \leq p<\infty$. Applying Lemma 3.6 and Lemma 3.7, for $0<\varepsilon<1$ there exists $C_{\delta}>0$ independent of $N \in \mathbb{N}$ (and also independent of $2 \leq \delta \leq \infty)$ such that for any $v \in H^{\frac{k}{2}}(\mathbb{T})$, we have

$$
\begin{aligned}
\mathcal{M}_{\delta, \frac{k}{2}, N}(v) \leq \mathbb{E}\left[p C_{\delta}\left(1+\left\|Y_{N}\right\|_{H^{\frac{k-1}{2}-}}^{q}\right)+\left(p C_{\delta} \varepsilon-\frac{1}{2} C\right)\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}\right. & +p C_{\delta}\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)} \\
& \left.-A_{0}\left\|Y_{N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right]
\end{aligned}
$$

for $1 \ll q<\infty$ and $\alpha(k) \in \mathbb{N}$ sufficiently large. By picking $\varepsilon$ so that $p C_{\delta} \varepsilon<\frac{1}{2} C$ and using Lemma 3.5, there exists a constant $C_{\delta, p}>0$ independent of $N \in \mathbb{N}$ (and independent of $2 \leq \delta \leq \infty)$ such that

$$
\mathcal{M}_{\delta, \frac{k}{2}, N}(v) \leq C_{p, \delta}+\mathbb{E}\left[p C_{\delta}\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}-A_{0}\left\|Y_{N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right]
$$

Note that by using Cauchy-Schwarz and Young's inequality, we get that for $0<\varepsilon<1$, there exists $C>0$ such that

$$
\begin{aligned}
-\left\|Y_{N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)} & =-\left(\left\|Y_{N}\right\|_{L^{2}}^{2}+\left\|v_{N}\right\|_{L^{2}}^{2}+2 \int Y_{N} v_{N} d x\right)^{\alpha(k)} \\
& =-\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{i} \geq 0}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}}\left\|Y_{N}\right\|_{L^{2}}^{2 \ell_{1}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}}\left(2 \int Y_{N} v_{N} d x\right)^{\ell_{3}} \\
& \leq-\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}+\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{1}, \ell_{2} \geq 0, \ell_{3} \geq 1}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}}\left\|Y_{N}\right\|_{L^{2}}^{2 \ell_{1}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}}\left|2 \int Y_{N} v_{N} d x\right|^{\ell_{3}} \\
& \leq-\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}+\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{1}, \ell_{2} \geq 0, \ell_{3} \geq 1}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}} 2^{\ell_{3}}\left\|Y_{N}\right\|_{L^{2}}^{2 \ell_{1}+\ell_{3}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}+\ell_{3}} \\
& \leq-(1-\varepsilon)\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}+C\left\|Y_{N}\right\|_{L^{2}}^{q},
\end{aligned}
$$

for $1 \ll q<\infty$ sufficiently large, since $2 \ell_{1}+\ell_{3}<2 \alpha(k)$. Therefore, by choosing $A_{0}>0$ large enough such that $p C_{\delta}-A_{0}(1-\varepsilon) \leq 0$, we get that

$$
\sup _{v \in H^{\frac{k}{2}}} \sup _{N \in \mathbb{N}} \mathcal{M}_{\delta, \frac{k}{2}, N}(v)<C_{p, \delta}
$$

for some constant $C_{p, \delta}>0$, which can be chosen independently of $2 \leq \delta \leq \infty$. This completes the proof of Proposition 3.2.
3.4. Construction of the measures $\rho_{\delta, \frac{k}{2}}$ for $0<\delta \leq \infty$. Fix $k \in \mathbb{N}$ with $k \geq 2$, $0<\delta \leq \infty$, and $K>0$. Define the limiting density $F_{\delta, \frac{k}{2}, K}(u)$ by

$$
F_{\delta, \frac{k}{2}, K}(u)=\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) \exp \left(-R_{\delta, \frac{k}{2}}(u)\right) .
$$

Proposition 3.8. Let $k \in \mathbb{N}$, with $k \geq 2$, and $0<\delta \leq \infty$. Given $1 \leq p<\infty$, the sequences $\left\{\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right\}_{N \in \mathbb{N}}$ and $\left\{R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right)\right\}_{N \in \mathbb{N}}$ are Cauchy in $L^{p}\left(\Omega ; H^{\frac{k-1}{2}-}(\mathbb{T})\right)$ and $L^{p}(\Omega)$, thus converging to limits denoted by $X_{\delta, \frac{k}{2}}$ and $R_{\delta, \frac{k}{2}}\left(X_{\delta, \frac{k}{2}}\right)$, respectively. Moreover, given any $1 \leq p<\infty$ and $\theta>0$, we have that

$$
\begin{array}{r}
\sup _{N \in \mathbb{N} 2 \leq \delta \leq \infty} \sup _{2 \leq}\| \| \mathbf{P}_{N} X_{\delta, \frac{k}{2}}\left\|_{H_{x}^{\frac{k-1}{2}-\theta}}\right\|_{L^{p}(\Omega)}<C p<\infty, \\
\sup _{2 \leq \delta \leq \infty}\| \| \mathbf{P}_{N} X_{\delta, \frac{k}{2}}-\mathbf{P}_{M} X_{\delta, \frac{k}{2}}\left\|_{H_{x}^{\frac{k-1}{2}-\theta}}\right\|_{L^{p}(\Omega)} \leq \frac{C p}{N^{\theta}} \rightarrow 0, \tag{3.35}
\end{array}
$$

for any $M \geq N$ tending to $\infty$. In particular, the rate of convergence is uniform in $2 \leq \delta \leq$ $\infty$. In addition, for $1 \leq p<\infty$, there exists $\theta>0$ such that

$$
\begin{align*}
& \sup _{N \in \mathbb{N} \cup\{\infty\}} \sup _{2 \leq \delta \leq \infty}\left\|R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}<\infty,  \tag{3.36}\\
& \left\|R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{M} X_{\delta, \frac{k}{2}}\right)-R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)} \leq \frac{C_{\delta, k} p^{k+1}}{N^{\theta}}, \tag{3.37}
\end{align*}
$$

for any $M \geq N \geq 1$. For $2 \leq \delta \leq \infty$, we can choose the constant $C_{\delta, k}$ independently of $\delta$, and hence the rate of convergence is uniform in $2 \leq \delta \leq \infty$.

Before proceeding to the proof of Proposition 3.8, we show Theorem 1.1(i).
Proof of Theorem 1.1 (i). Theorem $1.1(\mathrm{i})$ follows from (i) the uniform in $N \in \mathbb{N}$ (and $2 \leq$ $\delta<\infty) L^{p}(\Omega)$-bounds on the density $F_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)$, (ii) the $L^{p}(\Omega)$ convergence of the remainder $R_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right)$ and of $\left\|\mathbf{P}_{N} X_{\delta, \frac{k}{2}}\right\|_{L^{2}}$ in Proposition 3.8, (iii) and the continuous mapping theorem which allows us to conclude the convergence in probability of the density.

Lastly, we show the convergence of $\rho_{\delta, \frac{k}{2}, N, K}$ to $\rho_{\delta, \frac{k}{2}, K}$ in total variation as $N \rightarrow \infty$, uniformly in $2 \leq \delta \leq \infty$. From the $L^{p}(\Omega)$-convergence of the density, we have the following for the partition functions $Z_{\delta, N}, Z_{\delta}$ of $\rho_{\delta, \frac{k}{2}, N, K}, \rho_{\delta, \frac{k}{2}, K}$, respectively:

$$
Z_{\delta, N}=\left\|F_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{1}(\Omega)} \rightarrow\left\|F_{\delta, \frac{k}{2}, K}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{1}(\Omega)}=Z_{\delta} \quad \text { as } N \rightarrow \infty
$$

where the convergence is uniform in $2 \leq \delta \leq \infty$. Let $\varepsilon>0$ and $\mathcal{B}$ denote the family of Borel sets of $H^{\frac{k-1}{2}-\varepsilon}(\mathbb{T})$. Then,

$$
\lim _{N \rightarrow \infty} \sup _{A \in \mathcal{B}}\left|\rho_{\delta, \frac{k}{2}, N, K}(A)-\rho_{\delta, \frac{k}{2}, K}(A)\right|
$$

$$
\begin{aligned}
& =Z_{\delta}^{-1} \lim _{N \rightarrow \infty} \sup _{A \in \mathcal{B}}\left|\frac{Z_{\delta}}{Z_{\delta, N}} \int_{A} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}-\int_{A} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}\right| \\
& \leq Z_{\delta}^{-1}\left(\sup _{A \in \mathcal{B}} \mu_{\delta, \frac{k}{2}}(A)\right)^{\frac{1}{2}}\left[\sup _{N \in \mathbb{N}} \|\right.
\end{aligned} \begin{aligned}
& F_{\delta, \frac{k}{2}, N, K}(u) \|_{L^{2}\left(d \mu_{\delta, \frac{k}{2}}\right)} \lim _{N \rightarrow \infty}\left|\frac{Z_{\delta}}{Z_{\delta, N}}-1\right| \\
& \left.\quad+\lim _{N \rightarrow \infty}\left\|F_{\delta, \frac{k}{2}, N, K}(u)-F_{\delta, \frac{k}{2}, K}(u)\right\|_{L^{p}\left(d \mu_{\delta, \frac{k}{2}}\right)}\right]=0
\end{aligned}
$$

from the uniform in $N$ bounds on the density in Proposition 3.2, the convergence of partition functions $Z_{\delta, N}$, and the convergence of the densities in $L^{p}(\Omega)$.

Proof of Proposition 3.8. Fix $k \in \mathbb{N}$ with $k \geq 2,2 \leq p<\infty$, and integers $M \geq N \geq 1$. For simplicity, let $X_{N}=\mathbf{P}_{N} X_{\delta, \frac{k}{2}}$. The estimate in (3.34) follows from that in Lemma 3.5, since $X_{N}$ and $Y_{\delta, \frac{k}{2}, N}(1)$ have the same law. For the difference, for $\theta>0$, by Minkowski's inequality, the Wiener chaos estimate (Lemma 2.6), and (3.7), we have that

$$
\begin{aligned}
& \left\|X_{N}-X_{M}\right\|_{L_{\omega}^{p} H_{x}^{\frac{k-1}{2}-\theta}} \\
& \leq p\left\|\left\langle\partial_{x}\right\rangle^{\frac{k-1}{2}-\theta}\left(X_{N}-X_{M}\right)\right\|_{L_{x}^{2} L_{\omega}^{2}} \\
& \sim p\left\|\left(\left.\left.\mathbb{E}\right|_{N<|n| \leq M}\langle n\rangle^{\frac{k-1}{2}-\theta} \frac{g_{n}}{\left(T_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}} e^{i n x}\right|^{2}\right)^{\frac{1}{2}}\right\|_{L_{x}^{2}} \\
& =p\left\|\left(\mathbb{E}\left[\sum_{N<|n|,|m| \leq M}\langle n\rangle^{\frac{k-1}{2}-\theta}\langle m\rangle^{\frac{k-1}{2}-\theta} \frac{g_{n} \overline{g_{m}}}{\left(T_{\delta, \frac{k}{2}}(n) T_{\delta, \frac{k}{2}}(m)\right)^{\frac{1}{2}}} e^{i(n-m) x}\right]\right)^{\frac{1}{2}}\right\|_{L_{x}^{2}} \\
& =p\left(\sum_{N<|n| \leq M} \frac{\langle n\rangle^{k-1-2 \theta}}{T_{\delta, \frac{k}{2}}(n)}\right)^{\frac{1}{2}} \\
& \sim_{\delta} p\left(\sum_{N<|n| \leq M} \frac{1}{|n|^{1+2 \theta}}\right)^{\frac{1}{2}} \lesssim \delta \frac{p}{N^{\theta}} .
\end{aligned}
$$

Note that the implicit constants can be chosen independently of $2 \leq \delta \leq \infty$.
We now prove (3.37), which suffices to conclude that $\left\{R_{\delta, \frac{k}{2}}\left(X_{N}\right)\right\}_{N \in \mathbb{N}}$ is Cauchy in $L^{p}(\Omega)$. Let $M \geq N \geq 1$. We will show that for $2 \leq p<\infty, k \in \mathbb{N}$, and $1 \leq \ell \leq k$,

$$
\begin{equation*}
\left\|A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{M}\right)-A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{N}\right)\right\|_{L^{p}(\Omega)} \leq \frac{C_{\delta, k, \ell} p^{\ell+2}}{N^{\frac{1}{3}-}} \tag{3.38}
\end{equation*}
$$

where $C_{\delta, k, \ell}$ can be chosen independently of $2 \leq \delta \leq \infty$.
We first prove (3.38) for $\ell=1$. Note that by Hölder's inequality, Sobolev inequality, (3.34), and (3.35),

$$
\begin{aligned}
\left\|A_{\frac{k}{2}, \frac{1}{2}}\left(X_{M}\right)-A_{\frac{k}{2}, \frac{1}{2}}\left(X_{N}\right)\right\|_{L_{\omega}^{p}} & \propto_{\ell, k}\left\|\int\left(X_{M}-X_{N}\right)\left(X_{M}^{2}+X_{M} X_{N}+X_{N}^{2}\right) d x\right\|_{L_{\omega}^{p}} \\
& \lesssim\left\|X_{M}-X_{N}\right\|_{L_{\omega}^{3 p}} H_{x}^{\frac{1}{6}}\left\|X_{M}\right\|_{L_{\omega}^{3 p} H_{x}^{\frac{1}{6}}}^{2} \\
& \lesssim \ell, k, \delta \frac{p^{3}}{N^{\frac{1}{3}-}}
\end{aligned}
$$

since $\frac{k-1}{2}-\frac{1}{6} \leq \frac{1}{3}$. Now consider odd $\ell=2 \ell^{\prime}+1$ and $1 \leq \ell^{\prime} \leq \frac{k-1}{2}$. By (3.4),

$$
\begin{aligned}
& A_{\frac{k}{2}, \frac{2 e^{\prime}+1}{2}}\left(X_{M}\right)-A_{\frac{k}{2}, \frac{2 \ell^{\prime}+1}{2}}\left(X_{N}\right)=\sum_{p(u) \in \mathcal{P}_{3}(u)}\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x \\
& \begin{array}{c}
\widetilde{p}(u)=\partial_{x}^{\alpha_{1}} u \partial_{x}^{\left(\ell^{\prime}-1\right)+\alpha_{2}} u \partial_{x}^{\ell^{\prime}} u \\
\| 0 \alpha_{12} \leq 1 \\
\|p(u)\|=1-\left(\alpha_{12}\right)
\end{array} \\
& +\sum_{p(u) \in \mathcal{P}_{4}(u)} \int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x \\
& \underset{\sim}{\widetilde{p}(u)=u^{2} \partial_{x}^{\ell^{\prime}-1} u \partial_{x}^{\ell^{\prime}} u} \begin{array}{l}
\|p(u)\| \|=0
\end{array} \\
& +\sum_{j=3}^{2 \ell^{\prime}+32 \ell^{\prime}+3-j} \sum_{i=0} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u) \\
\|p(u)\|=i \\
\|p(u)\|=2 \ell^{\prime}+3-j-i \\
|p(u)| \leq \ell-1}} \int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x \\
& =: I+I I+I I .
\end{aligned}
$$

For I, it suffices to estimate the term with $p(u)=\partial_{x}^{\alpha_{1}} u \partial_{x}^{\ell^{\prime}-1+\alpha_{2}} u \partial_{x}^{\ell^{\prime}} u$, where $\alpha_{12}=1$. We have that

$$
\begin{aligned}
\|\mathrm{I}\|_{L^{2}(\Omega)}^{2} \lesssim \delta & \mathbb{E} \mid \sum_{0=n_{123}}\left(\mathbf{1}_{0<\left|n_{i}\right| \leq M}^{i=1,2,3}\right. \\
& \left.\mathbf{1}_{\substack{0<\left|n_{2}\right| \leq N \\
i=1,2,3}}\right)\left.\frac{g_{n_{1}} g_{n_{2}} g_{n_{3}}\left(i n_{1}\right)^{\alpha_{1}}\left(i n_{2}\right)^{\ell^{\prime}-1+\alpha_{2}}\left(i n_{3}\right)^{\ell^{\prime}}}{\left(T_{\delta, \frac{\ell}{2}}\left(n_{1}\right) T_{\delta, \frac{\ell}{2}}\left(n_{2}\right) T_{\delta, \frac{\ell}{2}}\left(n_{3}\right)\right)^{\frac{1}{2}}}\right|^{2} \\
& \delta \sum_{0=n_{1}+n_{2}+n_{3}} \mathbf{1}_{B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)} \frac{1}{\left.\left|n_{1} n_{2} n_{3}\right|\right|^{2 \ell^{\prime}+1}}\left(\left|n_{1}\right|^{2 \alpha_{1}}\left|n_{2}\right|^{2\left(\ell^{\prime}-1+\alpha_{2}\right)}\left|n_{3}\right|^{2 \ell^{\prime}}\right. \\
& +\left|n_{1}\right|^{2 \alpha_{1}}\left|n_{2} n_{3}\right|^{2 \ell^{\prime}-1+\alpha_{2}}+\left|n_{1} n_{2}\right|^{\ell^{\prime}}\left|n_{3}\right|^{2 \ell^{\prime}}+\left|n_{1}\right|^{\ell^{\prime}}\left|n_{2}\right|^{2 \ell^{\prime}-1+\alpha_{2}}\left|n_{3}\right|^{\ell^{\prime}+\alpha_{1}} \\
& \left.+\left|n_{1} n_{3}\right|^{\ell^{\prime}+\alpha_{1}}\left|n_{2}\right|^{2\left(\ell^{\prime}-1+\alpha_{2}\right)}\right)
\end{aligned}
$$

by Isserlis' theorem and (3.7), where

$$
\begin{array}{r}
B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)=\left\{\left(n_{1}, n_{2}, n_{3}\right) \in\left(\mathbb{Z}^{*}\right)^{3}: 0<\left|n_{i_{1}}\right| \leq M, \frac{N}{2}<\left|n_{i_{2}}\right|,\left|n_{i_{3}}\right| \leq M\right. \\
\left.\quad \text { for some }\left\{i_{1}, i_{2}, i_{3}\right\}=\{1,2,3\}\right\} .
\end{array}
$$

Then,

$$
\|\mathrm{I}\|_{L^{2}(\Omega)} \lesssim \delta\left(\sum_{\substack{0<\left|n_{\min }\right| \leq M \\ \frac{N}{2}<\left|n_{\operatorname{med}}\right| \leq M}} \frac{1}{\left|n_{\min }\right|^{2 \ell^{\prime}+1}\left|n_{\mathrm{med}}\right|^{2}}\right)^{\frac{1}{2}} \lesssim \delta \frac{1}{N^{\frac{1}{2}}},
$$

where the implicit constants are independent of $N, M \in \mathbb{N}$ and $2 \leq \delta \leq \infty$. For II, it suffices to control the contribution with $p(u)=u^{2} \partial_{x}^{\ell^{\prime}-1} u \partial_{x}^{\ell^{\prime}} u$ and $\|\mid p(u)\| \|=0$. Note that writing $p\left(u_{1}, \ldots, u_{4}\right)=u_{1} u_{2} \partial_{x}^{\ell^{\prime}-1} u_{3} \partial_{x}^{\ell^{\prime}} u_{4}$, and proceeding as in (3.31), we get that for $0<\theta \leq \frac{1}{3}$,

$$
\left|\int p\left(u_{1}, u_{2}, u_{3}, u_{4}\right) d x\right| \lesssim\left\|u_{4}\right\|_{H^{\ell-\theta}} \sum_{\substack{\theta_{1}+\theta_{2}+\theta_{3}=\theta \\ \theta_{i} \in\{0, \theta\}}}\left\|u_{1}\right\|_{H^{\frac{1}{3}+\theta_{1}}}\left\|u_{2}\right\|_{H^{\frac{1}{3}+\theta_{2}}}\left\|u_{3}\right\|_{H^{\ell-\frac{2}{3}+\theta_{3}}}
$$

from which, by Hölder's inequality, (3.34) and (3.35), we have

$$
\|\Pi\|_{L^{p}(\Omega)} \lesssim \delta\left\|X_{N}-X_{M}\right\|_{L_{\omega}^{4 p} H_{x}^{\frac{\ell-1}{2}-\theta}}\left\|X_{M}\right\|_{L_{\omega}^{4 p} H_{x}^{\frac{\ell-1}{2}-}} \lesssim \delta p^{4} \frac{1}{N^{\theta}},
$$

where the implicit constants are independent of $2 \leq \delta \leq \infty$. For III, fix $3 \leq j \leq k+2$, $0 \leq i \leq \ell+2-j, \alpha_{1 \cdots j}=i$ with $\ell^{\prime}-1 \geq \alpha_{1} \geq \ldots \geq \alpha_{j} \geq 0$, and $\widetilde{p}(u)=\prod_{\kappa=1}^{j} \partial_{x}^{\alpha_{\kappa}} u$, then

$$
\left|\int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x\right| \lesssim \frac{1}{\delta^{\ell+2-j-i}}\left\|X_{M}-X_{N}\right\|_{H^{\alpha_{1}}}\left\|X_{M}\right\|_{H^{\alpha_{2}}} \prod_{\kappa=3}^{j}\left\|X_{M}\right\|_{H^{\alpha_{\kappa}+\frac{1}{2}+}},
$$

from which we get

$$
\|\Pi \Pi\|_{L^{p}(\Omega)} \leq C_{\delta} \sum_{j=3}^{\ell+2}\left\|X_{M}-X_{N}\right\|_{L_{\omega}^{j p} H_{x}^{\ell \prime-1}}\left\|X_{M}\right\|_{L_{\omega}^{j p} H_{x}^{j-1}}^{j-1} \leq \frac{C_{\delta, \ell} p^{\ell+2}}{N^{1-}}
$$

from (3.34) and (3.35), where the constant $C_{\delta, \ell}$ can be chosen independently of $2 \leq \delta \leq \infty$.
Now, consider even $\ell=2 \ell^{\prime}$ with $\ell^{\prime} \geq 1$. Then, from (3.3), we can write

$$
\begin{aligned}
& A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{M}\right)-A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{N}\right)=\sum_{p(u) \in \mathcal{P}_{3}(u)} \int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x \\
& \begin{array}{c}
\widetilde{p}(u)=u \partial_{x}^{\ell_{x}^{\prime}-1} u \partial_{x}^{\ell_{x}^{\prime}} u \\
\|\mid\| p(u)\|\|=0
\end{array} \\
& +\sum_{j=3}^{k+2} \sum_{i=0}^{k+2-j} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u) \\
\|p(u)\|=i \\
\|p(u)\|=k+2-j-i \\
|p(u)| \leq \ell^{\prime}-1}} \int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x=: \mathrm{I}+\Pi .
\end{aligned}
$$

To estimate I, it suffices to control the contribution from $p(u)=u \partial_{x}^{\ell^{\prime}-1} u \partial_{x}^{\ell^{\prime}} u$ and $\|\mid p(u)\| \|=$ 0 . Proceeding as in the estimate of I in the odd case, we get that

$$
\begin{aligned}
\|\mathrm{I}\|_{L^{2}(\Omega)}^{2} \lesssim & \sum_{\substack{0=n_{1}+n_{2}+n_{3}}} \mathbf{1}_{B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)} \frac{1}{\left|n_{1} n_{2} n_{3}\right|^{2 \ell^{\prime}}}\left(\left|n_{2}\right|^{2 \ell^{\prime}-2}\left|n_{3}\right|^{2 \ell^{\prime}}+\left|n_{2} n_{3}\right|^{2 \ell^{\prime}-1}\right. \\
& \left.+\left|n_{1} n_{2}\right|^{\ell^{\prime}-1}\left|n_{3}\right|^{\ell^{\prime}}\left(\left|n_{2}\right|^{\ell^{\prime}}+\left|n_{3}\right|^{\ell^{\prime}}\right)+\left|n_{1} n_{3}\right|^{\ell^{\prime}}\left|n_{2}\right|^{\ell^{\prime}-1}\left(\left|n_{2}\right|^{\ell^{\prime}-1}+\left|n_{3}\right|^{\ell^{\prime}-1}\right)\right) \\
\lesssim & \sum_{\substack{0<\left|n_{\min }\right| \leq M \\
\frac{N}{2}<\left|n_{\operatorname{med}}\right| \leq M}} \frac{1}{\left|n_{\min }\right|^{2 \ell^{\prime}}\left|n_{\operatorname{med}}\right|^{2}} \lesssim \frac{1}{N},
\end{aligned}
$$

where the implicit constants are independent of $N, M, \delta$. For II, fix $3 \leq j \leq \ell+2,0 \leq i \leq$ $\ell+2-j, \alpha_{1 \cdots j}=i$ with $\ell-1 \geq \alpha_{1} \geq \ldots \geq \alpha_{j} \geq 0$, and $\widetilde{p}(u)=\prod_{\kappa=1}^{j} \partial_{x}^{\alpha_{\kappa}} u$, then

$$
\left|\int\left[p\left(X_{M}\right)-p\left(X_{N}\right)\right] d x\right| \lesssim \frac{1}{\delta^{\ell+2-j-i}}\left\|X_{M}-X_{N}\right\|_{H^{\alpha_{1}}}\left\|X_{M}\right\|_{H^{\alpha_{2}}} \prod_{\kappa=3}^{j}\left\|X_{M}\right\|_{H^{\alpha_{\kappa}+\frac{1}{2}+}}
$$

from which we get

$$
\|\Pi\|_{L^{p}(\Omega)} \leq C_{\delta} \sum_{j=3}^{\ell+2}\left\|X_{M}-X_{N}\right\|_{L_{\omega}^{j p} H_{x}^{\ell^{\prime}-1}}\left\|X_{M}\right\|_{L_{\omega}^{j p} H_{x}^{\frac{\ell-1}{2}-}}^{(j-1)} \leq \frac{C_{\delta, k} p^{\ell+2}}{N^{1-}}
$$

from (3.34) and (3.35), where the constant $C_{\delta, k}$ can be chosen independently of $2 \leq \delta \leq \infty$.

From (3.38), we have that

$$
\left\|R_{\delta, \frac{k}{2}}\left(X_{M}\right)-R_{\delta, \frac{k}{2}}\left(X_{N}\right)\right\|_{L^{p}(\Omega)} \leq \sum_{\ell=1}^{k} \frac{1}{\delta^{k-\ell}}\left\|A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{M}\right)-A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{N}\right)\right\|_{L^{p}(\Omega)} \leq \frac{C_{\delta, k} p^{k+2}}{N^{\frac{1}{3}-}}
$$

from which (3.37) follows. Therefore, the sequence $\left\{R_{\delta, \frac{k}{2}}\left(X_{N}\right)\right\}_{N \in \mathbb{N}}$ is Cauchy in $L^{p}(\Omega)$ and it has a limit in $L^{p}(\Omega)$. The estimate in (3.36) follows by the same arguments above.
3.5. Convergence of $\rho_{\delta, \frac{k}{2}}$ as $\delta \rightarrow \infty$. In this subsection, we present the proof of Theorem 1.1 (ii). First, we establish the $L^{p}(\Omega)$-convergence of the truncated densities.

Lemma 3.9. Given $N \in \mathbb{N}$, we have that

$$
\begin{align*}
\lim _{\delta \rightarrow \infty}\left\|F_{\delta, \frac{k}{2}, N, K}\left(X_{\delta, \frac{k}{2}}\right)-F_{\infty, \frac{k}{2}, N, K}\left(X_{\infty, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)} & =0  \tag{3.39}\\
\lim _{\delta \rightarrow \infty}\left\|F_{\delta, \frac{k}{2}, N, K}\left(X_{\infty, \frac{k}{2}}\right)-F_{\infty, \frac{k}{2}, N, K}\left(X_{\infty, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)} & =0 \tag{3.40}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty}\left\|F_{\delta, \frac{k}{2}, K}\left(X_{\delta, \frac{k}{2}}\right)-F_{\infty, \frac{k}{2}, K}\left(X_{\infty, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=0 \tag{3.41}
\end{equation*}
$$

and the partition function $Z_{\delta}$ of $\rho_{\delta, \frac{k}{2}, K}$ converges to the partition function $Z_{\infty}$ for $\rho_{\infty, \frac{k}{2}}$ of $\rho_{\infty, \frac{k}{2}}$, as $\delta \rightarrow \infty$.
Proof. For simplicity, we omit the $K, k$ dependence in the proof and let $X_{\delta, N}=\mathbf{P}_{N} X_{\delta, \frac{k}{2}}$ for $2 \leq \delta \leq \infty$. Fix $N \in \mathbb{N}$ and $2 \leq \delta \leq \infty$. For fixed $x \in \mathbb{T}$ and $\omega \in \Omega$, we have that

$$
X_{\delta, N}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{0<|n| \leq N} \frac{g_{n}(\omega)}{T_{\delta, \frac{k}{2}}(n)^{\frac{1}{2}}} e^{i n x} \rightarrow \frac{1}{\sqrt{2 \pi}} \sum_{0<|n| \leq N} \frac{g_{n}(\omega)}{|n|^{\frac{k}{2}}} e^{i n x}=X_{\infty, N}(x ; \omega)
$$

as $\delta \rightarrow \infty$ from (3.7).
Now, we show that $R_{\delta, N}\left(X_{\delta}(\omega)\right) \rightarrow R_{\infty, N}\left(X_{\infty}(\omega)\right)$ as $\delta \rightarrow \infty$. First note that from Lemma 3.6 with $u_{2} \equiv 0$ and $u_{1}=X_{\delta, N}$, we get that

$$
\left|\sum_{\ell=1}^{k-1} \frac{1}{\delta^{k-\ell}} A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{\delta, N}(\omega)\right)\right| \lesssim \frac{1}{\delta}\left(1+\left\|X_{\delta, N}(\omega)\right\|_{H^{\frac{k-1}{2}-}}^{q}\right)
$$

for some $1 \ll q<\infty$ and $2 \leq \delta \leq \infty$. From (3.7)

$$
\begin{align*}
\left\|X_{\delta, N}(\omega)\right\|_{H^{\frac{k-1}{2}-}}^{2} & \sim \sum_{0<|n| \leq N} \frac{\left|g_{n}(\omega)\right|^{2}}{|n|^{1+}} \leq C_{N, \omega}<\infty  \tag{3.42}\\
\left|X_{\delta, N}(x ; \omega)\right| & \sim \sum_{0<|n| \leq N} \frac{\left|g_{n}(\omega)\right|}{|n|^{\frac{k}{2}}} \leq \widetilde{C}_{N, \omega}<\infty \tag{3.43}
\end{align*}
$$

where the constants are independent of $\delta$. Thus, for fixed $2 \leq \delta \leq \infty$ and $\omega \in \Omega$,

$$
\begin{equation*}
\left|\sum_{\ell=1}^{k-1} \frac{1}{\delta^{k-\ell}} A_{\frac{k}{2}, \frac{\ell}{2}}\left(X_{\delta, N}(\omega)\right)\right| \lesssim \frac{1}{\delta} C_{N, \omega} \rightarrow 0 \quad \text { as } \delta \rightarrow \infty \tag{3.44}
\end{equation*}
$$

To complete the convergence of the remainder, we must show that $A_{\frac{k}{2}, \frac{k}{2}}\left(X_{\delta, N}(\omega)\right) \rightarrow$ $R_{\infty}\left(X_{\infty, N}\right)$ as $\delta \rightarrow \infty$. Let $j=3, \ldots, k+2$ and $p_{j}(u) \in \mathcal{P}_{j}(u)$ with $\widetilde{p}_{j}(u)=\prod_{i=1}^{j} \partial_{x}^{\alpha_{i}} u$ and $\alpha_{1 \cdots j} \leq k+2-j$. If $\left\|\mid p_{j}(u)\right\| \geq 1$, then from (3.42)

$$
\begin{aligned}
\left|\int_{\mathbb{T}} p_{j}\left(X_{\delta, N}(x ; \omega)\right) d x\right| & \lesssim \frac{1}{\delta}\left\|X_{\delta, N}(\omega)\right\|_{H^{\alpha_{1}+\frac{1}{2}+}}\left\|X_{\delta, N}(\omega)\right\|_{H^{\alpha_{2}+\frac{1}{2}+}} \prod_{i=3}^{j}\left\|X_{\delta, N}(\omega)\right\|_{H^{\alpha_{i}+\frac{1}{2}+}} \\
& \leq \frac{1}{\delta} C_{N, \omega} \rightarrow 0
\end{aligned}
$$

as $\delta \rightarrow \infty$. The remaining contributions in $A_{\frac{k}{2}}\left(X_{\delta, N}(\omega)\right)$ correspond to polynomials $p_{j}(u)$ as above with $\left\|\mid p_{j}(u)\right\| \|=0$, which are the terms that appear in $R_{\infty, \frac{k}{2}}$ and are therefore independent of $\delta$ (see Lemma A. 7 for details). Since $X_{\delta, N}(x ; \omega) \rightarrow X_{\infty, N}(x ; \omega)$ for all $x \in \mathbb{T}$ and $\omega \in \Omega$, and $X_{\delta, N}(x, \omega)$ is uniformly bounded in $x, \delta$ per (3.43), by dominated convergence theorem we obtain that for each polynomial $p_{j}(u) \in \mathcal{P}_{j}(u)$ with $\left\|\mid p_{j}(u)\right\| \|=0$,

$$
\int p_{j}\left(X_{\delta, N}(x ; \omega)\right) d x \rightarrow \int p_{j}\left(X_{\infty, N}(x ; \omega)\right) d x \quad \text { as } \delta \rightarrow \infty .
$$

Combining these results, we conclude that

$$
R_{\delta, N}\left(X_{\delta}(\omega)\right) \rightarrow R_{\infty, N}\left(X_{\infty}(\omega)\right) \quad \text { as } \delta \rightarrow \infty
$$

for each fixed $\omega \in \Omega$. Since, $\eta_{K}\left(\left\|X_{\delta, N}(\omega)\right\|_{L^{2}}^{2}\right) \rightarrow \eta_{K}\left(\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{2}\right)$ as $\delta \rightarrow \infty$ for all $\omega \in \Omega$, we conclude that $F_{\delta, N}\left(X_{\delta}(\omega)\right) \rightarrow F_{\infty, N}\left(X_{\infty}(\omega)\right)$ as $\delta \rightarrow \infty$ and for fixed $\omega \in \Omega$. The convergence in $L^{p}(\Omega)$ in (3.39) follows from the pointwise in $\omega$ convergence, the uniform in $N$ bounds in Proposition [3.2, and dominated convergence theorem. The same argument above shows that $R_{\delta, N}\left(X_{\infty}(\omega)\right) \rightarrow R_{\infty, N}\left(X_{\infty}(\omega)\right)$ as $\delta \rightarrow \infty$, for all $\omega \in \Omega$, and both $F_{\delta, N}\left(X_{\infty}\right)$ and $F_{\infty, N}\left(X_{\infty}\right)$ share the same cutoff function. Thus, the convergence in (3.40) follows again by the $\omega$-pointwise convergence and the dominated convergence theorem.

To show (3.41), note that

$$
\begin{aligned}
& \left\|F_{\delta}\left(X_{\delta}\right)-F_{\infty}\left(X_{\infty}\right)\right\|_{L^{p}(\Omega)} \\
& \leq\left\|F_{\delta}\left(X_{\delta}\right)-F_{\delta, N}\left(X_{\delta}\right)\right\|_{L^{p}(\Omega)}+\left\|F_{\delta, N}\left(X_{\delta}\right)-F_{\infty, N}\left(X_{\infty}\right)\right\|_{L^{p}(\Omega)} \\
& \quad+\left\|F_{\infty, N}\left(X_{\infty}\right)-F_{\infty}\left(X_{\infty}\right)\right\|_{L^{p}(\Omega)} \\
& \leq 2 \sup _{2 \leq \delta \leq \infty}\left\|F_{\delta}\left(X_{\delta}\right)-F_{\delta, N}\left(X_{\delta}\right)\right\|_{L^{p}(\Omega)}+\left\|F_{\delta, N}\left(X_{\delta}\right)-F_{\infty, N}\left(X_{\infty}\right)\right\|_{L^{p}(\Omega)} .
\end{aligned}
$$

Taking a limit as $\delta \rightarrow \infty$ followed by a limit as $N \rightarrow \infty$, from (3.39) and (1.18), we get the intended convergence in (3.41).

Lastly, we establish a uniform in $2 \leq \delta \leq \infty$ and $\omega \in \Omega$ estimate on $F_{\delta, \frac{k}{2}, K, N}\left(X_{\infty, \frac{k}{2}}(\omega)\right)$.
Lemma 3.10. For fixed $N \in \mathbb{N}$, there exists $C_{k, K, N}>0$ independent of $2 \leq \delta \leq \infty$ and $\omega \in \Omega$, such that

$$
\begin{equation*}
\sup _{\substack{2 \leq \delta \leq \infty \\ \omega \in \Omega}}\left|F_{\frac{k}{2}, \delta, N, K}\left(X_{\infty, \frac{k}{2}}(\omega)\right)\right| \leq C_{k, K, N}<\infty . \tag{3.45}
\end{equation*}
$$

Proof. Fix $N \in \mathbb{N}$, and let $\omega \in \Omega$ and $2 \leq \delta \leq \infty$. For simplicity, let $F_{\delta, N}=F_{\delta, \frac{k}{2}, N, K}$, $R_{\delta}=R_{\delta, \frac{k}{2}}$, and $X_{\infty, N}=\mathbf{P}_{N} X_{\infty, \frac{k}{2}}$. Recall that

$$
F_{\delta, N}\left(X_{\infty}(\omega)\right)=\eta_{K}\left(\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{2}\right) \exp \left(-R_{\delta}\left(X_{\infty, N}(\omega)\right)\right)
$$

Due to the cutoff, this quantity is 0 for all $\omega$ such that $\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{2} \geq 2 K$. Therefore, it suffices to consider $\omega \in \Omega$ such that $\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{2} \leq 2 K$. This means that

$$
\begin{equation*}
0 \leq \frac{1}{2 \pi} \sum_{0<|n| \leq N} \frac{\left|g_{n}(\omega)\right|^{2}}{|n|^{k}} \leq 2 K \tag{3.46}
\end{equation*}
$$

For $R_{\delta}\left(X_{\infty, N}(\omega)\right)$, from the structure in (3.2), applying Young's convolution inequality, (2.2), and (3.46), we get

$$
\begin{aligned}
\left|R_{\delta}\left(X_{\infty, N}(\omega)\right)\right| & \leq \sum_{\ell=0}^{k-1} \frac{1}{\delta^{\ell}}\left|A_{\frac{k}{2}, \frac{k-\ell}{2}}\left(X_{\infty, N}(\omega)\right)\right| \\
& \lesssim \sum_{\ell=0}^{k-1} \frac{1}{\delta^{\ell}} \sum_{j=3}^{k-\ell+2} \sum_{\kappa=0}^{k-\ell+2-j} \sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{j}(u), \\
\|p(u)\|=k-\ell+2-j-\kappa \\
\|\mid p(u)\|=\kappa
\end{array}} \int\left|p\left(X_{\infty, N}(\omega)\right)\right| d x \\
& \lesssim \sum_{\ell=0}^{k-1} \frac{1}{\delta^{\ell}} \sum_{j=3}^{k-\ell+2} \sum_{\kappa=0}^{k-\ell+2-j} \sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{j}(u), \\
\|p(u)\|=k-\ell+2-j-\kappa \\
\|\mid p(u)\|=\kappa
\end{array}} N^{(k-\ell+2-j-\kappa)+j / 2+\frac{1}{\delta^{\kappa}}\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{j}} \\
& \leq C_{k} N^{k+1}\left(1+\frac{1}{\delta^{k-1}}\right)\left(1+\left\|X_{\infty, N}(\omega)\right\|_{L^{2}}^{k+2}\right) \\
& \leq C_{k} N^{k+1}\left(1+\frac{1}{\delta^{k-1}}\right)\left(1+(2 K)^{\frac{k+2}{2}}\right)=C_{k, K, N}<\infty,
\end{aligned}
$$

where $C_{k, K, N}>0$ is independent of $2 \leq \delta \leq \infty$ and $\omega \in \Omega$. Therefore,

$$
\left|F_{\delta, N}\left(X_{\infty}(\omega)\right)\right| \leq \exp \left(C_{k, K, N}\right)<\infty
$$

as intended.
Proof of Theorem 1.1 (ii). Fix $k \in \mathbb{N}$ with $k \geq 2$ and $K>0$. For simplicity, we omit the dependence on $k, K$ in the proof, using the notation $\rho_{\delta}=\rho_{\delta, \frac{k}{2}}, \mu_{\delta}=\mu_{\delta, \frac{k}{2}}, F_{\delta}=F_{\delta, \frac{k}{2}}$, for $0<\delta \leq \infty$.

For $0<\delta \leq \infty$, it follows from the construction of the measure $\rho_{\delta}$ that it is equivalent to the base Gaussian measure $\mu_{\delta,}$. Moreover, Proposition 3.1(ii) says that the measures $\mu_{\delta}$ are equivalent for all $0<\delta \leq \infty$. Consequently, $\rho_{\delta}$ is equivalent to $\rho_{\infty}$.

Now, it remains to show the convergence $\rho_{\delta} \rightarrow \rho_{\infty}$ in total variation as $\delta \rightarrow \infty$. From (3.41), we have convergence of the partition functions $Z_{\delta}=\left\|F_{\delta}\left(X_{\delta, \frac{k}{2}}\right)\right\|_{L^{1}(\Omega)} \rightarrow$ $\left\|F_{\infty}\left(X_{\infty, \frac{k}{2}}\right)\right\|_{L^{1}(\Omega)}=Z_{\infty}$ as $\delta \rightarrow \infty$. For any $N \in \mathbb{N}$, by triangle inequality, we have that

$$
\begin{aligned}
\mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta}, \rho_{\infty}\right) & \leq \mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta}, \rho_{\delta, N}\right)+\mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta, N}, \rho_{\infty, N}\right)+\mathrm{d}_{\mathrm{TV}}\left(\rho_{\infty, N}, \rho_{\infty}\right) \\
& \leq 2 \sup _{2 \leq \delta \leq \infty} \mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta}, \rho_{\delta, N}\right)+\mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta, N}, \rho_{\infty, N}\right) .
\end{aligned}
$$

From Theorem 1.1 (i), we know that $\rho_{\delta, N} \rightarrow \rho_{\delta}$ as $N \rightarrow \infty$ in total variation uniformly in $\delta$, thus the first contribution above converges to zero. Therefore, taking a limit as $\delta \rightarrow \infty$ followed by a limit as $N \rightarrow \infty$, we get that

$$
\begin{equation*}
\lim _{\delta \rightarrow \infty} \mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta}, \rho_{\infty}\right) \leq \lim _{N \rightarrow \infty} \lim _{\delta \rightarrow \infty} \mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta, N}, \rho_{\infty, N}\right) \tag{3.47}
\end{equation*}
$$

For the distance on the right hand-side, we have

$$
\begin{align*}
\mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta, N}, \rho_{\infty, N}\right)= & \sup _{A \in \mathcal{B}}\left|\rho_{\delta, N}(A)-\rho_{\infty, N}(A)\right| \\
= & \sup _{A \in \mathcal{B}}\left|Z_{\delta, N}^{-1} \int \mathbf{1}_{A}(u) F_{\delta, N}(u) d \mu_{\delta}(u)-Z_{\infty, N}^{-1} \int \mathbf{1}_{A}(u) F_{\infty, N}(u) d \mu_{\infty}(u)\right| \\
\leq & Z_{\infty, N}^{-1}\left|Z_{\infty, N}-Z_{\delta, N}\right| \sup _{A \in \mathcal{B}} \rho_{\delta}(A) \\
& +Z_{\infty, N}^{-1} \sup _{A \in \mathcal{B}}\left|\int \mathbf{1}_{A}(u) F_{\delta, N}(u) d \mu_{\delta}(u)-\int \mathbf{1}_{A}(u) F_{\infty, N}(u) d \mu_{\infty}(u)\right| . \tag{3.48}
\end{align*}
$$

For the first contribution in (3.48), note that from (3.39) and the fact that $\rho_{\delta}$ is a probability measure, we get that

$$
Z_{\infty, N}^{-1} \lim _{\delta \rightarrow \infty}\left|Z_{\infty, N}-Z_{\delta, N}\right| \sup _{A \in \mathcal{B}} \rho_{\delta}(A)=0
$$

Focusing on the latter contribution in (3.48), we obtain

$$
\begin{aligned}
& \left|\int \mathbf{1}_{A}(u) F_{\delta, N}(u) d \mu_{\delta}(u)-\int \mathbf{1}_{A}(u) F_{\infty, N}(u) d \mu_{\infty}(u)\right| \\
& \leq\left|\int \mathbf{1}_{A}(u)\left[F_{\delta, N}(u)-F_{\infty, N}(u)\right] d \mu_{\infty}(u)\right|+\left|\int \mathbf{1}_{A}(u)\left[\frac{d \mu_{\delta}}{d \mu_{\infty}}(u)-1\right] F_{\delta, N}(u) d \mu_{\infty}(u)\right| \\
& =: \mathrm{I}+\text { II. }
\end{aligned}
$$

Using (3.40, we have that for all $N \in \mathbb{N}$

$$
\lim _{\delta \rightarrow \infty} Z_{\infty, N}^{-1} \sup _{A \in \mathcal{B}} \mathrm{I} \leq \sup _{A \in \mathcal{B}} \mu_{\infty}(A)^{\frac{1}{2}} \lim _{\delta \rightarrow \infty}\left\|F_{\delta, N}\left(X_{\infty}\right)-F_{\infty, N}\left(X_{\infty}\right)\right\|_{L^{2}(\Omega)}=0
$$

From Scheffés lemma, we have that

$$
\mathrm{d}_{\mathrm{TV}}\left(\mu_{\delta}, \mu_{\infty}\right)=\frac{1}{2} \int_{H \frac{k-1}{2}-\varepsilon}\left|\frac{d \mu_{\delta}}{d \mu_{\infty}}(u)-1\right| d \mu_{\infty}(u) .
$$

Since from Proposition 3.1, we know that $\mathrm{d}_{\mathrm{TV}}\left(\mu_{\delta}, \mu_{\infty}\right) \rightarrow 0$ as $\delta \rightarrow \infty$, we get

$$
\begin{aligned}
\lim _{\delta \rightarrow \infty} \sup _{A \in \mathcal{B}} \Pi & \leq\left(\sup _{2 \leq \delta \leq \infty} \sup _{\omega \in \Omega}\left|F_{\delta, N}\left(X_{\infty}(\omega)\right)\right|\right) \lim _{\delta \rightarrow \infty} \int\left|\frac{d \mu_{\delta}}{d \mu_{\infty}}(u)-1\right| d \mu_{\infty}(u) \\
& \leq 2 C_{k, K, N} \lim _{\delta \rightarrow \infty} \mathrm{d}_{\mathrm{TV}}\left(\mu_{\delta}, \mu_{\infty}\right)=0
\end{aligned}
$$

using the uniform in $\delta, \omega$ estimate in (3.45). Therefore, for each $N \in \mathbb{N}$, $\lim _{\delta \rightarrow \infty} \mathrm{d}_{\mathrm{TV}}\left(\rho_{\delta, N}, \rho_{\infty, N}\right)=0$, and the intended limit follows from 3.47).

## 4. Construction and convergence of measures in the shallow-water regime

In this section we prove Theorem 1.2 on construction of the weighted measures $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ for each fixed $0<\delta \leq \infty$ and $k \geq 2$, and we prove the weak convergence of $\widetilde{\rho}_{\delta, \frac{k}{2} \frac{1}{2}, K}$ and $\widetilde{\rho}_{\delta, \underline{k} K}$ to $\widetilde{\rho}_{0, k, K}$. We first detail the structure of the conservation laws $\widetilde{E}_{\delta, \frac{k}{2}}(v)$ for sILW (1.4) in Subsection 4.1. In Subsection 4.2, we establish the singularity of the Gaussian measures $\widetilde{\mu}_{\delta, k-\frac{1}{2}}, \widetilde{\mu}_{\delta, k}$, and $\widetilde{\mu}_{0, k}$, and the weak convergence of the former to the latter as $\delta \rightarrow 0$. In

Subsection 4.3 , we prove uniform in $\delta$ and $N$ bounds on the truncated densities $\widetilde{F}_{\delta, \frac{k}{2}, N, K}$, and we complete the proof of Theorem 1.2 in Subsections 4.4 4.5.
4.1. Conservation laws in the shallow-water regime. In this subsection, we describe the structure of the conserved quantities for sILW (1.4), focusing on the shallow-water regime. Derivation of the conservation laws can be found in [50, 25, 16, 30]. However, the format of these was not suitable for our construction. For completeness, we include the derivation and some relevant results on the structure in Appendix B.

We first introduce some notations. Consider the following sets

$$
\begin{aligned}
& \widetilde{\mathcal{P}}_{1}(u):=\left\{\widetilde{\mathcal{G}}_{\delta}^{\alpha} \partial_{x}^{\beta} u: \quad \alpha, \beta \in \mathbb{N} \cup\{0\}\right\} \\
& \widetilde{\mathcal{P}}_{2}(u):=\left\{\left[\widetilde{\mathcal{G}}_{\delta}^{\alpha_{1}} \partial_{x}^{\beta_{1}} u\right]\left[\widetilde{\mathcal{G}}_{\delta}^{\alpha_{2}} \partial_{x}^{\beta_{2}} u\right]: \alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{2} \in \mathbb{N} \cup\{0\}\right\} \\
& \widetilde{\mathcal{P}}_{n}(u):=\left\{\begin{array}{l}
\left\{\prod_{\ell=1}^{k} \widetilde{\mathcal{G}}_{\delta}^{\alpha_{\ell}} \partial_{x}^{\beta_{\ell}} p_{j_{\ell}}(u): \alpha_{\ell}, \beta_{\ell} \in \mathbb{N} \cup\{0\}, j_{\ell} \in \mathbb{N}, j_{1 \cdots k}=n\right. \\
\\
\left.\quad k \in\{2, \ldots, n\}, p_{j_{\ell}}(u) \in \widetilde{\mathcal{P}}_{j_{\ell}}(u)\right\}
\end{array} .\right.
\end{aligned}
$$

We also define the map $\widetilde{\mathcal{P}}_{n}(u) \ni p(u) \mapsto \widetilde{p}(u) \in \widetilde{\mathcal{P}}_{n}(u)$ which associates to every $p(u) \in$ $\widetilde{\mathcal{P}}_{n}(u)$ the unique essential element $\widetilde{p}(u) \in \widetilde{\mathcal{P}}_{n}(u)$ obtained by "dropping" the $\widetilde{\mathcal{G}}_{\delta}$ operators. Also, we defined the following quantities associated with $p(u)$ : let $\widetilde{p}(u)=\prod_{i=1}^{n} \partial_{x}^{\beta_{i}} u$, then

$$
\begin{aligned}
|p(u)| & :=\sup _{i=1, \ldots, n}\left|\beta_{i}\right| \\
\|p(u)\| & :=\beta_{1}+\ldots+\beta_{n} \\
\|\mid p(u)\| \| & :=\text { number of } \widetilde{\mathcal{G}}_{\delta} \text { terms in } p(u)
\end{aligned}
$$

Using these sets, we can now describe our conserved quantities $\widetilde{E}_{\delta, \frac{k}{2}}(u)$. For $k \in \mathbb{N}$, we have that

$$
\begin{aligned}
\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u) & =\frac{3}{4 k} \sum_{\substack{m=1 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k-\frac{1}{2}}}^{2}+\widetilde{R}_{\delta, \frac{2 k-1}{2}}(u) \\
\widetilde{E}_{\delta, \frac{2 k}{2}}(u) & =\frac{1}{2} \sum_{\substack{m=0 \\
\text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k}}^{2}+\widetilde{R}_{\delta, \frac{2 k}{2}}(u),
\end{aligned}
$$

where the remainders $\widetilde{R}_{\delta, \frac{k}{2}}(u)$ denote the remainder terms, which include contributions which are cubic or higher in $u$. These can be written as follows

$$
\widetilde{R}_{\delta, \frac{2 k-1}{2}}(u)=\sum_{\ell=0}^{2 k-3} \delta^{\ell}\left[\sum_{\substack{p(u) \in \widetilde{\mathcal{P}}_{3}(u) \\ \ell+1 \leq\|p(u)\| \leq 2 k-3 \\|p(u)| \leq k-1 \\\|\mid n(u)\|=\ell+1}} c(p) \int p(u) d x+\sum_{\substack{p(u) \in \widetilde{\mathcal{P}}_{4}(u) \\ \ell+1 \leq\|p(u)\| \leq 2 k-5 \\|p(u)| \leq k-2 \\\| \| p(u)\| \|=\ell+1}} c(p) \int p(u) d x\right.
$$

$$
\begin{align*}
& \left.+\sum_{j=5}^{2 k-\ell} \sum_{\substack{p(u) \in \widetilde{\mathcal{P}}_{j}(u) \\
\ell+1 \leq\|p(u)\| \leq 2 k+1-j \\
|p(u)| \leq k-1 \\
\|\mid\| p(u) \|=\ell+1}} c(p) \int p(u) d x\right] \\
& +\sum_{\ell=0}^{2 k-2} \delta^{\ell} \sum_{j=3}^{2 k+1} \sum_{\substack{p(u) \in \widetilde{\mathcal{P}}_{j}(u) \\
\|p(u)\| \leq 2 k+1-j \\
|p(u)| \leq k-1 \\
\mid\|p(u)\| \leq \ell}} c(p) \int p(u) d x \\
& =: \widetilde{R}_{\delta, \frac{2 k-1}{2}}^{[<]}(u)+\widetilde{R}_{\delta, \frac{2 k-1}{2}}^{[\geq]}(u) \text {, } \\
& \widetilde{R}_{\delta, \frac{2 k}{2}}(u)=\sum_{\ell=0}^{2 k-1} \delta^{\ell} \sum_{j=3}^{2 k+2} \sum_{\substack{p(u) \in \widetilde{\mathcal{P}}_{j}(u) \\
\|p(u)\| \leq 2 k+2-j \\
|n(u)| \leq k \\
\|\mid p(u)\| \leq \ell}} c(p) \int p(u) d x . \tag{4.1}
\end{align*}
$$

4.2. Singularity and convergence of the base Gaussian measures. Let $k \in \mathbb{N}$ and $0<\delta<\infty$. We focus on the base Gaussian measures $\widetilde{\mu}_{\delta, \frac{k}{2}}$ in 1.21 . For $n \in \mathbb{Z}^{*}$, let $\widetilde{T}_{\delta, \frac{k}{2}}(n)$ denote the following multipliers

$$
\begin{align*}
\widetilde{T}_{\delta, \frac{2 k-1}{2}}(n) & =\frac{3}{2 k} \sum_{\substack{m=1 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1} \mathrm{~L}_{\delta}(n)^{m}|n|^{2 k-1-m} \\
\widetilde{T}_{\delta, \frac{2 k}{2}}(n) & =\sum_{\substack{m=0 \\
\text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m} \mathrm{~L}_{\delta}(n)^{m}|n|^{2 k-m}  \tag{4.2}\\
\widetilde{T}_{0, k}(n) & =|n|^{2 k}
\end{align*}
$$

and let $\widetilde{\mu}_{\delta, \frac{k}{2}}$ denote the induced probability measure induced under the map

$$
\begin{equation*}
\omega \in \Omega \mapsto \widetilde{X}_{\delta, \frac{k}{2}}(x ; \omega)=\frac{1}{\sqrt{2 \pi}} \sum_{n \in \mathbb{Z}^{*}} \frac{g_{n}(\omega)}{\left(\widetilde{T}_{\delta, \frac{k}{2}}(n)\right)^{\frac{1}{2}}} e^{i n x} \tag{4.3}
\end{equation*}
$$

where $\left\{g_{n}\right\}_{n \in \mathbb{Z}^{*}}$ is a sequence of independent standard complex-valued Gaussian random variables satisfying $g_{-n}=\overline{g_{n}}$. We also extend the definition $\sqrt[4.3]{ }$ to $\delta=0$ then $k=2 m$ for $m \in \mathbb{N}$, and use $\widetilde{\mu}_{0, m}$ to denote the associated measure.

We have the following results on convergence of the Gaussian measures $\widetilde{\mu}_{\delta, \frac{2 k-1}{2}}, \widetilde{\mu}_{\delta, \frac{2 k}{2}}$ associated with sILW to $\widetilde{\mu}_{0, k}$.

Lemma 4.1. Let $k \in \mathbb{N}$. Then, the following results hold:
(i) Given any $\varepsilon>0$ and $1 \leq p<\infty, \widetilde{X}_{\delta, k-\frac{1}{2}}$ converges to $\widetilde{X}_{0, k}$ in $L^{p}\left(\Omega ; H^{k-1-\varepsilon}(\mathbb{T})\right)$ and almost surely in $H^{k-1-\varepsilon}(\mathbb{T})$, as $\delta \rightarrow 0$, while $\widetilde{X}_{\delta, k}$ converges to $\widetilde{X}_{0, k}$ in $L^{p}\left(\Omega ; H^{k-\frac{1}{2}-\varepsilon}(\mathbb{T})\right)$ and almost surely in $H^{k-\frac{1}{2}-\varepsilon}(\mathbb{T})$, as $\delta \rightarrow 0$. Moreover, the Gaussian measures $\widetilde{\mu}_{\delta, k-\frac{1}{2}}, \widetilde{\mu}_{\delta, k}$ converge weakly to the Gaussian measure $\widetilde{\mu}_{0, k}$, as $\delta \rightarrow 0$.
(ii) Given $\varepsilon>0$ and $0<\delta<\eta<\infty$, the Gaussian measures $\widetilde{\mu}_{\delta, k}$, $\widetilde{\mu}_{\eta, k}$, and $\widetilde{\mu}_{0, k}$ are singular.

Before proving Lemma 4.1, we need some auxiliary results on the multipliers $\widetilde{T}_{\delta, \frac{k}{2}}$.
Lemma 4.2. Let $k \in \mathbb{N}, 0<\delta<\infty$, and $n \in \mathbb{Z}^{*}$ fixed. Then, we have that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \widetilde{T}_{\delta, k-\frac{1}{2}}(n)=\lim _{\delta \rightarrow 0} \widetilde{T}_{\delta, k}(n)=\widetilde{T}_{0, k}(n)=|n|^{2 k} \tag{4.4}
\end{equation*}
$$

Proof. From Lemma 2.3(i)-(ii), we have that

$$
\begin{aligned}
\left|\widetilde{T}_{\delta, k-\frac{1}{2}}(n)-|n|^{2 k}\right| & \left.=\left.\left|3 \mathrm{~L}_{\delta}(n)\right| n\right|^{2 k-2}-|n|^{2 k}+\sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1} \mathrm{~L}_{\delta}(n)^{m}|n|^{2 k-1-m} \right\rvert\, \\
& \leq|n|^{2 k-2}\left|3 \mathrm{~L}_{\delta}(n)-|n|^{2}\right|+\sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1}\left(\frac{1}{\delta}|n|^{m-2}\left(|n|^{2}\right)^{2}|n|^{2 k-1-m}\right. \\
& \lesssim|n|^{2 k-2}\left|3 \mathrm{~L}_{\delta}(n)-|n|^{2}\right|+\delta|n|^{2 k+1} \rightarrow 0 \quad \text { as } \delta \rightarrow 0 \\
\left|\widetilde{T}_{\delta, 2 k+1}(n)-|n|^{2 k}\right| & =\sum_{\substack{m=2 \\
\text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m} \mathrm{~L}_{\delta}(n)^{m}|n|^{2 k-m} \\
& \leq \sum_{\substack{m=2 \\
\text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m}\left(\frac{1}{\delta}|n|\right)^{m-1}\left(|n|^{2}\right)|n|^{2 k-m} \\
& \lesssim \delta|n|^{2 k+1} \rightarrow 0 \quad \text { as } \delta \rightarrow 0
\end{aligned}
$$

as intended.
We can now prove our results on the convergence of the Gaussian measures $\widetilde{\mu}_{\delta, \frac{k}{2}}$.
Proof of Lemma 4.1. We start by proving (i). Let $\varepsilon>0$. By the Wiener chaos estimate, we have that for $m=2 k-1$ or $m=2 k$,

$$
\begin{align*}
\left\|\widetilde{X}_{\delta, \frac{m}{2}}-\widetilde{X}_{0, k}\right\|_{L_{\omega}^{p} H_{x}^{\frac{m-1}{2}-\varepsilon}} & \lesssim p\left\|\langle\nabla\rangle^{m-\frac{1}{2}-\varepsilon}\left(\widetilde{X}_{\delta, \frac{m}{2}}-\widetilde{X}_{0, k}\right)\right\|_{L_{x}^{2} L_{\omega}^{2}} \\
& \sim\left(\sum_{n \in \mathbb{Z}^{*}}\langle n\rangle^{2\left(m-\frac{1}{2}-\varepsilon\right)}\left[\frac{1}{\left(\widetilde{T}_{\delta, \frac{m}{2}}(n)\right)^{\frac{1}{2}}}-\frac{1}{|n|^{k}}\right]^{2}\right)^{\frac{1}{2}} \tag{4.5}
\end{align*}
$$

First, from the definition of $\widetilde{T}_{\delta, \frac{m}{2}}$ (4.2) and Lemma 2.3(iii), we have that

$$
\widetilde{T}_{\delta, k}(n) \gtrsim|n|^{2 k}, \quad \widetilde{T}_{\delta, k-\frac{1}{2}}(n) \gtrsim \begin{cases}\frac{1}{\delta}|n|^{2 k-1}, & \text { if } \delta|n| \gtrsim 1 \\ |n|^{2 k}, & \text { if } 0<\delta|n| \ll 1\end{cases}
$$

Consequently,

$$
\begin{aligned}
\left\|\widetilde{X}_{\delta, k-\frac{1}{2}}-\widetilde{X}_{0, k}\right\|_{L_{\omega}^{p} H_{x}^{k-1-\varepsilon}}^{2} & \lesssim \sum_{0<\delta|n| \ll 1} \frac{\langle n\rangle^{2(k-1-\varepsilon)}}{\langle n\rangle^{2 k}}+\sum_{\delta|n| \gtrsim 1}\langle n\rangle^{2(k-1-\varepsilon)} \frac{\delta\langle n\rangle+1}{\langle n\rangle^{2 k}} \\
& \lesssim \sum_{n \in \mathbb{Z}^{*}} \frac{1}{\langle n\rangle^{1+2 \varepsilon}}<\infty,
\end{aligned}
$$

$$
\left\|\widetilde{X}_{\delta, k}-\widetilde{X}_{0, k}\right\|_{L_{\omega}^{p} H_{x}^{k-\frac{1}{2}-\varepsilon}}^{2} \lesssim \sum_{n \in \mathbb{Z}^{*}} \frac{\langle n\rangle^{2\left(k-\frac{1}{2}-\varepsilon\right)}}{\langle n\rangle^{2 k}} \lesssim \sum_{n \in \mathbb{Z}^{*}} \frac{1}{\langle n\rangle^{1+2 \varepsilon}}<\infty
$$

From (4.4), we have that $\widetilde{T}_{\delta, \frac{m}{2}}(n)^{\frac{1}{2}} \rightarrow|n|^{k}$ for all $n \in \mathbb{Z}^{*}$, for $m=2 k-1$ and $m=2 k$, which means that the summand on the RHS of (4.5) converges to 0 as $\delta \rightarrow 0$. The intended convergence then follows from the dominated convergence theorem. The almost sure convergence follows from a similar calculation, replacing the fact that $\mathbb{E}\left[\left|g_{n}\right|^{2}\right]=1$ with $\sup _{n}\langle n\rangle^{-\varepsilon}\left|g_{n}(\omega)\right|<C_{\varepsilon, \omega}<\infty$.

Fix $0<\delta<\infty$. We first show the singularity of the measures $\widetilde{\mu}_{\delta, k-\frac{1}{2}}, \widetilde{\mu}_{\delta, k}$ and $\widetilde{\mu}_{0, k}$. We can write

$$
\begin{aligned}
\widetilde{X}_{\delta, \frac{m}{2}}(x ; \omega) & =\sum_{n \in \mathbb{N}} \frac{1}{\left(\widetilde{T}_{\delta, \frac{m}{2}}(n)\right)^{\frac{1}{2}}} \sqrt{\frac{2}{\pi}}\left[\operatorname{Re} g_{n}(\omega) \cos (n x)-\operatorname{Im} g_{n}(\omega) \sin (n x)\right] \\
\widetilde{X}_{0, k}(x ; \omega) & =\sum_{n \in \mathbb{N}} \frac{1}{|n|^{k}} \sqrt{\frac{2}{\pi}}\left[\operatorname{Re} g_{n} \cos (n x)-\operatorname{Im} g_{n} \sin (n x)\right]
\end{aligned}
$$

for $m \in\{2 k-1,2 k\}$. Then, for $n \in \mathbb{N}$, define

$$
\begin{aligned}
A_{\delta, \frac{m}{2}, n} & :=\sqrt{\frac{2}{\pi}} \frac{\operatorname{Re} g_{n}}{\left(\widetilde{T}_{\delta, \frac{m}{2}}(n)\right)^{\frac{1}{2}}}, & A_{\delta, \frac{m}{2},-n} & :=-\sqrt{\frac{2}{\pi}} \frac{\operatorname{Im} g_{n}}{\left(\widetilde{T}_{\delta, \frac{m}{2}}(n)\right)^{\frac{1}{2}}}, \\
B_{n} & :=\sqrt{\frac{2}{\pi}} \frac{\operatorname{Re} g_{n}}{|n|^{k}}, & B_{-n} & :=-\sqrt{\frac{2}{\pi}} \frac{\operatorname{Im} g_{n}}{|n|^{k}}, \\
a_{\delta, \frac{m}{2}, \pm n} & :=\mathbb{E}\left[A_{\delta, \frac{m}{2}, \pm n}^{2}\right]=\frac{1}{\pi \widetilde{T}_{\delta, \frac{m}{2}}(n)}, & b_{ \pm n} & :=\mathbb{E}\left[B_{ \pm n}^{2}\right]=\frac{1}{\pi|n|^{2 k}}
\end{aligned}
$$

Then, by Kakutani's theorem, it suffices to show that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left(\frac{a_{\delta, \frac{m}{2}, n}}{b_{n}}-1\right)^{2}=\sum_{n \in \mathbb{N}}\left(\frac{\widetilde{T}_{\delta, \frac{m}{2}}(n)-|n|^{2 k}}{|n|^{2 k}}\right)^{2}=+\infty . \tag{4.6}
\end{equation*}
$$

For $m=2 k-1$, from Lemma 2.3, we have that for $\delta|n| \gtrsim 1, \mathrm{~L}_{\delta}(n) \sim \frac{|n|}{\delta}$, which gives

$$
\begin{aligned}
\frac{\widetilde{T}_{\delta, k-\frac{1}{2}}(n)-|n|^{2 k}}{|n|^{2 k}} & =\frac{1}{|n|^{2 k}}\left(-|n|^{2 k} h(\delta, n)+\frac{3}{2 k} \sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1} \mathrm{~L}_{\delta}(n)^{m}|n|^{2 k-1-m}\right) \\
& \sim-h(\delta, n)+\frac{3}{2 k} \sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m} \delta^{m-1} \frac{|n|^{m}}{\delta^{m}|n|^{m+1}} \\
& \sim-h(\delta, n)+\frac{1}{\delta|n|}, \\
\frac{\widetilde{T}_{\delta, k}(n)-|n|^{2 k}}{|n|^{2 k}} & =\sum_{\substack{m=2 \\
\text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m} \frac{\mathrm{~L}_{\delta}(n)^{m}}{|n|^{m}} \gtrsim 1 .
\end{aligned}
$$

Since from Lemma 2.3 (iv), $\lim _{n \rightarrow \infty} h(\delta, n)=C \neq 0$, we conclude that $\frac{\widetilde{T}_{\delta, \frac{m}{2}}(n)-|n|^{2 k}}{|n|^{2 k}} \nrightarrow 0$. Therefore, $\left(\frac{a m}{\frac{m}{2}, n} \tilde{b}_{n}-1\right)^{2}$ is not summable and 4.6) holds, from which we conclude that $\widetilde{\mu}_{\delta, k-\frac{1}{2}}$ and $\widetilde{\mu}_{0, k}$, and $\widetilde{\mu}_{\delta, k}$ and $\widetilde{\mu}_{0, k}$ are singular.

It only remains to show that for $0<\eta<\delta<\infty$ the measures $\widetilde{\mu}_{\delta, \frac{k}{2}}$ and $\widetilde{\mu}_{\eta, \frac{k}{2}}$ are singular, which follows from Kakutani's theorem once we show that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left(\frac{a_{\delta, \frac{m}{2}, n}}{a_{\eta, \frac{m}{2}, n}}-1\right)^{2}=\sum_{n \in \mathbb{N}}\left(\frac{\widetilde{T}_{\eta, \frac{m}{2}}(n)-\widetilde{T}_{\delta, \frac{m}{2}}(n)}{\widetilde{T}_{\delta, \frac{m}{2}}(n)}\right)^{2}=+\infty \tag{4.7}
\end{equation*}
$$

Note that

$$
\begin{aligned}
& \widetilde{T}_{\delta, k-\frac{1}{2}}(n)-\widetilde{T}_{\eta, k-\frac{1}{2}}(n) \\
& =\frac{3}{2 k} \sum_{\substack{m=1 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m}|n|^{2 k-1-m}\left(\delta^{m-1} \mathrm{~L}_{\delta}(n)^{m}-\eta^{m-1} \mathrm{~L}_{\eta}(n)^{m}\right) \\
& =\frac{3}{2 k} \sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m}|n|^{2 k-1-m} \mathrm{~L}_{\delta}(n)^{m}\left(\delta^{m-1}-\eta^{m-1}\right) \\
& \quad+\frac{3}{2 k} \sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\binom{2 k}{m}|n|^{2 k-1-m} \eta^{m-1}\left[\mathrm{~L}_{\delta}(n)-\mathrm{L}_{\eta}(n)\right] \sum_{j=0}^{m-1} \mathrm{~L}_{\delta}(n)^{m-1-j} \mathrm{~L}_{\eta}(n)^{j} \\
& \left.=\sum_{\substack{m=2 \\
\text { even }}}^{\widetilde{T}_{\delta, k}(n)-\widetilde{T}_{\eta, k}(n)} \begin{array}{c}
2 k+1 \\
m
\end{array}\right)|n|^{2 k-m} \mathrm{~L}_{\delta}(n)^{m}\left(\delta^{m}-\eta^{m}\right) \\
& \quad+\sum_{\substack{m=2 \\
\text { even }}}^{2 k}\binom{2 k+1}{m}|n|^{2 k-m} \eta^{m}\left(\mathrm{~L}_{\delta}(n)-\mathrm{L}_{\eta}(n)\right) \sum_{j=0}^{m-1} \mathrm{~L}_{\delta}(n)^{m-1-j} \mathrm{~L}_{\eta}(n)^{j} .
\end{aligned}
$$

Note that since $0<\eta<\delta<\infty$, for $\delta|n| \geq \eta|n| \gtrsim 1$, from Lemma 2.3 we get

$$
\begin{aligned}
& \left|\widetilde{T}_{\delta, k-\frac{1}{2}}(n)-\widetilde{T}_{\eta, k-\frac{1}{2}}(n)\right| \\
& \gtrsim \begin{array}{c}
2 k-\eta \\
\sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}|n|^{2 k-1-m}\left|\mathrm{~L}_{\delta}(n)-\mathrm{L}_{\eta}(n)\right||n|^{m-1}-\sum_{\substack{m=3 \\
\text { odd }}}^{2 k-1}\left(\delta^{m-1}-\eta^{m-1}\right)|n|^{2 k-1-m}|n|^{m} \\
\gtrsim \delta, \eta \\
\gtrsim^{2 k}|h(\delta, n)-h(\eta, n)|-|n|^{2 k-1} \\
\sim_{\delta, \eta}|n|^{2 k} \sum_{\ell \in \mathbb{N}} \frac{n^{2}\left(\delta^{2}-\eta^{2}\right)}{\left(\ell^{2} \pi^{2}+\delta^{2} n^{2}\right)\left(\ell^{2} \pi^{2}+\eta^{2} n^{2}\right)}-|n|^{2 k-1} \\
\gtrsim \delta_{, \eta}|n|^{2 k}, \\
\left|\widetilde{T}_{\delta, k}(n)-\widetilde{T}_{\eta, k}(n)\right| \\
\gtrsim \delta \delta, \eta|n|^{2 k+1}|h(\delta, n)-h(\eta, n)|-|n|^{2 k} \\
\gtrsim \delta, \eta|n|^{2 k+1} .
\end{array} \\
& \gtrsim^{2 k} .
\end{aligned}
$$

Consequently, we get that for $\delta|n|>\eta|n| \gtrsim 1$

$$
\left|\frac{\widetilde{T}_{\delta, \frac{m}{2}}(n)-\widetilde{T}_{\eta, \frac{m}{2}}(n)}{\widetilde{T}_{\delta, \frac{m}{2}}(n)}\right| \gtrsim \delta \delta, \eta \frac{|n|^{m+1}-|n|^{m}}{|n|^{m}} \gtrsim|n|
$$

from which 4.7) follows.
4.3. Uniform bounds on the density - shallow-water regime. In this section, we establish the shallow-water counterpart of the results in Subsection 3.3

Given $0<\delta<\infty, K>0$, and $N \in \mathbb{N}$, we recall the definition of the truncated densities

$$
\begin{equation*}
\widetilde{F}_{\delta, \frac{k}{2}, N, K}(u)=\eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right), \tag{4.8}
\end{equation*}
$$

where $\eta: \mathbb{R} \rightarrow[0,1]$ denotes a smooth cutoff function with $\eta(x)=1$ for $x \in[-1,1]$ and $\operatorname{supp} \chi \subset[-2,2], \eta_{K}(x)=\eta(x / K)$, and $\widetilde{R}_{\delta, \frac{k}{2}}(u)$ denotes the remainder in 4.1]. Our main goal is to prove the following result.

Proposition 4.3. Let $1 \leq p<\infty, k \in \mathbb{N}$, and $K>0$. Then, for any $0<\delta<\infty$, we have that

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|\widetilde{F}_{\delta, \frac{k}{2}, N, K}\left(\widetilde{X}_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}}\left\|\widetilde{F}_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \widetilde{\mu}_{\delta, \frac{k}{2}}\right)} \leq C_{p, k, \delta, K} . \tag{4.9}
\end{equation*}
$$

Moreover, for $\delta_{0}>0$ and $0 \leq \delta \leq \delta_{0}$, the constant $C_{p, k, \delta, K}$ above can be chosen independently of $\delta$.

As in the deep-water regime, we reduce the problem to estimating the following truncated density:

$$
\begin{equation*}
\widetilde{\mathcal{F}}_{\delta, \frac{k}{2}, N, K}(u)=\exp \left(-\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)-A\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2 \alpha(k)}\right), \tag{4.10}
\end{equation*}
$$

for some $A \gg 1$ and $\alpha(k) \in \mathbb{N}$. In particular, it suffices to prove the following proposition.
Proposition 4.4. Let $1 \leq p<\infty, 0 \leq \delta<\infty, k \in \mathbb{N}$, and $K>0$. Then, there exist s $A_{0}>0$ such that for $A \geq A_{0}$

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|\widetilde{\mathcal{F}}_{\delta, \frac{k}{2}, N, K}\left(\widetilde{X}_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}}\left\|\widetilde{\mathcal{F}}_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \widetilde{\mu}_{\delta, \frac{k}{2}}\right)} \leq C_{p, \delta, k, K, A_{0}}<\infty . \tag{4.11}
\end{equation*}
$$

In addition, for $\delta_{0}>0$, the following uniform bound holds for $0 \leq \delta \leq \delta_{0}$ :

$$
\begin{align*}
\sup _{N \in \mathbb{N}} \sup _{0 \leq \delta \leq \delta_{0}}\left\|\widetilde{\mathcal{F}}_{\delta, \frac{k}{2}, N, K}\left(\widetilde{X}_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)} & =\sup _{N \in \mathbb{N}} \sup _{0 \leq \delta \leq \delta_{0}}\left\|\widetilde{\mathcal{F}}_{\delta, \frac{k}{2}, N, K}(u)\right\|_{L^{p}\left(d \widetilde{\mu}_{\delta, \frac{k}{2}}\right)}  \tag{4.12}\\
& \leq C_{p, k, K, A_{0}}<\infty .
\end{align*}
$$

Recalling $W(t)$ in 3.17, we define a centered Gaussian process $\widetilde{Y}_{\delta, \frac{k}{2}}(t)$ by

$$
\begin{equation*}
\widetilde{Y}_{\delta, \frac{k}{2}}(t)=\left(\widetilde{\mathcal{T}}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}} W(t), \tag{4.13}
\end{equation*}
$$

where $\left(\widetilde{\mathcal{T}}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}}$ is the Fourier multiplier operator with the multiplier $\left(\widetilde{T}_{\delta, \frac{k}{2}}(n)\right)^{-\frac{1}{2}}$ as in 4.2). In view of 4.3), we have $\mathcal{L}\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)\right)=\widetilde{\mu}_{\delta, \frac{k}{2}}$. Given $N \in \mathbb{N}$, we set $\widetilde{Y}_{\delta, \frac{k}{2}, N}=\mathbf{P}_{N} \widetilde{Y}_{\delta, \frac{k}{2}}$. We can now state the analogue of the Boué-Dupuis variational formula in this setting.

Lemma 4.5. Given $0 \leq \delta<\infty$, let $\widetilde{Y}_{\delta, \frac{k}{2}}$ be as in 4.13) and fix $N \in \mathbb{N}$. Suppose that $F: C^{\infty}(\mathbb{T}) \rightarrow \mathbb{R}$ is measurable such that $\mathbb{E}\left[\left|F\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)\right)\right|^{p}\right]<\infty$ and $\mathbb{E}\left[\left|e^{-F\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)\right)}\right|^{q}\right]<\infty$ for some $1<p, q<\infty$ with $\frac{1}{p}+\frac{1}{q}=1$. Then, we have

$$
\begin{equation*}
-\log \mathbb{E}\left[e^{-F\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)\right)}\right]=\inf _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[F\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right)+\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right], \tag{4.14}
\end{equation*}
$$

where $\widetilde{I}_{\delta, \frac{k}{2}}(\theta)$ is defined by

$$
\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(t)=\int_{0}^{t}\left(\widetilde{\mathcal{T}}_{\delta, \frac{k}{2}}\right)^{-\frac{1}{2}} \theta\left(t^{\prime}\right) d t^{\prime}
$$

We first show a preliminary result on the pathwise regularity of $\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)$ and $\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)$.
Lemma 4.6. Let $\delta_{0}>0$ and $k \in \mathbb{N}$. For any $1 \leq p<\infty, 0 \leq \delta \leq \delta_{0}$, and $\sigma<\frac{k-1}{2}$, we have that

$$
\sup _{N \in \mathbb{N}} \mathbb{E}\left[\left\|\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}}^{p}\right]<C_{p, \delta_{0}}<\infty
$$

where $C_{p, \delta_{0}}$ is independent of $\delta$. Moreover, for any $\theta \in \mathbb{H}_{a}$, we have

$$
\left\|\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right\|_{H_{x}^{\frac{k}{2}}}^{2} \leq C_{\delta_{0}} \int_{0}^{t}\|\theta(t)\|_{L_{x}^{2}}^{2} d t
$$

where the constant $C_{\delta_{0}}>0$ can be chosen independently of $0 \leq \delta \leq \delta_{0}$.
Proof. For the first inequality, fix $\sigma<\frac{k-1}{2}$ and $\varepsilon>0$ sufficiently small such that $2(\sigma+\varepsilon)<$ $k-1$. Then, for $r \gg 1$ with $r \varepsilon>1$, Sobolev embedding gives that

$$
\left\|\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}} \lesssim\left\|\langle\nabla\rangle^{\sigma+\varepsilon} \widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right\|_{L_{x}^{r}}
$$

Fix $p \geq r$. Note that the result follows for $1 \leq p<r$ from the embedding $L^{r}(\Omega) \subset L^{p}(\Omega)$. Then, by Minkowski's inequality and the Wiener chaos estimate (Lemma 2.6), we have

$$
\begin{aligned}
\left\|\left\|\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}}\right\|_{L^{p}(\Omega)} & \leq C p^{\frac{1}{2}}\| \|\langle\nabla\rangle^{\sigma+\varepsilon} \widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\left\|_{L^{2}(\Omega)}\right\|_{L_{x}^{r}} \\
& \leq C_{p}\left\|\mathbb{E}\left[\sum_{0<|n|,|m| \leq N}\langle n\rangle^{\sigma+\varepsilon}\langle m\rangle^{\sigma+\varepsilon} \frac{g_{n} \overline{g_{m}}}{\left(\widetilde{T}_{\delta, \frac{k}{2}}(n) \widetilde{T}_{\delta, \frac{k}{2}}(m)\right)^{\frac{1}{2}}} e^{i(n-m) x}\right]^{\frac{1}{2}}\right\|_{L_{x}^{r}} \\
& \leq C_{p}\left(\sum_{0<|n| \leq N} \frac{\langle n\rangle^{2 \sigma+2 \varepsilon}}{\widetilde{T}_{\delta, \frac{k}{2}}(n)}\right)^{\frac{1}{2}} .
\end{aligned}
$$

From (4.2) and Lemma 2.3, we have that for $n \in \mathbb{Z}^{*}, 0<\delta \leq \delta_{0}$, and $m \in \mathbb{N}$,

$$
\begin{aligned}
\widetilde{T}_{\delta, \frac{2 m-1}{2}}(n) \geq 3 \mathrm{~L}_{\delta}(n)|n|^{2 m-2} & \geq \begin{cases}\frac{1}{\delta}|n|^{2 m-1}, & \delta|n| \gg 1, \\
|n|^{2 m}, & \delta|n| \lesssim 1\end{cases} \\
& \gtrsim \delta_{0}|n|^{2 m-1}
\end{aligned}
$$

while $\widetilde{T}_{\delta, \frac{2 m}{2}}(n) \geq|n|^{2 m}$. Therefore, for $n \in \mathbb{Z}^{*}$ and $0<\delta \leq \delta_{0}$, we have that

$$
\begin{equation*}
\widetilde{T}_{\delta, \frac{k}{2}}(n) \gtrsim \delta_{0}|n|^{k}, \tag{4.15}
\end{equation*}
$$

from which we conclude that

$$
\left\|\left\|\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right\|_{W_{x}^{\sigma, \infty}}\right\|_{L^{p}(\Omega)} \lesssim_{p, \delta_{0}}\left(\sum_{0<|n| \leq N} \frac{\langle n\rangle^{2 \sigma+2 \varepsilon}}{\langle n\rangle^{k}}\right)^{\frac{1}{2}}<C_{p, \delta_{0}}<\infty .
$$

For the second estimate, from Minkowski and Cauchy-Schwarz inequalities, and 4.15, we have that

$$
\begin{aligned}
\left\|\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right\|_{H_{x}^{\frac{k}{2}}}^{2} & \leq C\left(\int_{0}^{1}\left[\sum_{n \neq 0} \frac{|n|^{k}}{\widetilde{T}_{\delta, \frac{k}{2}}(n)}|\widehat{\theta}(t, n)|^{2}\right]^{\frac{1}{2}} d t\right)^{2} \\
& \leq C_{\delta_{0}}\left(\int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}} d t\right)^{2} \\
& \leq C_{\delta_{0}} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t
\end{aligned}
$$

for some constant $C_{\delta_{0}}>0$ which only depends on $\delta_{0}$.
Note that (4.14) is equivalent to

$$
\begin{aligned}
\log \mathbb{E}\left[e^{-F\left(\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)\right)}\right] & =-\inf _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[F\left(\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)+\widetilde{I}_{\delta, \frac{k}{2}, N}(\theta)(1)\right)+\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] \\
& =\sup _{\theta \in \mathbb{H}_{a}} \mathbb{E}\left[-F\left(\widetilde{Y}_{\delta, \frac{k}{2}, N}(1)+\widetilde{I}_{\delta, \frac{k}{2}, N}(\theta)(1)\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] .
\end{aligned}
$$

Fix $L>0$. Then, setting $F_{L}=p\left[\max \left(\widetilde{F}_{\delta, \frac{k}{2}, N, K},-L\right)+A\left\|\mathbf{P}_{N} \cdot\right\|_{L^{2}}^{2 \alpha(k)}\right]$, we easily see that

$$
\begin{aligned}
& \mathbb{E}\left[\left|e^{-F_{L}\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)\right)}\right|^{q}\right] \leq \mathbb{E}\left[e^{-q \max \left(\widetilde{F}_{\delta, \frac{k}{2}, N, K},-L\right)}\right]=\mathbb{E}\left[e^{q \min \left(-\widetilde{F}_{\delta, \frac{k}{2}, N, K}, L\right)}\right] \leq e^{q L}<\infty, \\
& \mathbb{E}\left[F_{L}\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right)+\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] \\
& =\mathbb{E}\left[-F_{L}\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] \\
& =\mathbb{E}\left[-\max \left(\widetilde{F}_{\delta, \frac{k}{2}}\left(\widetilde{Y}_{\delta, k}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right),-L\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] \\
& \left.=\mathbb{E}\left[\min \left(-\widetilde{F}_{\delta, \frac{k}{2}} \widetilde{Y}_{\delta, \frac{k}{2}}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right), L\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right] \\
& \leq \mathbb{E}\left[-\widetilde{F}_{\delta, \frac{k}{2}}\left(\widetilde{Y}_{\delta, \frac{k}{2}}(1)+\widetilde{I}_{\delta, \frac{k}{2}}(\theta)(1)\right)-\frac{1}{2} \int_{0}^{1}\|\theta(t)\|_{L_{x}^{2}}^{2} d t\right]
\end{aligned}
$$

Therefore, Proposition 4.4 follows from Lemma 4.5 once we establish an upper bound on

$$
\begin{equation*}
\widetilde{\mathcal{M}}_{\delta, \frac{k}{2}, N}(v)=\mathbb{E}\left[-p \widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{Y}_{\delta, \frac{k}{2}}(1)+\mathbf{P}_{N} v\right)-p A\left\|\mathbf{P}_{N} \widetilde{Y}_{\delta, \frac{k}{2}}(1)+\mathbf{P}_{N} v\right\|_{L^{2}}^{2 \alpha(k)}-\frac{1}{2} C\|v\|_{H^{\frac{k}{2}}}^{2}\right] \tag{4.16}
\end{equation*}
$$

uniformly in $N \in \underset{\sim}{\mathbb{N}}$ and $v \in H^{\frac{k}{2}}(\mathbb{T})$, and take a limit as $\underset{\sim}{L} \rightarrow \infty$. In the following, we will use $\widetilde{Y}_{\frac{k}{2}, N}=\mathbf{P}_{N} \widetilde{Y}_{\delta, \frac{k}{2}}(1)$, which has the same law as $\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}$, and $v_{N}=\mathbf{P}_{N} v$, for a fixed $v \in H^{\frac{k}{2}}(\mathbb{T})$.

Lemma 4.7. Let $k \in \mathbb{N}, \delta_{0}>0,0<\delta \leq \delta_{0}$, and $N \in \mathbb{N}$. Then, for $0<\varepsilon<1$, there exist $C_{\delta_{0}, \varepsilon}>0$ independent of $N$ and $\delta$, and $\alpha(k) \in \mathbb{N}$ such that

$$
\left|\mathbb{E}\left[\widetilde{R}_{\delta, k}\left(\widetilde{Y}_{k, N}+v_{N}\right)\right]\right| \leq \mathbb{E}\left[C_{\delta_{0}, \varepsilon}\left(1+\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{k}}^{2}\right]
$$

for $1 \ll q<\infty$ sufficiently large.
Proof. For $0 \leq \ell \leq 2 k-1$ in (4.1), we see that each term to be estimated has number of $\widetilde{\mathcal{G}}_{\delta}$ operators at most $\ell$. Thus, from (2.7), since the Fourier multiplier $\left|\widehat{\delta \widetilde{\mathcal{G}}_{\delta}}(n)\right|=\left|\widehat{\mathcal{G}_{\delta}}(n)\right| \leq 1$ is bounded, it suffices to estimate the contributions $\int p(u) d x$ where $\|\mid p(u)\|=0$. Moreover, any additional positive powers of $\delta$ can be controlled by $\delta_{0}$. Then, it suffices to consider two cases: (i) $p(u)=u \partial_{x}^{k-1} u \partial_{x}^{k} u$, and (ii) $j=3, \ldots, 2 k+2, p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ with $\|p(u)\| \leq 2 k+2-j$ and $|p(u)| \leq k-1$.
Case (i): $p(u)=u \partial_{x}^{k-1} u \partial_{x}^{k} u$
Using multilinearity of $p$, we have that

$$
\begin{aligned}
& p\left(\widetilde{Y}_{k, N}+v_{N}, \widetilde{Y}_{k, N}+v_{N}, \widetilde{Y}_{k, N}+v_{N}\right)=p\left(\widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}\right) \\
& \quad+p\left(\widetilde{Y}_{k, N}+v_{N}, \widetilde{Y}_{k, N}+v_{N}, v_{N}\right)+p\left(v_{N}, \widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}\right)+p\left(\widetilde{Y}_{k, N}+v_{N}, v_{N}, \widetilde{Y}_{k, N}\right)
\end{aligned}
$$

By Isserlis' theorem, the first contribution $\mathbb{E}\left[p\left(\widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}\right)\right]=0$. For the second contribution, Young's convolution inequality, Hölder's inequality, 2.1), and Young's inequality, give

$$
\begin{aligned}
& \left|\int p\left(u_{1}, u_{1}, u_{2}\right) d x\right| \lesssim\left\|\widehat{u}_{1}(n)\right\|_{\ell_{n}^{\frac{4}{3}}}\left\|\langle n\rangle^{k-1} \widehat{u}_{1}(n)\right\|_{\ell_{n}^{\frac{4}{3}}}\left\|u_{2}\right\|_{H^{k}} \lesssim\left\|u_{1}\right\|_{H^{\frac{1}{4}+}}\left\|u_{1}\right\|_{H^{k-\frac{3}{4}+}}\left\|u_{2}\right\|_{H^{k}}, \\
& \left|\int p\left(\widetilde{Y}_{k, N}+v_{N}, \widetilde{Y}_{k, N}+v_{N}, v_{N}\right) d x\right| \\
& \lesssim\left\|v_{N}\right\|_{H^{k}}\left\|\widetilde{Y}_{k, N}+v_{N}\right\|_{H^{k-\frac{3}{4}+}}\left\|\widetilde{Y}_{k, N}+v_{N}\right\|_{H^{\frac{1}{4}+}} \\
& \lesssim\left\|v_{N}\right\|_{H^{k}\left(\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}^{2}+\left\|v_{N}\right\|_{H^{k-\frac{3}{4}+}}\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}+\left\|v_{N}\right\|_{H^{k-\frac{3}{4}+}}\left\|v_{N}\right\|_{H^{\frac{1}{4}+}}\right)}^{\lesssim\left\|v_{N}\right\|_{H^{k}}\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}^{2}+\left\|v_{N}\right\|_{H^{k}-\frac{3}{4 k+}}^{2-}\left\|v_{N}\right\|_{L^{2}}^{\frac{3}{4 k-}}\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}+\left\|v_{N}\right\|_{H^{k}-\frac{1}{2 k}}^{2}\left\|v_{N}\right\|_{L^{2}}^{1+\frac{1}{2 k}}} \\
& \lesssim \varepsilon\left\|v_{N}\right\|_{H^{k}}^{2}+C_{\varepsilon}\left(\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}-}}^{q}+\|v\|_{L^{2}}^{2 \alpha(k)}\right)
\end{aligned}
$$

for $1 \ll q<\infty$ and $\alpha(k) \in \mathbb{N}$ large enough. For the third contribution, by Cauchy-Schwarz inequality, we get

$$
\begin{aligned}
& \left|\int p\left(v_{N}, \widetilde{Y}_{k, N}, \widetilde{Y}_{k, N}\right) d x\right| \\
& =\left|\sum_{0<\left|n_{1}\right| \leq N}\left(i n_{1}\right)^{k} \widehat{v}_{N}\left(n_{1}\right) \sum_{-n_{1}=n_{23}} \frac{\left(i n_{2}\right)^{k-1}\left(i n_{3}\right)^{k}}{\left(i n_{1}\right)^{k}} \widehat{\widetilde{Y}}_{k, N}\left(n_{2}\right) \widehat{\tilde{Y}}_{k, N}\left(n_{3}\right)\right| \\
& \lesssim\left\|v_{N}\right\|_{H^{k}}\left(\sum_{0<|n| \leq N}\left|\sum_{n=n_{23}} \frac{\left(i n_{2}\right)^{k-1}\left(i n_{3}\right)^{k}}{\left(i n_{1}\right)^{k}} \widehat{\widetilde{Y}}_{k, N}\left(n_{2}\right) \widehat{\widetilde{Y}}_{k, N}\left(n_{3}\right)\right|^{2}\right)^{\frac{1}{2}} \\
& \lesssim \varepsilon\left\|v_{N}\right\|_{H^{k}}^{2}+C_{\varepsilon} \sum_{0<|n| \leq N}\left|\sum_{n=n_{23}} \frac{\left(i n_{2}\right)^{k-1}\left(i n_{3}\right)^{k}}{(i n)^{k}} \widehat{\tilde{Y}}_{k, N}\left(n_{2}\right) \widehat{\tilde{Y}}_{k, N}\left(n_{3}\right)\right|^{2} .
\end{aligned}
$$

Moreover, by Isserlis' theorem, since $n \neq 0$, and (4.15), we have

$$
\begin{aligned}
& \mathbb{E}\left[\sum_{0<|n| \leq N}\left|\sum_{n=n_{23}} \frac{\left(i n_{2}\right)^{k-1}\left(i n_{3}\right)^{k}}{(i n)^{k}} \widehat{\widetilde{Y}}_{k, N}\left(n_{2}\right) \widehat{\widetilde{Y}}_{k, N}\left(n_{3}\right)\right|^{2}\right] \\
& \leq \sum_{0<|n| \leq N} \frac{1}{\langle n\rangle^{2 k}} \sum_{\substack{n=n_{23} \\
n=m_{23} \\
0<\left|n_{j}\right|,\left|m_{j}\right| \leq N}} \frac{\left|n_{2} m_{2}\right|^{k-1}\left|n_{3} m_{3}\right|^{k}}{\left(\widetilde{T}_{\delta, k}\left(n_{2}\right) \widetilde{T}_{\delta, k}\left(n_{3}\right) \widetilde{T}_{\delta, k}\left(m_{2}\right) \widetilde{T}_{\delta, k}\left(m_{3}\right)\right)^{\frac{1}{2}}}\left|\mathbb{E}\left[g_{n_{2}} g_{n_{3}} \overline{g_{m_{2}} g_{m_{3}}}\right]\right| \\
& \lesssim \sum_{0<|n| \leq N} \frac{1}{\langle n\rangle^{2 k}} \sum_{\substack{n=n_{23} \\
0<\left|n_{j}\right| \leq N}} \frac{\left|n_{2}\right|^{2 k-2}\left|n_{3}\right|^{2 k}+\left|n_{2} n_{3}\right|^{2 k-1}}{\left|n_{2} n_{3}\right|^{2 k}} \\
& \lesssim \sum_{0<|n| \leq N} \frac{1}{\langle n\rangle^{2 k}} \sum_{\substack{n=n_{23} \\
0<\left|n_{j}\right| \leq N}}\left(\frac{1}{\left|n_{2}\right|^{2}}+\frac{1}{\left|n_{2} n_{3}\right|}\right) \leq C<\infty
\end{aligned}
$$

for some constant $C>0$ independent of $N$ and $\delta$. For the last contribution, by integration by parts we get

$$
\begin{aligned}
& p\left(\widetilde{Y}_{k, N}+v_{N}, v_{N}, \widetilde{Y}_{k, N}\right) \\
& =\int\left(\widetilde{Y}_{k, N}+v_{N}\right)\left(\partial_{x}^{k-1} v_{N}\right)\left(\partial_{x}^{k} \widetilde{Y}_{k, N}\right) d x \\
& =-\int\left(\widetilde{Y}_{k, N}+v_{N}\right)\left(\partial_{x}^{k} v_{N}\right)\left(\partial_{x}^{k-1} \widetilde{Y}_{k, N}\right) d x-\int \partial_{x}\left(\widetilde{Y}_{k, N}+v_{N}\right)\left(\partial_{x}^{k-1} v_{N}\right)\left(\partial_{x}^{k-1} \widetilde{Y}_{k, N}\right) d x
\end{aligned}
$$

where we see that the first term is of the form $p\left(\widetilde{Y}_{k, N}+v_{N}, \widetilde{Y}_{k, N}, v_{N}\right)$ while the second for $k=1$ is of the form $p\left(\widetilde{Y}_{k, N}, v_{N}, \widetilde{Y}_{k, N}+v_{N}\right)$, both estimated above. For the second contribution when $k \geq 2$, each factor has at most $k-1$ derivatives, so this contribution is handled in Case (ii).
Case (ii): $p(u)$ with $|p(u)| \leq k-1$
Fix $3 \leq j \leq 2 k+2$ and consider the terms in (4.1) arising from $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ of the form $p(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha_{j}} u$ where $0 \leq \alpha_{j} \leq \cdots \leq \alpha_{1} \leq k-1$ and $\alpha_{1 \cdots j} \leq 2 k+2-j$. Using Young's convolution inequality and Hölder's inequality, we have

$$
\begin{equation*}
\left|\int p(u) d x\right| \leq \sum_{0=n_{1} \cdots j} \prod_{\ell=1}^{j}\left\langle n_{\ell}\right\rangle^{\alpha_{\ell}}\left|\widehat{u}\left(n_{\ell}\right)\right| \lesssim \prod_{\ell=1}^{j}\left\|\langle n\rangle^{\alpha_{\ell}} \widehat{u}\left(n_{\ell}\right)\right\|_{\ell_{n}^{j}}{ }^{j} \prod_{\ell=1}^{j}\|u\|_{H^{\alpha}+\frac{1}{2}-\frac{1}{j}+} . \tag{4.17}
\end{equation*}
$$

Then, by (2.1) and Young's inequality, we have that

$$
\begin{aligned}
& \left|\int p\left(\widetilde{Y}_{k, N}+v_{N}\right) d x\right| \\
& \lesssim \prod_{\ell=1}^{j}\left\|\widetilde{Y}_{k, N}+v_{N}\right\|_{H^{\alpha \ell}+\frac{1}{2}-\frac{1}{j}+} \\
& \lesssim \sum_{\ell=0}^{j}\left\|\widetilde{Y}_{k, N}\right\|_{H^{k-\frac{1}{2}}}^{\ell}\left\|v_{N}\right\|_{H^{k}}^{\frac{1}{k}\left(\alpha_{1 \cdots(j-\ell)}+(j-\ell)\left(\frac{1}{2}-\frac{1}{j}\right)\right)+}\left\|v_{N}\right\|_{L^{2}}^{\frac{1}{k}\left((j-\ell)\left(k-\frac{1}{2}+\frac{1}{j}\right)-\alpha_{1} \cdots(j-\ell)\right)-} \\
& \leq \varepsilon\left\|v_{N}\right\|_{H^{k}}^{2}+C_{\varepsilon}\left(1+\left\|\widetilde{Y}_{N}\right\|_{H^{k-\frac{1}{2}-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right),
\end{aligned}
$$

for $1 \ll q<\infty$ and $\alpha(k) \in \mathbb{N}$ sufficiently large.
Remark 4.8. Note that the all the terms in Case (ii) are estimated in a deterministic manner, and the estimate extends to $\int p\left(u_{1}+u_{2}\right) d x$ for any $u_{1} \in H^{k-\frac{1}{2}-}$ and $u_{2} \in H^{k}$. The random nature of $\widetilde{Y}_{k, N}$ only comes into play in Case (i), more specifically for the terms of the form

$$
\delta^{\alpha_{123}} \int \widetilde{\mathcal{G}}_{\delta}^{\alpha_{1}}\left(v_{N}+\widetilde{Y}_{k, N}\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\alpha_{2}} \partial_{x}^{k-1} \widetilde{Y}_{k, N}\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\alpha_{3}} \partial_{x}^{k} \widetilde{Y}_{k, N}\right) d x
$$

Lemma 4.9. Let $k \in \mathbb{N}, \delta_{0}>0,0<\delta \leq \delta_{0}, 0<\delta \leq \delta_{0}$, and $N \in \mathbb{N}$. Then, for $0<\varepsilon<1$, there exists $C_{\delta_{0}, \varepsilon}>0$ independent of $N$ and $\delta$, and $\alpha(k) \in \mathbb{N}$ such that

$$
\left|\mathbb{E}\left[\widetilde{R}_{\delta, k-\frac{1}{2}}\left(\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}\right)\right]\right| \leq \mathbb{E}\left[C_{\delta_{0}, \varepsilon}\left(1+\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2}\right],
$$

for $1 \ll q<\infty$ sufficiently large.
Proof. We first focus on estimating $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[<]}(u)$ in (4.1), which only appears when $k \geq 2$. For $\ell=0, \ldots, 2 k-3$, since all contributions have one extra operator $\widetilde{\mathcal{G}}_{\delta}$ compared to the number of powers of $\delta$, we use the boundedness of the multiplier of $\delta \widetilde{\mathcal{G}}_{\delta}$ in (2.7) for $\ell$ of these operators. The last $\widetilde{\mathcal{G}}_{\delta}$ operator leads to a loss of derivative, since Lemma 2.3 shows that $|\stackrel{\widehat{\widetilde{G}}}{\delta}(n)| \leq|n|$ for all $n \in \mathbb{Z}^{*}$ uniformly in $\delta$. Consequently, it suffices to consider terms coming from $p_{1}(u)=u \partial_{x}^{k-1} u \partial_{x}^{k-1} u$ or from $p_{2}(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha_{\ell}} u$ with $j=3, \ldots, 2 k$, $0 \leq \alpha_{j} \leq \cdots \leq \alpha_{1} \leq k-1,\left(\alpha_{1}, \alpha_{2}\right) \neq(k-1, k-1)$, and $\alpha_{1 \cdots j} \leq 2 k+2-j$. In the above, note the increase in the number of derivatives compared to the polynomials appearing in $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[<]}(u)$, which are a consequence of the derivative loss coming from the extra $\widetilde{\mathcal{G}}_{\delta}$ operator.
Case (i): $p_{1}(u)=u \partial_{x}^{k-1} u \partial_{x}^{k-1} u$
Using multilinearity, we can write $p_{1}\left(u_{1}, u_{2}, u_{3}\right)=u_{1} \partial_{x}^{k-1} u_{2} \partial_{x}^{k-1} u_{3}$ and

$$
\begin{aligned}
p_{1}\left(\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}\right)=p_{1}\left(\widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right)+2 p_{1}\left(\widetilde{Y}_{k-\frac{1}{2}, N}\right. & \left.+v_{N}, \widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}, v_{N}\right) \\
& +p_{1}\left(v_{N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right)
\end{aligned}
$$

From Isserlis' theorem, $\mathbb{E}\left[p_{1}\left(\widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right)\right]=0$. For the second contribution, from Young's convolution inequality, Hölder's inequality, 2.1), and Young's inequality, we have that

$$
\begin{aligned}
& \left|\int p_{1}\left(u_{1}, u_{2}, u_{3}\right) d x\right| \\
& \lesssim \sum_{\substack{0=n_{123} \\
n_{\ell} \neq 0}}\left|n_{2}\right|^{k-1-\theta}\left|n_{3}\right|^{k-1}\left|n_{13}\right|^{\theta}\left|\widehat{u}_{1}\left(n_{1}\right) \widehat{u}_{2}\left(n_{2}\right) \widehat{u}_{3}\left(n_{3}\right)\right| \lesssim\left\|u_{1}\right\|_{H^{\frac{1}{2}+\theta+}}\left\|u_{2}\right\|_{H^{k-1-\theta}}\left\|u_{3}\right\|_{H^{k-1+\theta}}, \\
& \left|\int p_{1}\left(\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}, \widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}, v_{N}\right) d x\right| \\
& \lesssim\left\|\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}\right\|_{H^{\frac{1}{2}+}}\left\|\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}\right\|_{H^{k-1-}}\left\|v_{N}\right\|_{H^{k-1+}} \\
& \lesssim\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{2}\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}+\left(\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}+\left\|v_{N}\right\|_{H^{\frac{1}{2}+}}\right)\left\|v_{N}\right\|_{H^{k-1+}}^{2} \\
& \lesssim\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{2}\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}+\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2-\frac{2}{2 k-1}+}\left\|v_{N}\right\|_{L^{2}}^{\frac{2}{2 k-1}-}+\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2-\frac{1}{2 k-1}+}\left\|v_{N}\right\|_{L^{2}}^{\frac{1}{2 k-1}-}
\end{aligned}
$$

$$
\leq C_{\varepsilon}\left(\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2}
$$

for $0<\theta \ll 1$, for some $C_{\varepsilon}>0$ independent of $N, \delta$ and some $\alpha(k) \in \mathbb{N}$. For the third contribution, by Cauchy-Schwarz inequality, Young's inequality, Isserlis' theorem, and (4.15), we have

$$
\begin{aligned}
& \left|\int p_{1}\left(v_{N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right) d x\right| \\
& \left.=\left.\left|\sum_{\substack{0=n_{123} \\
0<\left|n_{\ell}\right| \leq N}} \frac{\left(-n_{2} n_{3}\right)^{k-1}}{\left|n_{1}\right|^{k-\frac{1}{2}}}\right| n_{1}\right|^{k-\frac{1}{2}} \widehat{v}_{N}\left(n_{1}\right) \widehat{\widetilde{Y}}_{k-\frac{1}{2}}\left(n_{2}\right) \widehat{\tilde{Y}}_{k-\frac{1}{2}}\left(n_{3}\right) \right\rvert\, \\
& \leq\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}\left(\sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}}\left|\sum_{n=n_{23}}\left(-n_{2} n_{3}\right)^{k-1} \widehat{\tilde{Y}}_{k-\frac{1}{2}}\left(n_{2}\right) \widehat{\tilde{Y}}_{k-\frac{1}{2}}\left(n_{3}\right)\right|^{2}\right)^{\frac{1}{2}} \\
& \leq \varepsilon\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2}+C_{\varepsilon} \sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}}\left|\sum_{n=n_{23}}\left(-n_{2} n_{3}\right)^{k-1} \widehat{\widetilde{Y}}_{k-\frac{1}{2}}\left(n_{2}\right) \widehat{\tilde{Y}}_{k-\frac{1}{2}}\left(n_{3}\right)\right|^{2}, \\
& \mathbb{E}\left[\sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}}\left|\sum_{n=n_{23}}\left(-n_{2} n_{3}\right)^{k-1} \widehat{\tilde{Y}}_{k-\frac{1}{2}}\left(n_{2}\right) \widehat{\widetilde{Y}}_{k-\frac{1}{2}}\left(n_{3}\right)\right|^{2}\right] \\
& =\sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}} \sum_{\substack{n=n_{23}=m_{23} \\
0<\left|n_{\ell}\right|,\left|m_{\ell}\right| \leq N}} \frac{\left|n_{2} n_{3} m_{2} m_{3}\right|^{k-1}}{\left(\widetilde{T}_{\delta, \frac{2 k-1}{2}}\left(n_{2}\right) \widetilde{T}_{\delta, \frac{2 k-1}{2}}\left(n_{3}\right) \widetilde{T}_{\delta, \frac{2 k-1}{2}}\left(m_{2}\right) \widetilde{T}_{\delta, \frac{2 k-1}{2}}\left(m_{2}\right)\right)^{\frac{1}{2}}}\left|\mathbb{E}\left[g_{n_{2}} g_{n_{3}} \overline{g_{m_{2}} g_{m_{3}}}\right]\right| \\
& \lesssim \sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}} \sum_{\substack{n=n_{23} \\
0<\left|n_{\ell}\right| \leq N}} \frac{\left|n_{2} n_{2}\right|^{2 k-2}}{\left|n_{2} n_{3}\right|^{2 k-1}} \\
& \lesssim \delta_{0} \sum_{0<|n| \leq N} \frac{1}{|n|^{2 k-1}} \sum_{\substack{n=n_{23} \\
0<|n| \leq N}} \frac{1}{\left|n_{2} n_{3}\right|}<C_{\delta_{0}}<\infty
\end{aligned}
$$

for some constant $C_{\delta_{0}}>0$ only depending on $\delta_{0}$, recalling that $k \geq 2$.
Case (ii): remaining contributions in $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[>]}(u)$
Let $k \in \mathbb{N}$ and $3 \leq j \leq 2 k+1$. Consider $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ with

$$
\begin{aligned}
& p(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha_{\ell}} u, \quad 0 \leq \alpha_{j} \leq \cdots \leq \alpha_{1} \leq k-1, \quad\left(\alpha_{1}, \alpha_{2}\right) \neq(k-1, k-1), \\
& \alpha_{1 \cdots j} \leq \begin{cases}2 k-2, & j=3, \\
2 k-4, & j=4, \\
2 k+2-j, & j \geq 5 .\end{cases}
\end{aligned}
$$

From Young's convolution inequality and Hölder's inequality, for $0<\theta \ll 1$ such that $\alpha_{1}-\theta<k-1$, we have

$$
\begin{equation*}
\left|\int p(u) d x\right| \lesssim\|u\|_{H^{\alpha_{1}-\theta}} \prod_{\ell=2}^{j}\left\|\langle n\rangle^{\alpha_{\ell}+\theta} \widehat{u}(n)\right\|_{\ell_{n}^{\frac{2 j-2}{j-3}}} \lesssim\|u\|_{H^{\alpha_{1}-\theta}} \prod_{\ell=2}^{j}\|u\|_{H^{\alpha_{\ell}+\frac{1}{2}-\frac{1}{2(j-1)}+\theta}} \tag{4.18}
\end{equation*}
$$

Then, using (2.1), and Young's inequality, we have we obtain

$$
\begin{aligned}
& \left|\int p\left(\widetilde{Y}_{k-\frac{1}{2}, N}+v_{N}\right) d x\right| \\
& \lesssim\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{j}+\prod_{\kappa=1}^{j}\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{j-\kappa}\left\|v_{N}\right\|_{H^{k-1}} \prod_{\ell=2}^{\kappa}\left\|v_{N}\right\|_{H^{\alpha_{\ell}+\frac{1}{2}-\frac{1}{2(j-1)}+}} \\
& \lesssim\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{j}+\prod_{\kappa=1}^{j}\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{j-\kappa}\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2 \frac{\alpha_{1 \cdots \kappa}+(\kappa-1)\left(\frac{1}{2}-\frac{1}{2(j-1)}\right)}{2 k-1}}\left\|v_{N}\right\|_{L^{2}}^{2 \frac{2 k+1+\alpha_{1 \cdots \kappa}+(\kappa-1)\left(2 k-\frac{j}{2(j-1)}\right)}{2 k-1}} \\
& \leq C_{\varepsilon}\left(\left\|\widetilde{Y}_{k-\frac{1}{2}, N}\right\|_{H^{k-1-}}^{q}+\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right)+\varepsilon\left\|v_{N}\right\|_{H^{k-\frac{1}{2}}}^{2},
\end{aligned}
$$

for $1 \leq q<\infty$ and $\alpha(k) \in \mathbb{N}$ sufficiently large, since

$$
\begin{array}{rlr}
2 \frac{\alpha_{1 \cdots \kappa}+(\kappa-1)\left(\frac{1}{2}-\frac{1}{2(j-1)}\right)}{2 k-1} & \leq 2 \frac{2 k-2+2 \frac{1}{4}}{2 k-1}=\frac{4 k-3}{2 k-1}<2, & \text { for } j=3 \\
2 \frac{\alpha_{1 \cdots \kappa}+(\kappa-1)\left(\frac{1}{2}-\frac{1}{2(j-1)}\right)}{2 k-1} & \leq 2 \frac{2 k-4+1}{2 k-1}=2 \frac{2 k-3}{2 k-1}<2, & \text { for } j=4 \\
2 \frac{\alpha_{1 \cdots \kappa}+(\kappa-1)\left(\frac{1}{2}-\frac{1}{2(j-1)}\right)}{2 k-1} & \leq 2 \frac{2 k+2-j+\frac{j-1}{2}-\frac{1}{2}}{2 k-1} \\
& \leq \frac{4 k+2-j}{2 k-1} \leq \frac{4 k-3}{2 k-1}<2, & \text { for } j \geq 5
\end{array}
$$

This completes the estimate for $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[<]}(u)$. It remains to estimate the terms in $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[\geq]}(u)$. Note that all the contributions here have at least as many powers of $\delta$ as $\widetilde{\mathcal{G}}_{\delta}$ operators, thus we can use the boundedness of the Fourier multiplier of $\delta \widetilde{\mathcal{G}}_{\delta}$ in 2.7) and focus on contributions with no $\widetilde{\mathcal{G}}_{\delta}$ operators. All such contributions were estimated in Case (ii) above, which completes our proof.

Remark 4.10. As in Lemma 4.7, in Lemma 4.9 most terms in $\widetilde{R}_{\delta, k-\frac{1}{2}}(u)$ can be handled deterministically. The problematic contributions which require an orthogonality argument are of the form

$$
\delta^{\alpha_{123}-1} \int\left(\widetilde{\mathcal{G}}_{\delta}^{\alpha_{1}} u_{1}\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\alpha_{2}} \partial_{x}^{k-1} u_{2}\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\alpha_{3}} \partial_{x}^{k-1} u_{3}\right) d x
$$

in particular, when $\left(u_{1}, u_{2}, u_{3}\right)=\left(v_{N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right)$ or $\left(u_{1}, u_{2}, u_{3}\right)=$ $\left(\widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}, \widetilde{Y}_{k-\frac{1}{2}, N}\right)$.

We can now complete the proof of Proposition 4.4 by showing the upper bound on $\mathcal{M}_{\delta, \frac{k}{2}, N}$ defined in 3.20. Fix $1 \leq p<\infty, N \in \mathbb{N}$, and $\delta_{0}>0$. Then, for $0<\delta \leq \delta_{0}$ and $0<\varepsilon<1$, Lemma 4.7 and Lemma 4.9 guarantee that there exists $C_{\varepsilon, \delta_{0}}>0$ independent of $N$ and $\delta, 1 \ll q<\infty$, and $\alpha(k) \in \mathbb{N}$ such that for any $v \in H^{\frac{k}{2}}(\mathbb{T})$, we have

$$
\begin{aligned}
\mathcal{M}_{\delta, \frac{k}{2}, N}(v) \leq \mathbb{E}\left[p C_{\varepsilon, \delta_{0}}\left(1+\left\|\tilde{Y}_{\frac{k}{2}, N}\right\|_{H^{\frac{k-1}{2}-}}^{q}\right)+\left(p \varepsilon-\frac{1}{2} C\right)\left\|v_{N}\right\|_{H^{\frac{k}{2}}}^{2}\right. & +p C_{\varepsilon, \delta_{0}}\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)} \\
& \left.-A_{0}\left\|\tilde{Y}_{\frac{k}{2}, N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right]
\end{aligned}
$$

By picking $0<\varepsilon<1$ so that $p \varepsilon<\frac{1}{2} C$ and using Lemma 4.6, there exists a constant $C_{\delta_{0}, p}>0$ independent of $N \in \mathbb{N}$ and $\delta$ such that

$$
\mathcal{M}_{\delta, \frac{k}{2}, N}(v) \leq \mathbb{E}\left[C_{p, \delta_{0}}+p C_{\varepsilon, \delta_{0}}\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}-A_{0}\left\|\widetilde{Y}_{\frac{k}{2}, N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)}\right] .
$$

Note that by using Cauchy-Schwarz and Young's inequality, we get that for $0<\eta<1$, there exists $C>0$ such that

$$
\begin{aligned}
& -\left\|\widetilde{Y}_{\frac{k}{2}, N}+v_{N}\right\|_{L^{2}}^{2 \alpha(k)} \\
& =-\left(\left\|\widetilde{Y}_{\frac{k}{2}, N}\right\|_{L^{2}}^{2}+\left\|v_{N}\right\|_{L^{2}}^{2}+2 \int \widetilde{Y}_{\frac{k}{2}, N} v_{N} d x\right)^{\alpha(k)} \\
& =-\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{i} \geq 0}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}}\left\|\widetilde{Y}_{\frac{k}{2}, N}\right\|_{L^{2}}^{2 \ell_{1}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}}\left(2 \int \widetilde{Y}_{\frac{k}{2}, N} v_{N} d x\right)^{\ell_{3}} \\
& \leq-\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}+\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{1}, \ell_{2} \geq 0, \ell_{3} \geq 1}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}}\left\|\widetilde{Y}_{\frac{k}{2}, N}\right\|_{L^{2}}^{2 \ell_{1}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}}\left|2 \int \widetilde{Y}_{\frac{k}{2}, N} v_{N} d x\right|^{\ell_{3}} \\
& \leq-\left\|v_{N}\right\|_{L^{2}}^{2 \alpha(k)}+\sum_{\substack{\ell_{1}+\ell_{2}+\ell_{3}=\alpha(k) \\
\ell_{1}, \ell_{2} \geq 0, \ell_{3} \geq 1}}\binom{\alpha(k)}{\ell_{1}, \ell_{2}, \ell_{3}} 2^{\ell_{3}}\left\|\widetilde{Y}_{\frac{k}{2}, N}\right\|_{L^{2}}^{2 \ell_{1}+\ell_{3}}\left\|v_{N}\right\|_{L^{2}}^{2 \ell_{2}+\ell_{3}} \\
& \leq-(1-\eta)\left\|v_{N}\right\|_{L^{2}(k)}^{2 \alpha(k)}+C\left\|\widetilde{Y}_{\frac{k}{2}, N}\right\|_{L^{2}}^{q},
\end{aligned}
$$

for $1 \ll q<\infty$ sufficiently large, since $2 \ell_{1}+\ell_{3}=\ell_{2}-\ell_{1}+\alpha(k) \leq \ell_{2}+\alpha(k) \leq 2 \alpha(k)$. Therefore, by choosing $A_{0}>0$ large enough such that $p C_{\varepsilon, \delta_{0}}-A_{0}(1-\eta) \leq 0$, we get that

$$
\sup _{v \in H^{\frac{k}{2}}} \sup _{N \in \mathbb{N}} \mathcal{M}_{\delta, \frac{k}{2}, N}(v)<C_{p, \delta_{0}}<\infty
$$

for some constant $C_{p, \delta_{0}}>0$, which can be chosen independently of $0<\delta \leq \delta_{0}$.
4.4. Construction of the measures $\widetilde{\rho}_{\delta, \frac{k}{2}}$ for $0 \leq \delta<\infty$. Fix $k \in \mathbb{N}, \delta_{0}>0,0<\delta \leq \delta_{0}$, and $K>0$. Define the limiting density $\widetilde{F}_{\delta, \frac{k}{2}, K}(u)$ by

$$
\widetilde{F}_{\delta, \frac{k}{2}, K}(u)=\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{\delta, \frac{k}{2}}(u)\right),
$$

where $\widetilde{R}_{\delta, \frac{k}{2}}$ denotes the remainder in 4.1.
Proposition 4.11. Let $k \in \mathbb{N}$, $\delta_{0}>0$, and $0<\delta \leq \delta_{0}$. Given $1 \leq p<\infty$, the sequences $\left\{\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}\right\}_{N \in \mathbb{N}}$ and $\left\{\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}\right)\right\}_{N \in \mathbb{N}}$ are Cauchy in $L^{p}\left(\Omega ; H^{\frac{k-1}{2}-}(\mathbb{T})\right)$ and $L^{p}(\Omega)$, thus converging to limits denoted by $\widetilde{X}_{\delta, \frac{k}{2}}$ and $\widetilde{R}_{\delta, \frac{k}{2}}\left(\widetilde{X}_{\delta, \frac{k}{2}}\right)$, respectively. Moreover, given any $1 \leq p<\infty$ and $\theta>0$, we have that

$$
\begin{array}{r}
\sup _{N \in \mathbb{N}} \sup _{0<\delta \leq \delta_{0}}\| \| \mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}\left\|_{H_{x}^{\frac{k-1}{2}-}-}\right\|_{L^{p}(\Omega)}<C p<\infty, \\
\sup _{0<\delta \leq \delta_{0}}\| \| \mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}-\mathbf{P}_{M} \widetilde{X}_{\delta, \frac{k}{2}}\left\|_{H_{x}^{\frac{k-1}{2}-\theta}}\right\|_{L^{p}(\Omega)} \leq \frac{C p}{N^{\theta}} \rightarrow 0, \tag{4.20}
\end{array}
$$

for any $M \geq N$ tending to $\infty$. In particular, the rate of convergence is uniform in $0<\delta \leq$ $\delta_{0}$. In addition, for $1 \leq p<\infty$, there exists $\theta>0$ such that

$$
\begin{gather*}
\sup _{N \in \mathbb{N}} \sup _{0<\delta \leq \delta_{0}}\left\|\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)}<\infty,  \tag{4.21}\\
\left\|\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{M} \widetilde{X}_{\delta, \frac{k}{2}}\right)-\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}\right)\right\|_{L^{p}(\Omega)} \leq \frac{C_{k, \delta_{0}} p^{k+1}}{N^{\theta}}, \tag{4.22}
\end{gather*}
$$

for any $M \geq N \geq 1$ where $C_{k, \delta_{0}}$ independently of $\delta$. Hence, the rate of convergence of $\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)$ to $\widetilde{R}_{\delta, \frac{k}{2}}(u)$ is uniform in $0<\delta \leq \delta_{0}$.

Once we have Proposition 4.11, then the proof of Theorem 1.2(i) follows from the same approach as in Theorem 1.1 (i), where instead we use the convergence of the random variables $\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}$ and $\widetilde{R}_{\delta, \frac{k}{2}}\left(\overline{\mathbf{P}}_{N} X_{\delta, \frac{k}{2}}\right)$ in Proposition 4.11 and the uniform bounds on the density in Proposition 4.3. Therefore, we omit the details, and proceed to the proof of Proposition 4.11

Proof of Proposition 4.11. For simplicity, let $X_{N}=\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}$. The estimate in 4.19) follows from that in Lemma 4.6, since $X_{N}$ and $Y_{\delta, \frac{k}{2}, N}(1)$ have the same law. For the difference, we proceed as in the proof of Proposition 3.8, using 4.15), and omit details here.

We now prove 4.22, which suffices to conclude that $\left\{\widetilde{R}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} X_{N}\right)\right\}_{N \in \mathbb{N}}$ is Cauchy in $L^{p}(\Omega)$. Let $M \geq N \geq 1$. The estimate in (4.21) follows by analogous arguments.

Case 1: $\widetilde{R}_{\delta, k}$ All the cubic in $u$ terms in $\widetilde{R}_{\delta, k}(u)$ 4.1) are of the form

$$
\int p_{1}(u) d x=\delta^{\alpha_{123}+\gamma} \int\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{1}} \partial_{x}^{\beta_{1}} u\right]\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{2}} \partial_{x}^{\beta_{2}} u\right]\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{3}} \partial_{x}^{\beta_{3}} u\right] d x
$$

where $\gamma, \alpha_{\ell}, \beta_{\ell} \geq 0, k \geq \beta_{1} \geq \beta_{2} \geq \beta_{3}$, and $\beta_{123} \leq 2 k-1$. Using the Wiener chaos estimate, Lemma 2.7. Isserlis' theorem, and (4.15), we have that

$$
\begin{aligned}
& \left\|p_{1}\left(X_{N}\right)-p_{1}\left(X_{M}\right)\right\|_{L^{p}(\Omega)}^{2} \\
& \leq p^{3}\left\|p_{1}\left(X_{N}\right)-p_{1}\left(X_{M}\right)\right\|_{L^{2}(\Omega)}^{2} \\
& \lesssim \delta_{0} p^{3} \mathbb{E}\left[\left|\sum_{0=n_{123}}\left(\mathbf{1}_{0<\left|n_{i}\right|<M}-\mathbf{1}_{0<\left|n_{i}\right|<N}\right)\left(i n_{1}\right)^{\beta_{1}}\left(i n_{2}\right)^{\beta_{2}}\left(i n_{3}\right)^{\beta_{3}} \prod_{\ell=1}^{3} \frac{\delta \widehat{\widetilde{\mathcal{G}}_{\delta}}\left(n_{\ell}\right) g_{n_{\ell}}}{T_{\delta, k}\left(n_{\ell}\right)^{\frac{1}{2}}}\right|^{2}\right] \\
& \vdots \delta_{0} p^{3} \sum_{0=n_{123}} \frac{\mathbf{1}_{B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)}}{\left|n_{1} n_{2} n_{3}\right|^{2 k}}\left[\left|n_{1}\right|^{2 \beta_{1}}\left|n_{2}\right|^{2 \beta_{2}}\left|n_{3}\right|^{2 \beta_{3}}+\left|n_{1}\right|^{2 \beta_{1}}\left|n_{2} n_{3}\right|^{\beta_{23}}\right. \\
& \left.\quad+\left|n_{1} n_{2}\right|^{\beta_{12}}\left|n_{3}\right|^{2 \beta_{3}}+\left|n_{1}\right|^{\beta_{12}}\left|n_{2}\right|^{\beta_{23}}\left|n_{3}\right|^{\beta_{13}}+\left|n_{1} n_{3}\right|^{\beta_{13}}\left|n_{2}\right|^{2 \beta_{2}}+\left|n_{1}\right|^{\beta_{13}}\left|n_{2}\right|^{\beta_{12}}\left|n_{3}\right|^{\beta_{23}}\right]
\end{aligned}
$$

since the restriction $\left|n_{\ell}\right|,\left|m_{\ell}\right|>0$ does not allow for any pairings $n_{i}+n_{j}=0$ or $m_{i}+m_{j}=0$, and $B_{N, M}$ is defined as follows

$$
\begin{array}{r}
B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)=\left\{\left(n_{1}, n_{2}, n_{3}\right) \in\left(\mathbb{Z}^{*}\right)^{3}: 0<\left|n_{i_{1}}\right| \leq M, \frac{N}{2}<\left|n_{i_{2}}\right| \leq M, N<\left|n_{i_{3}}\right| \leq M,\right. \\
\text { for some } \left.\left\{i_{1}, i_{2}, i_{3}\right\}=\{1,2,3\}\right\} .
\end{array}
$$

Since $\beta_{123} \leq 2 k-1$ and $2 \beta_{i} \leq 2 k$ for $i \in\{1,2,3\}$, we have the following bound

$$
\left\|p_{1}\left(X_{N}\right)-p_{1}\left(X_{M}\right)\right\|_{L^{p}(\Omega)}^{2} \lesssim \delta_{0} p^{3} \sum_{\substack{0<\left|n_{\min }\right| \leq M \\ \frac{N}{2}<\mid n_{\text {med }} \leq M}} \frac{1}{\left|n_{\min }\right|^{2 k}\left|n_{\text {med }}\right|^{2}} \lesssim p^{3} \frac{1}{N}
$$

The remaining terms in (4.1) have $j \in\{4, \ldots, 2 k+2\}$ copies of $u$ and can be written as (omitting the $\delta \widetilde{\mathcal{G}}_{\delta}$ operators)

$$
p_{2}(u)=\delta^{\gamma} \int \prod_{\ell=1}^{j} \partial_{x}^{\beta_{\ell}} u d x
$$

for $\gamma, \beta_{\ell} \geq 0, \beta_{1 \cdots j} \leq 2 k+2-j \leq 2 k-2$, and $\beta_{\ell} \leq k-1$, possibly after doing integration by parts. Since $\delta \widetilde{\mathcal{G}}_{\delta}$ has a bounded Fourier multiplier due to (2.7), we omit them for simplicity. Proceeding as in 4.17, since $\beta_{\ell}+\frac{1}{2}-\frac{1}{j} \leq k-\frac{1}{2}-\frac{1}{2 k+2}$, and using Lemma 4.6, we get

$$
\begin{aligned}
\left\|p_{2}\left(X_{N}\right)-p_{2}\left(X_{M}\right)\right\|_{L^{p}(\Omega)} & \lesssim \delta_{0}\| \| X_{N}-X_{M}\left\|_{H^{k-\frac{1}{2}-\frac{1}{2 k+2}}}\right\| X_{M}\left\|_{H^{k-\frac{1}{2}-}}^{j-1}\right\|_{L^{p}(\Omega)} \\
& \lesssim \delta_{0} \frac{1}{N^{\frac{1}{2 k+2}}}\left\|X_{M}\right\|_{L^{p j}(\Omega) H_{x}^{k-\frac{1}{2}-}}^{j} \\
& \lesssim \delta_{0, k} p^{k+1} \frac{1}{N^{\frac{1}{2 k+2}-}} .
\end{aligned}
$$

Combining the estimates above, we get that

$$
\begin{equation*}
\left\|\widetilde{R}_{\delta, k}\left(X_{M}\right)-\widetilde{R}_{\delta, k}\left(X_{N}\right)\right\|_{L^{p}(\Omega)} \leq C_{\delta_{0}, k} p^{k+1} \frac{1}{N^{\frac{1}{2 k+2}-}} \tag{4.23}
\end{equation*}
$$

from which we conclude that the sequence $\left\{\widetilde{R}_{\delta, 2 k+1}\left(X_{N}\right)\right\}_{N \in \mathbb{N}}$ is Cauchy in $L^{p}(\Omega)$ and therefore has a limit in $L^{p}(\Omega)$.
Case 2: $\widetilde{R}_{\delta, k-\frac{1}{2}}$ The cubic in $u$ terms in $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[<]}(u)$ in 4.1) are of the form

$$
p_{3}(u)=\delta^{\alpha_{123}-1} \int\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{1}} \partial_{x}^{\beta_{1}} u\right]\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{2}} \partial_{x}^{\beta_{2}} u\right]\left[\left(\delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha_{3}} \partial_{x}^{\beta_{3}} u\right] d x
$$

where $\alpha_{\ell}, \beta_{\ell} \geq 0, k-1 \geq \beta_{1} \geq \beta_{2} \geq \beta_{3}$, and $\beta_{123} \leq 2 k-3$. Using Lemma 2.7 and Lemma 2.3. we have that $\left|\widehat{\delta \widetilde{\mathcal{G}}_{\delta}}(n)\right| \leq 1$ and $\left|\widehat{\mathcal{G}}_{\delta}(n)\right| \leq|n|$, so it suffices to ignore all the $\delta, \widetilde{\mathcal{G}}_{\delta}$ terms and impose $\beta_{123} \leq 2 k-2$.

Proceeding as before, using the Wiener chaos estimate (Lemma 2.6), Isserlis' theorem, and (4.15), we obtain

$$
\begin{aligned}
& \left\|\int\left[p_{3}\left(X_{N}\right)-p_{3}\left(X_{M}\right)\right] d x\right\|_{L^{p}(\Omega)}^{2} \\
& \lesssim p^{3} \mathbb{E}\left[\left|\sum_{0=n_{123}}\left(\mathbf{1}_{0<\left|n_{i}\right|<M}-\mathbf{1}_{0<\left|n_{i}\right|<N}\right)\left(i n_{1}\right)^{\beta_{1}}\left(i n_{2}\right)^{\beta_{2}}\left(i n_{3}\right)^{\beta_{3}} \prod_{\ell=1}^{3} \frac{\delta \widehat{\widehat{\mathcal{G}}_{\delta}}\left(n_{\ell}\right) g_{n_{\ell}}}{T_{\delta, k-\frac{1}{2}}\left(n_{\ell}\right)^{\frac{1}{2}}}\right|^{2}\right] \\
& \lesssim \delta_{0} p^{3} \sum_{0=n_{123}} \mathbf{1}_{B_{N, M}\left(n_{1}, n_{2}, n_{3}\right)} \frac{1}{\left|n_{1} n_{2} n_{3}\right|^{2 k-1}}\left[\left|n_{1}\right|^{2 \beta_{1}}\left|n_{2}\right|^{2 \beta_{2}}\left|n_{3}\right|^{2 \beta_{3}}+\left|n_{1}\right|^{2 \beta_{1}}\left|n_{2} n_{3}\right|^{\beta_{23}}\right. \\
& \quad+\left|n_{1} n_{2}\right|^{\beta_{12}}\left|n_{3}\right|^{2 \beta_{3}}+\left|n_{1}\right|^{\beta_{12}}\left|n_{2}\right|^{\left.\beta_{23}\left|n_{3}\right|^{\beta_{13}}+\left|n_{1} n_{3}\right|^{\beta_{13}}\left|n_{2}\right|^{2 \beta_{2}}+\left|n_{1}\right|^{\beta_{13}}\left|n_{2}\right|^{\beta_{12}}\left|n_{3}\right|^{\beta_{23}}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& \lesssim \delta_{0} p^{3} \sum_{0=n_{123}} \mathbf{1}_{B_{N, M}}\left(n_{1}, n_{2}, n_{3}\right) \frac{1}{\left|n_{1} n_{2} n_{3}\right|} \\
& \lesssim \delta_{0} p^{3} \sum_{\substack{0<\left|n_{\min }\right| \leq M \\
\frac{N}{2}<\left|n_{\text {med }}\right| \leq M}} \frac{1}{\left|n_{\min }\right|^{1+\theta}\left|n_{\text {med }}\right|^{2-\theta}} \\
& \lesssim \delta_{0} p^{3} \frac{1}{N^{1-\theta}} .
\end{aligned}
$$

Note that the same estimate above holds for the cubic terms in $\widetilde{R}_{\delta, k-\frac{1}{2}}^{[\geq]}(u)$.
To estimate the remaining contributions in $\widetilde{R}_{\delta, k-\frac{1}{2}}(u)$, it suffices to control the terms

$$
\begin{aligned}
p_{4}(u) & =\delta^{\gamma} \int \prod_{\ell=1}^{j} \partial_{x}^{\alpha_{\ell}} u d x \\
j & =4, \ldots, 2 k+1, \quad \gamma \geq 0, \quad 0 \leq \alpha_{\ell} \leq k-1, \quad \alpha_{1 \cdots j} \leq 2 k+2-j,
\end{aligned}
$$

as the same estimate holds for all other terms, using Lemma 2.7 and Lemma 2.3 to handle the $\widetilde{\mathcal{G}}_{\delta}$ operators. Then, for fixed $j=4, \ldots, 2 k+1$, proceeding as in 4.18) and using Lemma 4.6, we have that

$$
\begin{align*}
\left\|p_{4}\left(X_{N}\right)-p_{4}\left(X_{M}\right)\right\|_{L^{p}(\Omega)} & \lesssim \delta_{0}\| \| X_{N}-X_{M}\left\|_{H^{k-1-2 \theta}}\right\| X_{M}\left\|_{H^{k-1-}}^{j-1}\right\|_{L^{p}(\Omega)}  \tag{4.24}\\
& \lesssim \delta_{0} \frac{1}{N^{\theta}}\| \| X_{M}\left\|_{H_{x}^{k-1-}}\right\|_{L^{p j}(\Omega)}^{j}  \tag{4.25}\\
& \lesssim_{\delta_{0}, k} p^{k+\frac{1}{2}} \frac{1}{N^{\theta}} \tag{4.26}
\end{align*}
$$

for $0<\theta \ll 1$ sufficiently small.
Combining this estimate with the earlier one for the cubic contributions, we get that

$$
\begin{equation*}
\left\|\widetilde{R}_{\delta, k-\frac{1}{2}}\left(X_{M}\right)-\widetilde{R}_{\delta, k-\frac{1}{2}}\left(X_{N}\right)\right\|_{L^{p}(\Omega)} \leq C_{\delta_{0}, k} p^{k+\frac{1}{2}} \frac{1}{N^{\theta}} \tag{4.27}
\end{equation*}
$$

for some $0<\theta<1$, from which we conclude that the sequence $\left\{\widetilde{R}_{\delta, k-\frac{1}{2}}\left(X_{N}\right)\right\}_{N \in \mathbb{N}}$ is Cauchy in $L^{p}(\Omega)$ and therefore has a limit in $L^{p}(\Omega)$.
Remark 4.12. All of the results on $\widetilde{X}_{\delta, k}, \widetilde{R}_{\delta, k}, F_{\delta, k, K, N}$, and $\widetilde{\rho}_{\delta, k, K}$ can be extended to the KdV setting $\delta=0$. In Proposition B.7, we established that for $k \in \mathbb{N}$, the $k$-th conserved quantity for KdV satisfies

$$
\begin{equation*}
\widetilde{E}_{0, k}(u)=\widetilde{E}_{\delta, k}^{[0]}(u) \tag{4.28}
\end{equation*}
$$

where the latter, defined in $(\bar{B} .18)$, collects the terms in $\widetilde{E}_{\delta, k}(u)$ which have no $\widetilde{\mathcal{G}}_{\delta}$ operators and no powers of $\delta$. Consequently, we can write

$$
\widetilde{E}_{0, k}(u)=\frac{1}{2}\|u\|_{\dot{H}^{k}}^{2}+\widetilde{R}_{0, k}(u)
$$

and, from 4.28), we have that all the terms in $\widetilde{R}_{0, k}(u)$ appear in $\widetilde{R}_{\delta, k}(u)$. Consequently, all the results established in Subsections 4.3 and 4.4 for even-indexed quantities extends to $\delta=0$. We briefly mention the relevant results below.

Given $k \in \mathbb{N}, K>0$, and $N \in \mathbb{N}$, we recall the definition of the truncated densities

$$
\begin{equation*}
\widetilde{F}_{0, k, N, K}(u)=\eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{0, k}\left(\mathbf{P}_{N} u\right)\right) \tag{4.29}
\end{equation*}
$$

which are uniformly bounded in $N$ (proceeding as in Subsection 4.3): for any $1 \leq p<\infty$,

$$
\begin{equation*}
\sup _{N \in \mathbb{N}}\left\|\widetilde{F}_{0, k, N, K}\left(\widetilde{X}_{0, k}\right)\right\|_{L^{p}(\Omega)}=\sup _{N \in \mathbb{N}}\left\|\widetilde{F}_{0, k, N, K}(u)\right\|_{L^{p}\left(d \widetilde{\mu}_{0, k}\right)} \leq C_{p, k, K}<\infty \tag{4.30}
\end{equation*}
$$

The variables $\left\{\mathbf{P}_{N} \widetilde{X}_{0, k}\right\}_{N \in \mathbb{N}}$ and $\left\{\widetilde{R}_{0, k}\left(\mathbf{P}_{N} \widetilde{X}_{0, k}\right)\right\}_{N \in \mathbb{N}}$ are Cauchy in $L^{p}\left(\Omega ; H^{k-\frac{1}{2}-}(\mathbb{T})\right)$ and $L^{p}(\Omega)$, respectively, for any $1 \leq p<\infty$, and they converge to limits $\widetilde{X}_{0, k}$ and $\widetilde{R}_{0, k}\left(\widetilde{X}_{0, k}\right)$. Consequently, we can rigorously construct the weighted Gaussian measures $\widetilde{\rho}_{0, k, K}$ for KdV :
(i) For all $1 \leq p<\infty$, we have $\lim _{N \rightarrow \infty} \widetilde{F}_{0, k, N, K}(u)=\widetilde{F}_{0, k, K}(u)$ in $L^{p}\left(d \widetilde{\mu}_{0, k}\right)$, where

$$
\widetilde{F}_{0, k, K}(u)=\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) \exp \left(-\widetilde{R}_{0, k}\right)(u) .
$$

(ii) The truncated measure $\widetilde{\rho}_{0, k, N, K}$ converges in total variation to $\widetilde{\rho}_{0, k, K}$ given by

$$
\widetilde{\rho}_{0, k, K}(d u)=Z_{0, k}^{-1} \widetilde{F}_{0, K}(u) d \widetilde{\mu}_{0, k}(u) .
$$

Moreover, the limiting measure above is equivalent to the base Gaussian measure $\eta_{K}\left(\|u\|_{L^{2}}^{2}\right) d \widetilde{\mu}_{0, k}(u)$.
4.5. Convergence of $\widetilde{\rho}_{\delta, \frac{k}{2}}$ as $\delta \rightarrow 0$. In this section, we show Theorem 1.2 (ii). The main ingredient to establish the weak convergence of the measures $\widetilde{\rho}_{\delta, k-\frac{1}{2}, K}, \widetilde{\rho}_{\delta, k, K}$ to $\widetilde{\rho}_{0, k, K}$ is the following $L^{p}(\Omega)$-convergence of the truncated densities.

Lemma 4.13. Let $k, N \in \mathbb{N}$. Then, for all $1 \leq p<\infty$, we have

$$
\begin{align*}
\lim _{\delta \rightarrow 0}\left\|\widetilde{F}_{\delta, k-\frac{1}{2}, K, N}\left(\widetilde{X}_{\delta, k-\frac{1}{2}}\right)-\widetilde{F}_{0, k, K, N}\left(\widetilde{X}_{0, k}\right)\right\|_{L^{p}(\Omega)} & =0,  \tag{4.31}\\
\lim _{\delta \rightarrow 0}\left\|\widetilde{F}_{\delta, k, K, N}\left(\widetilde{X}_{\delta, k}\right)-\widetilde{F}_{0, k, K, N}\left(\widetilde{X}_{0, k}\right)\right\|_{L^{p}(\Omega)} & =0 . \tag{4.32}
\end{align*}
$$

Assuming Lemma 4.13, we can now proceed to the proof the theorem.
Proof of Theorem 1.2(ii). Fix $K, \delta_{0}>0$ and $k \in \mathbb{N}$. By construction, the measures $\widetilde{\rho}_{\delta, \frac{k}{2}, K}$ are equivalent for all $0<\delta \leq \delta_{0}$ and they are also equivalent to the base Gaussian measure with cutoff $\widetilde{\mu}_{\delta, \frac{k}{2}, K}$. The same is true for $\widetilde{\rho}_{0, k, K}$ and the base Gaussian $\widetilde{\mu}_{0, k, K}$ (see Remark 4.12). From Lemma 4.1. we have that $\widetilde{\mu}_{\delta, k-\frac{1}{2}, K}, \widetilde{\mu}_{0, k, K}$ and $\widetilde{\mu}_{\delta, k, K}, \widetilde{\mu}_{0, k, K}$ are singular. Consequently, we conclude that $\widetilde{\rho}_{\delta, k-\frac{1}{2}, K}, \widetilde{\rho}_{\mathrm{KdV}, 2 k, K}$ and $\widetilde{\rho}_{\delta, k, K}, \widetilde{\rho}_{\mathrm{KdV}, 2 k, K}$ are also singular for all $0<\delta \leq \delta_{0}$. It remains to show the weak convergence of $\widetilde{\rho}_{\delta, k-\frac{1}{2}, K}$ and $\widetilde{\rho}_{\delta, k, K}$ to $\widetilde{\rho}_{0, k, K}$ as $\delta \rightarrow 0$.

In the following, for simplicity, we omit the $K$ dependence and only show the convergence for $\widetilde{\rho}_{\delta, k, K}$, as the same ideas apply to $\widetilde{\rho}_{\delta, k-\frac{1}{2}, K}$. Let $\varepsilon>0$ and $A$ be any Borel subset of $H^{k-\frac{1}{2}-\varepsilon}(\mathbb{T})$ with $\widetilde{\rho}_{0, k}(\partial A)=0$, where $\partial A$ denotes the boundary of the set $A$. By the portmanteau lemma, the weak convergence of $\widetilde{\rho}_{\delta, k}$ to $\widetilde{\rho}_{0, k}$ follows once we show that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left[\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{\delta, k}(A)\right]=0 \tag{4.33}
\end{equation*}
$$

By triangle inequality, we have that

$$
\begin{align*}
& \left|\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{\delta, k}(A)\right| \\
& \leq\left|\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{0, k, N}(A)\right|+\left|\widetilde{\rho}_{\delta, k}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right|+\left|\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right|  \tag{4.34}\\
& \leq\left|\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{0, k, N}(A)\right|+\sup _{0<\delta \leq \delta_{0}}\left|\widetilde{\rho}_{\delta, k}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right|+\left|\widetilde{\rho}_{0, k, N}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right| .
\end{align*}
$$

From Remark 4.12, we know that $\widetilde{\rho}_{0, k, N}$ converges in total variation to $\widetilde{\rho}_{0, k}$, thus

$$
\lim _{N \rightarrow \infty}\left|\widetilde{\rho}_{0, k}(A)-\widetilde{\rho}_{0, k, N}(A)\right|=0
$$

Moreover, Theorem 1.2 (i) guarantees that

$$
\lim _{N \rightarrow \infty} \sup _{0<\delta \leq \delta_{0}}\left|\widetilde{\rho}_{\delta, k}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right|=0 .
$$

Therefore, if we show that for $N \gg 1$,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left|\widetilde{\rho}_{0, k, N}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right|=0, \tag{4.35}
\end{equation*}
$$

then (4.33) follows from taking a limit as $\delta \rightarrow 0$ followed by a limit as $N \rightarrow \infty$ in (4.34) and the three convergence results above.

We first note that

$$
\begin{aligned}
& \left|\widetilde{\rho}_{0, k, N}(A)-\widetilde{\rho}_{\delta, k, N}(A)\right| \\
& =\left|Z_{0, k, N}^{-1} \mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)\right]-Z_{\delta, k, N}^{-1} \mathbb{E}\left[\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right]\right| \\
& \leq\left|Z_{0, k, N}^{-1}-Z_{\delta, k, N}^{-1}\right| \mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)\right] \\
& \quad+Z_{\delta, k, N}^{-1}\left|\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)\right]-\mathbb{E}\left[\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right]\right|
\end{aligned}
$$

where $Z_{0, k, N}=\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right)\right]$ and $Z_{\delta, k, N}=\mathbb{E}\left[\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right)\right]$. The first contribution converges to 0 by 4.32) and boundedness of the density $\widetilde{F}_{0, k, N}$ in 4.30). Since $Z_{\delta, k, N}$ is uniformly bounded in $\delta, N$ by (4.9), it remains to show that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left|\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)\right]-\mathbb{E}\left[\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right]\right|=0 \tag{4.36}
\end{equation*}
$$

Again, by triangle inequality,

$$
\begin{aligned}
& \left|\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)\right]-\mathbb{E}\left[\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right) \mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right]\right| \\
& \quad \leq\left\|\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right)-\widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}\right)\right\|_{L^{1}(\Omega)}+\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right)\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right]
\end{aligned}
$$

where the first term converges to 0 as $\delta \rightarrow 0$ by 4.32. For the second term, from CauchySchwarz inequality, we get

$$
\mathbb{E}\left[\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right)\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right] \lesssim\left\|\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}\right)\right\|_{L^{2}(\Omega)} \mathbb{E}\left[\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right],
$$

where the first factor on the RHS is uniformly bounded in $N$ from (4.30), thus it suffices to show that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \mathbb{E}\left[\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right]=0 . \tag{4.37}
\end{equation*}
$$

Since $\widetilde{\mu}_{0, k}(\partial A)=0$, we have

$$
\begin{aligned}
& \mathbb{E}\left[\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right]=\mathbb{E}\left[\mathbf{1}_{\mathrm{int} A}\left(\widetilde{X}_{0, k}\right)\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right] \\
&+\mathbb{E}\left[\mathbf{1}_{\mathrm{int} A^{c}}\left(\widetilde{X}_{0, k}\right)\left|\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right)-\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)\right|\right] .
\end{aligned}
$$

Note that $\operatorname{int} A, \operatorname{int} A^{c}$ are open sets, the quantities inside the expected values above are always bounded by 1 , and $\lim _{\delta \rightarrow 0} \widetilde{X}_{\delta, k}=\widetilde{X}_{0, k}$ a.s. from Lemma 4.1, then $\mathbf{1}_{A}\left(\widetilde{X}_{\delta, k}\right)-$ $\mathbf{1}_{A}\left(\widetilde{X}_{0, k}\right) \rightarrow 0$ a.s. as $\delta \rightarrow 0$. Then, by the dominated convergence theorem, 4.37) follows, completing the proof of weak convergence.

It only remains to prove the convergence in $\delta$ for the truncated densities in Lemma 4.13.
Proof of Lemma 4.13. For simplicity, we omit the $K$ dependence in the proof. Fix $N \in \mathbb{N}$ and let $\widetilde{X}_{\delta, \frac{k}{2}, N}=\mathbf{P}_{N} \widetilde{X}_{\delta, \frac{k}{2}}$ for $0 \leq \delta<\infty$. For fixed $x \in \mathbb{T}$ and $\omega \in \Omega$, from (4.4), we get

$$
\lim _{\delta \rightarrow 0} \widetilde{X}_{\delta, k-\frac{1}{2}, N}(x ; \omega)=\lim _{\delta \rightarrow 0} \widetilde{X}_{\delta, k, N}(x ; \omega)=\widetilde{X}_{0, k}(x ; \omega) .
$$

Also, from 4.15), we have for $\omega \in \Omega$ fixed that for $0<\delta \leq \delta_{0}$

$$
\begin{equation*}
\left\|\widetilde{X}_{\delta, k-\frac{1}{2}, N}(x ; \omega)\right\|_{H^{k}}^{2},\left\|\widetilde{X}_{\delta, k, N}(x ; \omega)\right\|_{H^{k}}^{2} \lesssim \delta_{0} \sum_{0<|n| \leq N}\left|g_{n}(\omega)\right|^{2} \leq C_{\omega, \delta_{0}, N}<\infty, \tag{4.38}
\end{equation*}
$$

where $C_{\omega, \delta_{0}, N}$ depends on $\omega, \delta_{0}, N$. For fixed $\omega \in \Omega$, from (4.38) and the proof of Proposition B.7, we have the following convergence

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \widetilde{R}_{\delta, k-\frac{1}{2}, N}\left(\widetilde{X}_{\delta, k-\frac{1}{2}}(\omega)\right)=\lim _{\delta \rightarrow 0} \widetilde{R}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}(\omega)\right)=\widetilde{R}_{0, k, N}\left(\widetilde{X}_{0, k}(\omega)\right) \tag{4.39}
\end{equation*}
$$

Fixing $\omega \in \Omega$ and using (4.4), we have that for $m=2 k-1$ and $m=2 k$

$$
\left|\left\|\widetilde{X}_{\delta, \frac{m}{2}, N}(\omega)\right\|_{L^{2}}^{2}-\left\|\widetilde{X}_{0, k, N}(\omega)\right\|_{L^{2}}^{2}\right|=\frac{1}{2 \pi} \sum_{0<|n| \leq N}\left|g_{n}(\omega)\right|^{2}\left|\frac{1}{\widetilde{T}_{\delta, \frac{m}{2}}(n)}-\frac{1}{|n|^{2 k}}\right| \rightarrow 0,
$$

as $\delta \rightarrow 0$, we conclude that $\lim _{\delta \rightarrow 0}\left\|\widetilde{X}_{\delta,, \frac{m}{2}, N}(\omega)\right\|_{L^{2}} \rightarrow\left\|\widetilde{X}_{0, k, N}(\omega)\right\|_{L^{2}}$. Moreover,

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \eta_{K}\left(\left\|\tilde{X}_{\delta, k-\frac{1}{2}, N}(\omega)\right\|_{L^{2}}^{2}\right)=\lim _{\delta \rightarrow 0} \eta_{K}\left(\left\|\widetilde{X}_{\delta, k, N}(\omega)\right\|_{L^{2}}^{2}\right)=\eta_{K}\left(\left\|\widetilde{X}_{0, k, N}(\omega)\right\|_{L^{2}}^{2}\right) \tag{4.40}
\end{equation*}
$$

by continuity of the cutoff function $\eta_{K}$. Lastly, combining (4.39) and (4.40), we conclude that for all $\omega \in \Omega$,

$$
\lim _{\delta \rightarrow 0} \widetilde{F}_{\delta, k-\frac{1}{2}, N}\left(\widetilde{X}_{\delta, k-\frac{1}{2}}(\omega)\right)=\lim _{\delta \rightarrow 0} \widetilde{F}_{\delta, k, N}\left(\widetilde{X}_{\delta, k}(\omega)\right)=\widetilde{F}_{0, k, N}\left(\widetilde{X}_{0, k}(\omega)\right) .
$$

From the pointwise in $\omega \in \Omega$ convergence above, the uniform in $0<\delta \leq \delta_{0}$ bounds in (4.9) and (4.30), and the dominated convergence theorem, we get the intended $L^{p}(\Omega)$ convergence of the truncated densities (4.31) and 4.32).

## 5. Almost almost-sure conservation for truncated dynamics

In this section we prove the main ingredient needed for the proof of invariance of the measures $\rho_{\delta, \frac{k}{2}}$ and $\widetilde{\rho}_{\delta, \frac{k}{2}}$ for $k \geq 3$. To this end, we consider suitably truncated dynamics which approximate (1.1) and (1.4) for which it is easier to establish invariance. However, as in the analysis for Benjamin-Ono in [54, [55, [56], these dynamics no longer have $E_{\delta, \frac{k}{2}}$ and $\widetilde{E}_{\delta, \frac{k}{2}}$ as conserved quantities for $k \in \mathbb{N}$. We discuss this difficulty below.

In the deep-water regime, we fix $2 \leq \delta \leq \infty$ for simplicity and let $N \in \mathbb{N}$. Consider the following truncated ILW equation:

$$
\left\{\begin{array}{l}
\partial_{t} u_{N}-\mathcal{G}_{\delta} \partial_{x}^{2} u_{N}=2 \mathbf{P}_{N}\left(\left(\mathbf{P}_{N} u_{N}\right) \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)\right),  \tag{5.1}\\
u_{N}(0)=u_{0}
\end{array}\right.
$$

For $u_{0} \in L^{2}(\mathbb{T})$, one can easily see that (5.1) has a unique global solution $u_{N} \in C\left(\mathbb{R} ; L^{2}(\mathbb{T})\right)$. Recalling that $\mathbf{P}_{>N}$ denotes the projection onto Fourier modes $\{|n|>N\}$, we can write $u_{N}=\mathbf{P}_{N} u_{N}+\mathbf{P}_{>N} u_{N}$. Then, one can see that the dynamics of (5.1) decouple, where the high frequency piece $\mathbf{P}_{>N} u_{N}$ solves the linear ILW equation with initial data $P_{>N} u_{0}$, while
the low frequency part $\mathbf{P}_{N} u_{N}$ solves a finite-dimensional system of ODEs which preserves the $L^{2}$-norm and the Hamiltonian $E_{\delta, \frac{1}{2}}$ :

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t} \int\left(\mathbf{P}_{N} u_{N}(t)\right)^{2} d x= & \int\left[2\left(\mathbf{P}_{N} u_{N}\right) \mathbf{P}_{N}\left(\mathbf{P}_{N} u_{N} \partial_{x} \mathbf{P}_{N} u_{N}\right)+\left(\mathbf{P}_{N} u_{N}\right) \mathcal{G}_{\delta} \partial_{x}^{2} u_{N}\right] d x \\
= & \int\left[\frac{2}{3} \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{3}+\left(\mathbf{P}_{N} u_{N}\right) \mathcal{G}_{\delta} \partial_{x}^{2}\left(\mathbf{P}_{N} u_{N}\right)\right] d x=0 \\
\frac{d}{d t} E_{\delta, \frac{1}{2}}\left(\mathbf{P}_{N} u_{N}\right)= & \int\left(\partial_{t} \mathbf{P}_{N} u_{N}\right)\left[\mathcal{G}_{\delta} \partial_{x} \mathbf{P}_{N} u_{N}+\left(\mathbf{P}_{N} u_{N}\right)^{2}\right] d x \\
=\int & \int\left(\mathcal{G}_{\delta} \partial_{x} \mathbf{P}_{N} u_{N}\right)\left(\mathcal{G}_{\delta} \partial_{x}^{2} \mathbf{P}_{N} u_{N}\right) \\
& +\left(\mathbf{P}_{N} u_{N}\right)^{2} \mathcal{G}_{\delta} \partial_{x}^{2} \mathbf{P}_{N} u_{N}+\partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{2} \mathcal{G}_{\delta} \partial_{x} \mathbf{P}_{N} u_{N} \\
& \left.+\mathbf{P}_{N}\left(\mathbf{P}_{N} u_{N}\right)^{2} \mathbf{P}_{N} \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{2}\right] d x=0
\end{aligned}
$$

Unfortunately, the higher order conserved quantities $E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u_{N}\right)$ for $k \geq 2$ are no longer conserved. This is analogous to the phenomenon observed for the BO and KdV equations in [54, 55, [56, ?]. As a replacement for conservation, the main ingredient to show invariance of $\rho_{\delta, \frac{k}{2}}$ is the following almost almost-sure conservation for the truncated dynamics.

Proposition 5.1. Let $2 \leq \delta \leq \infty, k \geq 2, N \in \mathbb{N}$, and let $\Phi_{t}^{N}$ denote the data-to-solution map of the truncated $I L W$ (5.1). Then, for all $1 \leq q<\infty$, we have that

$$
\lim _{N \rightarrow \infty}\left\|\left.\frac{d}{d t} E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \Phi_{t}^{N}\left(u_{0}\right)\right)\right|_{t=0}\right\|_{L^{q}\left(\mu_{\delta, \frac{k}{2}}\right)}=0
$$

We postpone the proof of Proposition 5.1 to Subsection 5.1 .
A similar phenomenon is observed for the scaled ILW equation 1.4 and its corresponding truncated dynamics:

$$
\left\{\begin{array}{l}
\partial_{t} \widetilde{u}_{N}-\widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2} \widetilde{u}_{N}=2 \mathbf{P}_{N}\left(\left(\mathbf{P}_{N} \widetilde{u}_{N}\right) \partial_{x}\left(\mathbf{P}_{N} \widetilde{u}_{N}\right)\right)  \tag{5.2}\\
\widetilde{u}_{N}(0)=u_{0}
\end{array}\right.
$$

As before, (5.2) has a global-in-time solution $\widetilde{u}_{N}$ and its dynamics decouple, with the low frequency part $\mathbf{P}_{N} \widetilde{u}_{N}$ satisfying conservation of the $L^{2}$-norm and $\widetilde{E}_{\delta, \frac{1}{2}}$, but $\widetilde{E}_{\delta, \frac{k}{2}}$ is not conserved for $k \geq 2$. As in the deep-water regime, we instead prove the following result.

Proposition 5.2. Let $\delta_{0}>0,0<\delta \leq \delta_{0}, k \geq 2, N \in \mathbb{N}$, and $\widetilde{\Phi}_{t}^{N}$ denote the data-tosolution map of the truncated sILW (5.2). Then, for all $1 \leq q<\infty$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\left.\frac{d}{d t} \widetilde{E}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{\Phi}_{t}^{N}\left(u_{0}\right)\right)\right|_{t=0}\right\|_{L^{q}\left(d \widetilde{\mu}_{\delta, \frac{k}{2}}\right)}=0 \tag{5.3}
\end{equation*}
$$

We postpone the proof of Proposition 5.2 to Subsection ??
Before proceeding, we recall some relevant results and notations. Following [54], we introduce some useful notations. Consider any polynomial $p(u) \in \mathcal{P}_{j}(u)$ for some integer $j \geq 2$, with $\mathcal{P}_{j}(u)$ as defined in Section 3. Recall that $p(u)$ has an associated fundamental
polynomial $\widetilde{p}(u)$ of the form

$$
\widetilde{p}(u)=\prod_{\ell=1}^{j} \partial_{x}^{\gamma_{\ell}} u
$$

for suitable $\gamma_{\ell} \in \mathbb{N} \cup\{0\}$. For $N \in \mathbb{N}$ and $\ell \in\{1, \ldots, j\}$, we now define the new polynomials $p_{\ell, N}^{*}(u)$ as follows

$$
\begin{equation*}
p_{\ell, N}^{*}(u)=\left.p(u)\right|_{\partial_{x}^{\gamma} u=\partial_{x}^{\gamma}\left(\mathbf{P}_{>N}\left(u \partial_{x} u\right)\right)}, \tag{5.4}
\end{equation*}
$$

i.e., the polynomial obtained from $p(u)$ by replacing the $\partial_{x}^{\gamma} u$ term by $\partial_{x}^{\gamma}\left(\mathbf{P}_{>N}\left(u \partial_{x} u\right)\right)$. Moreover, we define $p_{N}^{*}(u)$ as

$$
\begin{equation*}
p_{N}^{*}(u)=\sum_{\ell=1}^{j} p_{\ell, N}^{*}(u) \tag{5.5}
\end{equation*}
$$

Note that the above transformation increases the degree of the original polynomial in $u$ by 1 as well as its total number of derivatives. This definition will become useful in writing $\frac{d}{d t} E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)$. The same definition is extended to polynomials $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ used to describe the shallow-water conserved quantities.

We also recall the following estimate on truncated sums; see Lemma 3.2 in [56 for the proof.

Lemma 5.3. Let $j \geq 2$. Then, the following estimate holds as $N \rightarrow \infty$

$$
\begin{equation*}
\sum_{\substack{\left|n_{1}+\cdots+n_{j}\right|>N \\ 0<\left|n_{1}\right|, \ldots,\left|n_{j}\right| \leq N}} \frac{1}{\left|n_{1}\right|\left|n_{2} \cdots n_{j}\right|^{2}}=O\left(\frac{\ln N}{N}\right) \tag{5.6}
\end{equation*}
$$

Lastly, we will require the following property of Gaussian random variables. For all $1 \leq q<\infty$ and $\ell \in \mathbb{N}$, it follows from the Wiener chaos (Lemma 2.6) estimate and Isserlis's theorem that there exists $C=C(k, q)>0$ such that

$$
\begin{equation*}
\sup _{n_{1}, \ldots, n_{\ell} \in \mathbb{Z}^{*}}\left\|g_{n_{1}} \cdots g_{n_{\ell}}\right\|_{L^{q}(\Omega)} \leq C_{k, q}<\infty \tag{5.7}
\end{equation*}
$$

5.1. Proof of Proposition 5.1. Fix $k \geq 2, N \in \mathbb{N}$, and let $u_{N}$ denote the solution to (5.1) with data $u_{0} \in L^{2}(\mathbb{T})$. Then, the low frequency part $\mathbf{P}_{N} u_{N}$ solves the following equation

$$
\begin{equation*}
\partial_{t} \mathbf{P}_{N} u_{N}-\mathcal{G}_{\delta} \partial_{x}^{2} \mathbf{P}_{N} u_{N}=\left(\mathbf{P}_{N} u_{N}\right) \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)-\mathbf{P}_{>N}\left(\left(\mathbf{P}_{N} u_{N}\right) \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)\right) . \tag{5.8}
\end{equation*}
$$

Consequently, when calculating the time derivative of $E_{\frac{k}{2}}\left(\mathbf{P}_{N} u_{N}\right)$, we can replace the $\partial_{t}\left(\mathbf{P}_{N} u_{N}\right)$ terms with

$$
\begin{equation*}
\left[\mathcal{G}_{\delta} \partial_{x}^{2} \mathbf{P}_{N} u_{N}+\left(\mathbf{P}_{N} u_{N}\right) \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)\right]-\mathbf{P}_{>N}\left(\left(\mathbf{P}_{N} u_{N}\right) \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)\right) \tag{5.9}
\end{equation*}
$$

Since the terms obtained by replacing the first contribution above are those we would expect from a solution to the full ILW equation (1.1), these terms collectively vanish. Therefore, the potentially nonzero contributions arise from the $-\mathbf{P}_{>N}\left(\left(\mathbf{P}_{N} u\right) \partial_{x}\left(\mathbf{P}_{N} u\right)\right)$ substitutions. Moreover, note that all the leftover terms are cubic or higher order in $u_{N}$, since the quadratic
terms vanish. In more detail, note that the high frequency remainder obtained by replacing $\partial_{t} \mathbf{P}_{N} u_{N}$ with the second contribution in (5.9) is

$$
\sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k} a_{\ell} \int \mathbf{P}_{N}\left(\partial_{x}^{\frac{\ell}{2}} u_{N}\right) \cdot \mathbf{P}_{>N}\left[\partial_{x}^{\frac{\ell}{2}}\left(\mathcal{G}_{\delta} \partial_{x}\right)^{k-\ell}\left(\mathbf{P}_{N} u_{N} \partial_{x} \mathbf{P}_{N} u_{N}\right)\right] d x=0
$$

as all the integrals vanish due to the orthogonality of the frequency supports of the two terms being integrated.

Recalling the structure of the conserved quantities in (3.1) and (3.2) and following the observation above, we get

$$
\frac{d}{d t} E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u_{N}\right)=\sum_{\ell=0}^{k-1} \frac{1}{\delta^{\ell}} A_{\frac{k}{2}, \frac{k-\ell}{2}, N}^{*}\left(\mathbf{P}_{N} u_{N}(t)\right)
$$

where $A_{\frac{k}{2}, \frac{k}{2}, N}^{*}(\cdot)$ is defined by replacing each polynomial $p(\cdot)$ in (3.3) and (3.4) by $p_{N}^{*}(\cdot)$. In the following, we detail how to establish that for $2 \leq \delta \leq \infty, k \geq 2$, and $1 \leq q<\infty$,

$$
\begin{align*}
& \lim _{N \rightarrow \infty}\left\|A_{\frac{k}{2}, \frac{k}{2}, N}^{*}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, \frac{k}{2}}\right)}=0,  \tag{5.10}\\
& \lim _{N \rightarrow \infty}\left\|A_{\frac{k}{2}, \frac{1}{2}, N}^{*}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, \frac{k}{2}}\right)}=0 . \tag{5.11}
\end{align*}
$$

The convergence of the contributions $A_{\frac{k}{2}, \frac{k-\ell}{2}, N}^{*}\left(\mathbf{P}_{N} \cdot\right)$ for $1 \leq \ell \leq k-2$ follow the same approach, thus we omit the details.

Before proving (5.10) and 5.11, we recall a useful result in 56] on the leading order cubic terms in $A_{\frac{k}{2}, \frac{2 m+1}{2}}$. See Lemma 7.1 in [56] for a proof.
Lemma 5.4. [56, Lemma 7.1] Let $m \in \mathbb{N}, N \in \mathbb{N}$, and $u_{N}=\mathbf{P}_{N} u$. Then, for $\alpha=0,1$

$$
\begin{aligned}
& \int\left[u_{N}\right]\left[\mathcal{H}^{\alpha} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha} \partial_{x}^{m}\left[u_{N} \partial_{x} u_{N}\right] d x \\
& =\sum_{j=1}^{m} c_{j} \int\left[u_{N}\right]\left[\mathcal{H}^{\alpha} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha}\left[\partial_{x}^{j} u_{N} \cdot \partial_{x}^{m+1-j} u_{N}\right] d x \\
& \int \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \cdot \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}^{m}\left[u_{N} \partial_{x} u_{N}\right] d x \\
& \\
& \quad+\int \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \cdot \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}^{m} \mathcal{H}\left[u_{N} \partial_{x} u_{N}\right] d x=0
\end{aligned}
$$

Proof of 5.11). Since the only contribution in $A_{\frac{k}{2}, \frac{1}{2}}(u)$ arises from the polynomial $p(u)=$ $u^{3}$, using Wiener chaos estimate (Lemma 2.6), it suffices to estimate

$$
\left\|A_{\frac{k}{2}, \frac{1}{2}, N}^{*}\left(\mathbf{P}_{N} u\right)\right\|_{L^{2}\left(d \mu_{\delta, \frac{k}{2}}\right)} \sim\left\|\int\left(\mathbf{P}_{N} u\right)^{2} \mathbf{P}_{>N}\left(\mathbf{P}_{N} u \partial_{x} \mathbf{P}_{N} u\right) d x\right\|_{L^{2}\left(d \mu_{\delta, \frac{k}{2}}\right.}
$$

From (3.7), we get

$$
\begin{equation*}
\left.\cdots \lesssim \sum_{\substack{n_{1} \ldots 4=0 \\ 0<\left|n_{j}\right| \leq N \\\left|n_{34}\right|>N}} \sum_{\substack{m_{1} \ldots 4=0 \\ 0<\left|m_{j}\right| \leq N \\\left|m_{34}\right|>N}} \frac{\left|n_{4} m_{4}\right|}{\left|n_{1} m_{1} \cdots n_{4} m_{4}\right|^{\frac{k}{2}}} \right\rvert\, \mathbb{E}\left[g_{\left.n_{1} \cdots g_{n_{4}} \overline{g_{m_{1}} \cdots g_{m_{4}}}\right] \mid . .}\right. \tag{5.12}
\end{equation*}
$$

From Isserlis's theorem, the only possibly nonzero contributions arise from having $n_{i_{1}}+$ $n_{j_{1}}=m_{i_{2}}+m_{j_{2}}=0$ for pairs $i_{1}, i_{2}, j_{1}, j_{2} \in\{1, \ldots, 4\}$ or $\left\{n_{1}, \ldots, n_{4}\right\}=\left\{m_{1}, \ldots, m_{4}\right\}$. Since $\left|n_{34}\right|=\left|n_{12}\right|>N$, we can only have $n_{i_{1}}+n_{j_{1}}=0$ for $i_{1} \in\{1,2\}, j_{1} \in\{3,4\}$. The same is true for the other family of frequencies. Then, by symmetry and using (5.6), we have

$$
\begin{aligned}
\cdots & \lesssim \sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right| \leq N \\
0<\left|m_{1}\right|,\left|m_{2}\right| \leq N \\
\left|n_{12}\right|,\left|m_{12}\right|>N}} \frac{\left|n_{1} m_{1}\right|}{\left|n_{1} n_{2} m_{1} m_{2}\right|^{k}}+\sum_{\substack{0=n_{1} 1.4 \\
0<\left|n_{e}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{\left|n_{4}\right|\left(\left|n_{1}\right|+\left|n_{3}\right|+\left|n_{4}\right|\right)}{\left|n_{1} \cdots n_{4}\right|^{k}} \\
& \lesssim \sum_{\substack{0<\left|n_{1}\right|\left|, n_{2}\right| \leq N \\
0<\left|m_{1}\right|,\left|m_{2}\right| \leq N \\
\left|n_{12}\right|,\left|m_{12}\right|>N}} \frac{1}{\left|n_{1} m_{1}\right|\left|n_{2} m_{2}\right|^{2}}+\sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right|,\left|n_{3}\right| \leq N \\
\left|n_{12}\right|>N}}\left[\frac{1}{\left|n_{1} n_{2}\right|^{2}\left|n_{3}\right|}+\frac{1}{\left|n_{1}\right|\left|n_{2} n_{3}\right|^{2}}\right] \\
& \lesssim \mathcal{O}\left(N^{-1} \log N\right),
\end{aligned}
$$

for all $k \geq 2$.
To prove (5.10), we first focus on the leading order cubic terms appearing in (3.5). If $k$ is even, say $k=2 m$ for some $m \in \mathbb{N}$, then the leading order cubic terms are of the form $\int p(u) d x$ where

$$
p(u)=u\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) .
$$

While if $k$ is odd, say $k=2 m+1$ for $m \in \mathbb{N}$ then the relevant contributions are of the form $\int p_{j}(u) d x, j=1,2,3$, where

$$
\begin{align*}
& p_{1}(u)=\int u\left[\partial_{x}^{m} u\right]^{2} d x, \\
& p_{2}(u)=\int u\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x,  \tag{5.13}\\
& p_{3}(u)=\int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]\left[\partial_{x}^{m} u\right] d x .
\end{align*}
$$

Lemma 5.5 establishes the decay of the contributions in $A_{\frac{2 m}{2}, \frac{2 m}{2}, N}^{*}$ and $A_{\frac{2 m+1}{2}, \frac{2 m+1}{2}, N}^{*}$ in (5.10) arising from cubic in $u$ terms in the remainder. The remaining terms are handled in Lemma 5.6.

Lemma 5.5. Let $m \in \mathbb{N}, p(u)=u\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right)$ and $p_{j}(u), j=1,2,3$ as given in (5.13). Then, for $1 \leq q<\infty$, we have that for $j=1,2,3$

$$
\lim _{N \rightarrow \infty}\left(\left\|\int p_{N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \mu_{\delta, m}\right)}+\left\|\int p_{j, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right.}\right)=0 .
$$

Proof. Let $m \in \mathbb{N}$ and $u_{N}=\mathbf{P}_{N} u$.
We first prove the result for $p(u)$. For $m=1, p(u)=u^{2} \mathcal{H} \partial_{x} u$ and we see that the intended contribution vanishes, using the fact that $\mathcal{H} u=-i\left(u^{+}-u^{-}\right)$where $u^{ \pm}$is the projection of $u$ onto positive/negative frequencies,

$$
\int p_{N}^{*}\left(u_{N}\right) d x
$$

$$
\begin{aligned}
& =2 \int \mathbf{P}_{>N}\left[u_{N} \partial_{x} u_{N}\right] \mathbf{P}_{>N}\left[u_{N} \mathcal{H} \partial_{x} u_{N}\right] d x+\int \mathbf{P}_{>N}\left[\mathcal{H} \partial_{x}\left(u \partial_{x} u\right)\right] \mathbf{P}_{>N}\left[u^{2}\right] d x \\
& =-2 i \int \mathbf{P}_{>N}\left[u_{N} \partial_{x} u_{N}\right] \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x} u_{N}^{+}-u_{N}^{-} \partial_{x} u_{N}^{-}\right] d x-2 \int \mathbf{P}_{>N} \mathcal{H}\left[u \partial_{x} u\right] \mathbf{P}_{>N}\left[u \partial_{x} u\right] d x \\
& =-2 i \int \mathbf{P}_{>N}\left[u_{N}^{-} \partial_{x} u_{N}^{-}\right] \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x} u_{N}^{+}\right] d x+2 i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x} u_{N}^{+}\right] \mathbf{P}_{>N}\left[u_{N}^{-} \partial_{x} u_{N}^{-}\right] d x \\
& =0
\end{aligned}
$$

where we used the fact that $\mathbf{P}_{>N}\left(\mathbf{P}_{N} f^{+} \cdot \mathbf{P}_{N} g^{-}\right)=0$.
Now let $m \geq 2$. From the definition 5.5 , we see that

$$
\begin{aligned}
\int p_{1, N}^{*}(u) d x= & \int\left[\mathbf{P}_{>N}\left(u \partial_{x} u\right)\right]\left[\mathcal{H} \partial_{x}^{m-1} u\right]\left[\partial_{x}^{m} u\right] d x+\int u\left[\mathbf{P}_{>N} \partial_{x}^{m-1} \mathcal{H}\left(u \partial_{x} u\right)\right]\left[\partial_{x}^{m} u\right] d x \\
+ & \int u\left[\mathcal{H} \partial_{x}^{m-1} u\right]\left[\mathbf{P}_{>N} \partial_{x}^{m}\left(u \partial_{x} u\right)\right] d x \\
= & \int\left[\mathcal{H} \partial_{x}^{m-1} u \partial_{x}^{m} u\right] \mathbf{P}_{>N}\left[u \partial_{x} u\right] d x \\
& +\sum_{j=1}^{m-1} \int\left[c_{1, j} \mathcal{H}\left(u \partial_{x}^{m} u\right)+c_{2, j} \partial_{x} u \mathcal{H} \partial_{x}^{m-1} u+c_{3, j} u \mathcal{H} \partial_{x}^{m} u\right] \mathbf{P}_{>N}\left[\partial_{x}^{j} u \partial_{x}^{m-j} u\right] d x \\
& +\int\left[c_{1,0} \mathcal{H}\left(u \partial_{x}^{m} u\right)+c_{2,0} \partial_{x} u \mathcal{H} \partial_{x}^{m} u+c_{3,0} u \mathcal{H} \partial_{x}^{m} u\right] \mathbf{P}_{>N}\left[u \partial_{x}^{m} u\right] d x \\
= & \mathrm{I}_{N}(u)+\Pi_{N}(u)+\Pi_{N}(u),
\end{aligned}
$$

for some constants $c_{i, j} \in \mathbb{R}$. For the first contribution, using Minkowski's inequality, (5.7), (3.7), and (5.6), we get that

$$
\begin{aligned}
\left\|\mathrm{I}_{N}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, m}\right)} & \lesssim \sum_{\substack{0<\left|n_{j}\right| \leq N \\
n_{1} \ldots 4=0 \\
\left|n_{12}\right|>N}} \frac{\left|n_{2}\right|\left|n_{3}\right|^{m-1}\left|n_{4}\right|^{m}}{\prod_{j=1}^{4}\left|n_{j}\right|^{m}}\left\|g_{n_{1}}(\omega) g_{n_{2}}(\omega) g_{n_{3}}(\omega) g_{n_{4}}(\omega)\right\|_{L^{q}(\Omega)} \\
& \lesssim \sum_{\substack{0<\left|n_{j}\right| \leq N \\
n_{1} \ldots 4=0 \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|^{m \mid}\left|n_{2}\right|^{m-1}\left|n_{3}\right|} \\
& \leq \sum_{\substack{0<\left|n_{3}\right| \leq N}} \frac{1}{\left|n_{3}\right|} \sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|^{2}\left|n_{2}\right|}=\mathcal{O}\left(\frac{\log ^{2} N}{N}\right)
\end{aligned}
$$

For the second contribution, by Minkowski's inequality, (5.7), and (3.7), we get that

$$
\begin{aligned}
\left\|\Pi_{N}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, m}\right)} & \lesssim \sum_{j=1}^{m-1} \sum_{\substack{0<\left|n_{j}\right| \leq N \\
n_{1} \ldots 4=0 \\
\left|n_{12}\right|>N}} \frac{\left|n_{2}\right|^{m-1}\left(\left|n_{1}\right|+\left|n_{2}\right|\right)\left|n_{3}\right|^{j}\left|n_{4}\right|^{m-j}}{\left|n_{1} \cdots n_{4}\right|^{m}} \\
& \lesssim \sum_{j=1}^{m-1} \sum_{\substack{0<\left|n_{j}\right| \leq N \\
n_{1} \ldots 4=0 \\
\left|n_{12}\right|>N}} \frac{1}{\min \left(\left|n_{1}\right|,\left|n_{2}\right|\right)^{m}\left|n_{3}\right|^{m-j}\left|n_{4}\right|^{j}} .
\end{aligned}
$$

For simplicity, assume that $\left|n_{3}\right| \leq\left|n_{4}\right|$. If $\left|n_{1}\right| \sim\left|n_{2}\right|$, using the fact that $\left|n_{34}\right|>N$ implies that $\left|n_{4}\right| \geq \frac{N}{2}$, then

$$
\cdots \lesssim N^{-1} \sum_{0<\left|n_{1}\right|,\left|n_{2}\right|,\left|n_{3}\right| \leq N} \frac{1}{\left|n_{1} n_{2} n_{3}\right|}=\mathcal{O}\left(N^{-1} \log ^{3} N\right)
$$

If instead $\max \left(\left|n_{1}\right|,\left|n_{2}\right|\right)>\min \left(\left|n_{1}\right|,\left|n_{2}\right|\right)$, then from $n_{1 \cdots 4}=0$ we have that $\max \left(\left|n_{1}\right|,\left|n_{2}\right|\right) \sim\left|n_{12}\right| \lesssim\left|n_{4}\right|$ and by using (5.6) we get

$$
\ldots \lesssim \sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right|,\left|n_{3}\right| \leq N \\\left|n_{12}\right|>N}} \frac{1}{\min \left(\left|n_{1}\right|,\left|n_{2}\right|\right)^{2} \max \left(\left|n_{1}\right|,\left|n_{2}\right|\right)\left|n_{3}\right|}=\mathcal{O}\left(N^{-1} \log ^{2} N\right) .
$$

For $\Pi_{N}\left(\mathbf{P}_{N} u\right)$, note that the first contribution vanishes since $\mathcal{H}$ is anti-self-adjoint, and the third one vanishes since:

$$
\begin{align*}
& \int \mathbf{P}_{>N}\left[u_{N} \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}\right] \\
& =-i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}-u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =-i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x+i \int \mathbf{P}_{>N}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] d x=0 . \tag{5.14}
\end{align*}
$$

Lastly, the second contribution can be handled as the terms in $\Pi_{N}$ with $j=1$. This completes the proof of the first estimate on $p_{N}^{*}$.

In the remaining of the proof, we focus on the $p_{j, N}^{*}$ contributions from (5.13), for $j=$ $1,2,3$. For $m=1$, we have $p_{j}(u) \in\left\{u\left[\partial_{x} u\right]^{2}, u\left[\mathcal{H} \partial_{x} u\right]^{2},[\mathcal{H} u]\left[\mathcal{H} \partial_{x} u\right]\left[\partial_{x} u\right]\right\}$. Moreover, by doing integration by parts, we can write

$$
\int p_{3}(u) d x=\frac{1}{2} \int\left[p_{1}(u)-p_{2}(u)\right] d x
$$

so it suffices to estimate the contributions coming from $p_{1}, p_{2}$. Note that

$$
\begin{aligned}
\int p_{1, N}^{*}(u) & =\int \mathbf{P}_{>N}\left[u \partial_{x} u\right] \mathbf{P}_{>N}\left[\partial_{x} u\right]^{2} d x \\
\int p_{2, N}^{*}(u) & =\int\left(\mathbf{P}_{>N}\left[u \partial_{x} u\right] \mathbf{P}_{>N}\left[\mathcal{H} \partial_{x} u\right]^{2} d x\right.
\end{aligned}
$$

since

$$
\begin{aligned}
& \int \mathbf{P}_{>N}\left[u \mathcal{H} \partial_{x} u\right] \mathbf{P}_{>N} \mathcal{H} \partial_{x}\left[u \partial_{x} u\right] d x \\
& =\int \mathbf{P}_{>N}\left[u^{+} \partial_{x} u^{+}-u^{-} \partial_{x} u^{-}\right] \mathbf{P}_{>N} \partial_{x}\left[u^{+} \partial_{x} u^{+}-u^{-} \partial_{x} u^{-}\right] d x \\
& =\int\left(\mathbf{P}_{>N}\left[u^{+} \partial_{x} u^{+}\right] \mathbf{P}_{>N} \partial_{x}\left[u^{-} \partial_{x} u^{-}\right]+\mathbf{P}_{>N}\left[u^{-} \partial_{x} u^{-}\right] \mathbf{P}_{>N} \partial_{x}\left[u^{+} \partial_{x} u^{+}\right]\right) d x=0 .
\end{aligned}
$$

We use an orthogonality argument to handle these two contributions. By the Wiener chaos estimate (Lemma 2.6), it suffices to estimate the $L^{2}$-norm, for which we have

$$
\left\|\int \mathbf{P}_{>N}\left[u_{N} \mathcal{H}^{\alpha} \partial_{x} u_{N}\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha} \partial_{x}\left[u_{N} \partial_{x} u_{N}\right] d x\right\|_{L^{2}\left(d \mu_{\delta, \frac{3}{2}}\right)}^{2}
$$

$$
\begin{aligned}
& \lesssim \sum_{\substack{n_{1} \ldots 4=0 \\
m_{1} \ldots .4=0 \\
0<\left|n_{\ell}\right|,\left|m_{\ell}\right| \leq N \\
\left|n_{12}\right|,\left|m_{12}\right|>N}} \frac{\left|n_{2} n_{3} n_{4} m_{2} m_{3} m_{4}\right|}{\left|n_{1} m_{1} \cdots n_{4} m_{4}\right|^{\frac{3}{2}}}\left|\mathbb{E}\left[g_{n_{1}} \cdots g_{n_{4}} \overline{g_{m_{1}} \cdots g_{m_{4}}}\right]\right| \\
& \lesssim\left(\sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{\left|n_{1}\right|\left|n_{2}\right|^{2}}{\left|n_{1} n_{2}\right|^{3}}\right)^{2}+\sum_{\substack{n_{1} \ldots 4=0 \\
0<\left|n_{\ell}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{\left|n_{2} n_{3} n_{4}\right|^{2}+\left|n_{1} n_{3}\right|\left|n_{2} n_{4}\right|^{2}}{\left|n_{1} \cdots n_{4}\right|^{3}} \\
& \lesssim\left(\sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|^{2}\left|n_{2}\right|}\right)^{2}+\sum_{\substack{n_{1} \ldots 4=0 \\
0<\left|n_{\ell}\right| \leq N \\
\left|n_{12}\right|>N}}\left(\frac{1}{\left|n_{1}\right|^{3}\left|n_{2} n_{3} n_{4}\right|}+\frac{1}{\left|n_{1} n_{3}\right|^{2}\left|n_{2} n_{4}\right|}\right) \\
& \lesssim \mathcal{O}\left(N^{-2} \log ^{2} N\right),
\end{aligned}
$$

where $\alpha=0,1$, using (3.7), Isserlis' theorem, symmetry, and (5.6).
For $m \geq 2$, by Lemma 5.4, we have

$$
\begin{aligned}
\int p_{1, N}^{*}\left(u_{N}\right) d x & =\int \mathbf{P}_{>N}\left[u_{N} \partial_{x} u_{N}\right] \mathbf{P}_{>N}\left[\partial_{x}^{m} u_{N}\right]^{2} d x \\
& +\sum_{j=1}^{m} c_{1, j} \int \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N}\left[\partial_{x}^{j} u_{N} \partial_{x}^{m+1-j} u_{N}\right] d x \\
& =: \mathrm{I}_{1, N}\left(u_{N}\right)+\Pi_{1, N}\left(u_{N}\right), \\
\int p_{2, N}^{*}\left(u_{N}\right) d x & =\int \mathbf{P}_{>N}\left[u_{N} \partial_{x} u_{N}\right] \mathbf{P}_{>N}\left[\mathcal{H} \partial_{x}^{m} u_{N}\right]^{2} d x \\
& +\sum_{j=1}^{m} c_{2, j} \int \mathbf{P}_{>N}\left[u_{N} \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \mathcal{H}\left[\partial_{x}^{j} u_{N} \partial_{x}^{m+1-j} u_{N}\right] d x \\
& =: \mathrm{I}_{2, N}\left(u_{N}\right)+\Pi_{2, N}\left(u_{N}\right), \\
\int p_{3, N}^{*}\left(u_{N}\right) d x & =\int \mathbf{P}_{>N} \mathcal{H}\left[u_{N} \partial_{x} u_{N}\right] \mathbf{P}_{>N}\left[\partial_{x}^{m} u_{N} \mathcal{H} \partial_{x}^{m} u_{N}\right] d x=: \mathrm{I}_{3, N}\left(u_{N}\right),
\end{aligned}
$$

for some constants $c_{1, j}, c_{2, j} \in \mathbb{R}$. For $\mathrm{I}_{1, N}$, using Minkowski's inequality, (5.7), (3.7), and (5.6), we get that

$$
\begin{aligned}
\left\|\mathrm{I}_{1, N}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right)} & \lesssim \sum_{\substack{n_{1} \ldots 4\left|=0 \\
0<||c h e| \leq N\\
| n_{12}\right|>N}} \frac{\left|n_{2}\right|\left|n_{3} n_{4}\right|^{m}}{\left|n_{1} \cdots n_{4}\right|^{m+\frac{1}{2}}} \lesssim \sum_{\substack{n_{1} \ldots 4=0 \\
0<n_{\mid}|\leq N\\
| n_{12} \mid>N}} \frac{1}{\left|n_{1}\right|^{2}\left|n_{2}\right| \min \left(\left|n_{3}\right|,\left|n_{4}\right|\right)} \\
& \lesssim \mathcal{O}\left(N^{-1} \log ^{2} N\right) .
\end{aligned}
$$

Note that the same approach works for $\mathrm{I}_{2, N}$. For $\Pi_{1, N}$, following the same ideas, we have

$$
\left\|\Pi_{1, N}\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right)} \lesssim \sum_{j=1}^{m} \sum_{\substack{n_{1}+\ldots=0 \\ 0<\left|n_{e}\right| \leq N \\\left|n_{12}\right|>N}} \frac{\left|n_{2}\right|^{m}\left|n_{3}\right|^{j}\left|n_{4}\right|^{m+1-j}}{\left|n_{1} \cdots n_{4}\right|^{m+\frac{1}{2}}}
$$

$$
\begin{aligned}
& \lesssim \sum_{\substack{j=1 \\
j=1 \\
n_{1} \ldots 4=0 \\
0<n_{2}|\leq N\\
| n_{12} \mid>N}}^{m} \frac{1}{\left|n_{1}\right|^{m+\frac{1}{2}}\left|n_{2}\right|^{\frac{1}{2}}\left|n_{3}\right|^{m+\frac{1}{2}-j}\left|n_{4}\right|^{j-\frac{1}{2}}} \\
& \lesssim \sum_{\substack{n_{1} \ldots 4=0 \\
0<\left|n_{e}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|^{2}\left|n_{2}\right| \min \left(\left|n_{3}\right|,\left|n_{4}\right|\right)^{\frac{3}{2}}}=\mathcal{O}\left(N^{-1} \log N\right)
\end{aligned}
$$

since $\left|n_{2}\right|=\left|n_{134}\right|$ and $m+\frac{1}{2}-j, j-\frac{1}{2} \geq \frac{1}{2}$. The same argument applies to $\Pi_{2, N}$. Lastly, for $\mathrm{I}_{3, N}$,

$$
\begin{aligned}
& \left\|\mathrm{I}_{3, N}\right\|_{L^{q}\left(d \mu_{\left.\delta, m+\frac{1}{2}\right)}\right.} \| \lesssim \sum_{\substack{n_{1}\left|\ldots 4=0 \\
0<n_{\ell}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{\left|n_{2}\right|\left|n_{3} n_{4}\right|^{m}}{\left|n_{1} \cdots n_{4}\right|^{m+\frac{1}{2}}} \lesssim \sum_{\substack{n_{1} \ldots 4=0 \\
0<\left|n_{n}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|^{2}\left|n_{2}\right| \min \left(\left|n_{3}\right|,\left|n_{4}\right|\right)} \\
& =\mathcal{O}\left(N^{-1} \log ^{2} N\right) .
\end{aligned}
$$

This completes the proof.
Lemma 5.6. Let $m \in \mathbb{N}, j \in\{3, \ldots, 2 m+2\}, \ell \in\{3, \ldots, 2 m+3\}$, with $p_{1}(u) \in \mathcal{P}_{j}(u)$, $p_{2}(u) \in \mathcal{P}_{\ell}(u)$ satisfying

$$
\begin{aligned}
\left\|p_{1}(u)\right\|+\left|\left\|p_{1}(u) \mid\right\|\right. & =2 m+2-j, & & \left|p_{j}(u)\right| \leq m-1, \\
\left\|p_{2}(u)\right\|+\left|\left\|p_{2}(u) \mid\right\|\right. & =2 m+3-\ell, & & \left|p_{2}(u)\right| \leq m,
\end{aligned} \quad \widetilde{p}_{3}(u) \neq u \partial_{x}^{m} u \partial_{x}^{m} u .
$$

Then, we get that

$$
\lim _{N \rightarrow \infty}\left[\left\|\int p_{1, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \mu_{\delta, m}\right)}+\left\|\int p_{2, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right)}\right]=0
$$

Proof. For $m=1$, we have that $p_{1}(u) \in\left\{u^{2} \mathcal{Q}_{\delta} u, u^{4}\right\}$. If $p_{1}(u)=u^{4}$, then by Wiener chaos estimate, it suffices to control the $L^{2}\left(d \mu_{\delta, 1}\right)$-norm, and by using (3.7), we have

$$
\left\|\int p_{1, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{2}\left(d \mu_{\delta, 1}\right)}^{2} \lesssim \sum_{\substack{0<\left|n_{j}\right|,\left|m_{j}\right| \leq N \\ n_{1}, \ldots=0 \\ m_{1}=0 \\\left|n_{45}\right|,\left|m_{45}\right|>N}} \frac{\left|n_{5} m_{5}\right|}{\left|n_{1} m_{1} \cdots n_{5} m_{5}\right|}\left|\mathbb{E}\left[g_{n_{1}} \cdots g_{n_{5}} \overline{g_{m_{1}} \cdots g_{m_{5}}}\right]\right| .
$$

Since $\left|n_{45}\right|,\left|m_{45}\right|>N$, we cannot have that $n_{45}=0$ or $m_{45}=0$. Also, since $\mid n_{123}>$ $N, \mid m_{123}>N$, and all frequencies are nonzero, we cannot have $n_{i j}=0$ or $m_{i j}=0$ for distinct $i, j \in\{1,2,3\}$. So we can only have $n_{i j}=0$ or $m_{i j}=0$ if $i \in\{1,2,3\}, j \in\{4,5\}$. Moreover, there can only be one such pairing among the $n$ 's and $m$ 's, since all frequencies are nonzero. Then, we have by (5.6)

$$
\cdots \lesssim \sum_{\substack{0<\left|n_{\ell}\right|,\left|m_{1}\right| \leq N \\ \ell=1,2,3 \\\left|n_{123}\right|>N}} \frac{1}{\left|n_{1} m_{1}\right|\left|n_{2} n_{3}\right|^{2}}+\sum_{\substack{n_{1} \ldots, 5=0 \\ 0<\left|n_{e}\right| \leq N \\\left|n_{123}\right|>N}} \frac{1}{\left|n_{1} n_{4}\right|\left|n_{2} n_{3}\right|^{2}}=\mathcal{O}\left(N^{-1} \log N\right)
$$

Following the same method for $p_{1}(u)=u^{2} \mathcal{Q}_{\delta} u$ with (2.6), we get that

$$
\left\|\int p_{1, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{2}\left(d \mu_{\delta, 1}\right)}^{2} \sim\left\|\int\left[2 u_{N} \mathcal{Q}_{\delta} u_{N}+\mathcal{Q}_{\delta}\left(u_{N}^{2}\right)\right] \mathbf{P}_{>N}\left[u_{N} \partial_{x} u_{N}\right] d x\right\|_{L^{2}\left(d \mu_{\delta, 1}\right)}^{2}
$$

$$
\lesssim \delta \sum_{\substack{0<\left|n_{n}\right|,\left|m_{j}\right| \leq N \\ n_{1}, 4=0 \\ m_{1}=0 \\\left|n_{34}\right|| | m_{34} \mid>N}} \frac{\left|n_{4} m_{4}\right|}{\left|n_{1} \cdots n_{4} m_{1} \cdots m_{4}\right|}\left|\mathbb{E}\left[g_{n_{1}} \cdots g_{n_{4}} \overline{g_{m_{1}} \cdots g_{m_{4}}}\right]\right| .
$$

In applying Isserlis' theorem, we note that since $n_{12}, n_{34}, m_{12}, m_{34} \neq 0$, the only possible pairings within families of frequencies are of the form $n_{i_{1} j_{1}}=m_{i_{2} j_{2}}=0$ when $i_{1}, i_{2} \in$ $\{1,2\}, j_{1}, j_{2} \in\{3,4\}$. We can also have $n_{i_{k}}=m_{j_{k}}$ for $k=1, \ldots, 4$, where $\left\{i_{1}, \ldots, i_{4}\right\}=$ $\left\{j_{1}, \ldots, j_{4}\right\}=\{1, \ldots, 4\}$. Then, we have
$\cdots \lesssim \sum_{\substack{0<\left|n_{\ell}\right|,\left|m_{e}\right| \leq N, \ell=1,2 \\\left|n_{12}\right|,\left|m_{12}\right|>N}}\left[\frac{1}{\left|n_{1} m_{1}\right|^{2}\left|n_{2} m_{2}\right|}+\frac{1}{\left|n_{1} m_{2}\right|\left|m_{1} n_{2}\right|^{2}}\right]+\sum_{\substack{n_{1}, \ldots 4=0 \\ 0 \leq\left|n_{e}\right| \leq N \\\left|n_{12}\right|>N}} \frac{1}{\left|n_{1} n_{3}\right|\left|n_{2}\right|^{2}}=\mathcal{O}\left(\frac{\log ^{2} N}{N}\right)$.
For $m \geq 2$, fix $j \in\{3, \ldots, 2 m+2\}$ and $p_{1}(u) \in \mathcal{P}_{j}(u)$ satisfying the assumptions. Then, we have

$$
\widetilde{p}_{1}(u)=\prod_{k=1}^{j} \partial_{x}^{\alpha_{j}} u
$$

with $\alpha_{1 \cdots j} \leq 2 m+2-j$ and $0 \leq \alpha_{k} \leq m-1$. Thus, $p_{1, N}^{*}(u)$ has terms of the form (ignoring operators $\mathcal{H}$ and $\mathcal{Q}_{\delta}$ )

$$
p_{1, N}^{*}(u)=\sum_{i=1}^{j} \mathbf{P}_{>N}\left[\prod_{\substack{k=1 \\ k \neq i}}^{j-1} \partial_{x}^{\alpha_{k}} u\right] \mathbf{P}_{>N} \partial_{x}^{\alpha_{i}}\left[u \partial_{x} u\right] .
$$

Due to symmetry we can set $i=j$ above, and using (5.7), (3.7), Lemma 2.6 and the fact that $\delta \geq 2$, we have that

$$
\begin{aligned}
\left\|\int p_{1, N}^{*}(u) d x\right\|_{L^{q}\left(d \mu_{m}\right)} & \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\
0<\left|n_{e}\right| \leq N \\
\left|n_{1} \ldots(j-1)\right|>N}} \frac{\left|n_{j(j+1)}\right|^{\alpha_{j}}\left|n_{j+1}\right| \prod_{k=1}^{j-1}\left|n_{k}\right|^{\alpha_{k}}}{\left|n_{1} \cdots n_{j+1}\right|^{m}} \\
& \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\
0<\left|n_{n}\right| \leq N \\
\left|n_{1} \ldots(j-1)\right|>N}} \frac{\left|n_{j(j+1)}\right|^{\alpha_{j}}}{\left|n_{j}\right|^{m}\left|n_{j+1}\right|^{m-1}\left|n_{1} \cdots n_{j-1}\right|}
\end{aligned}
$$

If $\alpha_{1} \leq m-2$, then using (5.6), we have

$$
\cdots \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\ 0<\left|n_{e}\right| \leq N \\\left|n_{j(j+1)}\right|>N}} \frac{1}{\left|n_{j}\right|^{2}\left|n_{j+1}\right|\left|n_{1} \cdots n_{j-1}\right|}=\mathcal{O}\left(N^{-1} \log ^{j-1} N\right)
$$

If $\alpha_{1}=m-1$, then $\left|n_{j(j+1)}\right|=\left|n_{1 \cdots(j-1)}\right| \lesssim \max \left(\left|n_{1}\right|, \ldots,\left|n_{j-1}\right|\right)$, which we let to be $\left|n_{1}\right|$ for simplicity, to obtain

$$
\cdots \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\ 0<\left|n_{e}\right| \leq N \\\left|n_{1} \cdots(j-1)\right|>N}} \frac{\max \left(\left|n_{j}\right|,\left|n_{j+1}\right|\right)^{m-2}\left|n_{1}\right|}{\min \left(\left|n_{j}\right|,\left|n_{j+1}\right|\right)^{m} \min \left(\left|n_{j}\right|,\left|n_{j+1}\right|\right)^{m-1}\left|n_{1} \cdots n_{j-1}\right|}=\mathcal{O}\left(N^{-1} \log ^{j-1} N\right)
$$

We now consider the contributions coming from $p_{2}(u)$. For $m \geq 2$ and $p_{2}(u)$ as in the statement, we can write $p_{2, N}^{*}(u)$ (ignoring the $\mathcal{H}$ and $\mathcal{Q}_{\delta}$ operators) as

$$
p_{2, N}^{*}(u)=\sum_{i=1}^{j} \mathbf{P}_{>N}\left[\prod_{\substack{k=1 \\ k \neq i}}^{j-1} \partial_{x}^{\alpha_{k}} u\right] \mathbf{P}_{>N} \partial_{x}^{\alpha_{i}}\left[u \partial_{x} u\right]
$$

with $3 \leq \ell \leq 2 m+3, \alpha_{1 \cdots j} \leq 2 m+3-\ell$, and if $\max _{k=1, \ldots, j} \alpha_{k}=m$, then the remaining $\alpha_{k} \leq m-1$.

By symmetry, we abuse notation and only consider the contribution with $i=1$ and call it $\mathrm{I}_{N}(u)$. Using (5.7), (3.7), and Lemma (2.6), we have

$$
\begin{aligned}
\left.\left\|\mathrm{I}_{N}\left(\mathbf{P}_{N} u\right)\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right.}\right) & \lesssim \delta \sum_{\substack{0<\left|n_{\ell}\right| \leq N \\
n_{1} \ldots(j+1) \\
\left|n_{12}\right|>N}} \frac{\left|n_{12}\right|^{\alpha_{1}}\left|n_{2}\right| \prod_{\ell=3}^{j+1}\left|n_{\ell}\right|^{\alpha_{\ell}}}{\left|n_{1 \cdots(j+1)}\right|^{m+\frac{1}{2}}} \\
& \lesssim \sum_{\substack{0<\left|n_{\ell}\right| \leq N \\
n_{1} \ldots(j+1)=0 \\
\left|n_{1}+n_{2}\right|>N}} \frac{\left|n_{12}\right|^{\alpha_{1}}}{\min _{\ell=1,2}\left|n_{\ell}\right|^{m+\frac{1}{2}} \max _{\ell=1,2}\left|n_{\ell}\right|^{m-\frac{1}{2}} \prod_{\ell=3}^{j+1}\left|n_{\ell}\right|^{m+\frac{1}{2}-\alpha_{\ell}}} .
\end{aligned}
$$

For simplicity, assume that $\left|n_{3}\right| \geq \cdots \geq\left|n_{j+1}\right|$ and $\left|n_{1}\right| \geq\left|n_{2}\right|$. If $\alpha_{1} \leq m-1$, then

$$
\begin{aligned}
\cdots & \lesssim \sum_{\substack{\left.0<\left|n_{\ell}\right| \leq N \\
n_{1} \ldots \ldots+1\right)=0 \\
\left|n_{1}+n_{2}\right|>N}} \frac{\left|n_{1}\right|^{m-\frac{3}{2}}\left|n_{3}\right|^{\frac{1}{2}}}{\left|n_{2}\right|^{m+\frac{1}{2}}\left|n_{1}\right|^{m-\frac{1}{2}} \prod_{\ell=3}^{j+1}\left|n_{\ell}\right|^{m+\frac{1}{2}-\alpha_{\ell}}} \\
& \lesssim \sum_{\substack{0<\left|n_{\ell}\right| \leq N \\
n_{1} \ldots(j+1)=0 \\
\left|n_{1}+n_{2}\right|>N}} \frac{1}{\left|n_{1}\right|\left|n_{2}\right|^{2}\left|n_{3}\right|^{m-\alpha_{3}} \prod_{\ell=4}^{j+1}\left|n_{\ell}\right|^{m+\frac{1}{2}-\alpha_{\ell}}}=\mathcal{O}\left(N^{-1} \log ^{j} N\right) \\
&
\end{aligned}
$$

by using (5.6), and noting that there is at most one $\alpha_{\ell}=m$, which allows us to do the sum in the remaining frequencies. If $\alpha_{1}=m$, then by (5.6)

$$
\cdots \lesssim \sum_{\substack{0<\left|n_{\ell}\right| \leq N \\ n_{1} \cdots(j+1)=0 \\\left|n_{1}+n_{2}\right|>N}} \frac{\left|n_{1}\right|^{m-\frac{3}{2}}\left|n_{3}\right|^{\frac{3}{2}}}{\left|n_{1}\right|^{m-\frac{1}{2}}\left|n_{2}\right|^{m+\frac{1}{2}}\left|n_{3} \cdots n_{j+1}\right|^{\frac{3}{2}}}=\mathcal{O}\left(N^{-1} \log N\right),
$$

since for $\ell=3, \ldots, j+1, \alpha_{\ell} \leq m-1$ and thus $m+\frac{1}{2}-\alpha_{\ell} \geq \frac{3}{2}$.

It only remains to consider $m=1$. Let $j=3,4,5$ and $p(u) \in \mathcal{P}_{j}(u)$ with $\|p(u)\|=0$. Then, proceeding as before, we have that

$$
\begin{aligned}
\left\|\int p_{N}^{*}(u) d x\right\|_{L^{q}\left(d \mu_{\delta, m+\frac{1}{2}}\right)} & \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\
0<n_{e}|\leq N\\
| n_{12} \mid>N}} \frac{\left|n_{1}\right|}{\left|n_{1} \cdots n_{j+1}\right|^{\frac{3}{2}}} \\
& \lesssim N^{-\frac{1}{2}} \sum_{\substack{n_{1} \ldots(j+1)=0 \\
0<\left|n_{e}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\min \left(\left|n_{1}\right|,\left|n_{2}\right|\right)^{\frac{3}{2}}\left|n_{3} \cdots n_{j+1}\right|^{\frac{3}{2}}} \lesssim N^{-\frac{1}{2}},
\end{aligned}
$$

since $\max \left(\left|n_{1}\right|,\left|n_{2}\right|\right) \geq N / 2$. It remains to consider the contributions with 3 and 4 factors and exactly one derivative. Let $p_{j}(u) \in \mathcal{P}_{j}(u)$ for $j=3,4$, and $\widetilde{p}_{3}(u)=u^{2} \partial_{x} u, \widetilde{p}_{4}(u)=$ $u^{3} \partial_{x} u$. By the Wiener chaos estimate, it suffices to estimate the $L^{2}\left(d \mu_{m+\frac{1}{2}}\right)$-norm of $\int p_{j, N}^{*}(u) d x$, so we have

$$
\left\|\int p_{j, N}^{*}(u) d x\right\|_{L^{2}\left(d \mu_{\left.m+\frac{1}{2}\right)}\right)}^{2} \lesssim \sum_{\substack{n_{1} \ldots(j+1)=0 \\ m_{1} \ldots(j+1)=0 \\ 0<\left|n_{e}\right|,\left|m_{e}\right| \leq N \\\left|n_{12}\right|,\left|m_{12}\right|>N}} \frac{\left|n_{1} m_{1} n_{j+1} m_{j+1}\right|}{\left|n_{1} m_{1} \cdots n_{j+1} m_{j+1}\right|^{\frac{3}{2}}}\left|\mathbb{E}\left[g_{n_{1}} \cdots g_{n_{j+1}} \overline{g_{m_{1}} \cdots g_{m_{j+1}}}\right]\right| .
$$

Next we want to apply Isserlis' theorem and consider the possible pairings $n_{i k}=0$ and $n_{i}=m_{k}$. If $j=3$, then we can only have pairings $n_{i_{1}}+n_{i_{2}}=n_{i_{3}}+n_{i_{4}}=0$ where $\left\{i_{1}, i_{3}\right\}=$ $\{1,3\},\left\{i_{2}, i_{4}\right\}=\{2,4\}$ and similar for $m_{\ell}$ frequencies, or $n_{i_{k}}=m_{i_{k}}$ for $k=1, \ldots, 4$ and $\left\{i_{1}, \ldots, i_{4}\right\}=\left\{j_{1}, \ldots, j_{4}\right\}=\{1, \ldots, 4\}$. Then, by (5.6), we have

$$
\begin{aligned}
\left\|\int p_{3, N}^{*}(u) d x\right\|_{L^{2}\left(d \mu_{m+\frac{1}{2}}\right)}^{2} & \lesssim\left(\sum_{\substack{0<\left|n_{1}\right|,\left|n_{2}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1}\right|\left|n_{2}\right|^{2}}\right)^{2}+\sum_{\substack{n_{1} \ldots 4=0 \\
0<n_{\ell}|\leq N\\
| n_{12} \mid>N}} \frac{1}{\left|n_{1}\right|\left|n_{2}\right|^{2}\left|n_{3}\right|^{2}} \\
& =\mathcal{O}\left(N^{-1} \log N\right) .
\end{aligned}
$$

If $j=4$, then we can have (1) $n_{i_{1} i_{2}}=0, m_{j_{1} j_{2}}=0$ for $i_{1}, j_{1} \in\{1,2\}, i_{2}, j_{2} \in\{3,4,5\}$, and $n_{i_{k}}=m_{j_{k}}$ for $k=3,4,5$ where $\left\{i_{3}, \ldots, i_{5}\right\}=\{1, \ldots, 5\} \backslash\left\{i_{1}, i_{2}\right\}$ and $\left\{j_{3}, \ldots, j_{5}\right\}=$ $\{1, \ldots, 5\} \backslash\left\{j_{1}, j_{2}\right\}$; or (2) $n_{i_{k}}=m_{j_{k}}, k=1, \ldots, 5,\left\{i_{1}, \ldots, i_{5}\right\}=\left\{j_{1}, \ldots, j_{5}\right\}=\{1, \ldots, 5\}$. Consequently, we get by (5.6)

$$
\begin{aligned}
\left\|\int p_{4, N}^{*}(u) d x\right\|_{L^{2}\left(d \mu_{m+\frac{1}{2}}\right)}^{2} & \lesssim \sum_{\substack{n_{1} \ldots 5=0 \\
m_{1} \ldots 5=0 \\
0<\left|n_{\ell}\right|,\left|m_{\ell}\right| \leq N \\
\left|n_{12}\right|,\left|m_{12}\right|>N}} \frac{\left|\mathbb{E}\left[g_{n_{1}} \cdots g_{n_{5}} \bar{m}_{m_{1}} \cdots g_{m_{5}}\right]\right|}{\left|n_{1} m_{1} n_{3} m_{3} \cdots n_{5} m_{5}\right|^{\frac{1}{2}}\left|n_{2} m_{2}\right|^{2}} \\
& \lesssim \sum_{\substack{0<\left|n_{\ell}\right|,\left|m_{1}\right| \leq N \\
\ell=1,2,3}}^{\left|n_{12}\right|>N}
\end{aligned} \frac{1}{\left|n_{1} m_{1} n_{3} n_{4}\right|\left|n_{2}\right|^{2}}+\sum_{\substack{n_{1} \ldots 50 \\
0<\left|n_{e}\right| \leq N \\
\left|n_{12}\right|>N}} \frac{1}{\left|n_{1} n_{3} n_{4} n_{5}\right|\left|n_{2}\right|^{2}}
$$

which completes the proof.
5.2. Proof of Proposition 5.2. This follows essentially as in the deep-water regime. Below we describe how to adapt the proof to the shallow-water setting. Fix $k \in \mathbb{N}$ with $k \geq 2, N \in \mathbb{N}$, and let $\widetilde{u}_{N}$ denote the solution to (5.2) with data $u_{0} \in L^{2}(\mathbb{T})$. Then, as before, from (4.1), we have that

$$
\frac{d}{d t} \widetilde{E}_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} \widetilde{u}_{N}\right)=\widetilde{R}_{\delta, \frac{k}{2}, N}^{*}\left(\mathbf{P}_{N} \widetilde{u}_{N}\right)
$$

where $\widetilde{R}_{\delta, \frac{k}{2}, N}^{*}(\cdot)$ denotes $\widetilde{R}_{\delta, \frac{k}{2}}(\cdot)$ as defined in (4.1) with every polynomial $p(\cdot)$ replaced by $p_{N}^{*}(\cdot)$ as defined in (5.5). Therefore, the proof of Proposition 5.2 reduces to showing that for $\delta_{0}>0,0<\delta \leq \delta_{0}$, and $1 \leq q<\infty$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left\|\widetilde{R}_{\delta, \frac{k}{2}, N}^{*}\left(\mathbf{P}_{N} \widetilde{u}\right)\right\|_{L^{q}\left(d \widetilde{d}_{\delta, \frac{k}{2}}\right)}=0 \tag{5.15}
\end{equation*}
$$

Since $\delta$ is fixed and we do not require uniform in $\delta$ bounds here, we can see from (4.1), that all the contributions in $\widetilde{R}_{\delta, \frac{k}{2}}(u)$ are of the form

$$
\begin{array}{lll}
\int p_{j}(u) d x, & p_{j}(u) \in \widetilde{\mathcal{P}}_{j}(u), & j=3, \ldots, k+2, \\
\left\|p_{j}(u)\right\| \leq k+2-j, & \left|p_{j}(u)\right| \leq \frac{k}{2} &
\end{array}
$$

Note that the difficulty in the $\widetilde{R}_{\delta, \frac{2 k-1}{2}}^{[<]}(u)$ contributions in controlling the $\widetilde{\mathcal{G}}_{\delta}$ operator due to insufficient powers of $\delta$, which lead to a derivative loss to get the uniform in $\delta$ bounds in (4.3), is no longer an issue here.

By using the lower bound (4.15) and (2.7), proceeding as in the proof of Lemma 5.6 gives

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left[\left\|\int p_{1, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \widetilde{\mu}_{\delta, m}\right)}+\left\|\int p_{2, N}^{*}\left(\mathbf{P}_{N} u\right) d x\right\|_{L^{q}\left(d \widetilde{\mu}_{\delta, m+\frac{1}{2}}\right)}\right]=0 \tag{5.16}
\end{equation*}
$$

where $m \in \mathbb{N}$

$$
\begin{aligned}
& j=3, \ldots, 2 m+2, \quad p_{1}(u) \in \widetilde{\mathcal{P}}_{j}(u), \quad\left\|p_{1}(u)\right\| \leq 2 m+2-j, \quad\left|p_{1}(u)\right| \leq m-1 \\
& \ell=3, \ldots, 2 m+3, \quad p_{2}(u) \in \widetilde{\mathcal{P}}_{\ell}(u), \quad\left\|p_{2}(u)\right\| \leq 2 m+3-j, \quad\left|p_{2}(u)\right| \leq m
\end{aligned}
$$

and $\widetilde{p}_{\ell}(u) \neq u \partial_{x}^{m} u \partial_{x}^{m} u$. Consequently, 5.15) follows once we show this decay for the terms coming from

$$
\begin{array}{ll}
\widetilde{p_{3}}(u)=u \partial_{x}^{m-1} u \partial_{x}^{m} u, & \text { for } k=2 m, \\
\widetilde{p}_{4}(u)=u \partial_{x}^{m} u \partial_{x}^{m} u, & \text { for } k=2 m+1 .
\end{array}
$$

Following the approach in the deep-water regime, if $p_{3}(u), p_{4}(u)$ above have $\widetilde{\mathcal{G}}_{\delta}$ operators, these can always be associated with $\partial_{x}$ and replace by

$$
\frac{1}{\delta} \mathcal{H} \partial_{x}+\frac{1}{\delta}\left(\mathcal{G}_{\delta}-\mathcal{H}\right) \partial_{x}=: \frac{1}{\delta} \mathcal{H} \partial_{x}+\widetilde{\mathcal{Q}_{\delta}}
$$

where by $\sqrt{2.6}$, $|\widehat{\widetilde{\mathcal{Q}}}(n)| \leq \frac{1}{\delta^{2}}$ for all $n \in \mathbb{Z}^{*}$. Consequently, we can further split the contributions coming from $p_{3}(u), p_{4}(u)$ into those with $\frac{1}{\delta} \mathcal{H} \partial_{x}$ operators and the same fundamental
polynomials $\widetilde{p}_{3}(u), \widetilde{p}_{4}(u)$, and the contributions with $\widetilde{\mathcal{Q}_{\delta}}$ which have less derivatives and can therefore be has 5.16). Consequently, the only terms left to consider are

$$
p_{3}(u)=\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m-1} u\right]\left[\mathcal{H}^{\alpha_{3}} \partial_{x}^{m} u\right], \quad p_{4}(u)=\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right]\left[\mathcal{H}^{\alpha_{3}} \partial_{x}^{m} u\right],
$$

for $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\{0,1\}$. By Lemma A.9 and Lemma A.10, it suffices to consider the terms in (3.5) as in the deep-water setting, which were already estimated in Lemma 5.5. The only difference in the proof comes is in using (4.15) instead of (3.7).

## 6. Dynamical problem

In this section we study qualitative properties of solutions to ILW (1.1) and sILW (1.4). Since the argument is analogous for both regimes, we include only the proof in the deepwater regime. For the remaining of this section, we fix $0<\delta<\infty$ and omit dependence on $\delta$ when clear from context. Recall the truncated dynamics in (5.1) and its unique global-in-time solutions by $u_{N}(t, \cdot)=\Phi_{t}^{N}\left(u_{0}\right)$, for $u_{0} \in L^{2}(\mathbb{T})$.

The following lemma collects relevant results on well-posedness and deterministic bounds on the solutions to ILW. For proofs see Theorem 1.9 and Corollary 1.10 in [41], as well as Proposition 3.1 in [34].

Lemma 6.1 ([41, (34)). (i) The ILW equation (1.1) is globally well-posed in $H^{s}(\mathbb{T})$ for $s \geq \frac{1}{2}$.
(ii) Let $s>\frac{1}{2}$. For $R>0$ and $u_{0} \in B^{s}(R)$, there exists $T=T(R)>0$ such that

$$
\begin{equation*}
\left\|\Phi_{t}\left(u_{0}\right)\right\|_{L^{\infty}\left([0, T] ; H^{s}\right)} \lesssim\left\|u_{0}\right\|_{H^{s}}, \quad\left\|\Phi_{t}^{N}\left(u_{0}\right)\right\|_{L^{\infty}\left([0, T] ; H^{s}\right)} \lesssim\left\|u_{0}\right\|_{H^{s}} \tag{6.1}
\end{equation*}
$$

Remark 6.2. Although not explicitly stated in Remark 1.1.(2) in [41, Hypothesis 1 needed for the global well-posedness result also holds when $L_{2}=\mathcal{G}_{\delta} \partial_{x}^{2}$, not only for $L_{2}=\mathcal{T}_{\delta} \partial_{x}^{2}$. Thus, the result applies to our version of the ILW equation (1.1) and also sILW (1.4). Moreover, although Lemma 6.1(ii) is not explicitly stated for the truncated dynamics, the same approach applies.
6.1. Approximation by the truncated flow. The main goal of this subsection is to establish the following approximation result between the ILW and truncated ILW flows, $\Phi_{t}$ and $\Phi_{t}^{N}$, respectively. A key ingredient of the proof follows from adapting the difference estimate [41, Proposition 3.5] to allow for the difference between the truncated and full flows of ILW.

Proposition 6.3. Let $k \geq 3, \varepsilon>0, \frac{1}{2}<s<\sigma$, and $R>0$. Then, there exists $T=$ $T(R)>0$ such that for every $R_{0}>0$ there exists $N_{0}\left(R_{0}\right)$ with the property

$$
\Phi_{t}^{N}(A) \subset \Phi_{t}(A)+B^{s}\left(R_{0}\right), \quad \forall N>N_{0}, \quad \forall t \in(-T, T), \quad \forall A \subset B^{\sigma}(R)
$$

where $B^{s}\left(R_{0}\right)$ denotes the ball on $H^{s}(\mathbb{T})$ of radius $R_{0}$ centered on the origin.
Before proceeding to the proof, we require some notation and auxiliary results from 41. For $s, b \in \mathbb{R}$ we define the Fourier restriction space $X^{s, b}(\mathbb{T})$ through the norm

$$
\|u\|_{X^{s, b}}:=\left\|\langle n\rangle^{s}\left\langle\tau-p_{\delta}(n)\right\rangle^{b} \mathcal{F}_{t, x} u(\tau, n)\right\|_{L_{\tau}^{2} \ell_{n}^{2}},
$$

where $p_{\delta}(n)=n\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right)$ in the deep-water regime, or $p_{\delta}(n)=\frac{n}{\delta}\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right)$ in the shallow-water regime. We also define the time-restricted version of this space $X_{T}^{s, b}$ defined via the norm

$$
\|u\|_{X_{T}^{s, b}}:=\inf \left\{\|\widetilde{u}\|_{X^{s, b}}:\left.\widetilde{u}\right|_{[-T, T]}=u\right\} .
$$

Moreover, we introduce the function spaces $M_{T}^{s}:=L_{T}^{\infty} H_{x}^{s} \cap X_{T}^{s-1,1}$, endowed with the natural norm

$$
\|u\|_{M_{T}^{s}}=\|u\|_{L_{T}^{\infty} H^{s}}+\|u\|_{X_{T}^{s-1,1}}
$$

Lemma 6.4 (Lemma 3.1 [41). Let $0<T<2$, $s>1 / 2$ and $u \in L_{T}^{\infty} H^{s}$ be a solution to (1.1). Then, $u \in M_{T}^{s}$ and it holds

$$
\|u\|_{M_{T}^{s}} \lesssim\|u\|_{L_{T}^{\infty} H^{s}}+\|u\|_{L_{T}^{\infty} H^{s}}\|u\|_{L_{T}^{\infty} H^{\frac{1}{2}+}} .
$$

Moreover, for any $u_{N} \in L_{T}^{\infty} H^{s}$ of solutions to (5.1), the same statement holds.
Proof of Proposition 6.3. Let $u_{0} \in B^{\sigma}(R)$. Then, from Lemma 6.1, there exist global-intime solutions $u(t)=\Phi_{t}\left(u_{0}\right)$ and $u_{N}(t)=\Phi_{t}^{N}\left(u_{0}\right)$ to (1.1) and (5.1), respectively, and $T=T(R)>0$ such that (6.1) holds.

From (2.2), we have that

$$
\left\|u(t)-u_{N}(t)\right\|_{H^{s}} \lesssim\left\|u(t)-u_{N}(t)\right\|_{H^{s-1}}^{\theta}\left\|u(t)-u_{N}(t)\right\|_{H^{\sigma}}^{1-\theta}
$$

where $\theta=\frac{\sigma-s}{1+\sigma-s} \in(0,1)$. From (6.1), the second factor above is uniformly bounded in $N$ and $u_{0} \in B^{\sigma}(R)$, thus the intended approximation follows once we show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\sup _{\substack{t \in[-T, T] \\ u_{0} \in B^{\sigma}(R)}}\left\|\Phi_{t}\left(u_{0}\right)-\Phi_{t}^{N}\left(u_{0}\right)\right\|_{H^{s-1}}\right)=0 \tag{6.2}
\end{equation*}
$$

We show this by adapting the proof of [41, Proposition 3.5] to the difference between the full and the truncated flows for ILW. We see that $w_{N}=u-u_{N}$ solves

$$
\left\{\begin{array}{l}
\partial_{t} w_{N}-\mathcal{G}_{\delta} \partial_{x}^{2} w_{N}=\partial_{x}\left(u^{2}-\left(\mathbf{P}_{N} u_{N}\right)^{2}\right)+\mathbf{P}_{>N} \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{2}  \tag{6.3}\\
\left.w_{N}\right|_{t=0}=0
\end{array}\right.
$$

With the notation $y_{N}=u-\mathbf{P}_{N} u_{N}$ and $z_{N}=u+\mathbf{P}_{N} u_{N}$, we can write

$$
\begin{equation*}
\partial_{t} w_{N}-\mathcal{G}_{\delta} \partial_{x}^{2} w_{N}=\partial_{x}\left(z_{N} y_{N}\right)+\mathbf{P}_{>N} \partial_{x}\left(\mathbf{P}_{N} u_{N}\right)^{2} \tag{6.4}
\end{equation*}
$$

Let $K$ be a dyadic number and $P_{K}$ denote the Littlewood-Paley projector with multiplier $\phi_{K}$ satisfying $\operatorname{supp} \phi_{K} \subset\left[\frac{1}{2} K, 2 K\right]$. Applying the operator $P_{K}$ to (6.4), taking the $H^{s-1}$ scalar product with $P_{K} w_{N}$, and integrating in time, we obtain

$$
\begin{align*}
\left\|P_{K} w_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2} \lesssim & \sup _{|t| \leq T}\langle K\rangle^{2(s-1)}\left|\int_{0}^{t} \int_{\mathbb{T}} P_{K}\left(z_{N} y_{N}\right) P_{K} \partial_{x} w_{N} d x d t^{\prime}\right| \\
& +\sup _{|t| \leq T}\langle K\rangle^{2(s-1)}\left|\int_{0}^{t} \int_{\mathbb{T}} P_{K} \mathbf{P}_{>N}\left(\mathbf{P}_{N} u_{N}\right)^{2} P_{K} \partial_{x} w_{N} d x d t^{\prime}\right| \tag{6.5}
\end{align*}
$$

For $J_{1}$ defined as follows

$$
\begin{equation*}
J_{1}:=\sum_{K>0}\langle K\rangle^{2(s-1)} \sup _{|t| \leq T}\left|\int_{0}^{t} \int_{\mathbb{T}} P_{K}\left(z_{N} y_{N}\right) P_{K} \partial_{x} w_{N} d x d t^{\prime}\right| \tag{6.6}
\end{equation*}
$$

proceeding as in the proof of Proposition 3.5 in [41, in particular, in estimating $J$ defined in (3-25) by (3-31), we obtain the following estimate for $J_{1}$ :

$$
\begin{equation*}
J_{1} \lesssim\left\|z_{N}\right\|_{M_{T}^{s}}\left\|y_{N}\right\|_{M_{T}^{s-1}}\left\|w_{N}\right\|_{L_{T}^{\infty} H^{s-1}} \tag{6.7}
\end{equation*}
$$

We now estimate the norms for $z_{N}, y_{N}$ on the RHS of 6.7). Applying Lemma 6.4 and (6.1), we get

$$
\begin{aligned}
\left\|z_{N}\right\|_{M_{T}^{s}} & =\left\|u+\mathbf{P}_{N} u_{N}\right\|_{M_{T}^{s}} \lesssim\left\|u_{0}\right\|_{H^{s}}\left(1+\left\|u_{0}\right\|_{H^{s}}\right), \\
\left\|y_{N}\right\|_{M_{T}^{s-1}}^{s-1} & \leq\left\|u-u_{N}\right\|_{M_{T}^{s-1}}+\left\|\mathbf{P}_{>N} u_{N}\right\|_{M_{T}^{s-1}} \\
& \lesssim\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}+\left\|u-u_{N}\right\|_{X_{T}^{s-2,1}}+N^{-1}\left\|u_{0}\right\|_{H^{s}}, \\
\left\|u-u_{N}\right\|_{X_{T}^{s-2,1}} & \lesssim\left\|u^{2}-\mathbf{P}_{N}\left(\mathbf{P}_{N} u_{N}\right)^{2}\right\|_{L_{T}^{2} H_{x}^{s-1}} \\
& \lesssim T^{\frac{1}{2}}\left[\left\|\left(u-\mathbf{P}_{N} u_{N}\right)\left(u+\mathbf{P}_{N} u_{N}\right)\right\|_{L_{T}^{\infty} H_{x}^{s-1}}+N^{-1}\left\|\left(\mathbf{P}_{N} u_{N}\right)^{2}\right\|_{L_{T}^{\infty} H_{x}^{s}}\right] \\
& \lesssim T^{\frac{1}{2}}\left[\left\|u-P_{N} u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}\left\|u+\mathbf{P}_{N} u_{N}\right\|_{L_{T}^{\infty} H_{x}^{\frac{1}{2}+}}+N^{-1}\left\|u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s}}^{2}\right] \\
& \lesssim T^{\frac{1}{2}}\left[\left\|u_{0}\right\|_{H_{x}^{s}}\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}+N^{-1}\left\|u_{0}\right\|_{H_{x}^{s}}^{2}\right],
\end{aligned}
$$

where we used the fact that $\mathbf{P}_{>N} u_{N}$ is the linear solution to ILW with initial data $\mathbf{P}_{>N} u_{0}$, the Duhamel formulation for $u-u_{N}$, and Sobolev product inequalities in [18, Lemma 3.4]. From (6.7) and Young's inequality, we get

$$
\begin{align*}
J_{1} & \lesssim\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2}\left\|u_{0}\right\|_{H^{s}}\left(1+\left\|u_{0}\right\|_{H^{s}}\right)^{2}+\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}\left\|u_{0}\right\|_{H^{s}}^{2}\left(1+\left\|u_{0}\right\|_{H^{s}}\right) N^{-1} \\
& \lesssim\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2}\left\|u_{0}\right\|_{H^{s}}\left(1+\left\|u_{0}\right\|_{H^{s}}\right)^{2}+N^{-2}\left\|u_{0}\right\|_{H^{s}}^{2} . \tag{6.8}
\end{align*}
$$

We now estimate the contribution coming from the second contribution on the RHS of (6.5). Let $J_{2}$ be given by

$$
\begin{align*}
J_{2} & \left.:=\sum_{K>0}\langle K\rangle^{2(s-1)} \sup _{|t| \leq T} \mid \int_{0}^{t} \int_{\mathbb{T}} P_{K}\left(\mathbf{P}_{>N}\left(\mathbf{P}_{N} u_{N}\right)^{2}\right)\right) \partial_{x} P_{K} w_{N} \mid \\
& =\sum_{\frac{N}{2} \leq K \leq 4 N}\langle K\rangle^{2(s-1)} \sup _{|t| \leq T}\left|\int_{0}^{t} \int_{\mathbb{T}} P_{K} \mathbf{P}_{>N}\left(\mathbf{P}_{N} u_{N}\right)^{2} \partial_{x} P_{K} w_{N}\right|, \tag{6.9}
\end{align*}
$$

since $\left(\mathbf{P}_{N} u_{N}\right)^{2}$ has Fourier support contained in $\{|n| \leq 2 N\}$, which only intersects with the support of $\phi_{K}$ with $K \leq 4 N$, and $P_{K} \mathbf{P}_{>N}$ is only nonzero if $K \geq \frac{N}{2}$.

Proceeding as in the proof of [41, Proposition 3.5] and [41, (3-14)], (3-26) becomes

$$
\begin{aligned}
P_{K}\left(\mathbf{P}_{N} u_{N}\right)^{2} & =P_{K}\left(v^{2}\right) \\
& =P_{K}\left(v_{\ll K} v\right)+P_{K}\left(v_{\sim K} v_{\lesssim K}\right)+\sum_{\frac{N}{2} \leq K \ll K_{1}} P_{K}\left(v_{\sim K_{1}} v_{\sim K_{1}}\right) \\
& =v_{\ll K} P_{K} v+K^{-1} \Pi_{\chi}\left(\partial_{x} v_{\ll K}, v\right)+P_{K}\left(v_{\sim K} v_{\lesssim K}\right)+\sum_{\frac{N}{2} \leq K \ll K_{1}} P_{K}\left(v_{\sim K_{1}} v_{\sim K_{1}}\right),
\end{aligned}
$$

where have used $v=\mathbf{P}_{N} u_{N}$ for simplicity, $v_{\sim K}, v_{\lesssim K}, v_{\ll K}$ to denote the restrictions of $v$ via Litlewood-Paley decomposition to regions where the frequencies are $\sim K$, $\lesssim K$, or $\ll K$, respectively. Using we can also write

$$
P_{K}\left(v_{\ll K} v\right)=v_{\ll K} P_{K} v+K^{-1} \Pi_{\chi}\left(\partial_{x} v_{\ll K}, v\right) .
$$

Proceeding as in [41, (3-27)], we get

$$
\begin{align*}
J_{2} \lesssim & \sum_{\frac{N}{2} \leq K \leq 4 K} \sum_{K_{1} \gtrsim K} K\left\langle K_{1}\right\rangle^{2(s-1)} \sup _{|t| \leq T}\left|I_{t}\left(v_{K}, v_{\sim K_{1}}, w_{N, K_{1}}\right)\right| \\
& +\sum_{\frac{N}{2} \leq K \leq 4 K} \sum_{K_{1} \gtrsim K} K_{1}\left\langle K_{1}\right\rangle^{2(s-1)} \sup _{|t| \leq T}\left|I_{t}\left(v_{\sim K_{1}}, v_{K}, w_{N, K_{1}}\right)\right|  \tag{6.10}\\
& +\sum_{\frac{N}{2} \leq K \leq 4 K} \sum_{K_{1} \gtrsim K} K\langle K\rangle^{2(s-1)} \sup _{|t| \leq T}\left|I_{t}\left(v_{K_{1}}, v_{K_{1}}, w_{N, K}\right)\right|
\end{align*}
$$

From [41, (2-2)], we get that

$$
\begin{equation*}
J_{2} \lesssim N^{-\theta}\left\|\mathbf{P}_{N} u_{N}\right\|_{M_{T}^{s}}^{2}\left\|w_{N}\right\|_{M_{T}^{s-1}} \tag{6.11}
\end{equation*}
$$

for some $\theta>0$, due to the localization $K \sim N$ in the outer sum. Consequently, by (6.1) and Young's inequality, we get

$$
J_{2} \leq \varepsilon\left\|u-u_{N}\right\|_{M_{T}^{s-1}}^{2}+C_{\varepsilon} N^{-\theta}\left\|u_{0}\right\|_{H^{s}}^{2}
$$

for any $0<\varepsilon<1$ and some $C_{\varepsilon}>0$.
Combining, (6.5), (6.8), and (6.11), we get

$$
\begin{equation*}
\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2} \leq\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2}\left[\varepsilon+C\left\|u_{0}\right\|_{H^{s}}\left(1+\left\|u_{0}\right\|_{\left.H^{s}\right)^{2}}\right]+N^{-\theta} C_{\varepsilon}\left\|u_{0}\right\|_{H^{s}}^{2}\right. \tag{6.12}
\end{equation*}
$$

Using scaling to reduce the problem to small initial data, picking small $\varepsilon$, and undoing the scaling (see Remark 6.5 for details), we get that

$$
\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}}^{2} \leq C_{\varepsilon} N^{-\theta}\left\|u_{0}\right\|_{H^{s}}^{2}
$$

from which it follows that

$$
\sup _{\substack{|t| \leq T \\ u_{0} \in B^{\sigma}(R)}}\left\|\Phi_{t}\left(u_{0}\right)-\Phi_{t}^{N}\left(u_{0}\right)\right\|_{H_{x}^{s-1}} \leq C_{\varepsilon} R^{2} K^{-\theta}
$$

proving (6.2), as intended.
Remark 6.5. The proof of Proposition 6.3, as written, holds under a small data assumption, but this can be extended to general data via a scaling argument as in 41. We detail the needed modifications to assure that the result holds for all $R>0$ and $u_{0} \in B^{\sigma}(R)$.

Given $\lambda \geq 1$, consider the scaling transformation $S_{\lambda}$ defined by

$$
S_{\lambda}(u)(t, x):=\delta^{-1} u\left(\lambda^{-2} t, \lambda^{-1} x\right) .
$$

Then, $u$ is a solution to ILW (1.1) on $\mathbb{T}$ with initial data $u_{0} \in B^{\sigma}(R)$ if and only if $u_{\lambda}:=S_{\lambda}(u)$ is a solution to the following ILW equation on $\mathbb{T}_{\lambda}=\mathbb{R} /(2 \pi \lambda \mathbb{Z})$ with scaled $\lambda \delta$ depth-parameter

$$
\partial_{t} u_{\lambda}-\mathcal{G}_{\lambda \delta} \partial_{x}^{2} u_{\lambda}=\partial_{x}\left(u_{\lambda}^{2}\right),
$$

with initial $u_{0, \lambda}(x):=\lambda^{-1} u_{0}\left(\lambda^{-1} x\right)$. The same observation extends to solutions $u_{N}$ to the truncated system (5.1). Note that the scaled initial data satisfies

$$
\left\|u_{0, \lambda}\right\|_{H^{s}\left(\mathbb{T}_{\lambda}\right)}=\lambda^{-\frac{1}{2}-s}\left\|u_{0}\right\|_{H_{\lambda}^{s}(\mathbb{T})} \leq \lambda^{-\frac{1}{2}}\left\|u_{0}\right\|_{H^{s}(\mathbb{T})}
$$

where $\|f\|_{H_{\lambda}^{s}(\mathbb{T})}:=\left\|\langle n\rangle_{\lambda}^{s} \widehat{f}(n)\right\|_{\ell_{n}^{2}}$ with $\langle n\rangle_{\lambda}=\left(\lambda^{2}+n^{2}\right)^{\frac{1}{2}}$.

We can proceed in the proof of Proposition 6.3 for $S_{\lambda}(u), S_{\lambda}\left(u_{N}\right)$, where 6.12) becomes

$$
\begin{array}{r}
\left\|S_{\lambda}\left(u-u_{N}\right)\right\|_{L_{\lambda^{2} T}^{\infty} H_{x}^{s-1}\left(\mathbb{T}_{\lambda}\right)}^{2} \leq\left\|S_{\lambda}\left(u-u_{N}\right)\right\|_{L_{\delta^{2} T}^{\infty} H_{x}^{s-1}\left(\mathbb{T}_{\lambda}\right)}^{2}\left[\varepsilon+C\left\|u_{0, \lambda}\right\|_{H^{s}\left(\mathbb{T}_{\lambda}\right)}\left(1+\left\|u_{0, \lambda}\right\|_{H_{\mathbb{T}_{\lambda}}^{s}}\right)^{2}\right] \\
+C_{\varepsilon} N^{-\theta}\left\|u_{0, \lambda}\right\|_{H^{s}\left(\mathbb{T}_{\lambda}\right)}^{2} .
\end{array}
$$

For $u_{0} \in B^{\sigma}(R)$, by choosing $\varepsilon>0$ small and $\lambda \geq 1$ sufficiently large depending on $R$, such that

$$
\varepsilon+C\left\|u_{0, \lambda}\right\|_{H^{s}\left(\mathbb{T}_{\lambda}\right)}^{2}\left(1+\left\|u_{0, \lambda}\right\|_{H^{s}\left(\mathbb{T}_{\lambda}\right)}\right)^{2} \leq \varepsilon+\lambda^{-1} C R^{2}\left(1+\lambda^{-\frac{1}{2}} R\right) \leq \frac{1}{2}
$$

we get that

$$
\left\|S_{\lambda}\left(u-u_{N}\right)\right\|_{L_{\lambda}^{\infty} T}^{2} H_{x}^{s-1}\left(\mathbb{T}_{\lambda}\right) \leq\left(2 C_{\varepsilon} \lambda^{-1} R^{2}\right) N^{-\theta}
$$

which gives the intended decay for the small data scaled solutions. To recover this result for the original solutions, note that

$$
\begin{aligned}
\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x}^{s-1}(\mathbb{T})} & \leq \frac{1}{\min \left(\lambda^{s-1}, 1\right)}\left\|u-u_{N}\right\|_{L_{T}^{\infty} H_{x, \lambda}^{s-1}(\mathbb{T})} \\
& =\frac{\lambda^{\frac{1}{2}+(s-1)}}{\min \left(\lambda^{s-1}, 1\right)}\left\|S_{\lambda}\left(u-u_{N}\right)\right\|_{{\lambda^{2} T}_{\infty} H_{x}^{s-1}\left(\mathbb{T}_{\lambda}\right)} \\
& \leq \frac{\lambda^{s-1} \sqrt{2 C_{\varepsilon}} R}{\min \left(\lambda^{s-1}, 1\right)} N^{-\frac{\theta}{2}},
\end{aligned}
$$

from which we get the needed decay in (6.2) for solutions with large data.
6.2. Proof of Theorem 1.5. The argument in the deep-water and shallow-water regime are analogous, thus we focus our discussion in this section in the deep-water regime. The truncated system (5.1) is still Hamiltonian and it was shown in [33] that the truncated Gibbs measure $\rho_{\delta, \frac{1}{2}, N}$ associated with this system is still invariant. However, due to the lack of conservation of higher order quantities in Section 5, we do not expect the corresponding truncated measures $\rho_{\delta, \frac{k}{2}, N, K}$ for $k \geq 3$ to be invariant. To bypass this issue, we proceed as in [55, 56]. We fix $0<\delta<\infty, k \geq 3$, and $K>0$, and let $\frac{1}{2}<s<\sigma<(k-1) / 2$. We also use $\mathcal{B}\left(H^{\sigma}\right)$ for the Borel sets in $H^{\sigma}(\mathbb{T})$.

Recall that the dynamics of (5.1) decouple as follows

$$
\begin{equation*}
\Phi_{t}^{N}\left(u_{0}\right)=\mathbf{P}_{N} \Phi_{t}^{N}\left(u_{0}\right)+\mathbf{P}_{>N} \Phi_{t}^{N}\left(u_{0}\right)=: u_{N}^{\text {low }}(t)+u_{N}^{\text {high }}(t) \tag{6.13}
\end{equation*}
$$

where $\mathbf{P}_{>N}=\operatorname{Id}-\mathbf{P}_{N}$, where $u_{N}^{\text {high }}(t)=S(t) \mathbf{P}_{>N} u_{0}$ is the linear ILW evolution of the high frequency part of the initial data, while $u_{N}^{\text {low }}$ solves

$$
\begin{equation*}
\partial_{t} u_{N}^{\text {low }}-\mathcal{G}_{\delta} \partial_{x}^{2} u_{N}^{\text {low }}=\partial_{x} \mathbf{P}_{N}\left(u_{N}^{\text {low }}\right)^{2} \tag{6.14}
\end{equation*}
$$

with initial data $\left.u_{N}^{\text {low }}\right|_{t=0}=\mathbf{P}_{N} u_{0}$. As mentioned in Section 5. the truncated system (5.1) is globally well-posed in $L^{2}(\mathbb{T})$.

We now consider the relevant measures associated with the truncated system. We recall that the measure $\rho_{\delta, \frac{k}{2}, N, K}$ in (1.15) given by

$$
\rho_{\delta, \frac{k}{2}, N, K}(d u):=Z_{\delta, \frac{k}{2}, N}^{-1} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}(u) .
$$

Note that we can write the Gaussian measure $\mu_{\delta, \frac{k}{2}}$ in (1.11) as product measure on $E_{N} \otimes E_{N}^{\perp}$, where $E_{N}$ be the real vector space spanned by $\{\cos (n x), \sin (n x)\}_{1 \leq n \leq N}$ and $E_{N}^{\perp}$ is the orthogonal complement of $E_{N}$ in $H^{\sigma}(\mathbb{T})$. In particular, we have $\mu_{\delta, \frac{k}{2}}=\mu_{N}^{\text {low }} \otimes \mu_{N}^{\text {high }}$ where $\mu_{N}^{\text {low }}=\left(\mathbf{P}_{N}\right)_{*} \mu_{\delta, \frac{k}{2}}$ and $\mu_{N}^{\text {high }}=\left(\mathbf{P}_{>N}\right)_{*} \mu_{\delta, \frac{k}{2}}$ are the push-forward images of the Gaussian measure $\mu_{\delta, \frac{k}{2}}$. Using the notation

$$
\mathbf{P}_{N} u(x)=\frac{1}{\sqrt{2 \pi}} \sum_{0<|n| \leq N} \widehat{u}_{n} e^{i n x},
$$

we can write $\mu_{N}^{\text {low }}$ as

$$
\mu_{N}^{\text {low }}(d u)=Z_{N}^{-1} \exp \left(-\frac{1}{2} \sum_{\substack{\ell=0 \\ \text { even }}}^{k} a_{\ell}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} \mathbf{P}_{N} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}\right) \prod_{0<|n| \leq N} d \widehat{u}_{n},
$$

where $\prod_{0<|n| \leq N} d \widehat{u}_{n}$ denotes the Lebesgue measure on $E_{N}$.
The main ingredient for the invariance argument is the following "change of variables" result, which allows us to use the decay estimates in Section 5 to control the time derivative of $\Phi_{t}^{N}(A)$ for a measurable set $A$.

Proposition 6.6. For any $A \in \mathcal{B}\left(H^{\sigma}\right)$, we have the following identity

$$
\begin{align*}
& Z_{\delta, \frac{k}{2}, N}^{-1} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu(u) \\
& =\int_{A} \eta_{K}\left(\left\|\mathbf{P}_{N} \Phi_{t}^{N}(u)\right\|_{L^{2}}^{2}\right) \exp \left(-E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N}\left(\Phi_{t}^{N}(u)\right)\right) \prod_{0<|n| \leq N} d \widehat{u}_{n} \otimes d \mu_{N}^{\mathrm{high}}\left(\mathbf{P}_{>N} u\right)\right. \tag{6.15}
\end{align*}
$$

To establish this result, we need some auxiliary results on the Lebesgue measure on $E_{N}$ and the Gaussian measure $\mu_{N}^{\text {high }}$.
Lemma 6.7. The following results hold:
(i) The map $\Phi_{t}^{N} \mathbf{P}_{N}$ is measure preserving on $E_{N}$ equipped with the Lebesgue measure $\prod_{0<|n| \leq N} d \widehat{u}_{n}$.
(ii) The map $S(t)=e^{-t \widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2}}$ is measures preserving on $E_{N}^{\perp}$ equipped with the Gaussian measure $\mu_{N}^{\text {high }}$.

Proof. The result in (i) follows from Liouville's theorem once we establish that the spatial Fourier coefficients of $u_{N}^{\text {low }}$ evolve according to a Hamiltonian system of ODEs with a divergence free vector field. Let $v=u_{N}^{\text {low }}$ and $\widehat{v}(n)=a_{n}+i b_{n}$ for $|n| \leq N$. Then,

$$
\begin{aligned}
& \partial_{t} \widehat{v}(n)=i n\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right) \widehat{v}(n)+\sum_{\substack{n=n_{1}+n_{2} \\
\left|n_{j}\right| \leq N}} i n \widehat{v}\left(n_{1}\right) \widehat{v}\left(n_{2}\right) \\
& \\
& \Longleftrightarrow\left\{\begin{array}{l}
\partial_{t} a_{n}=-n\left(\operatorname{coth}(\delta n)-\frac{1}{\delta}\right) b_{n}-\sum_{\substack{n=n_{1}+n_{2} \\
\left|n_{j}\right| \leq N}} n\left(a_{n_{1}} b_{n_{2}}+a_{n_{2}} b_{n_{1}}\right) \\
\partial_{t} b_{n}=n\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right) a_{n}+\sum_{\substack{n=n_{1}+n_{2} \\
\left|n_{j}\right| \leq N}} n\left(a_{n_{1}} a_{n_{2}}-b_{n_{1}} b_{n_{2}}\right)
\end{array}\right. \\
& \Longleftrightarrow \partial_{t}\left(a_{n}, b_{n}\right)=\left(F_{a_{n}}(a, b), F_{b_{n}}(a, b)\right) .
\end{aligned}
$$

Note that

$$
-\frac{\partial F_{a_{n}}}{\partial b_{n}}=\frac{\partial F_{b_{n}}}{\partial a_{n}}=n\left(\operatorname{coth}(\delta n)-\frac{1}{\delta}\right)
$$

from which we conclude that $\sum_{n=1}^{N}\left(\frac{\partial F_{a_{n}}}{\partial b_{n}}+\frac{\partial F_{b_{n}}}{\partial a_{n}}\right)=0$, showing that the vector field $F$ is divergence free.

For (ii), the same proof as that of [55, Lemma 5.3] applies, as $S(t)$ also induces a phase rotation on the Fourier side by $\operatorname{tn}\left(n \operatorname{coth}(\delta n)-\frac{1}{\delta}\right)$, analogous to the effect of the linear propagator for BO. In particular, by using that $i n \widehat{\mathcal{G}_{\delta}}(n)=K_{\delta}(n)$, we get

$$
\begin{aligned}
S(t)(\cos (n x)) & =e^{i t n K_{\delta}(n)} \cos (n x)=\cos \left(\operatorname{tn} K_{\delta}(n)+n x\right) \\
& =\cos \left(\operatorname{tn} K_{\delta}(n)\right) \cos (n x)-\sin \left(\operatorname{tn} K_{\delta}(n)\right) \sin (n x),
\end{aligned}
$$

where $e^{-i t n K_{\delta}(n)}$ acts like rotation and has effect of shifting the phase of the (positive) frequency components by $-n K_{\delta}(n)$. Similarly, we have

$$
\begin{aligned}
S(t)(\sin (n x)) & =\sin \left(t n K_{\delta}(n)+n x\right) \\
& =\sin \left(t n K_{\delta}(n)\right) \cos (n x)+\cos \left(t n K_{\delta}(n)\right) \sin (n x) .
\end{aligned}
$$

Therefore for fixed $t$ and $n$ the map $S(t)$ acts as a rotation on the two dimensional real vector space spanned by $\cos (n x)$ and $\sin (n x)$. Hence by the invariance of the Lebesgue measure and the diagonal quadratic forms by rotations, any centered Gaussian measure on the two dimensional space $\operatorname{span}\{\cos (n x), \sin (n x)\}$ is invariant by $S(t)$. The remaining of the proof is identical, thus we omit details.

Proof of Proposition 6.6. By definition we have the identities

$$
\begin{equation*}
\mathbf{P}_{N} \Phi_{\delta, t}^{N}=\Phi_{\delta, t}^{N} \mathbf{P}_{N}, \quad \mathbf{P}_{>N} \Phi_{\delta, t}^{N}=S(t) \mathbf{P}_{>N} \tag{6.16}
\end{equation*}
$$

and we introduce the notation $d L_{N}=\prod_{0<|n| \leq N} d \widehat{u}_{n}$. Then, we can write

$$
\begin{align*}
& Z_{\delta, \frac{k}{2}, N}^{-1} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}  \tag{6.17}\\
& =\int_{\Phi_{t}^{N}(A)} \eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right) d L_{N} \otimes d \mu_{N}^{\mathrm{high}}  \tag{6.18}\\
& =\int_{E_{N} \otimes E_{\frac{1}{N}}} \mathbf{1}_{\Phi_{t}^{N}(A)}(u) \eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) \exp \left(-E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)\right) d L_{N} \otimes d \mu_{N}^{\mathrm{high}} . \tag{6.19}
\end{align*}
$$

Using Fubini's theorem and Lemma 6.7(ii), we get

$$
\begin{aligned}
& Z_{\delta, \frac{k}{2}, N}^{-1} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu \\
& =\int_{E_{N}} \eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{\left.L^{2}\right)}^{2}\right) e^{-E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)}\left(\int_{E_{\frac{1}{N}}} \mathbf{1}_{\Phi_{t}^{N}(A)}\left(\mathbf{P}_{N} u, S(t) \mathbf{P}_{>N} u\right) d \mu_{N}^{\mathrm{high}}\right) d L_{N} \\
& =\int_{E_{\frac{1}{N}}}\left(\int_{E_{N}} \eta_{K}\left(\left\|\mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) e^{-E_{\delta, \frac{k}{2}}\left(\mathbf{P}_{N} u\right)} \mathbf{1}_{\Phi_{t}^{N}(A)}\left(\mathbf{P}_{N} u, S(t) \mathbf{P}_{>N} u\right) d L_{N}\right) d \mu_{N}^{\mathrm{high}} .
\end{aligned}
$$

Now, Lemma 6.7(i) gives

$$
Z_{\delta, \frac{k}{2}, N}^{-1} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu=\int_{E_{\frac{\perp}{N}}^{\perp}}\left(\int_{E_{N}} \eta_{K}\left(\left\|\Phi_{t}^{N}\left(\mathbf{P}_{N} u\right)\right\|_{L^{2}}^{2}\right) e^{-E_{\delta, \frac{k}{2}}\left(\Phi_{t}^{N}\left(\mathbf{P}_{N} u\right)\right)}\right.
$$

$$
\begin{equation*}
\left.\times \mathbf{1}_{\Phi_{t}^{N}(A)}\left(\Phi_{t}^{N} u\right) d L_{N}\right) d \mu_{N}^{\mathrm{high}} \tag{6.20}
\end{equation*}
$$

Since the solution map $\Phi_{t}^{N}$ is a bijection on $H^{\sigma}(\mathbb{T})$, we have that $\mathbf{1}_{\Phi_{t}^{N}(A)}\left(\Phi_{t}^{N}(u)\right)=\mathbf{1}_{A}(u)$, from which it follows that

$$
Z_{\delta, \frac{k}{2}, N}^{-1} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu=\int_{A} \eta_{K}\left(\left\|\Phi_{t}^{N} \mathbf{P}_{N} u\right\|_{L^{2}}^{2}\right) e^{-E_{\delta, \frac{k}{2}}\left(\Phi_{t}^{N} \mathbf{P}_{N} u\right)} d L_{N} \otimes d \mu_{N}^{\text {high }}
$$

and the result follows from 6.16).
The following proposition establishes the almost invariance of the measure $\rho_{\delta, \frac{k}{2}, N, K}$.
Proposition 6.8. Let $\sigma \geq 0$ and $T>0$. We have the following:

$$
\lim _{N \rightarrow \infty} \sup _{\substack{t \in[0, T] \\ A \in \mathcal{B}\left(H^{\sigma}\right)}}\left|\frac{d}{d t} \int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right|=0 .
$$

Proof. We proceed as in [55, Proposition 5.4].
Step 1: $t=0$.
We first show that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \sup _{A \in \mathcal{B}\left(H^{\sigma}\right)}\left|\frac{d}{d t}\left(\int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)_{t=0}\right|=0 \tag{6.21}
\end{equation*}
$$

Using Proposition 6.6 and the conservation of $L^{2}$-norm for (5.1), we obtain

$$
\begin{aligned}
& \frac{d}{d t}\left(\int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)_{t=0} \\
& =-\int_{A} \frac{d}{d t}\left(E_{\delta, \frac{k}{2}}\left(\Phi_{t}^{N} \mathbf{P}_{N} u\right)\right)_{t=0} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} .
\end{aligned}
$$

By Hölder's inequality, Proposition 3.2, and Proposition 5.1, we obtain the uniform convergence to zero.
Step 2: $t^{\prime} \in(0, T]$.
We first use the definition of derivative to obtain

$$
\begin{aligned}
& \frac{d}{d t}\left(\int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)_{t=t^{\prime}} \\
& =\lim _{h \rightarrow 0} h^{-1}\left(\int_{\Phi_{t^{\prime}+h}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}-\int_{\Phi_{t^{\prime}}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right) .
\end{aligned}
$$

Then, using the fact that $\Phi_{t^{\prime}+h}^{N}(A)=\Phi_{h}^{N} \circ \Phi_{t^{\prime}}^{N}(A)$ we obtain that

$$
\frac{d}{d t}\left(\int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)_{t=t^{\prime}}=\frac{d}{d t}\left(\int_{\Phi_{t}^{N}(\widetilde{A})} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)_{t=0}
$$

where $\widetilde{A}=\Phi_{t^{\prime}}^{N}(A)$. Therefore, the result follows from Step 1 (since the limit holds uniformly in the integration set).

From Proposition 6.8 and the Fundamental Theorem of Calculus, we can conclude that for all $\sigma \geq 0, T \in \mathbb{R}, A \in \mathcal{B}\left(H^{\sigma}\right)$, and $t \in[0, T]$, we have

$$
\begin{equation*}
\lim _{N \rightarrow \infty}\left(\int_{A} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}-\int_{\Phi_{t}^{N}(A)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)=0 . \tag{6.22}
\end{equation*}
$$

We can now establish the following short-time result on the measure $\rho_{\delta, \frac{k}{2}, K}$ transported by the full flow $\Phi_{t}$ of ILW 1.1), on compact sets.
Lemma 6.9. Let $k \geq 3, \frac{1}{2}<\sigma<\frac{k-1}{2}$, and $R>0$. Then, there exists $T=T(R)>0$ such that for every compact set $\mathbf{K} \in \mathcal{B}\left(H^{\sigma}\right)$ with $\mathbf{K} \subset B^{\sigma}(R)$, we have

$$
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(\mathbf{K})} F(u) d \mu_{\delta, \frac{k}{2}}, \quad \forall t \in(-T, T)
$$

Proof. By (6.22) and 1.18), we get that

$$
\begin{align*}
& \lim _{N \rightarrow \infty} \int_{\Phi_{t}^{N}(\mathbf{K})} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} \\
& =\lim _{N \rightarrow \infty}\left(\int_{\Phi_{t}^{N}(\mathbf{K})} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}-\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}}\right)+\lim _{N \rightarrow \infty} \int_{\mathbf{K}} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} \\
& =\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} . \tag{6.23}
\end{align*}
$$

By Proposition 6.3, for $\frac{1}{2}<s<\sigma$, there exists $T=T(R)>0$ such that for every $\varepsilon>0$, there exists a suitable $N_{0}(\varepsilon)$ such that $\Phi_{t}^{N}(\mathbf{K}) \subset \Phi_{t}(\mathbf{K})+B^{s}(\varepsilon)$ for all $N \geq N_{0}$ and $t \in(-T, T)$. Therefore,

$$
\begin{equation*}
\int_{\Phi_{t}^{N}(\mathbf{K})} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(\mathbf{K})+B^{s}(\varepsilon)} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} \tag{6.24}
\end{equation*}
$$

for all $t \in(-T, T)$ and $N \geq N_{0}$. From the $L^{1}\left(d \mu_{\delta, \frac{k}{2}}\right)$ convergence of the density in 1.18), taking limits as $N \rightarrow \infty$ in (6.24) and using (6.23), we get

$$
\begin{equation*}
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\lim _{N \rightarrow \infty} \int_{\Phi_{t}^{N}(\mathbf{K})} F_{\delta, \frac{k}{2}, N, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(\mathbf{K})+B^{s}(\varepsilon)} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \tag{6.25}
\end{equation*}
$$

for all $t \in(-T, T)$. Since $\mathbf{K}$ is compact, then it is closed in $H^{\sigma}(\mathbb{T})$. Moreover, since $\Phi_{t}$ is a diffeomorphism on $H^{\sigma}(\mathbb{T})$, we have that $\Phi_{t}(\mathbf{K})$ is closed in $H^{\sigma}(\mathbb{T})$. As a consequence we deduce that

$$
\bigcap_{\varepsilon>0}\left(\Phi_{t}(\mathbf{K})+B^{s}(\varepsilon)\right)=\Phi_{t}(\mathbf{K}),
$$

and by Lebesgue's theorem

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \int_{\Phi_{t}(\mathbf{K})+B^{s}(\varepsilon)} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\int_{\Phi_{t}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \tag{6.26}
\end{equation*}
$$

Lastly, the result follows from taking a limit as $\varepsilon \rightarrow 0$ in (6.25) and 6.26).
To extend Lemma 6.9 globally-in-time, we need global-in-time control over the flow $\Phi_{t}$ on compact sets. From Lemma 6.1, we have that for all $\sigma \geq \frac{1}{2}, T>0$ and $\mathbf{K} \subset H^{\sigma}(\mathbb{T})$ compact, then there exists $R>0$ such that

$$
\begin{equation*}
\left\{\Phi_{t}(\mathbf{K}): 0 \leq t \leq T\right\} \subset B^{\sigma}(R) . \tag{6.27}
\end{equation*}
$$

Lemma 6.10. Let $k \geq 3, \frac{1}{2}<\sigma<\frac{k-1}{2}, t \in \mathbb{R}$ and $\mathbf{K} \subset H^{\sigma}(\mathbb{T})$ be a compact set. Then,

$$
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

Proof. We prove the result for any $t_{0} \in \mathbb{R}$ positive, since the analysis for negative $t_{0}$ is analogous. By (6.27), there exists $R>0$ such that

$$
\begin{equation*}
\left\{\Phi_{t}(\mathbf{K}): 0 \leq t \leq t_{0}\right\} \subset B^{\sigma}(R) . \tag{6.28}
\end{equation*}
$$

Let $T=T(R) \in\left(0, t_{0}\right]$ be the one given in Lemma 6.9, and choose $t_{1}$ such that

$$
t_{1} \in(0, T] \quad \text { and } \quad t_{0} / t_{1} \in \mathbb{N}
$$

Then,

$$
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t_{1}}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

From (6.28), we have that $\Phi_{t_{1}}(\mathbf{K}) \subset B^{\sigma}(R)$, hence Lemma 6.9 can be iterated and we obtain

$$
\int_{\Phi_{t_{1}}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t_{1}\left(\Phi_{t_{1}}(\mathbf{K})\right)}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\int_{\Phi_{2 t_{1}}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

By repeating this argument $N_{0}$ times such that $t_{0}=N_{0} t_{1}$, we cover the whole time interval [ $0, t_{0}$ ], from which we get

$$
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t_{0}}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

This completes the proof of Lemma 6.10.
Using the reversibility of the flow, we now obtain the statement.
Lemma 6.11. Let $k \geq 3, \frac{1}{2}<\sigma<\frac{k-1}{2}$, and $t \in \mathbb{R}$. Then, for every compact $\mathbf{K} \subset H^{\sigma}$ we have

$$
\int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\int_{\Phi_{t}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

Proof. Using Lemma 6.10, for every compact $\widetilde{\mathbf{K}} \subset H^{\sigma}(\mathbb{T})$, we can write

$$
\int_{\widetilde{\mathbf{K}}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{-t}(\widetilde{\mathbf{K}})} F_{\delta, \frac{k}{2}}(u) d \mu_{\delta, \frac{k}{2}} .
$$

By choosing $\widetilde{\mathbf{K}}=\Phi_{t}(\mathbf{K})$, and the fact that the flow $\Phi_{t}$ is a diffeomorphism, we get

$$
\int_{\Phi_{t}(\mathbf{K})} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\mathbf{K}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

Combining this inequality with Lemma 6.10 completes the proof.
Let us now complete the proof of Theorem 1.5. Let $A$ be an arbitrary Borel set in $H^{\sigma}(\mathbb{T})$. It is well-known that there exists a sequence of compact sets $\mathbf{K}_{n} \subset A$ such that

$$
\lim _{n \rightarrow \infty} \int_{\mathbf{K}_{n}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\int_{A} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} .
$$

On the other hand, by Lemma 6.11 we have

$$
\int_{\mathbf{K}_{n}} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}=\int_{\Phi_{t}\left(\mathbf{K}_{n}\right)} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(A)} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}
$$

since $\Phi_{t}\left(\mathbf{K}_{n}\right) \subset \Phi_{t}(A)$ and $F_{\delta, \frac{k}{2}, K}(u) \geq 0$. As a consequence, we get

$$
\int_{A} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}} \leq \int_{\Phi_{t}(A)} F_{\delta, \frac{k}{2}, K}(u) d \mu_{\delta, \frac{k}{2}}
$$

The opposite inequality follows from the time reversibility of the flow. This completes the proof of Theorem 1.5.

## Appendix A. Structure of the conserved quantities for ILW

A.1. Deriving the conserved quantities for ILW and BO. We follow the derivation of the conserved quantities for ILW in [50]. See also [25, 31, 39] for alternative derivations. Consider the following equations for $u$ and $V$

$$
\begin{align*}
2 u & =\mu\left(e^{V}-1\right)+\mathcal{G}_{\delta} V_{x}+\delta^{-1} V-i V_{x}  \tag{A.1}\\
V_{t} & =\mu\left(e^{V}-1\right) V_{x}+\mathcal{G}_{\delta} V_{x x}+V_{x} \mathcal{G}_{\delta} V_{x}+\delta^{-1} V V_{x}, \tag{A.2}
\end{align*}
$$

where we are interested in $u$ as a solution to ILW (1.1). The following lemma shows that if, for a given $u$, we can find $V=V(u)$ satisfying A.1, then A.2 holds.
Lemma A.1. Let $u: \mathbb{R}^{2} \rightarrow \mathbb{R}$ and $V: \mathbb{R}^{2} \rightarrow \mathbb{C}$ satisfying A.1, with $V=\sum_{n \geq 1} \mu^{-n} \chi_{n}$, for functions $\chi_{n}$ independent of $\mu$. Then, $u$ solves $I L W$ (1.1) if and only if $V$ solves (A.2).
Proof. Using (A.1), we have that

$$
\begin{align*}
2\left(\partial_{t} u\right. & \left.-\mathcal{G}_{\delta} \partial_{x}^{2} u-u \partial_{x} u\right) \\
& =\left(\mu e^{V}+\delta^{-1}+\mathcal{G}_{\delta} \partial_{x}-i \partial_{x}\right)\left[V_{t}-\mu\left(e^{V}-1\right) V_{x}-\mathcal{G}_{\delta} V_{x x}-V_{x} \mathcal{G}_{\delta} V_{x}-\delta^{-1} V V_{x}\right] . \tag{A.3}
\end{align*}
$$

If $V$ solves A.2, from A.3) we see that $u$ solves ILW 1.1.
For the forward implication, since the expression in brackets on the RHS of A.3) is of the form $f=\sum_{n \geq 1} \mu^{-n} f_{n}$, it suffices to show that the only such solution to $\mathcal{L} f=0$, where $\mathcal{L}=\mu e^{V}+\delta^{-1}+\mathcal{G}_{\delta} \partial_{x}-i \partial_{x}$, is $f \equiv 0$. Let $\mathcal{L}_{0}:=\delta^{-1}+\mathcal{G}_{\delta} \partial_{x}-i \partial_{x}$ and $f$ as above. Then,

$$
0=\left\langle\mathcal{L} f, \mathcal{L}_{0} f\right\rangle=\int \overline{\mathcal{L} f} \mathcal{L}_{0} f d x=-\mu^{2} \int\left|e^{V} f\right|^{2} d x+\int\left|\mathcal{L}_{0} f\right|^{2} d x
$$

Expanding $V$ and $f$ through its series representation, we have that

$$
\begin{aligned}
e^{V} f & =\left(1+\sum_{\ell \geq 1} \frac{1}{\ell!} V^{\ell}\right)\left(\sum_{n \geq 1} \mu^{-n} f_{n}\right) \\
& =\left(1+\sum_{n \geq 1} \mu^{-n} \sum_{\ell=1}^{n} \frac{1}{\ell!} \sum_{n_{1} \ldots \ell=n} \chi_{n_{1}} \cdots \chi_{n_{\ell}}\right)\left(\sum_{n \geq 1} \mu^{-n} f_{n}\right) \\
& =\mu^{-1} f_{1}+\sum_{n \geq 2} \mu^{-n}\left(f_{n}+\sum_{n_{12}=n} f_{n_{1}} \widetilde{V}_{n_{2}}\right) \\
& =: \sum_{n \geq 1} \mu^{-n} A_{n},
\end{aligned}
$$

where

$$
\widetilde{V}_{n}=\sum_{\ell=1}^{n} \frac{1}{\ell!} \sum_{n_{1} \cdots \ell=n} \chi_{n_{1}} \cdots \chi_{n_{\ell}}
$$

$$
\begin{aligned}
& A_{1}=f_{1} \\
& A_{n}=f_{n}+\sum_{n_{12}=n} f_{n_{1}} \widetilde{V}_{n_{2}}, \quad n \geq 2
\end{aligned}
$$

Then,

$$
\begin{aligned}
0= & -\sum_{n \geq 2} \mu^{-n+2} \sum_{n_{12}=n} \int \overline{A_{n_{1}}} A_{n_{2}} d x+\sum_{n \geq 2} \mu^{-n} \sum_{n_{12}=n} \int \overline{\mathcal{L}_{0} f_{n_{1}}} \mathcal{L}_{0} f_{n_{2}} d x \\
= & -\int\left|A_{1}\right|^{2} d x-\mu^{-1} \int\left[\overline{A_{1}} A_{2}+\overline{A_{2}} A_{1}\right] d x \\
& +\sum_{n \geq 2} \mu^{-n}\left[-\sum_{n_{12}=n+2} \int \overline{A_{n_{1}}} A_{n_{2}} d x+\sum_{n_{12}=n} \int \overline{\mathcal{L}_{0} f_{n_{1}}} \mathcal{L}_{0} f_{n_{2}} d x\right]
\end{aligned}
$$

From the above, the coefficients of the powers of $\mu$ must be zero. For the coefficient of $\mu^{0}$, we get

$$
0=-\int\left|A_{1}\right|^{2} d x=-\int\left|f_{1}\right|^{2} d x \Longrightarrow A_{1}=f_{1} \equiv 0
$$

For the coefficient of $\mu^{-1}$ we get

$$
0=-\int\left[\overline{A_{1}} A_{2}+\overline{A_{2}} A_{1}\right] d x
$$

which is satisfied since $A_{1} \equiv 0$. For the coefficient of $\mu^{-2}$, we get

$$
\begin{aligned}
0 & =-\int\left[\overline{A_{1}} A_{3}+\left|A_{2}\right|^{2}+\overline{A_{3}} A_{1}\right] d x+\int\left|\mathcal{L}_{0} f_{0}\right|^{2} d x=-\int\left|A_{2}\right|^{2} d x \\
& \Longrightarrow A_{2} \equiv 0 \Longrightarrow f_{2}+f_{1} \widetilde{V}_{1} \equiv 0 \Longrightarrow f_{2} \equiv 0
\end{aligned}
$$

For $\mu^{-3}$,

$$
0=-\int\left[\overline{A_{1}} A_{4}+\overline{A_{2}} A_{3}+\overline{A_{3}} A_{2}\right] d x+\int\left[\overline{\mathcal{L}_{0} f_{1}} \mathcal{L}_{0} f_{2}+\overline{\mathcal{L}_{0} f_{2}} \mathcal{L}_{0} f_{1}\right] d x
$$

which holds since $A_{1} \equiv A_{2} \equiv f_{1} \equiv f_{2} \equiv 0$.
To establish that $f_{n} \equiv 0$ for all $n \in \mathbb{N}$, we proceed by induction. Assume that $f_{k} \equiv 0$ for $1 \leq k \leq n-1$, from which it follows that $A_{k} \equiv 0$ for $1 \leq k \leq n-1$. Considering the coefficients of $\mu^{-2 n+2}$ and $\mu^{-2 n+1}$, respectively, we get that

$$
\begin{aligned}
& 0=-\sum_{n_{12}=2 n} \int \overline{A_{n_{1}}} A_{n_{2}} d x+\sum_{n_{12}=2 n-2} \int \overline{\mathcal{L}_{0} f_{n_{1}}} \mathcal{L}_{0} f_{n_{2}} d x=-\int\left|A_{n}\right|^{2} d x \\
& 0=-\sum_{n_{12}=2 n+1} \int \overline{A_{n_{1}}} A_{n_{2}} d x+\sum_{n_{12}=2 n-1} \int \overline{\mathcal{L}_{0} f_{n_{1}}} \mathcal{L}_{0} f_{n_{2}} d x
\end{aligned}
$$

where we conclude from the first equality that

$$
A_{n} \equiv 0 \Longrightarrow f_{n}+\sum_{n_{12}=n} f_{n_{1}} \tilde{V}_{n_{2}}=0 \Longrightarrow f_{n} \equiv 0
$$

while the second equality holds trivially from the assumptions and the conclusion that $f_{n} \equiv 0$. Combining all the results above, we conclude that the only solution $f=\sum_{n \geq 1} \mu^{-n} f_{n}$ to $\mathcal{L} f=0$ is $f \equiv 0$. Consequently, the bracket on the RHS of A.3 must be equal to 0 .

To derive the conserved quantities for ILW (1.1), let $\mu>0$ and $V=\sum_{n \geq 1} \mu^{-n} \chi_{n}$. Replacing $V$ in A.1, we obtain the following recurrence for $\chi_{n}$

$$
\begin{align*}
& \chi_{1}=2 u  \tag{A.4}\\
& \chi_{n}=-\sum_{j=2}^{n} \frac{1}{j!} \sum_{n_{1} \cdots j=n} \chi_{n_{1}} \cdots \chi_{n_{j}}-\left(-i+\mathcal{G}_{\delta}\right) \partial_{x} \chi_{n-1}-\frac{1}{\delta} \chi_{n-1}, \quad n \geq 2 . \tag{A.5}
\end{align*}
$$

From Lemma A.1, we know that since $V$ satisfies A.1), it also satisfies A.2). Since the RHS of A.2 has mean zero, $V$ is a conserved quantity. To see that $\chi_{n}$, for $n \in \mathbb{N}$, are conserved quantities, note that we can rewrite A.2 as

$$
V_{t}=2 \partial_{x} u_{x}-\left(\delta^{-1}+\mu\right) V_{x}+i V_{x x}+V_{x} \mathcal{G}_{\delta} V_{x}+\delta^{-1} V V_{x}
$$

which implies that

$$
\begin{aligned}
& \sum_{n \geq 1} \mu^{-n} \partial_{t} \chi_{n}=\partial_{x} \chi_{1}+\sum_{n \geq 1} \mu^{-n}\left(-\delta+i \partial_{x}\right) \partial_{x} \chi_{n}-\sum_{n \geq 0} \mu^{-n} \partial_{x} \chi_{n+1} \\
&+\sum_{n \geq 2} \mu^{-n} \sum_{n_{12}=n} \partial_{x} \chi_{n_{1}}\left(\mathcal{G}_{\delta} \partial_{x}+\delta^{-1}\right) \chi_{n_{2}} .
\end{aligned}
$$

Collecting powers of $\mu$, we get that

$$
\begin{array}{rlrl}
\mu^{0}: & & 0 & =\partial_{x} \chi_{1}-\partial_{x} \chi_{1}, \\
\mu^{-1}: & \partial_{t} \chi_{1} & =\left(-\delta+i \partial_{x}\right) \partial_{x} \chi_{1}-\partial_{x} \chi_{2}, \\
\mu^{-n}: & \partial_{t} \chi_{n} & =\left(-\delta+i \partial_{x}\right) \partial_{x} \chi_{n}-\partial_{x} \chi_{n+1}+\sum_{n_{12}=n} \partial_{x} \chi_{n_{1}}\left(\mathcal{G}_{\delta} \partial_{x}+\delta^{-1}\right) \chi_{n_{2}},
\end{array}
$$

for $n \geq 2$. From the second equation above, we see that $\int \chi_{1} d x$ is a conserved quantity, since the RHS is a full derivative. For $n \geq 2$, from the third equation, we get

$$
\begin{aligned}
\partial_{t} \chi_{2 m}= & \partial_{x}\left[\left(-\delta+i \partial_{x}\right) \chi_{2 m}-\chi_{2 m+1}\right]+\sum_{j=1}^{m-1}\left[\partial_{x} \chi_{j}\left(\mathcal{G}_{\delta} \partial_{x} \chi_{2 m-j}\right)+\left(\mathcal{G}_{\delta} \partial_{x} \chi_{j}\right) \partial_{x} \chi_{2 m-j}\right] \\
& +\partial_{x} \chi_{m}\left(\mathcal{G}_{\delta} \partial_{x} \chi_{m}\right)+\delta^{-1} \sum_{j=1}^{m-1} \partial_{x}\left(\chi_{j} \chi_{2 m-j}\right)+(2 \delta)^{-1} \partial_{x}\left(\chi_{m}^{2}\right), \\
\partial_{t} \chi_{2 m+1}= & \partial_{x}\left[\left(-\delta+i \partial_{x}\right) \chi_{2 m+1}-\chi_{2 m+2}\right] \\
& +\sum_{j=1}^{m}\left[\partial_{x} \chi_{j}\left(\mathcal{G}_{\delta} \partial_{x} \chi_{2 m+1-j}\right)+\left(\mathcal{G}_{\delta} \partial_{x} \chi_{j}\right) \partial_{x} \chi_{2 m+1-j}+\partial_{x}\left(\chi_{j} \chi_{2 m-j}\right)\right],
\end{aligned}
$$

when $n=2 m$ and $n=2 m+1$, respectively. Since $\mathcal{G}_{\delta}$ is anti-symmetric, the above allows us to conclude that $\int \chi_{n} d x$ is a conserved quantity for ILW (1.1) for all $n \in \mathbb{N}$. In fact, for all $n \in \mathbb{N}$, we have that

$$
\frac{d}{d t} \int \chi_{n} d x=\frac{d}{d t} \int \operatorname{Re} \chi_{n} d x=\frac{d}{d t} \int \operatorname{Im} \chi_{n} d x=0
$$

under the ILW dynamics $\$^{2}$.

[^2]Note that since $\mathcal{G}_{\delta} \rightarrow \mathcal{H}$ as $\delta \rightarrow \infty$, then (A.1)- A.2) converge to

$$
\begin{align*}
2 u & =\mu\left(e^{V}-1\right)+\mathcal{H} V_{x}-i V_{x}  \tag{A.6}\\
V_{t} & =\mu\left(e^{V}-1\right) V_{x}+\mathcal{H} V_{x x}+V_{x} \mathcal{H} V_{x}, \tag{A.7}
\end{align*}
$$

and an analogue of Lemma A. 1 follows for A.6)-A.7), i.e., if $u$ and $V$ solve A.6) and it can be written as a formal series $V=\sum_{n \geq 1} \mu^{-n} \chi_{n}^{\mathrm{BO}}$, then $u$ solves BO (1.2) if and only if $V$ solves A.7). This is a consequence of the following identity for $u$ and $V$ satisfying (A.6):

$$
\begin{aligned}
& 2\left(\partial_{t} u-\mathcal{H} \partial_{x}^{2} u-2 u \partial_{x} u\right) \\
& =\left(\mu e^{V}+\mathcal{H} \partial_{x}-i \partial_{x}\right)\left[V_{t}-\mu\left(e^{V}-1\right) V_{x}-\mathcal{H} V_{x x}-V_{x} \mathcal{H} V_{x}\right]
\end{aligned}
$$

and the fact that the only solution $f=\sum_{n \geq 1} \mu^{-n} f_{n}$ to $\left(\mu e^{V}+\mathcal{H} \partial_{x}-i \partial_{x}\right) f=0$ is $f \equiv 0$. One can also derive recurrence formulas from A.6 for the BO conserved quantities $\chi_{n}^{\mathrm{BO}}$ :

$$
\begin{align*}
& \chi_{1}^{\mathrm{BO}}=2 u, \\
& \chi_{n}^{\mathrm{BO}}=-\sum_{j=2}^{n} \frac{1}{j!} \sum_{n_{1} \cdots j=n} \chi_{n_{1}}^{\mathrm{BO}} \cdots \chi_{n_{j}}^{\mathrm{BO}}-(-i+\mathcal{H}) \partial_{x} \chi_{n-1}^{\mathrm{BO}}, \quad n \geq 2 . \tag{A.8}
\end{align*}
$$

A.2. Some useful properties of conserved quantities for ILW. The following lemma describes the order of the contributions in $\operatorname{Re} \chi_{n}$ and $\operatorname{Im} \chi_{n}$ in terms of the number of $u$, $\partial_{x}$ and $\delta^{-1}$.

Lemma A.2. For all $n \geq 2, \operatorname{Re} \chi_{n}$ and $\operatorname{Im} \chi_{n}$ can be written as polynomials in $u$ and its derivatives with order $n$, where the order is defined as the sum of the number of $u$ terms, the number of $\partial_{x}$ operators, and the powers of $\delta^{-1}$ :

$$
n=\# u+\# \partial_{x}+\# \frac{1}{\delta} .
$$

Proof. We prove this result by induction on $n$. For $n=2$, we have

$$
\chi_{2}=-\frac{1}{2} \chi_{1}^{2}+\left(i-\mathcal{G}_{\delta}\right) \partial_{x} \chi_{1}-\delta^{-1} \chi_{1}=\left[-2 u^{2}-2 \delta^{-1} u-2 \mathcal{G}_{\delta} \partial_{x} u\right]+i u_{x}
$$

where we see that all terms have order 2 . Now let $n \geq 3$ and assume that the claim holds for $\chi_{m}$ with $2 \leq m \leq n-1$. Therefore, all the terms in $\chi_{m}$ have order $m$, and from A.5) we see that the contributions from the first sums have order $m_{1 \cdots j}=n$ for $j=2, \ldots, n$, and the latter contributions have order $1+(n-1)=n$, therefore satisfying the claim.

To construct the base Gaussian measures $\rho_{\delta, \frac{k}{2}}$, we require a better description of the quadratic terms in the conserved quantities $\operatorname{Re} \int \chi_{n} d x$. In particular, we find the correct linear combination of $\chi_{k}, 1 \leq k \leq n$, which guarantees that all quadratic in $u$ terms have positive coefficients and exactly $n-2$ derivatives.

We first obtain a formula for the linear terms in $u$ appearing in $\chi_{n}$, which we call $L_{n}$.
Lemma A.3. Let $n \in \mathbb{N}$, then

$$
L_{n}=\left(i \partial_{x}-\mathcal{G}_{\delta} \partial_{x}-\delta^{-1}\right)^{n-1} L_{1} .
$$

Proof. Since for all $n \in \mathbb{N}, \chi_{n}$ is at least linear in $u$, equation (A.5) shows that all the linear in $u$ contributions to $\chi_{n}$ come from the second term in A.5):

$$
L_{n}=\left(i \partial_{x}-\mathcal{G}_{\delta} \partial_{x}-\delta^{-1}\right) L_{n-1},
$$

and the intended result follows from iterating the above expression.
The following lemma gives a description of the quadratic in $u$ terms in $\chi_{n}$, which we denote by $Q_{n}$. We recall the following known results needed in the proof: for nonnegative integers $q, l, m, n$ satisfying $n \geq q \geq 0$, we have that

$$
\begin{align*}
\sum_{k=0}^{l}\binom{l-k}{m}\binom{q+k}{n} & =\binom{l+q+1}{m+n+1}  \tag{A.9}\\
\sum_{k=0}^{l}\binom{k}{m} & =\binom{l+1}{m+1} \tag{A.10}
\end{align*}
$$

Lemma A.4. We have that $Q_{1}=0$ and for $n \geq 2$

$$
\begin{align*}
\operatorname{Re} \int Q_{n} d x & =2(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}}\binom{n-1}{m+1} \sum_{\substack{\ell=0 \\
\text { even }}}^{m}\binom{m+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2}-\frac{1}{\delta} \operatorname{Re} \int Q_{n-1} d x  \tag{A.11}\\
& =(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}} \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{m} 2\binom{m+1}{\ell+1}\binom{n}{m+2}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2} . \tag{A.12}
\end{align*}
$$

Proof. From A.5, we see that

$$
\begin{equation*}
Q_{n}=-\frac{1}{2} \sum_{n_{12}=n} L_{n_{1}} L_{n_{2}}-\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}+\delta^{-1}\right) Q_{n-1} \tag{A.13}
\end{equation*}
$$

We start by focusing on the first contribution above. Integrating in $x$ and doing integration be parts gives

$$
\begin{aligned}
& -\frac{1}{2} \int \sum_{n_{12}=n} L_{n_{1}} L_{n_{2}} d x \\
& =-\frac{1}{2} \sum_{n_{12}=n}(-1)^{n_{12}-2} \int\left[\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}+\frac{1}{\delta}\right)^{n_{1}-1} 2 u\right]\left[\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}+\frac{1}{\delta}\right)^{n_{2}-1} 2 u\right] d x \\
& =2(-1)^{n+1} \sum_{n_{12}=n} \int u\left(i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}+\frac{1}{\delta}\right)^{n_{1}-1}\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}+\frac{1}{\delta}\right)^{n_{2}-1} u d x \\
& =2(-1)^{n+1} \sum_{n_{12}=n} \sum_{m_{1}=0}^{n_{1}-1} \sum_{m_{2}=0}^{n_{2}-1} \frac{1}{\delta_{12}^{n_{12}-2-m_{12}}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}} \\
& =2(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}} \sum_{n_{12}=n} \sum_{\substack{0 \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-1 \\
m=m_{12}}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}} \\
& \quad \times \int u\left(i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}\right)^{m_{1}}\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}\right)^{m_{2}} u d x .
\end{aligned}
$$

Focusing on the inner sums, for fixed $0 \leq m \leq n-2$, we have

$$
\begin{aligned}
& \sum_{n_{12}=n} \sum_{\substack{0 \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-1 \\
m=m_{12}}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}} \int u\left(i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}\right)^{m_{1}}\left(-i \partial_{x}+\mathcal{G}_{\delta} \partial_{x}\right)^{m_{2}} u d x \\
& =\sum_{\substack{n_{12}=n\\
}} \sum_{\substack{0 \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-1 \\
m=m_{12}}} \sum_{\substack{0 \leq \ell_{1} \leq m_{1} \\
0 \leq \ell_{2} \leq m_{2}}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}}\binom{m_{1}}{\ell_{1}}\binom{m_{2}}{\ell_{2}}(-1)^{\ell_{2}}(i)^{\ell_{12}} \int u \mathcal{G}_{\delta}^{m-\ell_{12}} \partial_{x}^{m} u d x .
\end{aligned}
$$

Since we care only about $\operatorname{Re} Q_{n}$, we can restrict the sum above to $\ell_{12}$ even:
Re...

$$
\begin{aligned}
& =\sum_{\substack{n_{12}=n}} \sum_{\substack{0 \leq \ell \leq m \\
\text { even }}} \sum_{\substack{0 \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-1 \\
m=m_{12}}}\left(\begin{array}{c}
n_{1}-1 \\
m_{1} \leq \ell_{1} \leq m_{1} \leq m_{1} \\
\ell_{12}=\ell \\
\hline
\end{array}\right)\binom{n_{2}-1}{m_{2}}\binom{m_{1}}{\ell_{1}}\binom{m_{2}}{\ell_{2}}(-1)^{\ell_{2}}(-1)^{\ell / 2} \int u \mathcal{G}_{\delta}^{m-\ell} \partial_{x}^{m} u d x \\
& =\sum_{\substack{0 \leq \ell \leq m \\
\text { even }}}(-1)^{\ell / 2} \int u \mathcal{G}_{\delta}^{m-\ell} \partial_{x}^{m} u d x\left[\sum_{\substack{n_{12}=n \\
n_{0} \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-10 \leq \ell_{1} \leq m_{1} \\
m=m_{12} \\
0 \leq \ell_{2} \leq m_{2} \\
\ell_{12}=\ell}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}}\binom{m_{1}}{\ell_{1}}\binom{m_{2}}{\ell_{2}}(-1)^{\ell_{2}}\right] .
\end{aligned}
$$

We focus on simplifying the coefficient above. Note that

$$
\begin{aligned}
& \sum_{\substack{n_{12}=n \\
0 \leq m_{1} \leq n_{1}-1 \\
0 \leq m_{2} \leq n_{2}-1 \\
m=m_{12}}} \sum_{\substack{0 \leq \ell_{1} \leq m_{1} \\
0 \leq \ell_{1} \leq m_{2} \\
\ell_{12}=\ell}}\binom{n_{1}-1}{m_{1}}\binom{n_{2}-1}{m_{2}}\binom{m_{1}}{\ell_{1}}\binom{m_{2}}{\ell_{2}}(-1)^{\ell_{2}} \\
& =\sum_{0 \leq m_{1} \leq m} \sum_{\substack{0 \leq \ell_{1} \leq m_{1} \\
0 \leq \ell-\ell_{1} \leq m-m_{1}}} \sum_{n_{1}=m_{1}+1}^{n-1+m_{1}-m}\binom{n_{1}-1}{m_{1}}\binom{n-n_{1}-1}{m-m_{1}}\binom{m_{1}}{\ell_{1}}\binom{m-m_{1}}{\ell-\ell_{1}}(-1)^{\ell-\ell_{1}} \\
& =\sum_{0 \leq m_{1} \leq m} \sum_{\substack{0 \leq \ell_{1} \leq m_{1} \\
0 \leq \ell-\ell_{1} \leq m-m_{1}}}\binom{m_{1}}{\ell_{1}}\binom{m-m_{1}}{\ell-\ell_{1}}(-1)^{\ell-\ell_{1}} \sum_{n_{1}=0}^{n-2}\binom{n_{1}}{m_{1}}\binom{n-2-n_{1}}{m-m_{1}} \\
& =(-1)^{\ell}\binom{n-1}{m+1} \sum_{\ell_{1}=0}^{\ell} \sum_{m_{1}=\ell_{1}}^{m-\left(\ell-\ell_{1}\right)}\binom{m_{1}}{\ell_{1}}\binom{m-m_{1}}{\ell-\ell_{1}}(-1)^{\ell_{1}} \\
& =(-1)^{\ell( }\binom{n-1}{m+1}\binom{m+1}{\ell+1} \sum_{\ell_{1}=0}^{\ell}(-1)^{\ell_{1}} \\
& =\binom{n-1}{m+1}\binom{m+1}{\ell+1}
\end{aligned}
$$

where we used A.9) for the sum in $n_{1}$ (with $q=0, \ell=n-2, m=m-m_{1}$, and $n=m_{1}$ ) and in $m_{1}$ (with $q=0, \ell=m, n=\ell_{1}$, and $m=\ell-\ell_{1}$ ), and the fact that $\ell$ is even for the last equality. Consequently,

$$
\operatorname{Re} \cdots=\sum_{\substack{\ell=0 \\ \text { even }}}^{m}(-1)^{\frac{\ell}{2}} \int u\left(\mathcal{G}_{\delta} \partial_{x}\right)^{m-\ell} \partial_{x}^{\ell} u d x\binom{n-1}{m+1}\binom{m+1}{\ell+1}
$$

$$
=\binom{n-1}{m+1} \sum_{\substack{\ell=0 \\ \text { even }}}^{m}\binom{m+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2}
$$

by integration by parts, using the fact that $\mathcal{G}_{\delta} \partial_{x}$ is self-adjoint and $\ell$ is even.
Lastly, we conclude that

$$
\begin{aligned}
\operatorname{Re} \int Q_{n} d x & =2(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}}\binom{n-1}{m+1} \sum_{\substack{\ell=0 \\
\text { even }}}^{m}\binom{m+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2}-\frac{1}{\delta} \operatorname{Re} \int Q_{n-1} d x \\
& =: A_{n}-\frac{1}{\delta} \operatorname{Re} \int Q_{n-1} d x
\end{aligned}
$$

proving A.11. Let $a_{n, m, \ell}=2\binom{n-1}{m+1}\binom{m+1}{\ell+1}$. To see A.12, note that

$$
\begin{aligned}
\operatorname{Re} \int Q_{n} d x & =\sum_{j=0}^{n-2} \frac{(-1)^{j}}{\delta^{j}} A_{n-j} \\
& =\sum_{j=0}^{n-2}(-1)^{n-j+1+j} \sum_{m=0}^{n-j-2} \frac{1}{\delta^{n-j-2-m+j}} \sum_{\substack{\ell=0 \\
\text { even }}}^{m} a_{n-j, m, \ell}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2} \\
& =(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}} \sum_{\substack{\ell=0 \\
\text { even }}}^{m}\left(\sum_{j=0}^{n-2-m} a_{n-j, m, \ell}\right)\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2} \\
& =2(-1)^{n+1} \sum_{m=0}^{n-2} \frac{1}{\delta^{n-2-m}} \sum_{\substack{\ell=0 \\
\text { even }}}^{m}\binom{m+1}{\ell+1}\binom{n}{m+2}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2},
\end{aligned}
$$

since by A.10), we have that

$$
\begin{aligned}
\sum_{j=0}^{n-2-m} a_{n-j, m, \ell} & =2\binom{m+1}{\ell+1} \sum_{j=0}^{n-2-m}\binom{n-1-j}{m+1} \\
& =2\binom{m+1}{\ell+1} \sum_{j=m+1}^{n-1}\binom{j}{m+1} \\
& =2\binom{m+1}{\ell+1}\binom{n}{m+2} .
\end{aligned}
$$

We further want to rewrite the quadratic terms in A.12) as the leading order term (when $m=n-2$ ) and a linear combination of $\operatorname{Re} \int Q_{j} d x$ for $j=2, \ldots, n-1$.

Lemma A.5. For $n \geq 2$ there exist real numbers $b_{n, j}, j=2, \ldots, n-1$, such that

$$
\begin{align*}
\int \operatorname{Re} Q_{n} d x & =B_{n}+\mathbf{1}_{n \geq 3} \sum_{m=2}^{n-1} \frac{1}{\delta^{n-m}}\binom{n}{m}(-1)^{n+m} B_{m}, \\
B_{n} & =(-1)^{n+1} \sum_{\substack{\ell=0 \\
\text { even }}}^{n-2} 2\binom{n-1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{n-2-\ell}{2}} u\right\|_{\dot{H}^{\frac{n-2}{2}}}^{2} . \tag{A.14}
\end{align*}
$$

Proof. For $n=2$, from A.12,

$$
\operatorname{Re} \int Q_{2} d x=B_{2}=-2\|u\|_{L^{2}}^{2} .
$$

For $n=3$, from A.12, we have that

$$
\int \operatorname{Re} Q_{3} d x=B_{3}+\frac{3}{\delta} 2\|u\|_{L^{2}}^{2}=B_{3}-\frac{3}{\delta} B_{2} .
$$

For $n \geq 4$, from A.12 , note that

$$
\begin{aligned}
\operatorname{Re} \int Q_{n} d x & =B_{n}+(-1)^{n+1} \sum_{m=0}^{n-3} \frac{1}{\delta^{n-2-m}}\binom{n}{m+2} \sum_{\substack{\ell=0 \\
\text { even }}}^{m} 2\binom{m+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{m-\ell}{2}} u\right\|_{\dot{H}^{\frac{m}{2}}}^{2} \\
& =B_{n}+(-1)^{n+1} \sum_{m=2}^{n-1} \frac{1}{\delta^{n-m}}\binom{n}{m} \sum_{\substack{\ell=0 \\
\text { even }}}^{m-2} 2\binom{m-1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{m-2-\ell}{2}} u\right\|_{\dot{H}^{\frac{m-2}{2}}}^{2} \\
& =B_{n}+(-1)^{n+1} \sum_{m=2}^{n-1} \frac{1}{\delta^{n-m}}\binom{n}{m}(-1)^{m+1} B_{m} \\
& =B_{n}+\sum_{m=2}^{n-1} \frac{1}{\delta^{n-m}}\binom{n}{m}(-1)^{n+m} B_{m},
\end{aligned}
$$

as intended.
We can finally define the final version of our conserved quantities.
Proposition A.6. Let $k \in \mathbb{N} \cup\{0\}$. We define the $k$-th conserved quantity for $I L W, E_{\frac{k}{2}}(u)$ as follows

$$
\begin{aligned}
& E_{0}(u):=\frac{1}{2}\|u\|_{L^{2}}^{2}, \\
& E_{\frac{k}{2}}(u):=(-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}\left[\int \operatorname{Re} \chi_{k+2} d x-\sum_{j=2}^{k+1} \frac{1}{\delta^{k+2-j}}\binom{k+2}{j}(-1)^{j+k} \int \operatorname{Re} \chi_{j} d x\right],
\end{aligned}
$$

These conserved quantities satisfy the structure in Lemma A.D, i.e., their terms are polynomials in $u$ and its derivatives with order $k+2$, and have the following leading order quadratic terms

$$
\begin{equation*}
\left(2 \sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}\left[\sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k}\binom{k+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}\right] . \tag{A.15}
\end{equation*}
$$

Proof. By definition of $E_{\frac{k}{2}}(u)$, since these are linear combinations of the conserved quantities $\operatorname{Re} \int \chi_{j} d x, j=2, \ldots, k+2$, then they are also conserved quantities of ILW.

From Lemma A.2, we know that $\int \operatorname{Re} \chi_{k+2} d x$ has order $k+2$, while $\delta^{-(k+2-j)} \int \operatorname{Re} \chi_{j} d x$ has order $j+k+2-j=k+2$, for $2 \leq j \leq k+1$, from which we conclude that all the terms in $E_{\frac{k}{2}}(u)$ have order $k+2$.

Lastly, from Lemma A.5, we see that the quadratic in $u$ terms of $E_{\frac{k}{2}}(u)$ are given by

$$
\begin{aligned}
& (-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}\left[\int \operatorname{Re} Q_{k+2} d x-\sum_{j=2}^{k+1} \frac{1}{\delta^{k+2-j}}\binom{k+2}{j}(-1)^{j+k} \int \operatorname{Re} Q_{j} d x\right] \\
& =(-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1} B_{k+2} \\
& =(-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}(-1)^{k+1} \sum_{\substack{\ell=0 \\
\text { even }}}^{k} 2\binom{k+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{k-\ell}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2} \\
& =\left(2 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}\left[\sum_{\substack{\ell=0 \\
\text { even }}}^{k}\binom{k+1}{\ell+1}\left\|\mathcal{G}_{\delta}^{\frac{k-}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}\right]
\end{aligned}
$$

as intended.
The following lemma establishes the convergence of the ILW conserved quantities to the BO ones.

Lemma A.7. Let $k \in \mathbb{N} \cup\{0\}$ and consider the $k$-th conserved quantity for $B O$ given by

$$
\begin{aligned}
E_{0}^{\mathrm{BO}}(u) & :=\frac{1}{2}\|u\|_{L^{2}}^{2}, \\
E_{\frac{k}{2}}^{\mathrm{BO}}(u) & :=(-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\
\ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1} \int \operatorname{Re} \chi_{k+2}^{\mathrm{BO}} d x,
\end{aligned}
$$

where $\chi_{n}^{\mathrm{BO}}$ satisfies the recurrence (A.8). Moreover, we have that for $u \in H^{\frac{k}{2}}(\mathbb{T})$,

$$
E_{\delta, \frac{k}{2}}(u)=E_{\frac{k}{2}}^{\mathrm{BO}}(u)+L_{\delta, \frac{k}{2}}(u) \quad \text { and } \quad \lim _{\delta \rightarrow \infty} E_{\delta, \frac{k}{2}}(u)=E_{\frac{k}{2}}^{\mathrm{BO}}(u),
$$

where $L_{\delta, \frac{k}{2}}(u)$ is defined implicitly from the expression above, and it contains all the terms in $E_{\delta, \frac{k}{2}}(u)$ with explicit powers of $\delta$ and those with no $\delta$ but $\mathcal{G}_{\delta} \partial_{x}$ replaced by $\mathcal{Q}_{\delta}$.
Proof. For $k \in \mathbb{N}$, by explicitly calculating the quadratic in $u$ terms (or alternatively, replacing $\mathcal{G}_{\delta}$ by $\mathcal{H}$ in A.15) in $E_{\frac{k}{2}}^{\mathrm{BO}}(u)$, we see that these are given by

$$
\frac{1}{2}\left\|\mathcal{H}^{\frac{\alpha}{2}} u\right\|_{\dot{H}^{\frac{k}{2}}}^{2}, \quad \alpha=\mathbf{1}_{k \text { odd }} .
$$

To establish the last result, note that we can rewrite A.5) as follows

$$
\begin{aligned}
& \chi_{1}=2 u \\
& \chi_{n}=-\sum_{j=2}^{n} \frac{1}{j!} \sum_{n_{1} \cdots j=n} \chi_{n_{1}} \cdots \chi_{n_{j}}-(-i+\mathcal{H}) \partial_{x} \chi_{n-1}-\left(\frac{1}{\delta}+\mathcal{Q}_{\delta}\right) \chi_{n-1}, \quad n \geq 2,
\end{aligned}
$$

and we see that the terms with no dependence on $\delta$, which we call $\chi_{n, 0}$, satisfy the relation

$$
\chi_{1,0}=2 u,
$$

$$
\chi_{n, 0}=-\sum_{j=2}^{n} \frac{1}{j!} \sum_{n_{1} \cdots j=n} \chi_{n_{1}, 0} \cdots \chi_{n_{j}, 0}-(-i+\mathcal{H}) \partial_{x} \chi_{n-1,0}, \quad n \geq 2
$$

from which we see that $\chi_{n, 0}=\chi_{n}^{\mathrm{BO}}$. Then, the $\delta$ free and $\mathcal{Q}_{\delta}$ free terms in $E_{\delta, \frac{k}{2}}$ (after replacing $\mathcal{G}_{\delta} \partial_{x}$ by $\left.\mathcal{H} \partial_{x}+\mathcal{Q}_{\delta}\right)$ are given by

$$
E_{\delta, \frac{k}{2}}^{[0]}(u)=(-1)^{k+1}\left(4 \sum_{\substack{\ell=0 \\ \ell \text { even }}}^{k}\binom{k+1}{\ell+1}\right)^{-1}\left[\int \operatorname{Re} \chi_{k+2,0} d x\right]=E_{\frac{k}{2}}^{\mathrm{BO}}(u) .
$$

The remaining terms in $E_{\delta, \frac{k}{2}}(u)$ are as described in the lemma, and they all have at least one power of $\frac{1}{\delta}$ or a $\mathcal{Q}_{\delta}$ operator, which we call $L_{\delta, \frac{k}{2}}(u)$. It only remains to establish the convergence

$$
\lim _{\delta \rightarrow \infty} L_{\delta, \frac{k}{2}}(u)=0, \quad \forall u \in H^{\frac{k}{2}}(\mathbb{T})
$$

From Lemma A.2, all the contributions in $L_{\delta, \frac{k}{2}}(u)$ satisfy

$$
\# u+\# \partial_{x}+\# \mathcal{Q}_{\delta}+\# \frac{1}{\delta}=k+2
$$

and they can be written as $\frac{1}{\delta^{\alpha}} \int p(u) d x$ where $p(u) \in \mathcal{P}_{j}(u)$ for some $0 \leq \alpha \leq k$ and $j \in\{2, \ldots, k+2-\alpha\}:$

$$
\begin{aligned}
& L_{\delta, \frac{k}{2}}(u)=\sum_{m=1}^{k}\left[\sum_{j=2}^{k+2-m} \sum_{i=0}^{k+2-m-j} \sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{\mathcal{F}}(u) \\
\|p(u)\|=i \\
\|| | p(u)\|=k-2-m-j-i \\
|p(u)| \leq\left\lceil\frac{k-1}{2}\right\rceil
\end{array}} \frac{1}{\delta^{m}} \int p(u) d x\right. \\
& \left.+\sum_{j=2}^{k+2} \sum_{i=0}^{k+2-j} \sum_{\substack{\left.p(u) \in \mathcal{P}_{j}(u) \\
\| p p u\right)\|=i \\
1 \leq\| p(u) \|=k-2-j-i \\
|p(u)| \leq\left\lceil\leq \frac{k-1}{2}\right\rceil}} \int p(u) d x\right] .
\end{aligned}
$$

From the definition above, we can see that from Young's convolution inequality and (2.6), we have that for $\delta \geq 1$,

$$
\begin{aligned}
& \left|L_{\delta, \frac{k}{2}}(u)\right| \lesssim \sum_{m=1}^{k} \sum_{j=2}^{k+2-m} \sum_{i=0}^{k+2-m-j} \sum_{\begin{array}{c}
p(u) \in \mathcal{P}_{j}(u) \\
\| p(\mid) \\
\|p(u)\|=i \\
\mid \|(u)=2-m-j-i \\
|p(u)| \leq\left\lceil\frac{k-1}{2}\right\rceil
\end{array}} \frac{1}{\delta^{k-2-j-i}}\|u\|_{H^{\frac{k}{2}}}^{j} \\
& +\sum_{j=2}^{k+2} \sum_{i=0}^{k+2-j} \sum_{\substack{p(u) \in \mathcal{P}_{j}(u) \\
\|p(u)\|=i \\
1 \leq\left\|\left||n(u) \|=k-2-j-i \\
p(u)| \leq\left\lceil\frac{k-1}{2}\right\rceil\right.\right.}} \frac{1}{\delta^{k-2-j-i}}\|u\|_{H^{\frac{k}{2}}}^{j} \\
& \lesssim \frac{1}{\delta}\left(1+\|u\|_{H^{\frac{k}{2}}}\right)^{k+2} \rightarrow 0 \text { as } \delta \rightarrow \infty .
\end{aligned}
$$

In the remaining of this subsection, we establish some useful results on the leading order cubic terms of $E_{\frac{k}{2}}(u)$ and its general structure.
Lemma A.8. For $k \in \mathbb{N}$, the cubic in $u$ terms in $E_{\frac{k}{2}}(u)$ are a linear combination of terms of the form

$$
\frac{1}{\delta^{\sigma}} \int \prod_{j=1}^{3}\left(\mathcal{Q}_{\delta}^{\alpha_{j}}\left(\mathcal{H} \partial_{x}\right)^{\beta_{j}} \partial_{x}^{\gamma_{j}} u\right) d x
$$

where $\sigma+\sum_{j=1}^{3}\left(\alpha_{j}+\beta_{j}+\gamma_{j}\right)=k-1$ and $\sigma, \alpha_{j}, \beta_{j}, \gamma_{j} \geq 0, \alpha_{j}+\beta_{j} \leq \gamma_{j}$.
Proof. From Proposition A.6, we know that the terms in $E_{\frac{k}{2}}(u)$ are of the form

$$
\frac{1}{\delta^{k+2-j}} \int \operatorname{Re} \chi_{j} d x
$$

for $j=2, \ldots, k+2$, and by Lemma A.2, the terms above which are cubic in $u$, have $\# \frac{1}{\delta}+\# \partial_{x}=(k+2-j)+j-3=k-1$. Thus, it suffices to consider the structure of the cubic in $u$ terms in $\int \operatorname{Re} \chi_{j} d x$ for $j \geq 2$.

By (possibly) doing integration by parts, all such terms can be written as

$$
\frac{1}{\delta^{\sigma}} \int \prod_{j=1}^{3}\left[\left(\mathcal{G}_{\delta} \partial_{x}\right)^{\alpha_{j}} \partial_{x}^{\beta_{j}} u\right] d x
$$

where $\sigma+\sum_{j=1}^{3}\left(\alpha_{j}+\beta_{j}\right)=k-1$. Replacing $\mathcal{G}_{\delta} \partial_{x}$ by $\mathcal{Q}_{\delta}+\mathcal{H} \partial_{x}$, we obtain that all the terms are of the form

$$
\frac{1}{\delta^{\sigma}} \int \prod_{j=1}^{3}\left[\mathcal{Q}_{\delta}^{\widetilde{\alpha}_{j}}\left(\mathcal{H} \partial_{x}\right)^{\widetilde{\alpha}_{j}^{\prime}} \partial_{x}^{\beta_{j}} u\right] d x
$$

where $\widetilde{\alpha}_{j}+\widetilde{\alpha}_{j}^{\prime}=\alpha_{j}$, and thus $\sigma+\sum_{j=1}^{3}\left(\widetilde{\alpha}_{j}+\widetilde{\alpha}_{j}^{\prime}+\beta_{j}\right)=k-1$ as intended.
Using integration by parts, we can rewrite the cubic terms in $E_{\frac{k}{2}}(u)$ to guarantee that the cubic contributions have at most $m$ derivatives on each term, when $k=2 m$ or $k=2 m+1$, $m \in \mathbb{N}$. Most contributions will have at most $m-1$ derivatives on each factor, while the remaining ones will be of the following form

$$
\begin{aligned}
& B_{\frac{2 m}{2}}(u)= \sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\
\widetilde{p}(u)=u \partial_{x}^{m-1} u \partial_{x}^{m} u \\
\| \| p(u)\| \|=0}} c_{m}(p) \int p(u) d x, \\
& B_{\frac{2 m+1}{2}}(u)=\sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\
\widetilde{p}(u)=u \partial_{x}^{m} u \partial_{x}^{m} u \\
\|\mid\| p(u)\| \|=0}} c_{m}(p) \int p(u) d x
\end{aligned}
$$

when $k=2 m$ or $k=2 m+1$, respectively. Then, the following holds.
Lemma A.9. Let $m \in \mathbb{N}$. Then, there exist constants $c_{1}, c_{m}(p)$ such that

$$
B_{\frac{2 m}{2}}(u)=c_{1} \int u\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) d x+\sum_{\substack{p(u) \in \mathcal{P}_{3}(u) \\|p(u)| \leq m-1 \\ \mid\|p(u)\|=0}} c_{m}(p) \int p(u) d x .
$$

Proof. Fix $m \in \mathbb{N}$ and let $p(u) \in \mathcal{P}_{3}(u)$ with $\widetilde{p}(u)=u \partial_{x}^{m-1} u \partial_{x}^{m} u$ and $\|p(u)\| \|=0$. Then,

$$
p(u)=\left(\mathcal{H}^{\alpha_{1}} u\right)\left(\mathcal{H}^{\alpha_{2}} \partial_{x}^{m-1} u\right)\left(\mathcal{H}^{\alpha_{3}} \partial_{x}^{m} u\right)
$$

for $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\{0,1\}$. The following equalities hold:

$$
\begin{aligned}
\int u\left(\partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) d x & =-\frac{1}{2} \int\left(\partial_{x} u\right)\left(\partial_{x}^{m-1} u\right)^{2} d x \\
\int(\mathcal{H} u)\left(\partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) d x & =-\frac{1}{2} \int\left(\mathcal{H} \partial_{x} u\right)\left(\partial_{x}^{m-1} u\right)^{2} d x \\
\int u\left(\partial_{x}^{m-1} u\right)\left(\mathcal{H} \partial_{x}^{m} u\right) d x & =-\int\left(\partial_{x} u\right)\left(\partial_{x}^{m-1} u\right)\left(\mathcal{H} \partial_{x}^{m-1} u\right) d x-\int u\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\partial_{x}^{m} u\right) d x \\
\int(\mathcal{H} u)\left(\mathcal{H} \partial_{x}^{m-1} u\right)\left(\mathcal{H} \partial_{x}^{m} u\right) d x & =-\frac{1}{2} \int\left(\mathcal{H} \partial_{x} u\right)\left(\mathcal{H} \partial_{x}^{m-1} u\right)^{2} d x \\
\int\left(\mathcal{H} u_{1}\right)\left(\mathcal{H} u_{2}\right) u_{3} d x & =-\int u_{1} \mathcal{H}\left(\left(\mathcal{H} u_{2}\right) u_{3}\right) d x \\
& =-\int u_{1}\left[\left(\mathcal{H} u_{2}\right) u_{3}+\mathcal{H}\left(-u_{2} u_{3}+\left(\mathcal{H} u_{2}\right)\left(\mathcal{H} u_{3}\right)\right)\right] d x \\
& =-\int u_{1}\left(\mathcal{H} u_{2}\right) u_{3}+\left(\mathcal{H} u_{1}\right) u_{2} u_{3}-\left(\mathcal{H} u_{1}\right)\left(\mathcal{H} u_{2}\right)\left(\mathcal{H} u_{3}\right) d x
\end{aligned}
$$

using the identity $\mathcal{H}(u \mathcal{H} v+v \mathcal{H} u)=\mathcal{H}(u v)-u v$. From the above identities, we conclude that all terms $\int p(u) d x$ can be written as intended.

A similar description holds for $B_{\frac{2 m+1}{2}}(u)$.
Lemma A.10. Let $m \in \mathbb{N}$. Then, there exist constants $c_{1}, c_{m}(p)$ such that

$$
B_{\frac{2 m+1}{2}}(u)=c_{1} \int u\left(\partial_{x}^{m} u\right)^{2} d x+c_{2} \int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]\left[\partial_{x}^{m} u\right] d x+c_{3} \int u\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x
$$

for some constants $c_{1}, c_{2}, c_{3}$.
Proof. From Lemma A.8, we know that the terms in $B_{\frac{2 m+1}{2}}(u)$ are of the form $\int p(u) d x$ where

$$
p(u)=\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right]\left[\mathcal{H}^{\alpha_{3}} \partial_{x}^{m} u\right]
$$

and $0 \leq \alpha_{\ell} \leq 1$. The terms with $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in\{(0,0,0),(1,1,0),(1,0,1),(0,1,1)\}$ are already considered, thus we focus on the remaining choices, namely $(1,0,0),(0,1,0),(1,1,1)$ :

$$
\begin{aligned}
\int[\mathcal{H} u]\left[\partial_{x}^{m} u\right]^{2} d x & =-\int u \mathcal{H}\left[\partial_{x}^{m} u\right]^{2} d x=-\int u\left[\left(\partial_{x}^{m} u\right)^{2}+2 \mathcal{H}\left(\partial_{x}^{m} u \mathcal{H} \partial_{x}^{m} u\right)\right] d x \\
& =-\int u\left(\partial_{x}^{m} u\right)^{2} d x+2 \int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]\left[\partial_{x}^{m} u\right] d x, \\
\int u \partial_{x}^{m} u \mathcal{H} \partial_{x}^{m} u d x & =-\int \mathcal{H}\left[u \partial_{x}^{m} u\right] \partial_{x}^{m} u d x=-\int\left[u \partial_{x}^{m} u+\mathcal{H}\left(u \mathcal{H} \partial_{x}^{m} u+\partial_{x}^{m} u \mathcal{H} u\right)\right] \partial_{x}^{m} u d x \\
& =-\int u\left(\partial_{x}^{m} u\right)^{2} d x+\int u\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x+\int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]\left[\partial_{x}^{m} u\right] d x, \\
\int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x & =-\int u \mathcal{H}\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x=-\int u\left[\left(\mathcal{H} \partial_{x}^{m} u\right)^{2}-2 \partial_{x}^{m} u \mathcal{H} \partial_{x}^{m} u\right] d x \\
& =-\int u\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x+2 \int u \partial_{x}^{m} u \mathcal{H} \partial_{x}^{m} u d x
\end{aligned}
$$

$$
=\int u\left[\mathcal{H} \partial_{x}^{m} u\right]^{2} d x-2 \int u\left(\partial_{x}^{m} u\right)^{2} d x+2 \int[\mathcal{H} u]\left[\mathcal{H} \partial_{x}^{m} u\right]\left[\partial_{x}^{m} u\right] d x
$$

using the identity $\mathcal{H}(u \mathcal{H} v+v \mathcal{H} u)=\mathcal{H}(u v)-u v$.
For completeness, we also include the proof of Lemma 5.4. See also [56].
Proof of Lemma 5.4. Let $\alpha_{1}, \alpha_{2}, \alpha_{3} \in\{0,1\}$, then

$$
\begin{align*}
& \int\left[\mathcal{H}^{\alpha_{1}} u\right] {\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}} \partial_{x}^{m}\left[u \partial_{x} u\right] d x } \\
&=\sum_{j=1}^{m} c_{j} \int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}}\left[\partial_{x}^{j} u \cdot \partial_{x}^{m+1-j} u\right] d x \\
&+\int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}}\left[u \cdot \partial_{x}^{m+1} u\right] d x \\
&=\sum_{j=1}^{m} c_{j} \int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}}\left[\partial_{x}^{j} u \cdot \partial_{x}^{m+1-j} u\right] d x \\
&-\int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}}\left[\partial_{x} u \cdot \partial_{x}^{m} u\right] d x \\
&+\int\left[\mathcal{H}^{\alpha_{1}} u\right]\left[\mathcal{H}^{\alpha_{2}} \partial_{x}^{m} u\right] \mathbf{P}_{>N} \mathcal{H}^{\alpha_{3}} \partial_{x}\left[u \cdot \partial_{x}^{m} u\right] d x \tag{A.16}
\end{align*}
$$

for constants $c_{j} \in \mathbb{R}$. We focus on the last contribution and denote it by $\mathrm{I}(u)$.
If $\alpha_{1}=\alpha_{2}=\alpha_{3}=0$, then

$$
\mathrm{I}(u)=\int \mathbf{P}_{>N}\left[u \partial_{x}^{m} u\right] \mathbf{P}_{>N} \partial_{x}\left[u \partial_{x}^{m} u\right] d x=0
$$

If $\alpha_{1}=1, \alpha_{2}=\alpha_{3}=0$, then using the fact that $\mathcal{H}=-i\left(\mathbf{P}_{+}-\mathbf{P}_{-}\right)$and $\mathbf{P}_{>N}\left(\mathbf{P}_{+} \mathbf{P}_{N} f\right.$. $\left.\mathbf{P}_{-} \mathbf{P}_{N} g\right)=0$, we get that

$$
\begin{aligned}
\mathrm{I}\left(u_{N}\right) & =\int \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \cdot \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =-i \int \mathbf{P}_{>N}\left[\left(u_{N}^{+}-u_{N}^{-}\right) \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[\left(u_{N}^{+}+u_{N}^{-}\right) \partial_{x}^{m} u_{N}\right] d x \\
& =-i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}-u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}+u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x \\
& =-i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x+i \int \mathbf{P}_{>N}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] d x \\
& =-2 i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x
\end{aligned}
$$

If $\alpha_{1}=0, \alpha_{2}=\alpha_{3}=1$, then

$$
\begin{aligned}
\mathrm{I}\left(u_{N}\right) & =\int \mathbf{P}_{>N}\left[u_{N} \cdot \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x} \mathcal{H}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =-\int \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}^{+}-u_{N} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x}\left(\mathbf{P}_{+}-\mathbf{P}_{-}\right)\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =-\int \mathbf{P}_{>N} \mathbf{P}_{-}\left[-u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x} \mathbf{P}_{+}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] d x
\end{aligned}
$$

$$
-\int \mathbf{P}_{>N} \mathbf{P}_{+}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x} \mathbf{P}_{-}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x=0
$$

Lastly, if $\alpha_{1}=\alpha_{2}=\alpha_{3}=1$, then

$$
\begin{aligned}
\mathrm{I}_{N}\left(u_{N}\right)= & \int \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \cdot \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x} \mathcal{H}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
= & -\int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}+u_{N}^{-} \partial_{x}^{m} u_{N}^{-}-u_{N}^{+} \partial_{x}^{m} u_{N}^{-}-u_{N}^{-} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x} \mathcal{H}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
= & i \int \mathbf{P}_{>N}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}+u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x}\left(\mathbf{P}_{+}-\mathbf{P}_{-}\right)\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
= & i \int \mathbf{P}_{>N} \mathbf{P}_{-}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] \mathbf{P}_{>N} \partial_{x} \mathbf{P}_{+}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] d x \\
& +i \int \mathbf{P}_{>N} \mathbf{P}_{+}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x} \mathbf{P}_{-}\left[-u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x \\
= & -2 i \int \mathbf{P}_{>N} \mathbf{P}_{+}\left[u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right] \mathbf{P}_{>N} \partial_{x} \mathbf{P}_{-}\left[u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right] d x
\end{aligned}
$$

The first result follows by replacing these identities in A.16).
For the second result, note that if $\alpha_{1}=\alpha_{3}=0, \alpha_{2}=1$, then

$$
\begin{aligned}
& \int \mathbf{P}_{>N}\left[u_{N} \cdot \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x+\int \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x} \mathcal{H}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =\int \mathbf{P}_{>N}\left[u_{N} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[\mathcal{H}\left(u_{N} \partial_{x}^{m} u_{N}\right)-u_{N} \mathcal{H} \partial_{x}^{m} u_{N}\right] d x
\end{aligned}
$$

and proceeding as before, we have that

$$
\begin{aligned}
& \mathbf{P}_{>N}\left[\mathcal{H}\left(u_{N} \partial_{x}^{m} u_{N}\right)-u_{N} \mathcal{H} \partial_{x}^{m} u_{N}\right] \\
& =-i \mathbf{P}_{>N}\left[\left(\mathbf{P}_{+}-\mathbf{P}_{-}\right)\left(u_{N} \partial_{x}^{m} u_{N}\right)-u_{N} \partial_{x}^{m}\left(u_{N}^{+}-u_{N}^{-}\right)\right] \\
& =-i \mathbf{P}_{>N}\left[\mathbf{P}_{+}\left(u_{N} \partial_{x}^{m} u_{N}-u_{N} \partial_{x}^{m} u_{N}^{+}+u_{N} \partial_{x}^{m} u_{N}^{-}\right)+\mathbf{P}_{-}\left(-u_{N} \partial_{x}^{m} u_{N}-u_{N} \partial_{x}^{m} u_{N}^{+}+u_{N} \partial_{x}^{m} u_{N}^{-}\right)\right] \\
& =-2 i \mathbf{P}_{>N}\left[\mathbf{P}_{+}\left(u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right)-\mathbf{P}_{-}\left(u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right)\right]=0
\end{aligned}
$$

from which we conclude that the earlier contribution is also 0 . If $\alpha_{1}=\alpha_{2}=0, \alpha_{3}=1$, the contribution is the same as above, and therefore 0 . If $\alpha_{1}=\alpha_{2}=1, \alpha_{3}=0$, then

$$
\begin{aligned}
& \int \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \cdot \mathcal{H} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x+\int \mathbf{P}_{>_{N}}\left[\mathcal{H} u_{N} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>_{N}} \partial_{x} \mathcal{H}\left[u_{N} \partial_{x}^{m} u_{N}\right] d x \\
& =\int \mathbf{P}_{>N} \partial_{x}\left[u_{N} \partial_{x}^{m} u_{N}\right] \mathbf{P}_{>N} \partial_{x}\left[\mathcal{H} u_{N} \mathcal{H} \partial_{x}^{m} u_{N}-\mathcal{H}\left(\mathcal{H} u_{N} \cdot \partial_{x}^{m} u_{N}\right)\right] d x
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \mathbf{P}_{>N}\left[\mathcal{H} u_{N} \mathcal{H} \partial_{x}^{m} u_{N}-\mathcal{H}\left(\mathcal{H} u_{N} \cdot \partial_{x}^{m} u_{N}\right)\right] \\
& =-\mathbf{P}_{>N}\left[\left(u_{N}^{+}-u_{N}^{-}\right) \partial_{x}^{m}\left(u_{N}^{+}-u_{N}^{-}\right)-\left(\mathbf{P}_{+}-\mathbf{P}_{-}\right)\left(u_{N}^{+} \cdot \partial_{x}^{m} u_{N}-u_{N}^{-} \cdot \partial_{x}^{m} u_{N}\right)\right] \\
& =-\mathbf{P}_{>N}\left[\mathbf{P}_{+}\left(u_{N}^{+} \partial_{x}^{m} u_{N}^{+}-u_{N}^{+} \partial_{x}^{m} u_{N}^{+}\right)+\mathbf{P}_{-}\left(u_{N}^{-} \partial_{x}^{m} u_{N}^{-}-u_{N}^{-} \partial_{x}^{m} u_{N}^{-}\right)\right]=0
\end{aligned}
$$

from which we conclude that the earlier contribution is also 0 . If $\alpha_{1}=\alpha_{3}=1, \alpha_{2}=0$, the quantity is the same as above and therefore 0 .

## Appendix B. Conserved quantities for siLW

We follow the derivation of the conserved quantities for sILW in [16, 30]. See also [50, 10, 11] for alternative approaches.

Consider the following equations for $u, q$ :

$$
\begin{align*}
u & =\frac{1}{2 \delta^{2}}\left[2 i \delta \varepsilon q-\left(1-\frac{i \delta}{\varepsilon}\right)\left(e^{2 i \delta \varepsilon q}-1\right)\right]+\varepsilon \partial_{x} q+i \delta \varepsilon \widetilde{\mathcal{G}}_{\delta} \partial_{x} q,  \tag{B.1}\\
\partial_{t} q & =\frac{1}{\delta^{2}} \partial_{x} q\left[2 i \delta \varepsilon q-\left(1-\frac{i \delta}{\varepsilon}\right)\left(e^{2 i \delta \varepsilon q}-1\right)\right]+\widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2} q+2 i \delta \varepsilon\left(\partial_{x} q\right)\left(\widetilde{\mathcal{G}}_{\delta} \partial_{x} q\right) . \tag{B.2}
\end{align*}
$$

Then, we can show that for $q=\sum_{n \geq 0} \varepsilon^{n} h_{n}$ and $u$ satisfying (B.1), then $u$ solves sILW (1.4) if and only $q$ solves B.2. This follows from the fact that for $u, q$ as above, we can write

$$
\begin{aligned}
& \partial_{t} u-\widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2} u-2 u \partial_{x} u \\
&=\mathcal{L}\left\{\partial_{t} q-\frac{1}{\delta^{2}} \partial_{x} q\left[2 i \delta \varepsilon q-\left(1-\frac{i \delta}{\varepsilon}\right)\left(e^{2 i \delta \varepsilon q}-1\right)\right]-\widetilde{\mathcal{G}}_{\delta} \partial_{x}^{2} q-2 i \delta \varepsilon\left(\partial_{x} q\right)\left(\widetilde{\mathcal{G}}_{\delta} \partial_{x} q\right)\right\}
\end{aligned}
$$

where the operator $\mathcal{L}$ is given by

$$
\mathcal{L}:=\left(i-\frac{\varepsilon}{\delta}\right) e^{2 i \delta \varepsilon q}+\varepsilon\left(\delta^{-1}-i \partial_{x}+\delta \widetilde{\mathcal{G}}_{\delta} \partial_{x}\right)
$$

and we can show that if $f=\sum_{n \geq 0} \varepsilon^{n} f_{n}$ and $\mathcal{L} f=0$, then $f \equiv 0$, from which the equivalence above follows.

From (B.2), we see that $\int q d x$ is conserved under (1.4), thus replacing $q=\sum_{n \geq 0} \varepsilon^{n} h_{n}$ and replacing in (B.1) shows that $h_{n}$ is conserved for all $n \geq 0$ and we derive the following recurrence relation for $n \geq 2$ :

$$
\begin{align*}
h_{0} & =-u \\
h_{1} & =-i \delta u^{2}-\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} u \\
h_{n} & =-\frac{1}{2 \delta^{2}} \sum_{k=2}^{n} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n-k} h_{n_{1}} \cdots h_{n_{k}}+\frac{i}{2 \delta} \sum_{k=2}^{n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n+1-k} h_{n_{1}} \cdots h_{n_{k}}  \tag{B.3}\\
& \quad+\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} h_{n-1} .
\end{align*}
$$

As written, half of the conserved quantities, namely $\int h_{2 n+1} d x$, have trivial limits as $\delta \rightarrow 0$. To avoid this, we instead consider other quantities which can be written as a linear combination of the $h_{n}$ ones, but which all have non-trivial limits as $\delta \rightarrow 0$. In particular, for $n \in \mathbb{N}$, we define $\widetilde{h}_{n}$ as

$$
\begin{align*}
\widetilde{h}_{n} & :=\left(\frac{\mathbf{1}_{n \text { odd }}}{i \delta}+\frac{\mathbf{1}_{n \text { even }}}{\delta^{2}}\right)\left(h_{n}+\frac{1}{i \delta} h_{n-1}+\cdots+\frac{1}{(i \delta)^{n-1}} h_{1}\right)  \tag{B.4}\\
& =\left(\frac{\mathbf{1}_{n \text { odd }}}{i \delta}+\frac{\mathbf{1}_{n \text { even }}}{\delta^{2}}\right) \sum_{j=1}^{n} \frac{1}{(i \delta)^{n-j}} h_{j} \tag{B.5}
\end{align*}
$$

The following lemma gives a simplified expression for $\widetilde{h}_{n}$ and further information on their quadratic in $u$ terms which we denote by $\widetilde{Q}_{n}$. We will need the following version of the Rothe-Hagen identity for the proof: let $x, y \in \mathbb{C}$ and $z \in \mathbb{N}$, then

$$
\begin{equation*}
\sum_{k=0}^{z}\binom{x-1+k}{k}\binom{y+z-1-k}{z-k}=\binom{x+y+z-1}{z} \tag{B.6}
\end{equation*}
$$

Lemma B.1. For $n \in \mathbb{N}$, we have that

$$
\begin{equation*}
\left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \widetilde{h}_{n}=\frac{i}{2 \delta} \sum_{k=2}^{n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n+1-k} h_{n_{1}} \cdots h_{n_{k}}+\sum_{j=1}^{n} \frac{1}{(i \delta)^{n-j}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} h_{j-1} . \tag{B.7}
\end{equation*}
$$

Proof. From the (B.5) and (B.3), we have that

$$
\begin{aligned}
& \left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \widetilde{h}_{n} \\
& =\sum_{j=2}^{n} \frac{1}{2(i \delta)^{n-j+2}} \sum_{k=2}^{j} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \ldots k=j-k} h_{n_{1}} \cdots h_{n_{k}} \\
& \quad-\sum_{j=1}^{n} \frac{1}{2(i \delta)^{n-j+1}} \sum_{k=2}^{j+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \ldots k=j+1-k} h_{n_{1}} \cdots h_{n_{k}}+\sum_{j=1}^{n} \frac{1}{(i \delta)^{n-j}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} h_{j-1} \\
& =\frac{i}{2 \delta} \sum_{k=2}^{n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n+1-k} h_{n_{1}} \cdots h_{n_{k}}+\sum_{j=1}^{n} \frac{1}{(i \delta)^{n-j}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} h_{j-1},
\end{aligned}
$$

as intended.
B.1. Structure of the sILW conserved quantities. We first show that $\int \widetilde{h}_{n} d x$ only has non-negative powers of $\delta$, which guarantees that there are no divergent terms in $\delta$ as $\delta \rightarrow 0$.

Lemma B.2. For $n \geq 0, h_{n}$ has only non-negative powers of $\delta$. Therefore, for $n \in \mathbb{N}$, $\int \widetilde{h}_{2 n-1} d x, \int \widetilde{h}_{2 n} d x$ can be written as polynomials in $\delta$ with only non-negative powers of $\delta$.

Proof. Since $h_{0}=-u$ and from (B.3), it follows that $h_{n}$ for $n \geq 0$ only has non-negative powers of $\delta$. Similarly, from the definition (B.7), we have

$$
\begin{aligned}
\int \widetilde{h}_{2 n-1} d x & =\frac{1}{2 \delta^{2}} \sum_{k=2}^{2 n} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \ldots k=2 n-k} \int h_{n_{1}} \cdots h_{n_{k}} d x \\
\int \widetilde{h}_{2 n} d x & =\frac{i}{2 \delta^{3}} \sum_{k=2}^{2 n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=2 n+1-k} \int h_{n_{1}} \cdots h_{n_{k}} d x
\end{aligned}
$$

where the result follows for the odd-indexed quantities from the result on $h_{j}$. For the evenindexed quantities, the contributions from $3 \leq k \leq 2 n+1$ have only non-negative powers of $\delta$, so we focus on $k=2$ :

$$
\frac{i}{2 \delta^{3}} \frac{(2 i \delta)^{2}}{2} \sum_{n_{12}=2 n-1} \int h_{n_{1}} h_{n_{2}} d x=-\frac{i}{\delta} \sum_{n_{12}=2 n-1} \int h_{n_{1}} h_{n_{2}} d x .
$$

We can write $h_{j}=\sum_{k=0}^{j} \delta^{k} h_{j, k}$, and the only problematic terms above come from the $\delta^{0}$ coefficients of $h_{n_{1}}, h_{n_{2}}$, namely

$$
-\frac{i}{\delta} \sum_{n_{12}=2 n-1} \int h_{n_{1}, 0} h_{n_{2}, 0} d x
$$

From Lemma B.4, we can see that $h_{n, 0}$ satisfies the same recurrence relation as the KdV conserved quantities, and from (B.16) and Lemma B.6(i), we can see that the above corresponds to $-\frac{i}{\delta} \int h_{2 n+1}^{\mathrm{KdV}} d x$ which is zero. Consequently, all the contributions have nonnegative powers of $\delta$.

In the shallow-water setting, we must change our definition of degree for the conserved quantities, since the scaling by $\delta$ breaks the previous result that all terms have the same degree $\# u+\# \partial_{x}+\# \frac{1}{\delta}$. In this case, we can only establish an upper bound for the number of powers of $u$ and operators $\partial_{x}$, ignoring the powers of $\frac{1}{\delta}$.

Lemma B.3. For $n \geq 0$, all the terms in $h_{n}$ satisfy

$$
\# u+\#\left(\widetilde{\mathcal{G}}_{\delta} \partial_{x}\right)+\# \partial_{x} \leq n+1
$$

and there are at least as many powers of $\delta$ as operators $\widetilde{\mathcal{G}}_{\delta}$ in each term. Moreover, the terms in $\int \widetilde{h}_{n} d x$ have order at most $n+1$.

Proof. Since $h_{0}=-u$ and $h_{1}=-i \delta\left(u^{2}+\widetilde{\mathcal{G}}_{\delta} u_{x}\right)-u_{x}$, we see that $h_{0}$ has degree 1 , while all the terms in $h_{1}$ have degree 2 . Now, let $n \in \mathbb{N}$ and assume that the result holds for $h_{k}$ with $0 \leq k \leq n-1$. Then, recall (B.3):

$$
\begin{aligned}
h_{n}=- & \frac{1}{2 \delta^{2}} \sum_{k=2}^{n} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \ldots k=n-k} h_{n_{1}} \cdots h_{n_{k}}+\frac{i}{2 \delta} \sum_{k=2}^{n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n+1-k} h_{n_{1}} \cdots h_{n_{k}} \\
& +\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} h_{n-1} .
\end{aligned}
$$

The first terms above have order at most $\left(n_{1}+1\right)+\cdots+\left(n_{k}+1\right)=n-k+k=n$, by assumption. Similarly, the second terms have order at most $\left(n_{1}+1\right)+\cdots+\left(n_{k}+1\right)=$ $n+1-k+k=n+1$. Lastly, the terms arising from the last contribution have order at most $1+(n-1+1)=n+1$, since $h_{n-1}$ has terms with order at most $n$ and $\partial_{x}$ and $i \delta \widetilde{\mathcal{G}}_{\delta} \partial_{x}$ increase the order by 1 .

For the second result regarding the number of $\widetilde{\mathcal{G}}_{\delta}$ operators and powers of $\delta$, note that $h_{0}$ and $h_{1}$ both satisfy the claim. As before, let $n \in \mathbb{N}$ and assume that the claim holds for $h_{k}$ with $0 \leq k \leq n-1$. Then, from (B.3), we see that the number of $\widetilde{\mathcal{G}}_{\delta}$ operators stays the same from the $h_{j}$ contributions while there could be an increase in the power of $\delta$ in the first and second group of contributions. The only term with an extra $\widetilde{\mathcal{G}}_{\delta}$ operator is the last one, which also comes with an extra power of $\delta$, thus the result follows from the inductive hypothesis.

For the result on $\int \widetilde{h}_{n}$, from (B.7), we note that

$$
\left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \int \widetilde{h}_{n}=\frac{i}{2 \delta} \sum_{k=2}^{n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=n+1-k} \int h_{n_{1}} \cdots h_{n_{k}}
$$

and from the result on $h_{j}$, we see that all the contributions have order at most $\left(n_{1}+1\right)+$ $\cdots+\left(n_{k}+1\right)=n+1-k+k=n+1$, as intended.

We need a more explicit description of the coefficients of $\delta^{0}$ and $\delta^{1}$ in $h_{n}, \int \widetilde{h}_{n}$, namely $h_{n, 0}, h_{n, 1}, \int \widetilde{h}_{n, 0}, \int \widetilde{h}_{n, 1}$ as in

$$
h_{n}=\sum_{k=0}^{n} \delta^{k} h_{n, k}, \quad \quad \int \widetilde{h}_{n} d x=\sum_{k=0}^{n} \delta^{k} \int \widetilde{h}_{n, k} d x .
$$

Then, we have the following recurrence for the coefficients of $\delta^{0}$ and $\delta$.
Lemma B.4. The following holds for $h_{n}=\sum_{k=0}^{n} \delta^{k} h_{n, k}$

$$
\begin{array}{lll}
h_{0,0}=-u, & h_{1,0}=-u_{x}, & h_{2,0}=u^{2}-u_{x x}, \\
h_{0,1}=0, & h_{1,1}=-i u^{2}-i \widetilde{\mathcal{G}}_{\delta} u_{x}, & h_{2,1}=2 i u^{3}+2 i u \widetilde{\mathcal{G}}_{\delta} u_{x}-6 i u u_{x}-2 i \widetilde{\mathcal{G}}_{\delta} u_{x x}, \\
h_{n, 0}= & \sum_{n_{1}+n_{2}=n-2} h_{n_{1}, 0} h_{n_{2}, 0}+\partial_{x} h_{n-1,0}, \\
h_{n, 1}= & 2 \sum_{n_{12}=n-2} h_{n_{1}, 0} h_{n_{2}, 1}+i \frac{2}{3} \sum_{n_{123}=n-3} h_{n_{1}, 0} h_{n_{2}, 0} h_{n_{3}, 0} \\
& \quad-i \sum_{n_{12}=n-1} h_{n_{1}, 0} h_{n_{2}, 0}+\partial_{x} h_{n-1,1}+i \widetilde{\mathcal{G}}_{\delta} \partial_{x} h_{n-1,0} . \tag{B.10}
\end{array}
$$

Moreover, the degree $\left(\# u, \# \partial_{x}, \# \widetilde{\mathcal{G}}_{\delta}\right)$ of all the terms is of the form

$$
\begin{cases}(n+1-j, 2 j, 0), & \text { for } h_{2 n, 0}  \tag{B.11}\\ (n+1-j, 2 j+1,0), & \text { for } h_{2 n+1,0}\end{cases}
$$

for $0 \leq j \leq n$ and $n \geq 0$.
Proof. The recurrences for $h_{n, 0}, h_{n, 1}$ follow from B.3). For the first few elements $h_{n, 0}$, ( $\# u, \# \partial_{x}$ ) is of the following type

$$
\begin{array}{rll}
(1-j, 2 j), & 0 \leq j \leq 0 & \text { for } h_{0,0}, \\
(1-j, 2 j+1), & 0 \leq j \leq 0 & \text { for } h_{1,0}, \\
(2-j, 2 j), & 0 \leq j \leq 1 & \text { for } h_{2,0}, \\
(2-j, 2 j+1), & 0 \leq j \leq 1 & \text { for } h_{3,0},
\end{array}
$$

where the latter is true since

$$
h_{3,0}=2 h_{0,0} h_{1,0}+\partial_{x} h_{2,0}=2 u u_{x}+2 u u_{x}-u_{x x x}=4 u u_{x}-u_{x x x} .
$$

Assume that the result holds for $0 \leq k \leq n$. By the recurrence, we have

$$
\begin{aligned}
& h_{2 n+2,0}=\sum_{n_{12}=2 n} h_{n_{1}, 0} h_{n_{2}, 0}+\partial_{x} h_{2 n+1,0}, \\
& h_{2 n+3,0}=\sum_{n_{12}=2 n+1} h_{n_{1}, 0} h_{n_{2}, 0}+\partial_{x} h_{2 n+2,0} .
\end{aligned}
$$

For $h_{2 n+2,0}$, we have

$$
\left(\# u, \# \partial_{x}\right) \in \bigcup_{2 n_{12}=2 n} \bigcup_{0 \leq j_{i} \leq n_{i}}\left\{\left(n_{1}+1-j_{1}, 2 j_{1}\right)+\left(n_{2}+1-j_{2}, 2 j_{2}\right)\right\}
$$

$$
\begin{aligned}
& \cup \bigcup_{2 n_{12}+2=2 n} \bigcup_{0 \leq j_{i} \leq n_{i}}\left\{\left(n_{1}+1-j_{1}, 2 j_{1}+1\right)+\left(n_{2}+1-j_{2}, 2 j_{2}+1\right)\right\} \\
& \cup \bigcup_{0 \leq j \leq n}\{(n+1-j, 2 j+2)\} \\
= & \bigcup_{0 \leq j \leq n}\{(n+2-j, 2 j)\} \cup \bigcup_{0 \leq j \leq n-1}\{(n-1+2-j, 2 j+2)\} \\
& \cup \bigcup_{0 \leq j \leq n}\{(n+1-j, 2 j+2)\} \\
= & \bigcup_{0 \leq j \leq n+1}\{n+2-j, 2 j\}
\end{aligned}
$$

as intended. Similarly, for $h_{2 n+3,0}$, we have that

$$
\begin{aligned}
\left(\# u, \# \partial_{x}\right) \in & \bigcup_{2 n_{12}+1=2 n+1} \bigcup_{0 \leq j_{i} \leq n_{i}}\left\{\left(n_{1}+1-j_{1}, 2 j_{1}\right)+\left(n_{2}+1-j_{2}, 2 j_{2}+1\right)\right\} \\
& \cup \bigcup_{0 \leq j \leq n+1}\{(n+2-j, 2 j+1)\} \\
= & \bigcup_{0 \leq j \leq n}\{n+2-j, 2 j+1\} \cup \bigcup_{0 \leq j \leq n+1}\{n+2-j, 2 j+1\} \\
= & \bigcup_{0 \leq j \leq n+1}\{n+2-j, 2 j+1\},
\end{aligned}
$$

which shows B.11.
In the following, we present more explicit descriptions of the quadratic, cubic, and quartic in $u$ terms, as in the following lemmas.

Lemma B.5. For $n \in \mathbb{N}$ we have that the quadratic terms of $\int \widetilde{h}_{n} d x$ can be written as

$$
\begin{equation*}
\left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \int \widetilde{Q}_{n} d x=(-1)^{\frac{n+2}{2}} \delta \sum_{\substack{m=0 \\ m \equiv(n-1) \bmod 2}}^{n-1} \delta^{m}\binom{n}{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \tag{B.12}
\end{equation*}
$$

Proof. We first need a description of the linear in $u$ contributions $L_{n}$ of $h_{n}: L_{0}=-u$, $\widetilde{Q}_{0}=0$ and for $n \in \mathbb{N}$

$$
\begin{aligned}
L_{n} & =\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} L_{n-1}=\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n} \partial_{x}^{n}(-u), \\
\left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \widetilde{Q}_{n} & =\frac{i}{2 \delta} \frac{(2 i \delta)^{2}}{2} \sum_{n_{12}=n-1} L_{n_{1}} L_{n_{2}}+\sum_{j=1}^{n} \frac{1}{(i \delta)^{n-j}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{j-1},
\end{aligned}
$$

where $Q_{j}$ denotes the quadratic terms in $h_{j}$. Note that we are only left with the first terms when we consider $\int \widetilde{Q}_{n} d x$, since the last contributions are full derivatives,

$$
\begin{aligned}
& \left(\mathbf{1}_{n \text { odd }} i \delta+\mathbf{1}_{n \text { even }} \delta^{2}\right) \int \widetilde{Q}_{n} d x \\
& =-i \delta \sum_{\ell=0}^{n-1} \int\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n-1-\ell} \partial_{x}^{n-1-\ell} u\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{\ell} \partial_{x}^{\ell} u d x
\end{aligned}
$$

$$
\begin{aligned}
& =-i \delta \sum_{\ell=0}^{n-1} \sum_{\ell_{1}=0}^{n-1-\ell} \sum_{\ell_{2}=0}^{\ell}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{\ell_{2}}(i \delta)^{\ell_{1}+\ell_{2}} \int\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{1}} \partial_{x}^{n-1-\ell} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{2}} \partial_{x}^{\ell} u\right) d x \\
& =-i \delta \sum_{\ell=0}^{n-1} \sum_{\ell_{1}=0}^{n-1-\ell} \sum_{\ell_{2}=0}^{\ell}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{\ell_{2}}(i \delta)^{\ell_{1}+\ell_{2}}(-1)^{\ell_{1}+n-1-\ell} \int u \widetilde{\mathcal{G}}_{\delta}^{\ell_{1}+\ell_{2}} \partial_{x}^{n-1} u d x
\end{aligned}
$$

using integration by parts. Note that the integrals above are zero when $\ell_{1}+\ell_{2}+n-1$ is odd. We now consider two cases depending on the parity of $n$ to simplify the above expression.
Case 1: $n$ even
If $n$ is even, then

$$
\begin{aligned}
& \delta^{2} \int \widetilde{Q}_{n} d x \\
& =-i \delta \sum_{\substack{m=1 \\
m \text { odd }}}^{n-1}(i \delta)^{m}(-1)^{\frac{(m-1)+(n-2)}{2}+n-1} \sum_{\substack{0 \leq \ell \leq n-1 \\
0 \leq \ell_{1} \leq n-1-\ell \\
0 \leq m-\ell_{1} \leq \ell}}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{m-\ell_{1}}(-1)^{\ell_{1}-\ell}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}} \|^{2 \frac{n-1}{2}} \\
& =i \delta(-1)^{\frac{n-2}{2}} \sum_{\substack{m=1 \\
m \text { odd }}}^{n-1} \delta^{m} i^{2 m-1}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \sum_{\substack{0 \leq \ell \leq n-1 \\
m \leq \ell+\ell_{1} \leq n-1}}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{m-\ell_{1}}(-1)^{\ell_{1}-\ell} \\
& =(-1)^{\frac{n}{2}} \sum_{\substack{m=1 \\
m \text { odd }}}^{n-1} \delta^{m+1}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \sum_{k=m}^{n-1} \sum_{\ell=0}^{n-1}(-1)^{k-2 \ell}\binom{n-1-\ell}{k-\ell}\binom{\ell}{m-k+\ell} \\
& =(-1)^{\frac{n}{2}} \sum_{\substack{m=1 \\
m \text { odd }}}^{n-1} \delta^{m+1}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \sum_{k=m}^{n-1}(-1)^{k}\binom{n}{m} \\
& =(-1)^{\frac{n}{2}+1} \sum_{\substack{m=1 \\
m \text { odd }}}^{n-1} \delta^{m+1}\binom{n}{m}\left\|\widetilde{\mathcal{G}}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2}
\end{aligned}
$$

where we used the Rothe-Hagen identity (B.6) and the fact that $m$ and $n-1$ are odd.
Case 2: $n$ odd
If $n$ is odd, then

$$
\begin{aligned}
& i \delta \int \widetilde{Q}_{n} d x \\
& =-i \delta \sum_{\substack{m=0 \\
\text { even }}}^{n-1}(i \delta)^{m}(-1)^{\frac{m}{2}+n-1+\frac{n-1}{2}} \sum_{\substack{0 \leq \ell \leq n-1 \\
0 \leq \ell_{1} \leq n-1-\ell \\
0 \leq m-\ell_{1} \leq \ell}}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{m-\ell_{1}}(-1)^{\ell_{1}-\ell}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \\
& =-i \delta(-1)^{\frac{n-1}{2}} \sum_{\substack{m=0 \\
\text { even }}}^{n-1} \delta^{m} i^{2 m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \sum_{\substack{0 \leq \ell \leq n-1 \\
0 \leq \ell_{\leq} \leq n-1-\ell \\
0 \leq m-\ell_{1} \leq \ell}}\binom{n-1-\ell}{\ell_{1}}\binom{\ell}{m-\ell_{1}}(-1)^{\ell_{1}-\ell}
\end{aligned}
$$

$$
\begin{aligned}
& =-i \delta(-1)^{\frac{n-1}{2}} \sum_{\substack{m=0 \\
\text { even }}}^{n-1} \delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2} \sum_{k=m}^{n-1} \sum_{\ell=0}^{n-1}(-1)^{k-2 \ell}\binom{n-1-\ell}{k-\ell}\binom{\ell}{m-k+\ell} \\
& =i \delta(-1)^{\frac{n+1}{2}} \sum_{\substack{m=0 \\
\text { even }}}^{n-1} \delta^{m}\binom{n}{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{\frac{n-1}{2}}}^{2}
\end{aligned}
$$

by proceeding as before, using the Rothe-Hagen identity (B.6) and the fact that $m$ and $n-1$ are even. The result follows from combining the two cases.
B.2. Convergence of sILW conserved quantities. By taking a formal limit as $\delta \rightarrow 0$ of (B.1)-( B.2) we obtain the following

$$
\begin{align*}
u & =-q+\varepsilon \partial_{x} q+\varepsilon^{2} q^{2} \\
\partial_{t} q & =-2\left(\partial_{x} q\right)\left(q-\varepsilon^{2} q^{2}\right)-\frac{1}{3} \partial_{x}^{3} q, \tag{B.13}
\end{align*}
$$

from which, proceeding as before, we can obtain the conserved quantities for the KdV equation

$$
\partial_{t} u+\frac{1}{3} \partial_{x}^{3} u=2 u \partial_{x} u
$$

We can see that for $q=\sum_{n \geq 0} \varepsilon^{n} h_{n}^{\mathrm{KdV}}$, then $h_{n}^{\mathrm{KdV}}$ are conserved quantities of KdV for $n \geq 0$ which satisfy

$$
u=-\sum_{n \geq 0} \varepsilon^{n} h_{n}^{\mathrm{KdV}}+\sum_{n \geq 1} \varepsilon^{n} \partial_{x} h_{n-1}^{\mathrm{KdV}}+\sum_{n \geq 2} \varepsilon^{n} \sum_{n_{12}=n-2} h_{n_{1}}^{\mathrm{KdV}} h_{n_{2}}^{\mathrm{KdV}} .
$$

We can then obtain the following recurrence relation

$$
\begin{align*}
h_{0}^{\mathrm{KdV}} & =-u,  \tag{B.14}\\
h_{1}^{\mathrm{KdV}} & =-\partial_{x} u,  \tag{B.15}\\
h_{n}^{\mathrm{KdV}} & =\partial_{x} h_{n-1}^{\mathrm{KdV}}+\sum_{\ell=0}^{n-2} h_{n-2-\ell}^{\mathrm{KdV}} h_{\ell}^{\mathrm{KdV}} . \tag{B.16}
\end{align*}
$$

In the following lemma, we focus on the quadratic in $u$ terms of $h_{2 n}^{\mathrm{KdV}}$, denoted by $Q_{2 n}^{\mathrm{KdV}}$, and recall that the odd-indexed conserved quantities are trivial.
Lemma B.6. (i) For $n \geq 0, \int h_{2 n+1}^{\mathrm{KdV}} d x=0$.
(ii) For $n \geq 1$, the quadratic in $u$ terms in $h_{2 n}^{\mathrm{KdV}}$ satisfy the following

$$
\int Q_{2 n}^{\mathrm{KdV}} d x=(-1)^{n-1}\|u\|_{\dot{H}^{n-1}}^{2}
$$

Proof. Part (i) was proven in Proposition 2.9 in [30]. For (ii), note that

$$
\int Q_{2 n}^{\mathrm{KdV}} d x=\sum_{\ell=0}^{2 n-2} \int L_{2 n-2-\ell}^{\mathrm{KdV}} L_{\ell}^{\mathrm{KdV}} d x
$$

where $L_{j}^{\mathrm{KdV}}$ denotes the linear in $u$ terms in $h_{j}^{\mathrm{KdV}}$, which satisfy

$$
L_{0}^{\mathrm{KdV}}=-u, \quad L_{1}^{\mathrm{KdV}}=-\partial_{x} u, \quad L_{n}^{\mathrm{KdV}}=\partial_{x} L_{n-1}^{\mathrm{KdV}}=\partial_{x}^{n} L_{0}^{\mathrm{KdV}}=-\partial_{x}^{n} u
$$

Replacing the above in the expression for the quadratic terms gives

$$
\begin{aligned}
\int Q_{2 n}^{\mathrm{KdV}} d x & =\sum_{\ell=0}^{2 n-2} \int \partial_{x}^{2 n-2-\ell} u \partial_{x}^{\ell} u d x=\sum_{\ell=0}^{2 n-2}(-1)^{2 n-2-\ell} \int u \partial_{x}^{2 n-2} u d x \\
& =\sum_{\ell=0}^{2 n-2}(-1)^{-\ell+n-1}\|u\|_{\dot{H}^{n-1}}^{2}=(-1)^{n-1}\|u\|_{\dot{H}^{n-1}}^{2},
\end{aligned}
$$

as intended.
Let us introduce some notation. Let $\widetilde{E}_{\delta, \frac{k}{2}}(u)$ and $E_{\mathrm{KdV}, k}(u)$ denote the sILW and KdV conserved quantities, respectively, which we define as follows:

$$
\begin{align*}
\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u) & :=(-1)^{k+1} \frac{3}{4 k} \int \widetilde{h}_{2 k}(u) d x \\
\widetilde{E}_{\delta, \frac{2 k}{2}}(u) & :=(-1)^{k+1} \frac{1}{2} \int \widetilde{h}_{2 k+1}(u) d x  \tag{B.17}\\
E_{\mathrm{KdV}, k}(u) & :=(-1)^{k} \frac{1}{2} \int h_{2 k+2}^{\mathrm{KdV}}(u) d x
\end{align*}
$$

Moreover, we also introduce the $\delta$-free contributions in $\widetilde{E}_{\delta, \frac{2 k-1}{2}}, \widetilde{E}_{\delta, \frac{2 k}{2}}$ denoted by $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}, \widetilde{E}_{\delta, \frac{2 k}{2}}^{[0]}$, respectively, and defined as follows

$$
\begin{align*}
\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u) & :=(-1)^{k+1} \frac{3}{4 k} \int \widetilde{h}_{2 k}^{*}(u) d x  \tag{B.18}\\
\widetilde{E}_{\delta, \frac{k}{2}}^{[0]}(u) & :=(-1)^{k+1} \frac{1}{2} \int \widetilde{h}_{2 k+1,0}(u) d x
\end{align*}
$$

where $\widetilde{h}_{2 k+1,0}$ denotes the coefficient of $\delta^{0}$ in $\widetilde{h}_{2 k+1}$ and $\widetilde{h}_{2 k, 0}^{*}$ can be obtained from $\widetilde{h}_{2 k, 0}$ by replacing $\mathcal{G}_{\delta}$ by $-\frac{1}{3} \partial_{x}$. Then, note that

$$
\begin{align*}
\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u) & =\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u)+\widetilde{L}_{\delta, \frac{2 k-1}{2}}(u),  \tag{B.19}\\
\widetilde{E}_{\delta, \frac{2 k}{2}}(u) & =\widetilde{E}_{\delta, \frac{2 k}{2}}^{[0]}(u)+\widetilde{L}_{\delta, \frac{2 k}{2}}(u),
\end{align*}
$$

where $\widetilde{L}_{\delta, k}$ is implicitly defined by the relations above.
Our main goal is to establish the following proposition on the convergence of the sILW conserved quantities $\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u), \widetilde{E}_{\delta, \frac{2 k}{2}}(u)$ to the KdV conserved quantity $E_{\mathrm{KdV}, k}(u)$ as $\delta \rightarrow 0$.

Proposition B.7. Let $k \geq 1$. Then, for $u \in H^{k}(\mathbb{T})$, we have that

$$
\lim _{\delta \rightarrow 0} \widetilde{E}_{\delta, \frac{2 k-1}{2}}(u)=\lim _{\delta \rightarrow 0} \widetilde{E}_{\delta, \frac{2 k}{2}}(u)=E_{\mathrm{KdV}, k}(u) .
$$

Proof.
Part 1: convergence of $\widetilde{E}_{\delta, \frac{2 k}{2}}(u)$
From (B.18), (B.7), (B.8), (B.16), and (B.17), note that

$$
\widetilde{E}_{\delta, \frac{2 k}{2}}^{[0]}(u)=(-1)^{k+1} \frac{1}{2} \int \widetilde{h}_{2 k+1,0} d x
$$

$$
\begin{aligned}
& =(-1)^{k} \frac{1}{2} \sum_{n_{12}=2 k} \int h_{n_{1}, 0} h_{n_{2}, 0} d x \\
& =(-1)^{k} \frac{1}{2} \sum_{n_{12}=2 k} \int h_{n_{1}}^{\mathrm{KdV}} h_{n_{2}}^{\mathrm{KdV}} d x \\
& =(-1)^{k} \frac{1}{2} \int h_{2 k+2}^{\mathrm{KdV}} d x \\
& =E_{\mathrm{KdV}, k}(u)
\end{aligned}
$$

since $h_{j, 0}=h_{j}^{\mathrm{KdV}}$ for $j \geq 0$. Consequently, by (B.19), establishing the convergence of $\widetilde{E}_{\delta, \frac{2 k}{2}}(u)$ reduces to showing that

$$
\begin{equation*}
\lim _{\delta \rightarrow 0} \widetilde{L}_{\delta, \frac{2 k}{2}}(u)=0 \tag{B.20}
\end{equation*}
$$

for $u \in H^{k}(\mathbb{T})$.
From Lemma B.3 and B.7), we can easily see that all the terms in $\widetilde{L}_{\delta, \frac{2 k}{2}}(u)$ satisfy that

$$
\# u+\# \partial_{x} \leq 2 k+2, \quad \# \delta \geq 1, \quad \# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}
$$

since we removed the terms in $\widetilde{E}_{0, \frac{2 k}{2}}(u)$ which have no powers of $\delta$. We consider two types of terms: $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}+1$ and $\# \delta=\# \widetilde{\mathcal{G}}_{\delta}$.
Case 1: $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}+1$ The terms in $\widetilde{L}_{\delta, \frac{2 k}{2}}(u)$ can be written as $\delta^{\beta} \int p(u) d x$ where $p(u) \in$ $\mathcal{P}_{j}(u)$ for some $j \in\{2, \ldots, 2 k+2\}$ and

$$
\widetilde{p}(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha \ell} u
$$

for $\alpha_{1 \cdots j} \leq 2 k+2-j \leq 2 k$, and with $\beta \geq\|||p(u) \||+1$. Moreover, by using IBP, we can guarantee that we only see polynomials $p(u)$ as the above with the added restriction that $0 \leq \alpha_{\ell} \leq k$ for $\ell=1, \ldots, j$. Using Lemma 2.7. we have that $\left|\widehat{\delta \widetilde{\mathcal{G}}_{\delta}}(n)\right| \leq 1$ for all $n \in \mathbb{Z}^{*}$, and by Cauchy-Schwarz inequality we can estimate these terms as follows for $0<\delta \leq \delta_{0}$

$$
\begin{aligned}
\delta^{\beta}\left|\int p(u) d x\right| & \lesssim \delta_{0} \delta \sum_{n_{1} \ldots j=0} \prod_{\ell=1}^{j}\left|n_{\ell}\right|^{\alpha_{\ell}}\left|\widehat{u}\left(n_{\ell}\right)\right| \\
& \lesssim \delta_{0} \delta\left(\sum_{n_{1} \ldots j=0} \frac{\left|n_{1}\right|^{2 k} \mid \widehat{u}\left(n_{1}\right)}{\prod_{\ell=1}^{j}\left|n_{\ell}\right|^{2\left(k-\alpha_{\ell}\right)}}\right)^{\frac{1}{2}}\|u\|_{H^{k}}^{j-1} \\
& \lesssim \delta_{0} \delta\|u\|_{H^{k}}^{j}
\end{aligned}
$$

where the finiteness of the sum follows from the assumptions on $\alpha_{\ell}$.
Case 2: $\# \delta=\# \widetilde{\mathcal{G}}_{\delta}$ These contributions can be written as $\delta^{\beta} \int p(u) d x$ with $p(u)$ defined as in Case 1 but with $\beta=\|| | p(u)\| \|$. For $j \geq 3$, note that $\alpha_{1 \cdots j} \leq 2 k+2-j \leq 2 k-1$ and from Lemma 2.3 we have that $\left|\widehat{\widetilde{\mathcal{G}}}_{\delta}(n)\right| \leq \min \left(\frac{1}{3}|n|, \frac{1}{\delta}\right)$. For all operators $\widetilde{\mathcal{G}}_{\delta}$ apart from one, we use upper bound by $\frac{1}{\delta}$, while for one of the terms we use the upper bound by $\frac{1}{3}|n|$. This means that these terms can be estimated analogously to $\delta^{\beta} \int p(u) d x$ where $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ for $j \in\{3, \ldots, 2 k+2\}$ with $1 \geq \beta=\|\mid\| p(u)\| \|+1, \alpha_{1 \cdots j} \leq 2 k+3-j$, and $0 \leq \alpha_{\ell} \leq k$. All
these terms can be estimated as in Case 1. It only remains to show the estimate for the quadratic terms. The remaining terms are quadratic in $u$ and, by (B.12), can be written as

$$
\frac{1}{2} \sum_{\substack{m=2 \\ \text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k}}^{2} .
$$

Note that

$$
\delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k}}^{2}=\sum_{n \neq 0}|\widehat{u}(n)|^{2}|n|^{2 k} \delta^{m}\left(\widehat{\mathcal{G}_{\delta}}(n)\right)^{m}=\sum_{n \neq 0}|\widehat{u}(n)|^{2}|n|^{2 k-m} \delta^{m} L_{\delta}(n)^{m} .
$$

From Lemma 2.3 (i), we know that for any $\eta>0$ and $n \in \mathbb{Z}^{*}$,

$$
\begin{array}{lll}
\delta|n| \leq \eta & \Longrightarrow & \left(\delta \mathrm{L}_{\delta}(n)\right)^{m} \leq \eta^{m}|n|^{2 m} \leq \eta^{m}|n|^{m}, \\
\delta|n|>\eta & \Longrightarrow & \left(\delta \mathrm{L}_{\delta}(n)\right)^{m} \leq \delta^{m} \frac{1}{\delta^{m}}|n|^{m}=|n|^{m}
\end{array}
$$

consequently

$$
\begin{aligned}
\delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k}}^{2} & \leq \eta^{m} \sum_{\delta|n| \leq \eta}|\widehat{u}(n)|^{2}|\xi|^{2 k-m+m}+\sum_{\delta|n| \geq \eta}|\widehat{u}(n)|^{2}|n|^{2 k-m+m} \\
& \leq \eta^{m}\|u\|_{\dot{H}^{k}}^{2}+\sum_{|n| \geq \eta / \delta}|\widehat{u}(n)|^{2}|n|^{2 k} .
\end{aligned}
$$

By picking $\eta=\sqrt{\delta}$, for $u \in \dot{H}^{n}$, we get that

$$
\frac{1}{2} \sum_{\substack{m=2 \\ \text { even }}}^{2 k}\binom{2 k+1}{m} \delta^{m}\left\|\widetilde{\mathcal{G}}_{\delta}^{\frac{m}{2}} u\right\|_{\dot{H}^{k}}^{2} \lesssim \delta_{0} \delta\|u\|_{H^{k}}^{2}+\left\|\mathbf{P}_{>\delta^{-\frac{1}{2}}} u\right\|_{H^{k}}^{2}
$$

Combining the results from both cases, we get that for $0<\delta<\delta_{0}$

$$
\left|\widetilde{L}_{\delta, \frac{2 k}{2}}(u)\right| \lesssim \delta_{0} \delta\left(1+\|u\|_{H^{k}}\right)^{2 k+2}+\left\|\mathbf{P}_{>\delta^{-\frac{1}{2}}} u\right\|_{H^{k}}^{2} \rightarrow 0
$$

as $\delta \rightarrow 0$ for $u \in H^{k}$, from which B.20) follows.
Part 2: convergence of $\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u)$
 that for $u \in H^{k}(\mathbb{T})$

$$
\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u)=E_{\mathrm{KdV}, k}(u) \quad \text { and } \quad \lim _{\delta \rightarrow 0} \widetilde{L}_{\delta, \frac{2 k-1}{2}}(u)=0 .
$$

We first focus on the convergence of the leftover terms in $\widetilde{L}_{\delta, \frac{2 k-1}{2}}(u)$. From (B.17), (B.7), and Lemma B.3. we see that all the terms in $\widetilde{E}_{\delta, \frac{2 k-1}{2}}(u)$ can be written as $\delta^{\beta} \int p(u) d x$ where $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ for some $j \in\{2, \ldots, 2 k+1\}$ with

$$
\widetilde{p}(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha_{\ell}} u,
$$

$\alpha_{1 \cdots j} \leq 2 k+1-j$, and with one of the three conditions on $\beta$ and the number of $\widetilde{\mathcal{G}}_{\delta}$ operators $|||p(u)|||:$
(i) $\beta \geq|\|p(u) \mid\|+1$
(ii) $\beta=|\|p(u)\|| \geq 1$
(iii) $\beta=0,\|| | p(u)\| \|=1$.

We consider different cases depending on the choices for $\beta,\|\mid p(u)\| \|$ above.
Case (i): $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}+1$ In this case, we have that $\# \partial_{x} \leq 2 k+1-j \leq 2 k-1$, so we can always use IBP to consider polynomials with $0 \leq \alpha_{\ell} \leq k$. We can then proceed as in Case 1 in Part 1, to obtain the estimate

$$
\cdots \lesssim \delta_{0} \delta\|u\|_{H^{k}}^{j} .
$$

Case (ii): \# $\boldsymbol{H}=\# \widetilde{\mathcal{G}}_{\delta} \geq 1$ Here, we proceed as in Case 2 in Part 1. For all $\widetilde{\mathcal{G}}_{\delta}$ operators apart from 1, we use the fact that $\left|\widehat{\mathcal{G}_{\delta}}(n)\right| \leq 1$ for all $n \in \mathbb{Z}^{*}$. For the remaining one we use $|\widehat{\mathcal{G}} \delta(n)| \leq|n|$, which amounts to the loss of one derivative, while keeping one power of $\delta$. These terms can be estimated in a similar way to terms written as $\delta \int p(u) d x$ where $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ for $j \in\{2, \ldots, 2 k+1\}, \widetilde{p}(u)=\prod_{\ell=1}^{j} \partial_{x}^{\alpha \ell} u$ with $\alpha_{1 \cdots j} \leq 2 k+2-j \leq 2 k$ and $0 \leq \alpha_{\ell} \leq k$. In particular, they can be controlled by

$$
\cdots \lesssim \delta\|u\|_{H^{k}}^{j} .
$$

Case (iii): $\# \delta=0, \# \widetilde{\mathcal{G}}_{\delta}=1$ From the definition of $\widetilde{E}_{\delta, \frac{2 k-2}{2}}^{[0]}(u)$, these terms which appear in $\widetilde{L}_{\delta, \frac{2 k-1}{2}}(u)$ are obtained from those in $\int \widetilde{h}_{2 k, 0} d x$ with one $\widetilde{\mathcal{G}}_{\delta}$ operator replaced by $\left(\widetilde{\mathcal{G}}_{\delta}+\right.$ $\left.\frac{1}{3} \partial_{x}\right)$. From Lemma 2.3, we know that for fixed $n \in \mathbb{Z}^{*},\left|\mathcal{F}_{x}\left(\widetilde{\mathcal{G}}_{\delta}+\frac{1}{3} \partial_{x}\right)(n)\right| \leq|n|$ and $\lim _{\delta \rightarrow 0}\left|\mathcal{F}_{x}\left(\widetilde{\mathcal{G}_{\delta}}+\frac{1}{3} \partial_{x}\right)(n)\right|=0$. By IBP, we can assume that $k \geq \alpha_{1} \geq \cdots \geq \alpha_{\ell} \geq 0$, $\alpha_{1 \cdots j} \leq 2 k+1-j \leq 2 k-1$, and that the $\widetilde{\mathcal{G}}_{\delta}$ is acting on the factor with $\alpha_{2}$ derivatives (analogous in all other cases)

$$
\begin{aligned}
\left|\int p(u) d x\right| & \lesssim \sum_{n_{1} \ldots j=0}\left|n_{2}\right|\left|h\left(\delta, n_{2}\right)\right| \prod_{\ell=1}^{j}\left|n_{\ell}\right|^{\alpha_{\ell}}\left|\widehat{u}\left(n_{\ell}\right)\right| \\
& \lesssim\left(\sum_{n_{1} \ldots j=0} \frac{\left|n_{2}\right|^{2}}{\prod_{\ell=1}^{j}\left|n_{\ell}\right|^{2\left(k-\alpha_{\ell}\right)}}\left|n_{1}\right|^{2 k}\left|\widehat{u}\left(n_{1}\right)\right|^{2}\right)^{\frac{1}{2}}\|u\|_{H^{k}}^{j-2}\left\|h(\delta, n)|n|^{k} \widehat{u}(n)\right\|_{\ell_{n}^{2}} \\
& \lesssim\left\||n|^{k} h(\delta, n) \widehat{u}(n)\right\|_{\ell_{n}^{2}}\|u\|_{H^{k}}^{j-1}
\end{aligned}
$$

where $h$ is given in Lemma 2.3, which converges to 0 pointwise in $n$ as $\delta \rightarrow 0$. Also, since $|h(\delta, n)| \leq 1$ uniformly, we see that the above quantity is bounded by $\|u\|_{H^{k}}^{j}$.

Combining the estimates from all the terms above, we have that for $0<\delta \leq \delta_{0}$

$$
\begin{equation*}
\left|\widetilde{L}_{\delta, \frac{2 k-1}{2}}(u)\right| \lesssim \delta_{0} \delta\left(1+\|u\|_{H^{k}}\right)^{2 k+1}+\left\|h(\delta, n)|n|^{k} \widehat{u}(n)\right\|_{\ell_{n}^{2}}\left(1+\|u\|_{H^{k}}\right)^{2 k} \rightarrow 0 \tag{B.21}
\end{equation*}
$$

as $\delta \rightarrow 0$ from the decay in $\delta \rightarrow 0$ of the first term, the pointwise convergence $\lim _{\delta \rightarrow 0} h(\delta, n) \rightarrow 0$, and the dominated convergence theorem.

The above establishes that for $u \in H^{k}(\mathbb{T})$

$$
\lim _{\delta \rightarrow 0} \widetilde{E}_{\delta, \frac{2 k-1}{2}}(u)=\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u),
$$

thus it remains to show that this limit agrees with $E_{\mathrm{KdV}, k}(u)$. It is known that all polynomial conserved quantities of KdV with quadratic terms of order $H^{k}(\mathbb{T})$ can be written as a linear combination of $E_{\mathrm{KdV}, k}(u)$; see Theorem 2.16 in [30], for example. From Lemma B.6, (B.12), and (B.17), we see that the quadratic in $u$ terms in $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u)$ agree with those in
$E_{\mathrm{KdV}, k}(u)$. Thus, if we show that $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u)$ is conserved for KdV , then we must have that $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}(u)=E_{\mathrm{KdV}, k}(u)$ for all $u \in H^{k}(\mathbb{T})$.

Fix $u_{0} \in H^{k}(\mathbb{T}), \delta>0$, and let $0<\delta<\delta_{0}$. From Lemma ??, there exists $T>0$ independent of $\delta$, such that there exist unique solutions $u^{\delta}, u^{\mathrm{KdV}} \in C\left([0, T] ; H^{k}(\mathbb{T})\right)$ of sILW and KdV, respectively, with initial data $u_{0}$, satisfying

$$
\begin{equation*}
\lim _{\delta \rightarrow 0}\left\|u^{\delta}-u^{\mathrm{KdV}}\right\|_{C\left([0, T] ; H^{k}\right)}=0 \tag{B.22}
\end{equation*}
$$

Then, using the fact that $\widetilde{E}_{\delta, \frac{2 k-1}{2}}$ is conserved for sILW and B.19), we get that

$$
\begin{aligned}
& \widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\mathrm{KdV}}\right)-\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{0}\right) \\
& =\left[\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\mathrm{KdV}}\right)-\widetilde{E}_{\delta, \frac{2 k-1}{2}}\left(u_{t}^{\delta}\right)\right]+\left[\widetilde{E}_{\delta, \frac{2 k-1}{2}}\left(u_{0}\right)-\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{0}\right)\right] \\
& =\left[\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\mathrm{KdV}}\right)-\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\delta}\right)\right]-\widetilde{L}_{\delta, \frac{2 k-1}{2}}\left(u_{t}^{\delta}\right)+\widetilde{L}_{\delta, \frac{2 k-1}{2}}\left(u_{0}\right)
\end{aligned}
$$

where $u_{t}^{\mathrm{KdV}}, u_{t}^{\delta}$ denote the solutions evaluated at time $t$. From (B.22), there exists $\delta_{0}>0$ such that for $0<\delta \leq \delta_{0}$ we have

$$
\left\|u^{\delta}\right\|_{L_{T}^{\infty} H^{k}} \leq\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}}+1
$$

Using the multilinearity of $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}$ and using the fact that all the terms here can be written as $\int p(u) d x$ where $p(u) \in \widetilde{\mathcal{P}}_{j}(u)$ for $j \in\{2, \ldots, 2 k+1\}$ with $\|p(u)\| \leq 2 k+2-j \leq 2 k$, $\||\mid p(u)\| \|=0$, and at most $k$ derivatives on each term, from Hölder's inequality and Sobolev's inequality, we get that

$$
\begin{aligned}
\left|\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\mathrm{KdV}}\right)-\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\delta}\right)\right| & \lesssim\left(1+\left\|u^{\delta}\right\|_{L_{T}^{\infty} H^{k}}+\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}}\right)^{2 k}\left\|u^{\delta}-u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}} \\
& \lesssim\left(1+\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}}\right)\left\|u^{\delta}-u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}} \rightarrow 0
\end{aligned}
$$

as $\delta \rightarrow 0$ from the convergence in (B.22). Moreover, from (B.21), we have that

$$
\begin{aligned}
\left|\widetilde{L}_{\delta, \frac{2 k-1}{2}}\left(u_{t}^{\delta}\right)\right| & \lesssim \delta_{0}\left(1+\left\|u^{\delta}\right\|_{L_{T}^{\infty} H^{k}}\right)^{2 k+1}\left(\delta+\left\|h(\delta, n)|n|^{k} \widehat{u}_{t}^{\delta}(n)\right\|_{L_{T}^{\infty} \ell_{n}^{2}}\right) \\
& \lesssim \delta_{0}\left(1+\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}}\right)^{2 k+1}\left(\delta+\left\|h(\delta, n)|n|^{k} \widehat{u}_{t}^{\delta}(n)\right\|_{L_{T}^{\infty} \ell_{n}^{2}}\right) \\
& \lesssim \delta_{0}\left(1+\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} H^{k}}\right)^{2 k+1}\left(\delta+\left\|u^{\mathrm{KdV}}\right\|_{L_{T}^{\infty} \ell_{n}^{2}}\right), \\
\left|\widetilde{L}_{\delta, \frac{2 k-1}{2}}\left(u_{0}\right)\right| & \lesssim \delta_{0}\left(1+\left\|u_{0}\right\|_{H^{k}}\right)^{2 k+1}\left(\delta+\left\|h(\delta, n)|n|^{k} \widehat{u}_{0}(n)\right\|_{\ell_{n}^{2}}\right),
\end{aligned}
$$

from which we see that both contributions vanish as $\delta \rightarrow 0$, from the decay in $\delta$, the pointwise convergence $\lim _{\delta \rightarrow 0} h(\delta, n)=0$, and the dominated convergence theorem. Therefore, we have that

$$
\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{t}^{\mathrm{KdV}}\right)=\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}\left(u_{0}\right),
$$

i.e., $\widetilde{E}_{\delta, \frac{2 k-1}{2}}^{[0]}$ is a conserved quantity under the KdV dynamics, which completes our proof of convergence.
B.3. Structure of remainder $\widetilde{R}_{\delta, \frac{k}{2}}(u)$ of conserved quantities $\widetilde{E}_{\delta, \frac{k}{2}}(u)$. The following lemma provides a more detailed description of the cubic and quartic in $u$ terms in $\widetilde{E}_{\delta, k-\frac{1}{2}}(u)$, i.e., the even indexed remainders.

Lemma B.8. Let $k \in \mathbb{N}$. The cubic in $u$ contributions in $\widetilde{E}_{\delta, k-\frac{1}{2}}(u)$ are of one of the following type:
(i) $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}$ and $\# \partial_{x} \leq 2 k-2$
(ii) $\# \delta-1=\# \widetilde{\mathcal{G}}_{\delta}$ and the terms are of the form,

$$
\frac{1}{\delta} \int\left[\left(-1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{\alpha}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{\alpha+n_{1}} u\right]\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{m_{1}} \partial_{x}^{m_{1}} u\right]\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{m_{2}} \partial_{x}^{m_{2}} u\right] d x
$$

where $L_{j}$ denote the linear in $u$ terms in $h_{j}$ and

$$
\begin{aligned}
& n_{1}+m_{1}+m_{2}=n_{1}+n_{2}-2-\alpha \\
& n_{1}+n_{2}=2 k-1 \\
& \alpha \geq 0
\end{aligned}
$$

(iii) $\# \delta=\# \widetilde{\mathcal{G}}_{\delta}$ and the terms are of the form

$$
\int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1}\left(u^{2}\right) d x
$$

where $n_{1}+n_{2}=2 k-1$.
Moreover, $\widetilde{E}_{\delta, 2}(u)$ has no quartic in $u$ terms, while for $k \geq 2$, these terms in $\widetilde{E}_{\delta, 2 k}(u)$, are of the form:
(i) $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}$ and $\# \partial_{x} \leq 2 k-3$;
(ii) $\# \delta-1 \geq \# \widetilde{\mathcal{G}}_{\delta}$ and $\# \partial_{x} \leq 2 k-5$ for $k \geq 3$.

In particular, for $k=2$, all the quartic terms are of type (i).
Also, we have that the cubic in $u$ terms of $\widetilde{E}_{\delta, 2 k}(u)$ are of one of the form $\int p(u) d x$, where the polynomial $p(u) \in \widetilde{\mathcal{P}}_{3}(u)$ is of one of the following types:
(i) $\|p(u)\| \leq 2 k-2,|p(u)| \leq k-1$, and $\widetilde{p}(u) \neq u \partial_{x}^{k-1} u \partial_{x}^{k-1} u$
(ii) $\|p(u)\|=2 k-2$ and

$$
\begin{aligned}
& p(u)=\delta^{m_{12}} \int u\left(\widetilde{\mathcal{G}}_{\delta}^{m_{1}} \partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{2}} \partial_{x}^{k-1} u\right) d x \quad \text { or } \\
& p(u)=\delta^{m} \int\left[\widetilde{\mathcal{G}}_{\delta}^{m} \partial_{x}^{\alpha_{1}} u\right]\left[\partial_{x}^{\alpha_{2}} u\right]\left[\partial_{x}^{\alpha_{3}} u\right] d x
\end{aligned}
$$

where $0 \leq m_{12}, m \leq 2 n-2$ even, and $\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\}=\{0, k-1\}$ with $\alpha_{123}=2 k-2$.
Proof. From (B.7), we see

$$
\begin{equation*}
\widetilde{E}_{\delta, 2 n}(u) \sim \frac{i}{2 \delta^{3}} \sum_{k=2}^{2 n+1} \frac{(2 i \delta)^{k}}{k!} \sum_{n_{1} \cdots k=2 n+1-k} \int h_{n_{1}} \cdots h_{n_{k}} d x \tag{B.23}
\end{equation*}
$$

and Lemma B. 3 guarantees that all $h_{n_{j}}$ terms have $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}$ and the cubic terms have $\# \partial_{x} \leq 2 n+1-3=2 n-2$. Therefore, the cubic terms arising from $k \geq 3$ in the above sum are of type (i).

The cubic terms of type (ii) and (iii) come from contributions with $k=2$ in (B.23). We can see that the cubic terms coming from $k=2$ are of the following form

$$
\mathrm{I}:=\frac{i}{2 \delta^{3}} \frac{(2 i \delta)^{2}}{2} \sum_{n_{12}=2 n-1} \int L_{n_{1}} Q_{n_{2}} d x
$$

where $L_{j}, Q_{j}$ denote the linear and quadratic in $u$ terms in $h_{j}$, respectively. Note that from (B.3), we have

$$
\begin{array}{ll}
L_{0}=-u, & Q_{0}=0 \\
L_{1}=-\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} u, & Q_{1}=-i \delta u^{2}, \\
L_{n}=-\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n} \partial_{x}^{n} u, & Q_{n}=\sum_{n_{12}=n-2} L_{n_{1}} L_{n_{2}}-i \delta \sum_{n_{12}=n-1} L_{n_{1}} L_{n_{2}}+\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{n-1} . \tag{B.24}
\end{array}
$$

Replacing these expressions above, we obtain that

$$
\begin{aligned}
\mathrm{I}= & -\frac{i}{\delta} \sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right] \sum_{m_{12}=n_{2}-2} L_{m_{1}} L_{m_{2}} d x \\
& -\sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right] \sum_{m_{12}=n_{2}-1} L_{m_{1}} L_{m_{2}} d x \\
& -\frac{i}{\delta} \sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{n_{2}-1} d x \\
& =: \mathrm{I}_{1}+\mathrm{I}_{2}+\mathrm{I}_{3} .
\end{aligned}
$$

The contributions in $\mathrm{I}_{1}$ are of type (ii) with $\alpha=0$, while those in $\Pi_{2}$ are of type (i) since $\# \delta=\# \widetilde{\mathcal{G}}_{\delta}$ and $\# \partial_{x}=n_{1}+m_{1}+m_{2}=n_{1}+n_{2}-1=2 n-1-1=2 n-2$. To decide on the type of the terms in $\mathrm{I}_{3}$, we must further replace the expression for $Q_{n_{2}-1}$.

If $n_{2}-1=1$, then $\mathrm{I}_{3}=0$. If $n_{2}-1=2$, then $\mathrm{I}_{3}$ is of type (iii) because $Q_{2}=-i \delta u^{2}$, thus this extra power of $\delta$ combined with $\frac{1}{\delta}$ at the front guarantee that $\# \delta=\# \widetilde{\mathcal{G}_{\delta}}$. If $n_{2}-1 \geq 3$, then we replace $Q_{n_{2}-1}$ by its expression to get

$$
\begin{aligned}
\mathrm{I}_{3} & =\frac{1}{\delta} \sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} \sum_{n_{12}=n_{2}-3} L_{m_{1}} L_{m_{2}} d x \\
& -i \sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} \sum_{m_{12}=n_{2}-2} L_{m_{1}} L_{m_{2}} d x \\
& +\frac{1}{\delta} \sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{2} \partial_{x}^{2} Q_{n_{2}-2} d x \\
& =: \mathrm{I}_{3,1}+\mathrm{I}_{3,2}+\mathrm{I}_{3,3} .
\end{aligned}
$$

As before, we see that terms in $\mathrm{I}_{3,1}$ are of type (ii) with $\alpha=1$ (after integration by parts) and those in $I_{3,2}$ are of type (i). As before, if $n_{2}-2=2$, then this term is of type (iii), otherwise we iterate the above process and note that the contributions coming from the first term in the recurrence of $Q_{n_{2}-j}$ always give rise to type (ii) terms, those coming from the second terms are of type (i), and the process terminates when $n_{2}-j=2$ when we obtain a term of type (iii).

Proceeding as for the cubic in $u$ terms, we know that the terms arising from $k \geq 3$ in (B.23), have at most $2 n+1-4=2 n-3$ derivatives and they have $\# \delta \geq \# \widetilde{\mathcal{G}}_{\delta}$, thus they are of type (i). Note that the quartic terms arising from $k=2$ are of the form

$$
\text { II }:=\frac{i}{2 \delta^{3}} \frac{(2 i \delta)^{2}}{2} \sum_{n_{12}=2 n-1}\left(L_{n_{1}} C_{n_{2}}+Q_{n_{1}} Q_{n_{2}}\right),
$$

where $C_{n}$ denotes the cubic in $u$ terms in $h_{n}$, which satisfy the following

$$
\begin{aligned}
C_{0}= & 0, \\
C_{1}= & 0, \\
C_{2}= & \frac{4}{3} \delta^{2} u^{3}, \\
C_{n}= & \sum_{n_{12}=n-2} L_{n_{1}} Q_{n_{2}}+i \frac{2}{3} \delta \sum_{n_{123}=n-3} L_{n_{1}} L_{n_{2}} L_{n_{3}}-i \delta \sum_{n_{12}=n-1} L_{n_{1}} Q_{n_{2}} \\
& +\frac{2}{3} \delta^{2} \sum_{n_{123}=n-2} L_{n_{1}} L_{n_{2}} L_{n_{3}}+\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} C_{n-1} .
\end{aligned}
$$

From before, we know that

- $L_{n}$ has no extra powers of $\delta$ and $\# \partial_{x}=n$,
- $Q_{n}$ has terms with (1) no extra powers of $\delta$ and $\# \partial_{x}=n-2$; (ii) one extra power of $\delta$ and $\# \partial_{x}=n-1$.
Consequently, the terms in $C_{n}$ for $n \geq 3$ are of the form

$$
\begin{aligned}
\sum_{n_{12}=n-2} L_{n_{1}} Q_{n_{2}} & \sim \mathbf{1}_{n \geq 4}\left[\delta^{0}+\partial_{x}^{n-4}\right]+\left[\delta^{1}+\partial_{x}^{n-3}\right], \\
i \frac{2}{3} \delta \sum_{n_{123}=n-3} L_{n_{1}} L_{n_{2}} L_{n_{3}} & \sim\left[\delta^{1}+\partial_{x}^{n-3}\right], \\
-i \delta \sum_{n_{12}=n-1} L_{n_{1}} Q_{n_{2}} & \sim\left[\delta^{1}+\partial_{x}^{n-2}\right] \\
\frac{2}{3} \delta^{2} \sum_{n_{123}=n-2} L_{n_{1}} L_{n_{2}} L_{n_{3}} & \sim\left[\delta^{1}+\partial_{x}^{n-2}\right]
\end{aligned}
$$

from which we see that the terms excluding the last one in the expression for $C_{n}$ are of the form

$$
\sim\left[\delta^{0}+\partial_{x}^{n-4}\right] \mathbf{1}_{n \geq 4}+\left[\delta^{1}+\partial_{x}^{n-2}\right] .
$$

Note that if $n-1=2$, then, the term $\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} C_{n-1}$ is of the form $\left[\delta^{1}+\partial_{x}^{1}\right]=\left[\delta^{1}+\partial_{x}^{n-2}\right]$. Otherwise, $n-1 \geq 3$ and we can replace the expression to obtain more terms of the form $\sim\left[\delta^{0}+\partial_{x}^{n-4}\right] \mathbf{1}_{n \geq 4}+\left[\delta^{1}+\partial_{x}^{n-2}\right]$. Iterating this process, until we reach the contribution

$$
\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n-2} \partial_{x}^{n-2} C_{2},
$$

we conclude that all of the contributions in $C_{n}$ are of this given form.
Now, looking back at II, we have that

$$
\Pi=-\frac{1}{\delta} \sum_{n_{12}=2 n-1}\left(L_{n_{1}} C_{n_{2}}+Q_{n_{1}} Q_{n_{2}}\right)
$$

$$
\begin{aligned}
& \sim \sum_{n_{12}=2 n-1} \delta^{-1}\left[\delta^{0}+\partial_{x}^{n_{1}}\right]\left\{\left[\delta^{0}+\partial_{x}^{n_{2}-4}\right] \mathbf{1}_{n_{2} \geq 4}+\left[\delta^{1}+\partial_{x}^{n_{2}-2}\right]\right\} \\
&+\sum_{n_{12}=2 n-1} \delta^{-1} \prod_{j=1}^{2}\left\{\left[\delta^{0}+\partial_{x}^{n_{j}-2}\right]+\left[\delta^{1}+\partial_{x}^{n_{j}-1}\right]\right\} \\
& \sim \sum_{n_{12}=2 n-1}\left\{\left[\delta^{-1}+\partial_{x}^{n_{12}-4}\right]+\left[\delta^{0}+\partial_{x}^{n_{12}-2}\right]+\left[\delta^{1}+\partial_{x}^{n_{12}-3}\right]\right\} \\
& \sim\left[\delta^{-1}+\partial_{x}^{2 n-5}\right] \mathbf{1}_{n \geq 3}+\left[\delta^{0}+\partial_{x}^{2 n-3}\right] \mathbf{1}_{n \geq 2} .
\end{aligned}
$$

Note that $n=1$ has no quartic terms. For $n=2$, all of the terms are of type (i). For $n \geq 3$, II also contributes with terms of type (ii) which satisfy that $\# \delta-1 \geq \# \widetilde{\mathcal{G}}_{\delta}$ and $\# \partial_{x}=2 n-5$.

The cubic in $u$ contributions of $\widetilde{E}_{\delta, 2 n}(u)$ are the following

$$
\begin{equation*}
\frac{i}{2 \delta^{3}} \frac{(2 i \delta)^{2}}{2} \sum_{n_{12}=2 n-1} \int L_{n_{1}} Q_{n_{2}} d x+\frac{i}{2 \delta^{3}} \frac{(2 i \delta)^{3}}{3!} \sum_{n_{123}=2 n-2} \int L_{n_{1}} L_{n_{2}} L_{n_{3}} d x . \tag{B.26}
\end{equation*}
$$

For the second group of terms above, we have that

$$
\frac{2}{3} \sum_{n_{123}=2 n-2} \int \prod_{j=1}^{3}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{j}} \partial_{x}^{n_{j}} u d x
$$

and all the terms can be written as one of type (i) (possibly after integration by parts) as long as $n_{1}, n_{2}, n_{3} \geq 1$. The remaining terms have that $n_{j}=0$ for some $j \in\{1,2,3\}$, and we assume $j=3$ by symmetry. Then, these can be written as

$$
\sum_{0 \leq m_{12} \leq 2 n-2} \int(i \delta)^{m_{12}}\left(\widetilde{\mathcal{G}}_{\delta}^{m_{1}} \partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{2}} \partial_{x}^{k-1} u\right) u d x
$$

and the above must vanish when $m_{12}$ is odd, since they would be purely imaginary. Therefore, we are only left with terms of type (ii) as intended. We now consider the first contribution in (B.26), which can be written as in (B.25). Then, $\mathrm{I}_{1}$ has terms with $2 n-3$ derivatives, which are therefore of type (i), while the terms in $I_{2}$ are as the second ones in (B.26) discussed above. It only remains to consider $I_{3}$. If $n_{2} \geq 2$ in $I_{3}$, then we use (B.24) to get

$$
\begin{aligned}
\mathrm{I}_{3}= & \frac{i}{\delta} \sum_{n_{12}=2 n-1} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{n_{2}-1} d x \\
= & \frac{i}{\delta} \sum_{m_{123}=2 n-4} \int\left(-1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} L_{m_{1}} L_{m_{2}} L_{m_{3}} d x \\
& +\sum_{m_{123}=2 n-3} \int\left(-1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} L_{m_{1}} L_{m_{2}} L_{m_{3}} d x \\
& +\frac{i}{\delta} \sum_{n_{12}=2 n-1} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{2} \partial_{x}^{2} Q_{n_{2}-2} d x
\end{aligned}
$$

where the first contribution is as $I_{1}$ and the second as in $\Pi_{2}$. We can continue to iterate as above, adding terms like $I_{1}, \Pi_{2}$ which are of the intended type, until we reach the terms
of the form

$$
\begin{aligned}
& \frac{i}{\delta} \sum_{n_{12}=2 n-1} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1} Q_{1} d x \\
& =-\sum_{n_{12}=2 n-1} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1}\left(u^{2}\right)\right] d x \\
& =-\sum_{n_{12}=2 n-2} \sum_{\ell=0}^{n_{2}} c_{\ell} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}}\left(\partial_{x}^{\ell} u \cdot \partial_{x}^{n_{2}-\ell} u\right)\right] d x .
\end{aligned}
$$

By doing integration by parts, the terms above are of type (i) if $n_{1}, \ell, n_{2}-\ell \geq 1$. Otherwise, we have at least one of them equal to 0 , where all the terms can be written as one of the following:

$$
\begin{aligned}
& \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}}\left(1-i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}} u\right]\left[\partial_{x}^{n-1} u\right]^{2} d x \\
& =\sum_{m_{1}=0}^{n_{1}} \sum_{m_{2}=0}^{n_{2}}(-1)^{m_{2}}(i \delta)^{m_{12}}\left[\widetilde{\mathcal{G}}_{\delta}^{m_{12}} u\right]\left[\partial_{x}^{n-1} u\right]^{2} d x \\
& \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}}\left(1-i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}} \partial_{x}^{n-1} u\right]\left[u \partial_{x}^{n-1} u\right] d x \\
& =\sum_{m_{1}=0}^{n_{1}} \sum_{m_{2}=0}^{n_{2}}(-1)^{m_{2}}(i \delta)^{m_{12}}\left[\widetilde{\mathcal{G}}_{\delta}^{m_{12}} \partial_{x}^{n-1} u\right]\left[u \partial_{x}^{n-1} u\right] d x
\end{aligned}
$$

where we can further restrict the sums above to $m_{12}$ even, from which we see that these terms are of type (ii).

The following lemma will be relevant when establishing invariance.
Lemma B.9. Let $k \in \mathbb{N}$. The cubic in $u$ terms in $\widetilde{E}_{\delta, 2 k+1}(u)$ are of the form $\int p(u) d x$ where the polynomial $p(u) \in \widetilde{\mathcal{P}}_{3}(u)$ is of one of the following types:
(i) $\|p(u)\| \leq 2 k-1$ and $|p(u)| \leq k-1$;
(ii) $\|p(u)\|=2 k-1$ and

$$
p(u)=\delta^{m_{12}+1} u\left(\widetilde{\mathcal{G}}_{\delta}^{m_{2}} \partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{3}} \partial_{x}^{k} u\right) \quad \text { or } \quad p(u)=\delta^{m_{3}+1}\left(\widetilde{\mathcal{G}}_{\delta}^{m_{3}} u\right)\left(\partial_{x}^{k-1} u\right)\left(\partial_{x}^{k} u\right)
$$

where $0 \leq m_{12} \leq 2 k-1,0 \leq m_{3} \leq 2 k-1$ odd.
Proof. For $k=1$, the only cubic in $u$ contributions in $\widetilde{E}_{\delta, 3}(u)$ are of the form

$$
p(u)=u^{3} \quad \text { and } \quad p(u)=\delta^{2} u^{2} \widetilde{\mathcal{G}}_{\delta} u_{x},
$$

which are of type (i) and (ii), respectively.
From (B.7) and B.24), we see that the only cubic contributions in $\int \widetilde{h}_{2 k+1}$ are

$$
\begin{aligned}
& -\sum_{n_{12}=2 k} \int L_{n_{1}} Q_{n_{2}} d x-i \frac{2}{3} \delta \sum_{n_{123}=2 k-1} \int L_{n_{1}} L_{n_{2}} L_{n_{3}} d x \\
& =-\sum_{n_{12}=2 k} \int L_{n_{1}} \mathbf{1}_{n_{2} \geq 1}\left\{\begin{array}{l}
\sum_{m_{12}=n_{2}-2} L_{m_{1}} L_{m_{2}}-i \delta \sum_{m_{12}=n_{2}-1} L_{m_{1}} L_{m_{2}} \\
\\
\left.+\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{n_{2}-1}\right\} d x-i \frac{2}{3} \delta \sum_{n_{123}=2 k-1} \int L_{n_{1}} L_{n_{2}} L_{n_{3}} d x
\end{array}\right.
\end{aligned}
$$

$$
\begin{align*}
= & -\mathbf{1}_{k \geq 2} \sum_{m_{123}=2 k-2} \int L_{m_{1}} L_{m_{2}} L_{m_{3}} d x+\frac{i \delta}{3} \sum_{m_{123}=2 k-1} \int L_{m_{1}} L_{m_{2}} L_{m_{3}} d x \\
& -\sum_{m_{12}=2 k-1} \int L_{m_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{m_{2}} d x . \tag{B.27}
\end{align*}
$$

Since $L_{j}$ has $j$ derivatives, the first contribution has $m_{123}=2 k-2$ derivatives and by integration by parts can be written as the integral of a polynomial of type (i). For the second contribution, there are $2 k-1$ derivatives, and these contributions can be written as type (i) if $m_{1}, m_{2}, m_{3} \leq k-1$ or $m_{j_{1}} \geq k$ while $m_{j_{2}}, m_{j_{3}} \leq k-2$, for $\left\{j_{1}, j_{2}, j_{3}\right\}=\{1,2,3\}$. Thus, the only terms left to consider have $\left\{m_{1}, m_{2}, m_{3}\right\}=\{0, k-1, k\}$, after integration by parts. We can assume $m_{1}=0, m_{2}=k-1, m_{3}=k$ by symmetry, to get

$$
\begin{aligned}
& -\frac{i \delta}{3} \sum_{\ell_{1}=0}^{k-1} \sum_{\ell_{2}=0}^{k}(i \delta)^{\ell_{12}} \int u\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{1}} \partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{2}} \partial_{x}^{k} u\right) d x \\
& =-\frac{i \delta}{3} \sum_{\substack{0 \leq \ell_{1} \leq k-1 \\
0 \leq \ell_{2} \leq k \\
\ell_{12} \text { odd }}}(i \delta)^{\ell_{12}} \int u\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{1}} \partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{\ell_{2}} \partial_{x}^{k} u\right) d x
\end{aligned}
$$

since if $\ell_{12}$ is even, the contributions would be purely imaginary and they must vanish since the conserved quantities are real, where we also see that $0 \leq \ell_{12} \leq 2 k-1$, so these terms are of type (ii). Lastly, for the third contribution,

$$
-\sum_{m_{12}=2 k-1} \int L_{m_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{m_{2}} d x
$$

if $m_{2} \geq 2$, then we replace $(\bar{B} .24)$ to obtain

$$
\begin{aligned}
& -\sum_{m_{12}=2 k-1} \int L_{m_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)\left\{\sum_{n_{12}=m_{2}-2} L_{n_{1}} L_{n_{2}}-i \delta \sum_{n_{12}=m_{2}-1} L_{n_{1}} L_{n_{2}}+\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} Q_{m_{2}-1}\right\} d x \\
& =-\sum_{n_{123}=2 k-3} \int\left[\left(-1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} L_{n_{1}}\right] L_{n_{2}} L_{n_{3}} d x+i \delta \sum_{n_{123}=2 k-2} \int\left[\left(-1+i \delta \widetilde{\mathcal{G}}_{\delta}\right) \partial_{x} L_{n_{1}}\right] L_{n_{2}} L_{n_{3}} d x \\
& \quad-\sum_{n_{12}=2 k-2} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{2} \partial_{x}^{2} Q_{n_{2}} d x,
\end{aligned}
$$

where again we see that the first contribution is of type (i), the second contribution has only terms of type (i) and (ii) by the same argument as for the second contribution in (B.27). We repeat this process until we reach the contribution

$$
\begin{aligned}
& \sum_{n_{12}=2 k} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1} Q_{1} d x \\
& \quad=\sum_{n_{12}=2 k} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1}\left(-i \delta u^{2}\right) d x \\
& \quad=i \delta \sum_{n_{12}=2 k} \int\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{1}} \partial_{x}^{n_{1}} u\right]\left[\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}-1} \partial_{x}^{n_{2}-1}\left(u^{2}\right)\right] d x
\end{aligned}
$$

$$
=-i \delta \sum_{n_{12}=2 k-1} \sum_{\ell=0}^{n_{2}} c_{\ell} \int L_{n_{1}}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{n_{2}}\left(\partial_{x}^{\ell} u \partial_{x}^{n_{2}-\ell} u\right) d x
$$

for some constants $c_{\ell}$. The terms above are of type (i) (possibly after integration by parts) if $n_{1}, \ell, n_{2}-\ell \leq k-1$ or $\max \left(n_{1}, \ell, n_{2}-\ell\right) \geq k$ and $\min \left(n_{1}, \ell, n_{2}-\ell\right), \operatorname{med}\left(n_{1}, \ell, n_{2}-\ell\right) \leq k-2$. The remaining terms have that $\max \left(n_{1}, \ell, n_{2}-\ell\right) \geq k$ and $\operatorname{med}\left(n_{1}, \ell, n_{2} \ell\right) \geq k-1$, which implies equality since the sum of three indices is $2 k-1$, i.e., we must have $\left\{n_{1}, \ell, n_{2}-\ell\right\}=$ $\{0, k-1, k\}$. These terms can be written as

$$
\begin{aligned}
& -i \delta c_{0} \int L_{0}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{2 k-1}\left(\partial_{x}^{k-1} u \partial_{x}^{k} u\right) d x-i \delta c_{k} \int L_{k}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{k-1}\left(u \partial_{x}^{k-1} u\right) d x \\
& -i \delta c_{k-1} \int L_{k-1}\left(1+i \delta \widetilde{\mathcal{G}}_{\delta}\right)^{k}\left(u \partial_{x}^{k} u\right) d x \\
& =i \delta c_{0} \sum_{m_{1}=0}^{2 k-1} \int(-1)^{2 k-1-m_{1}}(i \delta)^{m_{1}}\left(\widetilde{\mathcal{G}}_{\delta}^{m_{1}} u\right)\left(\partial_{x}^{k-1} u\right)\left(\partial_{x}^{k} u\right) d x \\
& +i \delta c_{k} \sum_{\substack{0 \leq m_{1} \leq k \\
0 \leq m_{2} \leq k-1}} \int(-1)^{k-m_{1}}(i \delta)^{m_{12}} u\left(\partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{12}} \partial_{x}^{k} u\right) d x \\
& +i \delta c_{k-1} \sum_{\substack{0 \leq m_{1} \leq k-1 \\
0 \leq m_{2} \leq k}} \int(-1)^{k-1-m_{1}}(i \delta)^{m_{12}} u\left(\partial_{x}^{k} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{12}} \partial_{x}^{k-1} u\right) d x \\
& =i \delta c_{0} \sum_{\substack{0 \leq m_{1} \leq 2 k-1 \\
\text { odd }}} \int(i \delta)^{m_{1}}\left(\widetilde{\mathcal{G}}_{\delta}^{m_{1}} u\right)\left(\partial_{x}^{k-1} u\right)\left(\partial_{x}^{k} u\right) d x \\
& +i \delta c_{k} \sum_{\substack{0 \leq m_{1} \leq k \\
0 \leq m_{2} \leq k-1 \\
m_{12} \text { odd }}}(-1)^{k-m_{1}}(i \delta)^{m_{12}} u\left(\partial_{x}^{k-1} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{12}} \partial_{x}^{k} u\right) d x \\
& +i \delta c_{k-1} \sum_{\substack{0 \leq m_{1} \leq k-1 \\
0 \leq m_{2} \leq k \\
m_{12} \text { odd }}} \int(-1)^{k-1-m_{1}}(i \delta)^{m_{12}} u\left(\partial_{x}^{k} u\right)\left(\widetilde{\mathcal{G}}_{\delta}^{m_{12}} \partial_{x}^{k-1} u\right) d x
\end{aligned}
$$

where we see that all the terms are of type (ii), as intended. This completes the proof.
Acknowledgements. G.L. was supported by the Maxwell Institute Graduate School in Analysis and its Applications, a Centre for Doctoral Training funded by the UK Engineering and Physical Sciences Research Council (Grant EP/L016508/01), the Scottish Funding Council, Heriot-Watt University and the University of Edinburgh. A.C., G.L, T.O., and G.Z. were supported by the European Research Council (grant no. 864138 "SingStochDispDyn").

## References

[1] L. Abdelouhab, J.L. Bona, M. Felland, J.-C. Saut, Nonlocal models for nonlinear, dispersive waves, Phys. D 40 (1989), no. 3, 360-392.
[2] M.J. Ablowitz, H. Segur, Solitons and the inverse scattering transform, SIAM Studies in Applied Mathematics, 4. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, Pa., 1981. $\mathrm{x}+425 \mathrm{pp}$.
[3] H. Bahouri, J.-Y. Chemin, R. Danchin, Fourier analysis and nonlinear partial differential equations, Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences], 343. Springer, Heidelberg, 2011. xvi+523 pp.
[4] N. Barashkov, M. Gubinelli, A variational method for $\Phi_{3}^{4}$, Duke Math. J. 169 (2020), no. 17, 3339-3415.
[5] B. Berntson, E. Langmann, J. Lenells, On the non-chiral intermediate long wave equation, Nonlinearity 35 (2022), no.8, 4549-4584.
[6] M. Boué, P. Dupuis, A variational representation for certain functionals of Brownian motion, Ann. Probab. 26 (1998), no. 4, 1641-1659.
[7] J. Bourgain, Periodic nonlinear Schrödinger equation and invariant measures, Comm. Math. Phys. 166 (1994), no. 1, 1-26.
[8] J. Bourgain, Invariant measures for the 2D-defocusing nonlinear Schrödinger equation, Comm. Math. Phys. 176 (1996), no. 2, 421-445.
[9] B. Bringmann, Invariant Gibbs measures for the three-dimensional wave equation with a Hartree nonlinearity I: measures, Stoch. Partial Differ. Equ. Anal. Comput. 10 (2022), no. 1, 1-89.
[10] A. Buryak, Dubrovin-Zhang hierarchy for the Hodge integrals, Commun. Number Theory Phys. 9 (2015), no. 2, 239-272.
[11] A. Buryak, P. Rossi, Simple Lax description of the ILW hierarchy, SIGMA Symmetry Integrability Geom. Methods Appl. 14 (2018), Paper No. 120, 7 pp.
[12] A. Chapouto, G. Li, T. Oh, D. Pilod, Deep-water limit of the intermediate long wave equation in $L^{2}$, arXiv:2311.07997 [math.AP].
[13] D.R. Christie, K. Muirhead, A. Hales, On solitary waves in the atmosphere, J. Atmos. Sc. 35 (1978), 805.
[14] Y. Deng, Invariance of the Gibbs measure for the Benjamin-Ono equation, J. Eur. Math. Soc. (JEMS) 17 (2015), no. 5, 1107-1198.
[15] Y. Deng, N. Tzvetkov, N. Visciglia, Invariant measures and long time behaviour for the Benjamin-Ono equation III, Comm. Math. Phys. 339 (2015), no. 3, 815-857
[16] J. Gibbons, B. Kupershmidt, A linear scattering problem for the finite depth equation, Phys. Lett. A 79 (1980), no. 1, 31-32.
[17] M. Gubinelli, H. Koch, T. Oh, Renormalization of the two-dimensional stochastic nonlinear wave equation, Trans. Amer. Math. Soc. 370 (2018), 7335-7359.
[18] Z. Guo, Y. Lin, L. Molinet, Well-posedness in energy space for the periodic modified Banjamin-Ono equation, J. Differential Equations 256 (2014), no. 8, 2778-2806.
[19] T. Gunaratnam, T. Oh, N. Tzvetkov, H. Weber, Quasi-invariant Gaussian measures for the nonlinear wave equation in three dimensions, Probab. Math. Phys. 3 (2022), no. 2, 343-379.
[20] R.I. Joseph, Solitary waves in a finite depth fluid, J. Physics A Mathematics and General 10 (12), (1977), L225-L228.
[21] S. Kakutani, On equivalence of infinite product measures, Ann. of Math. 49 (1948), 214-224.
[22] R. Killip, T. Laurens, M. Vişan, Sharp well-posedness for the Benjamin-Ono equation, arXiv:2304.00124 [math.AP].
[23] R. Killip, M. Vişan, $K d V$ is well-posed in $H^{-1}$, Ann. of Math. (2) 190 (2019), no.1, 249-305.
[24] C. Klein, J.-C. Saut, Nonlinear dispersive equations-inverse scattering and PDE methods, Applied Mathematical Sciences, 209. Springer, Cham, [2021], © $2021, \mathrm{xx}+580 \mathrm{pp}$.
[25] Y. Kodama, M.J. Ablowitz, J. Satsuma, Direct and inverse scattering problems of the nonlinear intermediate long wave equation, J. Math. Phys. 23 (1982), no. 4, 564-576.
[26] Y. Kodama, J. Satsuma, M.J. Ablowitz, Nonlinear intermediate long-wave equation: analysis and method of solution, Phys. Rev. Lett. 46 (1981), no.11, 687-690.
[27] C. G. Koop, G. Butler, An investigation of internal solitary waves in a two-fluid system, J. Fluid Mech. 112 (1981), 225-251.
[28] T. Kubota, D.R.S Ko and L.D. Dobbs, Weakly nonlinear, long internal gravity waves in stratified fluids of finite depth, J. Hydronautics 12 (1978), 157-165.
[29] H-H. Kuo, Introduction to stochastic integration, Universitext. Springer, New York, 2006. xiv+278 pp.
[30] B. Kupershmidt, Involutivity of conservation laws for a fluid of finite depth and Benjamin-Ono equations, Libertas Math. 1 (1981) 125-132.
[31] D.R. Lebedev, A.O. Radul, Generalized internal long waves equations: construction, Hamiltonian structure, and conservation laws, Comm. Math. Phys. 91 (1983), no. 4, 543-555.
[32] J. Lebowitz, H. Rose, E. Speer, Statistical mechanics of the nonlinear Schrödinger equation, J. Statist. Phys. 50 (1988), no. 3-4, 657-687.
[33] G. Li, T. Oh, G. Zheng, On the deep-water and shallow-water limits of the intermediate long wave equation from a statistical viewpoint, preprint.
[34] G. Li, Deep-water and shallow-water limits of the intermediate long wave equation, arXiv:2207.12088.
[35] V. D. Lipovskiy, On the nonlinear theory of internal waves in a fluid of finite depth, Bull. USSR Acad. Sci. Atmos. Oceanic Phys. 21 (1986), 665.
[36] A.V. Litvinov, On spectrum of ILW hierarchy in conformal field theory, J. High Energy Phys. (2013), no.11, 155 , front matter +13 pp .
[37] A. K. Liu, J. R. Holbrook, J. R. Apel, Nonlinear internal wave evolution in the Sulu Sea, J. Phys. Oceanography 15 (1985), 1613-1624.
[38] S.A. Maslowe, L.G. Redekopp, Long nonlinear waves in stratified shear flows, J. Fluid Mech. 101 (1980), no.2, 321-348.
[39] Y. Matsuno, Bilinear transformation method, Mathematics in Science and Engineering, 174. Academic Press, Inc., Orlando, FL, 1984. viii+223 pp. ISBN: 0-12-480480-2.
[40] T. Miloh, M. P. Tulin, A theory of dead water phenomena, Proceedings of the 17th Symposium on Naval Hydrodynamics (1988), Hague, pp.127-142.
[41] L. Molinet, S. Vento, Improvement of the energy method for strongly nonresonant dispersive equations and applications, Anal. PDE 8 (2015), no. 6, 1455-1495.
[42] L. Molinet,T. Tanaka, Unconditional well-posedness for some nonlinear periodic one-dimensional dispersive equations, J. Funct. Anal. 283 (2022), no.1, Paper No. 109490, 45 pp.
[43] D. Nualart, The Malliavin calculus and related topics, Second edition. Probability and its Applications (New York). Springer-Verlag, Berlin, 2006. xiv +382 pp.
[44] T. Oh, T. Robert, P. Sosoe, Y. Wang, Invariant Gibbs dynamics for the dynamical sine-Gordon model, Proc. Roy. Soc. Edinburgh Sect. A 151 (2021), no. 5, 1450-1466.
[45] T. Oh, M. Okamoto, L. Tolomeo, Focusing $\Phi_{3}^{4}$-model with a Hartree-type nonlinearity,to appear in Mem. Amer. Math. Soc.
[46] T. Oh, M. Okamoto, L. Tolomeo, Stochastic quantization of the $\Phi_{3}^{3}$-model, arXiv:2108.06777 [math.PR].
[47] A. R. Osborne, T. L. Burch, Internal Solitons in the Andaman Sea, Science 208 (1980), 451-460.
[48] N.N. Romanova, Long nonlinear waves in layers of drastic wind velocity changes, Bull. USSR Acad. Sci. Atmos. Oceanic Phys. 20 (1984), 6.
[49] P.M. Santini, M.J. Ablowitz, A.S. Fokas, On the limit from the intermediate long wave equation to the Benjamin-Ono equation, J. Math. Phys. 25 (1984), no. 4, 892-899.
[50] J. Satsuma, M. J. Ablowitz, Y. Kodama, On an internal wave equation describing a stratified fluid with finite depth, Phys. Lett. A 73 (1979), no. 4, 283-286.
[51] J.-C. Saut, Benjamin-Ono and intermediate long wave equations: modeling, IST and PDE. Nonlinear dispersive partial differential equations and inverse scattering, 95-160, Fields Inst. Commun., 83, Springer, New York, [2019], © 2019.
[52] H. Segur, J.L. Hammack, Soliton models of long internal waves, J. Fluid Mech. 118 (1982), 285-304.
[53] N. Tzvetkov, Construction of a Gibbs measure associated to the periodic Benjamin-Ono equation, Probab. Theory Related Fields 146 (2010), no. 3-4, 481-514.
[54] N. Tzvetkov, N. Visciglia, Gaussian measures associated to the higher order conservation laws of the Benjamin-Ono equation, Ann. Sci. Éc. Norm. Supér. 46 (2013), no. 2, 249-299.
[55] N. Tzvetkov, N. Visciglia, Invariant measures and long-time behavior for the Benjamin-Ono equation, Int. Math. Res. Not. IMRN 2014, no. 17, 4679-4714.
[56] N. Tzvetkov, N. Visciglia, Invariant measures and long time behaviour for the Benjamin-Ono equation II, J. Math. Pures Appl. (9) 103 (2015), no. 1, 102-141.
[57] A. Üstïnel, Variational calculation of Laplace transforms via entropy on Wiener space and applications, J. Funct. Anal. 267 (2014), no. 8, 3058-3083.
[58] P.E. Zhidkov, Invariant measures for the Korteweg-de Vries equation that are generated by higher conservation laws, (Russian) Mat. Sb. 187 (1996), no. 6, 21-40; translation in Sb. Math. 187 (1996), no. 6, 803-822.
[59] P. E. Zhidkov, Korteweg-de Vries and nonlinear Schrödinger equations: qualitative theory, Lecture Notes in Mathematics, 1756. Springer-Verlag, Berlin, 2001. vi+147 pp.

Andreia Chapouto, Department of Mathematics, University of California, Los Angeles, CA 90095, USA and School of Mathematics, The University of Edinburgh, and The Maxwell Institute for the Mathematical Sciences, James Clerk Maxwell Building, The King's Buildings, Peter Guthrie Tait Road, Edinburgh, EH9 3FD, United Kingdom

Email address: a.chapouto@ed.ac.uk
Guopeng Li, School of Mathematics, The University of Edinburgh, and The Maxwell Institute for the Mathematical Sciences, James Clerk Maxwell Building, The King's Buildings, Peter Guthrie Tait Road, Edinburgh, EH9 3FD, United Kingdom

Email address: guopeng.li@ed.ac.uk
Tadahiro Oh, School of Mathematics, The University of Edinburgh, and The Maxwell Institute for the Mathematical Sciences, James Clerk Maxwell Building, The King's Buildings, Peter Guthrie Tait Road, Edinburgh, EH9 3FD, United Kingdom

Email address: hiro.oh@ed.ac.uk
Guangqu Zheng, School of Mathematics, The University of Edinburgh, and The Maxwell Institute for the Mathematical Sciences, James Clerk Maxwell Building, The King's Buildings, Peter Guthrie Tait Road, Edinburgh, EH9 3FD, United Kingdom, and Department of Mathematical Sciences, University of Liverpool, Mathematical Sciences Building, Liverpool, L69 7ZL United Kingdom

Email address: guangqu.zheng@liverpool.ac.uk


[^0]:    Date: November 16, 2023.
    2020 Mathematics Subject Classification. 35Q35, 60F15, 60H30.
    Key words and phrases. intermediate long wave equation; Benjamin-Ono equation; Korteweg-de Vries equation; Gibbs measures.

[^1]:    ${ }^{1}$ By convention, we normalize $B_{n}$ such that $\operatorname{Var}\left(B_{n}(t)\right)=\sqrt{2 \pi} t$.

[^2]:    ${ }^{2}$ We believe that $\int \operatorname{Im} \chi_{n} d x=0$ for all $n \in \mathbb{N}$, but establishing such a result would deviate from our focus. Instead, we will later define our conserved quantities only depending on $\int \operatorname{Re} \chi_{n} d x$.

