Abstract. We introduce and study a toy model which captures some essential features of wave radiation by slow (or balanced) motion in the atmosphere and the ocean. Inspired by the widely studied five-component model due to Lorenz, the model describes the coupling of a nonlinear pendulum with linear waves. The waves obey a one-dimensional linear Klein–Gordon equation, so their dispersion relation is identical to that of inertia-gravity waves in a rotating shallow-water fluid. The model is Hamiltonian.

We examine two physically relevant asymptotic regimes in which there is some time-scale separation between the slow pendulum motion and the fast waves: in regime (i), the time-scale separation breaks down for waves with asymptotically large wavelengths; in regime (ii), the time-scale separation holds for all wavelengths. We study the generation of waves in each regime using distinct asymptotic methods. In regime (i), long waves are excited resonantly in a manner that is analogous to the Lighthill radiation of sound waves in weakly compressible flows, and to the radiation of gravitational waves by slow mass motion in general relativity. Matched asymptotics provides the functional form of the waves radiated, and leads, at higher order, to a closed model describing the pendulum dynamics while accounting for the dissipative effect of wave radiation. In regime (ii), an exponentially accurate slow manifold can be defined, and the waves radiated are exponentially small. They are captured using an exponential-asymptotic technique combining complex-time matching with Borel summation. The asymptotic results obtained in each regime are tested against numerical simulations of the model.
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1. Introduction. Systems with widely separated time scales abound, and numerous mathematical techniques have been devised to take advantage of their time-scale separation. In many such systems, the fast degrees of freedom are only weakly excited; it is then natural to attempt to eliminate them [33] by reducing the dynamics to a slow manifold, that is, to a submanifold of the state space which is nearly invariant and on which the dynamics is slow. We refer the reader to the recent paper by MacKay [24] for a comprehensive discussion of the concept of slow manifold and for several examples of applications.

The particular application which motivates the present paper is provided by geophysical fluid dynamics. The dynamics of the atmosphere and the ocean at mid-latitudes is dominated by the large-scale, slow motion usually referred to as ‘balanced motion’, but much faster motion in the form of inertia-gravity waves is also possible. (The even faster sound waves are generally filtered out at the outset by using incompressible, hydrostatic or anelastic fluid models.) The time-scale separation between the two types of motion is large, with typical time scales of the order of a few days or weeks for the balanced motion in the atmosphere or the ocean, respectively, and inertia-gravity-wave periods of the order of a few minutes. This has led to development of a variety of ‘balanced models’ describing the reduced dynamics on a slow manifold (see, e.g., [36, 5, 25] and references therein), the simplest of which is the well-known quasi-geostrophic model. Although balanced models are nowadays mostly theoreticians’ tools, the concept of slow manifold is used in weather forecasting...
in the process of initialization [9]: initial data are prepared by projection onto a slow manifold to reduce the level of (mostly spurious) inertia-gravity-wave activity.

The reliance on balanced models has led many researchers to investigate the fundamental limitations of the concepts of slow manifold and balance. This has been largely carried out using low-order models consisting of a few ordinary differential equations (ODEs), typically derived from the fluid equations by spectral expansion and severe truncation. The most widely studied among these is the five-component model due to Lorenz [21], also referred to as the Lorenz–Krishnamurthy (LK) model [22]. It can be reduced to four ODEs which describe the dynamics of a nonlinear pendulum, representing slow balanced motion, coupled to a stiff spring, representing the fast waves [8, 6]. Another, essentially equivalent, model is the swinging spring [23], or spring pendulum [24].

For these ODE models, the status of the slow manifold is now well understood. In the absence of dissipation, thought to be negligible in the geophysical context, the slow manifolds are elliptic and in general not invariant [14, 24]. However, a systematic improvement procedure provides slow manifolds that are invariant up to an $O(\epsilon^N)$ error, where $\epsilon \ll 1$ is the ratio between the slow and fast time scales, for any $N \geq 1$. An optimal choice of $N$ then leads to an exponentially small error, under an assumption of analyticity [14, 24, 38]. The physical implications are clear: regardless of how well-prepared the initial data are, the generation of fast oscillations is unavoidable. For initial data lying on an optimal slow manifold, these oscillations are very weak, exponentially small in $\epsilon$. In the atmospheric context, this provides a mechanism for the generation of inertia-gravity waves, which is often referred to as ‘spontaneous’ generation, to emphasize the difference with the generation that results from the adjustment of poorly prepared initial data (see, e.g., [29] for a recent analysis).

In spite of the fact that their amplitude is beyond all orders in $\epsilon$, the fast oscillations generated spontaneously can be studied perturbatively, using the techniques of exponential asymptotics [32]. Such a study reveals the mechanism of generation to be an instance of the Stokes phenomenon (see, e.g., [3, 28]) and provides explicit estimates for the wave amplitudes. Results of this type have been obtained in [34] for the LK model and in [35, 27] for particular solutions of the fluid equations that are also governed by ODEs.

Low-order models such as the LK model have proved very useful for understanding the rather subtle questions raised by the concepts of slow manifold and balance. However, the drastic simplification entailed by the reduction from partial differential equations (PDEs) to ODEs means that a number of issues cannot be addressed using these models. To examine some of these issues, it is therefore useful to introduce a new simplified model, in the spirit of the LK and swinging-spring models, but retaining a PDE component. This is the purpose of this paper.

In fluids, the fast oscillations are propagating waves, with frequencies that depend on wavenumber. By fixing the wavenumbers involved, the derivation of LK-type models suppresses the possibility of interactions between very different wavenumbers. This possibility, however, is at the heart of one mechanism of wave generation which appears in several physical systems: gravitational waves in general relativity [10, 18, §110], sound waves in weakly compressible fluids [20, 19, §75], and, in the geophysical context, inertia-gravity waves in rotating shallow water [11, 12]. In these systems, the wave frequencies decrease with wavenumbers in such a manner that there always are some resonant interactions between the slow motion and waves of sufficiently large
scales. The wave generation is then relatively inefficient — because of the mismatch between the spatial scales of the slow motion and waves — but nevertheless scales like some power of the relevant small parameter rather than exponentially.

For the rotating shallow-water model and for more realistic models of geophysical flows, this resonant mechanism of wave generation (which we will refer to as Lighthill radiation following [11, 12] and the sound-wave analogy) or the non-resonant mechanism captured in the LK and other ODE models may be relevant, depending on the flow regime. To see why, consider the dispersion relation

\begin{equation}
\omega^2 = \epsilon^{-2}(1 + k^2/b^2)
\end{equation}

of shallow-water inertia-gravity waves, displayed in Figure 1.1. Here, \( \omega \) is the frequency and \( k \) the wavenumber, and both are non-dimensionalized using the characteristic frequency \( U/L \) and scale \( L \) of the balanced motion. There are two independent parameters: the Rossby number, \( \epsilon = U/(fL) \), where \( f \) is the Coriolis parameter (measuring the earth’s rotation rate), and the rotational Froude number \( b = fL/(gh)^{1/2} \), where \( g \) is the earth’s gravity and \( h \) the fluid depth. Two main asymptotic regimes are thought to be relevant: (i) the small-Froude-number regime, with \( b \ll 1 \) and \( \epsilon = O(1) \), and (ii) the small-Rossby-number (or quasi-geostrophic) regime, with \( \epsilon \ll 1 \) and \( b = O(1) \). In regime (i), there is no time-scale separation between (slow) balanced motion and long waves (with \( O(b) \) wavenumbers), and Lighthill radiation occurs. In regime (ii), on the other hand, there is a time-scale separation between balanced motion and waves for all wavenumbers, since the wave frequency is bounded from below by \( \epsilon^{-1} \gg 1 \). Thus Lighthill radiation cannot occur, and one can expect exponentially small wave radiation of the type studied in the LK model [12, 31, 13].

The main advantage of the model that we introduce in this paper is that it makes it possible to analyze both regimes (i) and (ii) and, correspondingly, both types of wave generation in as simple a set-up as possible. The rotating shallow water may seem to be suitable for such an analysis: indeed, Ford, McIntyre and Norton [12] succeeded in capturing the Lighthill radiation and their feedback in regime (i) using matched asymptotics. This, however, requires a large amount of algebra which might deter many readers. Worse still, the asymptotic treatment of regime (ii) seems hopeless in the absence of a well-developed theory of exponential asymptotics for PDEs. By contrast, our model can be analyzed in regimes (i) and (ii) by relatively simple means.

---

**Fig. 1.1.** Dispersion relation \( \omega = (1 + k^2/b^2)^{1/2} \) for shallow-water inertia-gravity waves (solid line). The non-dispersive limit, valid for \( k \gg b \), is also shown (dashed line).
Another advantage of our model compared to low-order models is that, by keeping a PDE component, it introduces the possibility of wave radiation at infinity. Thus, the waves move away from their region of generation, thereby providing a source of dissipation for the balanced motion. This is probably a good approximation for what is happening in the atmosphere and ocean where the waves can escape before being ultimately damped by breaking or viscous dissipation. Our model can thus be used to examine how efficient wave generation and radiation can be as a mechanisms for the dissipation of the energy of the balanced motion. This is an issue of current interest in oceanography (see, e.g., [26]). It would be best studied by adding some forcing (perhaps random) to the model so that the properties of the statistical equilibrium arising from the balance between forcing and wave radiation can be established. In this paper, however, we limit our considerations to the unforced version of the model.

The new model is introduced in §2. It is a simple modification of the LK model in which the linear oscillator described by the fast variables is replaced by a linear, one-dimensional Klein–Gordon equation [37] with dispersion relation (1.1). Thus, the slow component of the model remains governed by ODEs, but the fast component is governed by PDEs. The coupling between the spatially dependent (fast) variables and the spatially independent (slow) variables is through an arbitrary localized shape function, which we take to be the derivative of a Gaussian. This has zero average and is odd so that, by symmetry, the spatial dynamics can be reduced the half line \( \mathbb{R}_+ \).

The model is Hamiltonian. It is defined by three parameters: \( \epsilon \) and \( b \) which appear in the dispersion relation (1.1), and the amplitude \( a \) of the shape function. The model is not derived in any way from the fluid equations, nor does it obviously represent any simple mechanical device. This is not a significant drawback, however. What is important for our purpose is that the parameters \( \epsilon \) and \( b \) play the same role as they do for the rotating shallow-water model. Because of this, we refer to them as the Rossby number and Froude number, respectively.

After introducing the model, we discuss the asymptotic behavior of its solutions. Section 3 is devoted to the small-Froude-number regime \( b \ll 1, \epsilon = O(1) \). As mentioned above, this is the regime where Lighthill radiation occurs. Using matched asymptotics, we obtain an approximation for the waves generated spontaneously by the balanced motion. We further derive a reduced model, which describes the evolution of the slow variables whilst accounting for the energy loss due to wave radiation.

We term this model ‘post-balanced’, by analogy with the post-Newtonian models used in general relativity to describe gravitational-wave radiation and its feedback on compact sources (see, e.g., [4] for a review). Our post-balanced model can then be seen as a toy version of the one derived by Ford et al. [12] for the rotating shallow-water equations.

Section 4 is devoted to the small-Rossby-number regime \( \epsilon \ll 1 \) and \( b = O(1) \). This regime is similar to that studied in low-order models in that approximately invariant slow manifolds can be defined to arbitrary order \( O(\epsilon^N) \), and wave radiation is exponentially weak. We estimate the amplitude of the waves radiated using exponential asymptotics. This shows, in particular, that the waves are near inertial, that is, have frequencies close to \( \epsilon^{-1} \), with large spatial scales of the order of \( \epsilon^{-1/2} \).

The asymptotic results of both §3 and §4 are compared with numerical simulations. The numerical formulation, which implements non-reflecting boundary conditions, is described in Appendix A. The paper concludes with a Discussion in §5.

2. Model. The LK model [21, 22], obtained by truncation of a spectral expansion of the rotating shallow-water equations on the sphere, can be written as the
system of five ODEs

\begin{align}
(2.1) \quad \dot{u}_L &= -v_L w_L + bw_L y_L, \\
(2.2) \quad \dot{v}_L &= w_L u_L - bu_L y_L, \\
(2.3) \quad \dot{w}_L &= -u_L v_L, \\
(2.4) \quad \delta \dot{x}_L &= -y_L, \\
(2.5) \quad \delta \dot{y}_L &= x_L + b\delta u_L v_L.
\end{align}

Here, the small parameter is \( \delta \); it is related to the Rossby and Froude numbers by \( \delta = \epsilon b/(1 + b^2)^{1/2} \) so that both the small-Froude-number and small-Rossby-number regimes lead to \( \delta \ll 1 \). The slow variables \((u_L, v_L, w_L)\) describe the evolution of a rigid body or, after reduction using the constancy of \(u_L^2 + v_L^2\), of a pendulum with \(O(1)\) frequency. The fast variables \((x_L, y_L)\) describe a linear oscillator with frequency \(\epsilon^{-1}\) [8, 6].

We propose the following modification of the LK model. The three slow variables, which we denote by \((u, v, w)\), remain functions of \(t\) only, but the fast variables, denoted by \((x, y)\) are functions of \(t\) and of a spatial coordinate \(s \in \mathbb{R}\). Choosing some localized function \(f(s)\) (e.g. Gaussian or compactly supported), we write the new model as the mixed ODE-PDE system

\begin{align}
(2.6) \quad \dot{u} &= -vw + v \int f(s) y(s, t) \, ds, \\
(2.7) \quad \dot{v} &= uw - u \int f(s) y(s, t) \, ds, \\
(2.8) \quad \dot{w} &= -uv, \\
(2.9) \quad \epsilon x_t &= -y, \\
(2.10) \quad \epsilon y_t &= x - x_{ss}/b^2 + ef(s)uv,
\end{align}

where either \(\epsilon\) or \(b\) are now the small parameters. In (2.6)-(2.7) and in what follows, unspecified limits of integrations are \((-\infty, \infty)\). As announced, in the linear approximation, the fast variables \((x, y)\) satisfy a Klein–Gordon equation [37].

In what follows, we make the choice

\[ f(s) = \frac{a}{(2\pi)^{1/2}} \frac{d}{ds} e^{-s^2/2} = \frac{-as e^{-s^2/2}}{(2\pi)^{1/2}}, \]

where \(a\) is a fixed amplitude. Three qualitative properties of this function matter: the rapid decay as \(|s| \to \infty\), the vanishing of its zeroth moment, and the non-vanishing of its first moment. Our results would be qualitatively the same for other choices of \(f(s)\) satisfying these properties. The oddness of \(f(s)\) is inessential, but convenient since it is inherited by \(x(s, t)\) and \(y(s, t)\) and allows computations to be limited to the half-line \(s \in \mathbb{R}_+\).

Before examining solutions of (2.6)-(2.10), we reduce this system to four equations and mention some of its properties. Note first that the model conserves

\[ C = \frac{u^2 + v^2}{2} \quad \text{and} \quad H = \frac{1}{2} (-u^2 + w^2) + \frac{1}{2} \int (x_s^2/b^2 + x^2 + y^2) \, ds. \]

In fact, it is Hamiltonian and, when reduced to four equations, canonical (cf. [8, 6]). To see this, we first take \(C = 1\) without loss of generality. We then introduce the new
coordinate $\phi$, with
\[ u = \sqrt{2} \cos \phi \quad \text{and} \quad v = \sqrt{2} \sin \phi, \]
and obtain the equations
\begin{align*}
(2.11) & \quad \dot{\phi} = w - \int f(s)y(s, t) \, ds, \\
(2.12) & \quad \dot{w} = - \sin(2\phi), \\
(2.13) & \quad \epsilon x_t = -y, \\
(2.14) & \quad \epsilon y_t = x - x_{ss}/b^2 + \epsilon f(s) \sin(2\phi). 
\end{align*}

The further change of variables
\[ \theta = \phi - \epsilon \int f(s)x(s, t) \, ds \]
transforms the system into
\begin{align*}
(2.15) & \quad \dot{\theta} = w, \\
(2.16) & \quad \dot{w} = - \sin \left[2\theta + 2\epsilon \int f(s)x(s, t) \, ds \right], \\
(2.17) & \quad \epsilon x_t = -y, \\
(2.18) & \quad \epsilon y_t = x - x_{ss}/b^2 + \epsilon f(s) \sin \left[2\theta + 2\epsilon \int f(s)x(s, t) \, ds \right].
\end{align*}

This is a Hamiltonian system, with Hamiltonian
\[ H = \frac{w^2}{2} - \frac{1}{2} \cos \left[2\theta + 2\epsilon \int f(s)x(s, t) \, ds \right] + \frac{1}{2} \int \left(x_{ss}^2/b^2 + x^2 + y^2 \right) \, ds, \]
and symplectic form
\[ \Omega = d\theta \wedge d\omega + \epsilon dy \wedge dx. \]

Below we use the energy flux $F$ to diagnose the wave radiation. The flux emerges in the derivation of the conservation law for $H$ written in the form
\[ \frac{dH}{dt} = - \int \partial_s F \, ds = 0, \quad \text{with} \quad F = xx_s/b^2. \]

In the form (2.15)–(2.18) the model can be recognized as describing the dynamics of a pendulum coupled nonlinearly with a Klein–Gordon wave equation, with dispersion relation (1.1). For waves with $O(1)$ wavenumbers, there is a time-scale separation between the slow pendulum and the wave motion if either $b \ll 1$ or $\epsilon \ll 1$. At leading order, a slow manifold is simply given $x = y = 0$, and the corresponding balanced model corresponds to (2.15)–(2.16) with $x = 0$. The problem is then to derive reduced models, governing the slow evolution of $\theta$ and $w$ only, which are more accurate than this first-order balanced model. In the next two sections, we examine this problem for each of the two regimes $b \ll 1$ and $\epsilon \ll 1$. We use either of the two formulations (2.6)–(2.10) or (2.15)–(2.18), whichever is more convenient.
3. Small-\(b\) behavior. We start our asymptotic study of the new model by the small-Froude-number regime \(b \ll 1\) and \(\epsilon = O(1)\). As mentioned, the time-scale separation is not complete in this regime: long-wave solutions of the Klein–Gordon equation with \(k = O(b)\) have an \(O(1)\) frequency (see (1.1)) which can match the pendulum frequency. This is the origin of the Lighthill radiation which we now examine. Because this radiation appears at a small power of the small parameter \(O(b^2)\) in the present case), it is easy to derive a post-balanced model, which reduces the dynamics to the two dependent variables \(\theta\) and \(w\) but nevertheless describes the effect of wave radiation. This asymptotic model, which we now derive, is analogous to the post-Newtonian models developed for general relativity [4], and to the Ford et al. model for rotating shallow water [12].

3.1. Lighthill radiation and post-balanced model. Following [36], we expand only \(x\) and \(y\) in powers of the small parameter \(b\), leaving equations (2.15)–(2.16) for \(\theta\) and \(w\) unexpanded. Introducing the expansion

\[
x = b^2 x^{(0)} + b^3 x^{(1)} + \cdots
\]

into (2.17)–(2.18) leads to

\[
x^{(0)}_{ss} = \epsilon f(s) \sin(2\theta) \quad \text{and} \quad x^{(1)}_{ss} = 0.
\]

Solving and imposing oddness gives

\[
x^{(0)} = \epsilon F(s) \sin(2\theta) + A(t)s \quad \text{and} \quad x^{(1)} = B(t)s,
\]

where

\[
F(s) = \frac{a}{(2\pi)^{1/2}} \int_0^s e^{-s^2/2} \, ds',
\]

and \(A(t)\) and \(B(t)\) are functions to be determined.

The expansion (3.1) breaks down for \(s = O(b^{-1})\). This reflects the breakdown of the time-scale separation for long waves with \(k = O(b)\). In the outer region \(s = O(b^{-1})\), we use the rescaled variable

\[
S = bs > 0
\]

and expand

\[
x = b^2 X^{(0)}(S, t) + b^3 X^{(1)}(S, t) + \cdots
\]

Because of the rapid decay of \(f(s)\) as \(|s| \to \infty\), each \(X^{(i)}\), \(i = 0, 1, \cdots\) satisfies the free Klein–Gordon equation

\[
\epsilon^2 X^{(i)}_{tt} - X^{(i)}_{SS} + X^{(i)} = 0.
\]

The solutions decaying as \(S \to \infty\) are written in terms of their Laplace transforms in time. Denoting the Laplace transform by a tilde and the Laplace variable by \(\sigma\), we find from (3.3) that

\[
\tilde{X}^{(i)}(S, \sigma) = e^{-(1+\epsilon^2 \sigma^2)^{1/2}S} \xi^{(i)}(\sigma),
\]
where the \(\xi^{(i)}\) remain to be determined. Note that we have assumed vanishing initial conditions for \(X\). Matching the Laplace transform of (3.2) with (3.4) and noting that \(F(\infty) = a/2\) gives

\[
A(t) = 0, \quad \xi^{(0)}(\sigma) = \frac{ae}{2} \sin(2\theta), \quad \tilde{B}(\sigma) = -(1 + e^2 \sigma^2)^{1/2} \xi^{(0)}(\sigma) \quad \text{and} \quad \xi^{(1)}(\sigma) = 0.
\]

Thus, to leading order, the waves generated by the balanced motion are given by

\[
\tilde{x}(s, \sigma) \approx b^2 \tilde{X}^{(0)}(S, \sigma) = \frac{b^2 a e}{2} e^{-(1 + e^2 \sigma^2)^{1/2} S \sin(2\theta)} \quad \text{for} \quad S = bs = O(1).
\]

This is also the result of a Lighthill-like approximation [20]: this takes advantage of the spatial scale separation between the waves and \(f(s)\) to regard (2.17)–(2.18) as a forced Klein–Gordon equation with the localized forcing \(e f(s) \sin(2\theta)\) approximated by \(ae\delta'(s) \sin(2\theta) = b^2 ae\delta(S) \sin(2\theta)\). The feedback of the waves on \(\theta\) and \(w\) arises at \(O(b^3)\), through the non-zero \(\tilde{B}(\sigma) = \frac{a e (1 + e^2 \sigma^2)^{1/2} \sin(2\theta)}{2}\).

Inverting the Laplace transforms using the convolution theorem gives

\[
B(t) = -ae^2 w \cos(2\theta) - \frac{ae J_1(t/\epsilon)}{2t} \ast \sin(2\theta),
\]

where \(J_1(\cdot)\) is a Bessel function and \(\ast\) denotes convolution in time defined as

\[
(h_1 \ast h_2)(t) = \int_0^t h_1(t - \tau) h_2(\tau) \, d\tau \quad \text{for any two functions} \quad h_1(t) \text{ and } h_2(t).
\]

Using (3.2), we compute

\[
\int f(s)x(s, t) \, ds = -\frac{b^2 a^2 e^2}{2\pi^{1/2}} \sin(2\theta) - b^3 aB(t) + O(b^4),
\]

and reduce (2.15)–(2.16) to

\[
\dot{\theta} = w, \quad \dot{w} = -\sin \left[\frac{2\theta - b^2 a^2 e \sin(2\theta)\pi^{1/2}}{2} - 2b^3 a e B(t)\right].
\]

This is the sought post-balanced model. With \(B(t)\) given in (3.5), it is a closed system of ordinary integro-differential equations for \(\theta\) and \(w\) which accounts for the effect of wave radiation. The model is not Hamiltonian because of the \(O(b^3)\) term in (3.8). This term describes the loss of pendulum energy caused by the waves; its \(O(b^3)\) scaling is consistent with the scaling of the wave-energy flux \(F\). Estimated from the inner solution (3.2) as \(s \to \infty\), the flux is found as

\[
F = x_t x_s / b^2 \approx b^3 x_t^{(0)} x_s^{(1)} \bigg|_{s \to \infty} = b^3 a^2 e w \cos(2\theta) B(t).
\]

Note that since the system (3.7)–(3.8) is integrable when \(b = 0\), closed-form solutions for small \(b\) could be derived by averaging. We do not pursue this here, since this possibility is a fragile particularity of our model.
A number of conclusions can be drawn from the above analysis. First, the wave radiation scales like a power, here the square, of the small parameter $b$. Next, the waves radiated are long, with $O(b^{-1})$ wavelength, so that they can resonate with the slow pendulum motion. Because of this large scale, a Lighthill-like theory can be applied; this describe the waves as generated by a Dirac-type source which can be estimated by the first non-trivial moment (here the first) of the balanced part of the flow. Finally, the feedback of the waves on the flow can be captured asymptotically. This leads to a post-balanced model, which evolves on the slow time scale only and describes to leading order the impact of wave radiation on balanced motion. This model is dissipative, and involves time-integrals as well as derivatives, as a result of dispersion. These conclusions are identical (except for the specific scalings) to those that can be drawn from the analysis of the much more complex shallow water equations in [12].

3.2. Numerical results. We confirm the validity of the post-balanced approximation (3.7)–(3.8) by presenting the results of a numerical experiment. We compare the numerical solution of the full ODE–PDE model (2.15)–(2.18), implemented as described in Appendix A, with the numerical solution of (3.7)–(3.8) for particular initial conditions. These are chosen so that for $b = 0$, the angle $\theta(t)$ follows the separatrix joining $\theta = \pi/2$ to $\theta = -\pi/2$. (We refer to this trajectory as heteroclinic, although it can also be viewed as homoclinic, if one identifies $\pi/2$ with $-\pi/2$ as is done in [8].) For our system, this unperturbed solution satisfies

$$\cos \theta = \text{sech} \left[ \sqrt{2} (t - t_0) \right] \quad \text{and} \quad \sin \theta = -\tanh \left[ \sqrt{2} (t - t_0) \right]$$

for some $t_0$, which have taken to be $t_0 = 5$. When $b \neq 0$, the dissipation introduced by the wave radiation means that the heteroclinic trajectory is replaced by damped oscillations; with $b \ll 1$, these have long, slowly increasing periods.

This is illustrated by Figure 3.1 which shows the evolution of $\theta$ for $b = 0.15$, with $\epsilon = a = 1$. The period of the oscillations introduced by wave radiation is of the order of 10. This is consistent with the order of magnitude $\log(b^{-3})$ obtained by
Fig. 3.2. Wave generation in the small b-limit. The left panel shows the evolution of \( x(s,t) \), for the same parameters and initial conditions as in Figure 3.1. The right panel compares the energy flux \( F = x_s x_t / b^2 \) evaluated at \( s = 2 \) (solid curve), with the post-balanced approximation (3.9) (dashed curved).

noting that the pendulum energy is decreased by an \( O(b^3) \) amount from the separatrix energy. The figure compares the solution of the full model (solid curve) with that of the post-balanced model (dashed curve) and confirms the validity of the latter: the post-balanced approximation captures well the transition to damped oscillations, even though the period differs slightly from that obtained with the full model. The effectiveness of the post-balanced model is better judged from the right panel of Figure 3.1. This figure assesses the accuracy of the crucial approximation (3.6) by comparing

\[
\Delta = \int f(s)x(s,t) \, ds + \frac{b^2 a^2 \epsilon}{2\pi^{1/2}} \sin(2\theta)
\]

with its approximation \(-b^3 a B(t)\). Because both functions are computed from the full-model solution, the phase shift present in the post-balanced solution disappears. The figure confirms that the validity of (3.6).

The left panel of Figure 3.2 shows the structure of the waves that are radiated from the balanced motion. As expected, these are long waves, with \( O(b^{-1}) \) wavelengths. The right panel compares the flux (2.20) evaluated at \( s = 2 \), with the flux (3.9) obtained in the asymptotic treatment. The chosen value \( s = 2 \) is roughly consistent with the idea that (3.9) holds in an intermediate region between \( s = O(1) \) and \( s = O(b^{-1}) \). If we factor out the phase shift mentioned above, there is a good agreement between the asymptotic and full numerical results. It is interesting to note that the actual flux changes sign while, by construction, the asymptotic one does not. There is a fair amount of cancellation in the actual flux which makes its time-integrated effect
well described by the asymptotic one.

4. **Small-ε behavior.** We now turn to the regime $\epsilon \ll 1$, with $b = O(1)$, which in the shallow-water context, corresponds to the quasi-geostrophic regime. In this regime, there is a frequency separation between balanced motion and waves at all scales, and the wave generation can be expected to be exponentially weak. In this section, we use exponential asymptotics to estimate the amplitude of the waves generated.

4.1. **Exponential asymptotics.** A balanced solution of (2.15)–(2.18) can be sought by expansion of $\theta$, $w$, $x$ and $y$ in powers of $\epsilon$ or, alternatively, by first deriving an expression for a slow manifold in the form of slaving relations $x = x_{\text{bal}}(s, \theta, w)$ and $y = y_{\text{bal}}(s, \theta, w)$, and then reducing the dynamics onto it. The slaving relations can be derived order-by-order in $\epsilon$, through either an iteration or an expansion procedure. Choosing the latter, we write

\[
\begin{align*}
x_{\text{bal}}(s, \theta, w) &= \sum_{n=0}^{\infty} \epsilon^{2n+1} x_{n}^{(1)}(s, \theta, w), \\
y_{\text{bal}}(s, \theta, w) &= \sum_{n=0}^{\infty} \epsilon^{2n+2} y_{n}^{(1)}(s, \theta, w),
\end{align*}
\]

and introduce these expressions into (2.15)–(2.18). This leads to a sequence of ODEs in $s$ for the $x_{n}^{(1)}(s, \theta, w)$ which are best solved in the Fourier domain. Denoting the Fourier transform in $s$ by a hat, with $k$ as the Fourier variable, we find

\[
\hat{x}^{(0)}_{\text{bal}} = -\frac{\hat{f}(k)}{\Omega^2} \sin(2\theta), \quad \hat{y}^{(0)}_{\text{bal}} = \frac{2\hat{f}(k)}{\Omega^2} s \cos(2\theta), \quad \text{etc.,}
\]

where

\[
\hat{f}(k) = \frac{ik}{2\pi} e^{-k^2/2}
\]

and $\Omega$ is the scaled frequency satisfying

\[
\Omega^2 = \epsilon^2 \omega^2 = 1 + k^2/b^2.
\]

The Fourier transform can be inverted. For instance, we find that

\[
\hat{x}^{(0)}_{\text{bal}} = -\frac{ab^2 e^{-b^2/2}}{4} \left( e^{bs} \text{erfc} \frac{b + s}{\sqrt{2}} - e^{-bs} \text{erfc} \frac{b - s}{\sqrt{2}} \right) \sin(2\theta).
\]

By contrast with the small-$b$ case, there are no obstacles to carrying out this calculation to obtain, in principle, $x_{\text{bal}}^{(N)}$ and $y_{\text{bal}}^{(N)}$ for arbitrary order $N$. The decay of $x_{\text{bal}}^{(N)}$ and $y_{\text{bal}}^{(N)}$ as $|s| \to \infty$, in particular, is satisfied. Indeed a rough estimate indicates that $\hat{x}^{(N)} \propto \hat{f}(k)/\Omega^{N+1}$, leading to

\[
\hat{x}^{(N)} \propto s^N e^{-b|s|} \quad \text{as} \quad |s| \to \infty.
\]

Of course, the series (4.1) diverge, and only finite values of $N$, typically up to $O(\epsilon^{-1})$, can be considered. This divergence reflects the existence of a subdominant solution.
which is switched on through a Stokes phenomenon [1, 3]. Physically, this subdominant solution represents waves, and the switching-on corresponds to their spontaneous generation by the balanced motion. Indeed, introducing the decomposition $x = x_{\text{bal}} + x_w$, with $x_{\text{bal}}$ defined by an optimally truncated series of the form (4.1) and $x_w \ll x_{\text{bal}}$, we find that $x_w$ satisfies the free Klein–Gordon equations at leading order in $\epsilon$. Thus, the time dependence of the Fourier transform of $\tilde{x}_w$ is

\begin{equation}
\tilde{x}_w(k, t) \propto \exp(i\omega t), \tag{4.7}
\end{equation}

where the branch of $\omega$ defined by (1.1) is chosen for radiation at $|s| \to \infty$. If the solution is properly balanced, then $\tilde{x}_w = 0$. However, in the course of the evolution, a Stokes phenomenon can occur which switches $\tilde{x}_w$ to an exponentially small, non-zero value which we estimate.

The Stokes phenomenon is associated with singularities of the balanced motion for complex values of $t$. By analyzing the equations near the relevant singularities, and matching with expressions (4.1) and (4.7) which are valid some distance away from these singularities, one can estimate $x_w$. This is the essence of the so-called Kruskal–Segur method, which we apply in Appendix B. There, we obtain the amplitude of the waves switched on when the (real) time $t$ crosses the Stokes line joining a pair of complex-conjugate singularities $t_*$ and $\bar{t}_*$. In terms of Fourier transform, we find

\begin{equation}
\tilde{x}_w(k, t) \sim \frac{-ik\lambda(k)}{\epsilon} e^{-\alpha\omega/\epsilon-k^2/2} \cos[\omega(t - \beta)/\epsilon], \tag{4.8}
\end{equation}

where

$$\alpha = \text{Im} t_* > 0 \quad \text{and} \quad \beta = \text{Re} t_*.$$

In this expression, $\lambda(k)$ is an $O(1)$ function defined for small $k$ that can be obtained numerically as described in Appendix B by solving the discretized version of an infinite set of recurrence relations. The switching on takes place for $t = \beta$ so that (4.8) needs to be multiplied by the Heaviside function $H(t - \beta)$ (which could be smoothed out as an error function of width $\epsilon^{1/2}$ using Berry’s result [3]), and only the singularities $(t_*, \bar{t}_*)$ nearest to the real axis need to be taken into account.
The Fourier transform can be inverted to derive an approximation for \( x_w(s, t) \) from (4.8); using the steepest-descent method, we find the final estimate

\[
(4.9) \quad x_w(s, t) \sim (2\pi)^{1/2} b^3 \lambda(0) e^{-\alpha/s} S \text{ Re} \frac{e^{i(t-\beta)/\epsilon-\alpha^2 S^2/(2(\alpha-i(t-\beta))}{\alpha-i(t-\beta)^3/2},
\]
valid for \( S = \epsilon^{1/2} s = O(1) \). This provides a useful closed-form approximation which requires only to compute the value of \( \lambda(0) \). Figure 4.1 shows \( \lambda(0) \) as a function of \( a \) and \( b \); it also shows \( \lambda(0)/a \) to demonstrate that \( \lambda(0) \sim a \) for \( a \to 0 \) or \( b \to 0 \). In fact, it can be established that these limits correspond to the decoupling of \( \theta \) and \( w \) from \( x \) and \( y \), and that

\[
(4.10) \quad \lambda(k) \sim a \quad \text{as} \quad a \to 0 \quad \text{or} \quad b \to 0.
\]

Formula (4.9) shows that the waves emitted are ‘near-inertial’ waves, that is, have a frequency close to the minimum frequency \( \epsilon^{-1} \), and have large, \( O(\epsilon^{-1/2}) \) spatial scales.

It is interesting to examine what a Lighthill-like approach would predict for the wave amplitude in the regime \( \epsilon \ll 1 \). This approach amounts to solving (2.17)–(2.18), with the last term of (2.18) approximated by \( \epsilon \sin(\theta(0)) \), where \( \theta(0) \) is the leading-order approximation to \( \theta \). The computation of the wave radiated in this case is straightforward in Fourier space, where it follows the computation carried out originally for the LK model in [22]. The result has the form (4.8), with \( \lambda(k) \) replaced by \( a \), consistent with (4.10). For finite \( a \) and \( b \), \( \lambda(k) \) differs significantly from \( a \) (see Figure 4.1). Thus, a Lighthill-like approach does not give the correct asymptotics for amplitude of the Fourier modes even to leading order (although the controlling behavior, that is, the asymptotics of the log of the amplitude is correct). This is because the wave amplitude at leading order in \( \epsilon \) depends on the structure of the balanced motion to all orders. Thus, in contrast with the small-\( b \) situation, an essentially complete description of the balanced motion is necessary to estimate even the leading-order wave amplitude. We say ‘essentially’ here, because this complete description is in fact needed only in the vicinity of the singular points \( t_* \) nearest to the real axis rather than for all \( t \). This is the simplification that is exploited in the asymptotic approach of Appendix B.

### 4.2. Numerical results.

We compare the theoretical predictions of exponential asymptotics with numerical results for two sets of parameters. For the first, we choose the same initial condition as in §3.2, that is, on the unperturbed (\( \epsilon = 0 \)) heteroclinic trajectory (3.10). For this trajectory, there is only one pair of complex-conjugate singularities of the balanced motion, \( t_* \) and \( t_{**} \) with

\[
(4.11) \quad t_* = t_0 + i \frac{\pi}{2\sqrt{2}}, \quad \beta = t_0.
\]

so that \( \alpha = \pi/(2\sqrt{2}) \) and \( \beta = t_0 \). An initial condition on the heteroclinic trajectory makes the wave generation particularly easy to identify and avoids the difficulties associated with the initialization of the fast variables \( (x, y) \). By taking \( t_0 \) sufficiently large, all the time derivatives of \( w \) and \( \theta \) at \( t = 0 \) can be made arbitrarily small, leading to arbitrarily small values for the coefficients \( x^{(i)}_{\text{bal}}, y^{(i)}_{\text{bal}} \), \( i > 0 \), and \( y^{(i)}_{\text{bal}}, i \geq 0 \), of the balanced part of \( x \) and \( y \). Thus, taking

\[
x(0) = \epsilon x^{(0)}_{\text{bal}}, \quad y(0) = 0,
\]
where \( x_{\text{bal}}^{(0)} \) is given by (4.5) with \( \theta = \theta(0) \), provides a solution that can be balanced to an arbitrary accuracy simply by taking \( t_0 \) large enough. We have taken \( t_0 = 5 \) which turns out to be sufficient to make the wave radiation by initial adjustment negligible.

Figure 4.2 shows the evolution of \( \theta \) obtained for the parameter choice \( \epsilon = 0.125 \), \( a = 2 \) and \( b = 1 \). As expected, \( \theta \) follows closely the heteroclinic trajectory; it does not tend to \( \pi/2 \) for large \( t \), however, and a longer simulation would reveal that \( \theta \) undergoes a series of weakly damped oscillations. The damping is of course associated with the wave radiation. This is first diagnosed by showing the wave-energy flux \( F \) computed at the boundary \( s = 25 \) of our integration domain. The flux is always positive, confirming the proper implementation of the radiation boundary condition, and it oscillates rapidly, with a frequency \( 2/\epsilon \); its maximum value, of the order of \( 10^{-7} \), is consistent with the crude estimate \( \exp(-2\alpha/\epsilon) \approx 2 \times 10^{-8} \) which follows from (4.9).

A more complete picture of the wave radiation emerges from Figure 4.3. This shows \( x - x_{\text{bal}}^{(0)} \) as a function of \( s \) and \( t \). The variable \( x - x_{\text{bal}}^{(0)} \) includes an \( O(\epsilon^3) \)-contribution of the balanced part of \( x \) as well as the exponentially small wave part \( x_w \). However, the balanced contribution decreases rapidly for \( t > t_0 \) and for \( s > 1 \), so that the wave contribution is clearly isolated. This consists of rapidly propagating waves, with frequency approximately equal to \( \epsilon^{-1} \), that are emitted for \( t \approx t_0 = 5 \) from the region \( s = O(1) \). The right panel of Figure 4.3, showing the estimate (4.9) for \( x_w \) confirms the validity of our asymptotic treatment. Note that for the chosen parameters \( a = 2 \) and \( b = 1 \), we obtain \( \lambda(0) = 1.69 \) using the method described in Appendix B; a Lighthill-like approach would therefore overestimate the amplitude of the wave generation by the factor \( a/\lambda(0) \approx 1.2 \).

For the second numerical experiment, we have chosen an initial condition on a periodic trajectory of the undisturbed system. The periodic trajectories can be written explicitly as

\[
\theta = -\text{am} \left( \sqrt{\alpha} (t - t_0)/k, k \right),
\]

where \( \text{am} \) is the amplitude of the Jacobian elliptic functions [2, Ch. 16], and \( k \geq 1 \) and \( t_0 \) are fixed by the initial conditions. The period of (4.11) is \( 2\sqrt{\alpha} k K(k) = 2\sqrt{\alpha} K(1/k) \), where \( K \) is the elliptic integral of the first kind. The solutions (4.11) have complex-
time poles, with the nearest to the real axis located at

\[ t_{sn} = t_0 + n \sqrt{2} K(1/k) + iK'(1/k)/\sqrt{2} \text{ and } i_{sn}, \text{ where } n \in \mathbb{Z} \]

and \( K' \) is the complementary elliptic integral. We have taken the parameters \( \epsilon = 0.15 \), \( a = 2.5 \) and \( b = 0.5 \). For initial conditions we have chosen \( \theta = \pi/4 \) and \( w = 0 \), giving

\[ k = \sqrt{a}, \quad t_0 = K(1/\sqrt{a})/\sqrt{2} \approx 1.311 \ldots, \]

and poles \( t_{sn} = (2n + 1 + i)t_0 \). Correspondingly, for real \( t \), Stokes lines are crossed for \( t = t_n = (2n + 1)t_0 \), when the unperturbed trajectory has vanishing angle \( \theta \).

For periodic unperturbed solutions, it is difficult to compute balanced initial conditions accurately: in principle, there is no alternative to the computation of \( x_{bal} \) and \( y_{bal} \) by optimally-truncated series expansion. In practice, however, we found that the lack of balance that results from truncating these series to \( O(\epsilon) \), that is, from taking \( x = \epsilon x_{bal}^{(0)} \) given in (4.5) with \( \theta = \pi/4 \), and \( y = 0 \) is not problematic. A small-amplitude wavepacket is emitted at the initial time which leaves quickly the computational domain while adjusting the solution to a well-balanced state.

Figure 4.4 shows the evolution of \( \theta \) and of the wave-energy flux \( F \) at the boundary of our computational domain, taken to be \( s = 50 \). The angle \( \theta \) oscillates according to (4.11), with small corrections. The flux \( F \) has a large peak for \( t \approx 4 \) that corresponds to the passage of the wavepacket emitted by the initial adjustment. Thereafter, the flux is associated with the exponentially small waves radiated spontaneously when \( t \)
Fig. 4.4. Wave generation for $\epsilon = 0.15$, with $a = 2.5$ and $b = 0.5$ for initial conditions on a periodic unperturbed trajectory. Angle $\theta$ (dashed curve, left axis) and wave energy flux $F$ at $s = 50$ (solid curve, right axis) as a function of time.

Fig. 4.5. Wave generation for the same parameters as in Figure 4.4. The $O(\epsilon^3)$ quantity $x - x_{\text{bal}}^{(0)}$ (left panel) is compared with the asymptotic result (4.9) for the wave part $x_{w}$ (right panel). The color code, used for both panels, does not cover the large values of $|x - x_{\text{bal}}^{(0)}|$ for $0 \leq s < 10$ which reach $5.8 \times 10^{-4}$.

crosses Stokes lines. The estimate $\exp(-2\alpha/\epsilon)$, with $\alpha = \text{Im} t_{*n} = t_0 = 1.311 \cdots$, gives $2.5 \times 10^{-8}$, in rough agreement with the observed flux.

The left panel of Figure 4.5 shows $x - x_{\text{bal}}^{(0)}$ as a function of $s$ and $t$. Although this field is dominated by the balanced component for $s = O(1)$, the exponential decay of this component with $s$ (see (4.6)) ensures that the wave part emerges for large $s$, say
for $s > 10$. After the wavepacket created by the initial adjustment leaves the domain, the wave field consists of a superposition of large-scale wavepackets emitted at $t = t_n$, creating an interference pattern. The right panel of Figure 4.5 shows the asymptotic prediction for $x_w$. To construct the figure, we have used (4.9), with $\alpha = \text{Im} t_0 = 1.311$ and $\beta = \text{Re} t_0 = 1.311$ and $\lambda(0) = 2.235$ to estimate the wave radiated when the first Stokes line is crossed, at $t = t_0$. The full wave field is then the superposition of similar contributions generated for each $t_n$. If we denote the first contribution by $x_{w0}(s, t - t_0)$, the full wave field is given by

$$x_w(s, t) = \sum_{n=0}^{\infty} (-1)^n x_{w0}(s, t - t_n) H(t - t_n),$$

where $H(\cdot)$ denotes the Heaviside function, and the factors $(-1)^n$ appear because the signs of the balanced variables near the poles $t_{n+}$ alternate with $n$. On the whole, this asymptotic expression gives a good picture of the wave field, even though the amplitudes are somewhat overestimated, and the interference pattern appears slightly distorted. However, keeping in mind that (4.9) has an $O(\epsilon)$ error and is only valid for $s = O(\epsilon^{1/2})$, the agreement between the asymptotic prediction and the numerical result is satisfactory.

5. Discussion. In this paper, we introduce the simple mixed ODE/PDE system (2.15)–(2.18) as a toy model for wave radiation by slow (or balanced) motion in the atmosphere and ocean. Though no more than a caricature of the real atmosphere and oceans, the model has a number of appealing features: wave dispersion relation identical to that of shallow-water inertia-gravity waves, Hamiltonian structure, possibility of wave radiation to infinity, and, of course, great simplicity. Compared to low-order models such as the LK and swinging-spring models, the inclusion of a PDE component is a major advance toward realism. It makes it possible to examine the interaction between waves and balanced motion of vastly different spatial scales that is at the core of the Lighthill-like radiation (or gravitational-wave-like) radiation in the small-Froude-number regime. The simplicity of the model also allows the estimation of wave radiation in the small-Rossby-number regime using exponential asymptotics. It emerges from the analysis that the wave amplitude in the latter regime cannot be estimated as they are in the former regime, by simply regarding the wave equation as forced by terms computed from the leading-order balanced motion. Indeed, estimating the wave amplitude in the small-Rossby-number regimes requires knowledge of the balanced motion to all algebraic orders in $\epsilon$, at least near complex-time singularities. This makes the study of spontaneous wave generation in the more realistic context of, say, the shallow-water model particularly challenging.

Another phenomenon that the PDE component makes it possible to represent is the loss of energy through wave radiation. This is of great interest since some form of dissipation is key to the maintenance of balance in the atmosphere and ocean. This dissipation is poorly modeled by simply adding a small damping to the fast equations, however, because the fast variables are in fact dominated by their balanced, slow component which thus becomes significantly affected by dissipation. In real fluids, however, dissipation is thought to affect mostly the truly fast component of the dynamics, through wave radiation and possibly nonlinear forward energy cascades. The new model realistically reproduces at least the first of these processes, and it could be used to investigate how close to slow manifolds the evolution of the system remains owing to wave radiation. Discussing these aspects will of course involve typical PDE
issues, such as the choice of a norm suitable to measure wave activity in the vicinity of the origin. It is worth noting that the energy dissipation caused by wave radiation does not necessarily imply that the balanced system relaxes to a state of rest. In fact, it is not even the case for our model, when formulated in terms of the original slow variables \((u, v, w)\), since the ultimate state \(w = 0 = \theta\) corresponds to \(u = \sqrt{2}, \ v = 0, \ w = 0\). One can interpret this by recognizing that the conservation of \(u^2 + v^2\), left unaffected by wave radiation, prevents the system from relaxing to a resting state. This observation is trivial for our model, but less so for the fluid systems: for these the relaxation will be toward a state of minimum energy for a fixed distribution of potential vorticity. Since this state is typically not smooth, this means that wave radiation leads to the formation of complicated, rough structures.

There are several generalizations of the model introduced in this paper which it may be worthwhile to consider. A first, mentioned in the Introduction, is the addition of a slow forcing. The aim of this addition is to study the statistical equilibrium that can emerge from the balance between forcing and radiation. A second modification is to alter the system so as to make the balanced dynamics chaotic. This is useful to remove some of the peculiarities that arise because of the integrability of the one-degree-of-freedom balanced system. Wirosoetisno and Shepherd [39] introduced a modification of the LK model which amounts to replacing the constant value of \(u_L^2 + v_L^2\) by an arbitrarily chosen function of time. Our model could be modified in exactly the same way.

We conclude by noting that the study of wave radiation by balanced motion need not be limited to the regimes of small Froude number \(b\) or small Rossby number \(\epsilon\) as is the case here. Although balance is difficult to define in the absence of a small parameter, it is often remarked that the qualitative features observed for small \(b\) or \(\epsilon\), in particular the clear separation between wave and flow-type motion, persist when these parameters are of order unity. The model introduced in this paper could very well be used as a starting point to examine this issue and to give a precise meaning to, as well as an explanation for, this observation.
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**Appendix A. Numerical implementation.**

We need to solve numerically the model equations (2.15)–(2.16) in a finite domain \([-L, L]\) in manner that allows outward radiation of wave energy. To this end, we implement exact non-reflecting boundary conditions. This takes advantage of the fact that \(f(s)\) is localized, so that, for \(|s| \gg 1\), (2.17)–(2.18) reduce to the linear Klein–Gordon equation and can be solved in closed form.

Consider the solution of the Klein–Gordon equation in \([L, \infty)\) with radiation boundary condition as \(s \to \infty\). In term of the Laplace transform \(\hat{x}(s, \sigma)\) of \(x(s, t)\), where \(\sigma\) is the Laplace variable, this solution reads

\[
\hat{x}(s, \sigma) = \exp \left[ -b(1 + \epsilon^2 \sigma^2)^{1/2} s \right] \xi(\sigma),
\]

for some function \(\xi(\sigma)\). This gives the simple Dirichlet-to-Neuman map [15]

\[
\hat{x}_s(s, \sigma) = -b(1 + \epsilon^2 \sigma^2)^{1/2} \hat{x}(s, \sigma).
\]

Upon transforming back to the time domain and evaluating at \(s = L\), this reads

\[
x_s(L, t) = -b c \hat{x}_t(L, t) - b \frac{J_1(t/\epsilon)}{t} \ast x(L, t), \tag{A.1}
\]
where $J_1(\cdot)$ is a Bessel function, and $\ast$ denotes convolution in time. This provides an exact non-reflecting condition at $s = L$ for the Klein–Gordon equation; we employ it for our system with $L$ large enough that $f(L)$ is negligible.

We solve the model equations (2.15)–(2.18) by finite differences, using a uniform grid for $s \in [0, L]$ and a Störmer–Verlet scheme both in $t$ and $s$. This discretization is symplectic for the ODE part of the model, and multi-symplectic for the PDE part [7]. The boundary condition (A.1) is discretized in a straightforward manner, using a backward difference for the $s$- and $t$- derivatives, and the trapezium rule for the convolution. This discretization of the exact boundary condition can lead to spurious wave reflection at $s = L$ [30], but we have found this to be negligible.

Appendix B. Exponential asymptotics for $\epsilon \ll 1$.

In this Appendix, we use exponential asymptotics to obtain the estimates (4.8)–(4.9) for the amplitude of the waves generated by the balanced motion in the regime $\epsilon \ll 1$, $b = O(1)$. The method is similar to that used in [34] for the LK model, and we refer the reader to that paper for further details.

The balanced solutions of (2.15)–(2.16) may be obtained by expansion in powers of all the variables. Because it is convenient to use the formulation (2.6)–(2.10), we expand

\begin{equation}
\label{B.1}
 u(t) = \sum_{n=0}^{\infty} \epsilon^n u^{(n)}(t) \quad \text{and similarly for } v \text{ and } w, 
\end{equation}

and

\begin{equation}
\label{B.2}
 x(s, t) = \sum_{n=0}^{\infty} \epsilon^{n+1} x^{(n)}(s, t) \quad \text{and } y(s, t) = \sum_{n=0}^{\infty} \epsilon^{n+2} y^{(n)}(s, t). 
\end{equation}

These series, whose coefficients can be computed recursively, describe the balanced part of the solution. The leading-order coefficients $u^{(0)}(t)$, $v^{(0)}(t)$ and $w^{(0)}(t)$, in particular, solve

\begin{equation*}
 \dot{u}^{(0)} = -v^{(0)} w^{(0)}, \quad \dot{v}^{(0)} = u^{(0)} w^{(0)}, \quad \dot{w}^{(0)} = -u^{(0)} v^{(0)},
\end{equation*}

and are given in terms of Jacobi elliptic functions. The wave part of the solution is exponentially smaller, and to leading order given by the solution $x_w(s, t)$ of a Klein–Gordon equation. In terms of Fourier transform, this reads

\begin{equation}
\label{B.3}
 \hat{x}_w(k, t) = C(k)e^{\omega t} + \text{c.c.},
\end{equation}

where $C(k)$ is a Stokes multiplier switching from zero to an exponentially small value as a Stokes line is crossed by $t$.

The coefficients in (B.1)–(B.2) have singularities in the complex plane near which the expansions (B.1)–(B.2) cease to be valid. In the vicinity of these singularities, the balanced and wave parts of the solution are not well separated, and (B.1)–(B.2), which we can regard as an outer solution, must be replaced by a different, inner, solution. We now consider this inner solution near a singularity $t_*$ with $\text{Im} \ t_* > 0$.

The behavior of the outer solution near $t_*$ is readily obtained as

\begin{align*}
 u &\sim \frac{-i}{t - t_*}, \quad v \sim \frac{-1}{t - t_*}, \quad w \sim \frac{i}{t - t_*},
\end{align*}
(up to pairwise changes of signs). Similarly, \( x \) and \( y \) behave like \( \epsilon(t - t_*)^{-2} \) and \( \epsilon^2(t - t_*)^{-3} \), respectively. This behavior is valid for \( \epsilon \ll |t - t_*| \ll 1 \) and should match the inner solution. This suggests the inner scaling

\[
\begin{align*}
  u &= \epsilon^{-1} U(\tau), \\
  v &= \epsilon^{-1} V(\tau), \\
  w &= \epsilon^{-1} W(\tau), \\
  x &= \epsilon^{-1} X(s, \tau), \quad \text{and} \\
  y &= \epsilon^{-1} Y(s, \tau),
\end{align*}
\]

where \( \tau \) is a rescaled time defined by

\[
t = t_* + \epsilon \tau.
\]

Introducing this into (2.6)–(2.10) leads to essentially identical equations with lowercase variables replaced by their uppercase counterparts, time derivatives replaced by \( \tau \)-derivatives, and, crucially, \( \epsilon \) set to 1. This is best solved using the Fourier transform of \( X \) and \( Y \) or, more conveniently, a small modification thereof. Noting the form (4.3) of \( \hat{f}(k) \), we define

\[
\begin{align*}
  \hat{X} &= k^{-1} e^{k^2/2} \hat{X}, \\
  \hat{Y} &= k^{-1} e^{k^2/2} \hat{Y},
\end{align*}
\]

where, as before, the hat denotes the Fourier transform in \( t \). This leads to the system

\[
\begin{align}
  \dot{U'} &= -VW - i\alpha V \int k^2 e^{-k^2} \hat{Y}(k) \, dk, \\  \dot{V'} &= UW + i\alpha U \int k^2 e^{-k^2} \hat{Y}(k) \, dk, \\  \dot{W'} &= -UV, \\  \dot{X'} &= -\dot{Y}, \\  \dot{Y'} &= \Omega^2 \hat{X} + \frac{ia}{2\pi} UV,
\end{align}
\]

where \( \dot{t} = \frac{d}{d\tau} \) and \( \Omega \) is the scaled frequency defined in (4.4). The large-\( \tau \) behavior of the solutions, needed for matching, can be obtained by expanding in inverse powers of \( \tau \). Specifically, we let

\[
\begin{align*}
  U &= i \sum_{n=1}^{\infty} U_n \frac{1}{\tau^{2n-1}}, \\
  V &= \sum_{n=1}^{\infty} V_n \frac{1}{\tau^{2n-1}}, \\
  W &= i \sum_{n=1}^{\infty} W_n \frac{1}{\tau^{2n-1}}, \\
  \hat{X} &= \sum_{n=1}^{\infty} \hat{X}_n(k) \frac{1}{\tau^{2n}}, \\
  \hat{Y} &= \sum_{n=1}^{\infty} \hat{Y}_n(k) \frac{1}{\tau^{2n+1}},
\end{align*}
\]

and obtain a set of recurrence relations for the (real) coefficients \( U_n, V_n, \) etc. With the initial conditions

\[
\begin{align*}
  U_1 &= -1, \\
  V_1 &= -1, \\
  W_1 &= 1, \\
  \hat{X}_1 &= \frac{a}{2\pi \Omega^2} \quad \text{and} \\
  \hat{Y}_1 &= 2 \hat{X}_1,
\end{align*}
\]

found by matching with the leading-order outer solution, these recurrence relations can be solved numerically by discretizing the \( k \)-dependence of \( \hat{X}_n \) and \( \hat{Y}_n \) in some way. The integrals in (B.4)–(B.5) can be computed efficiently using Gauss–Hermite quadrature, so we take the discrete values \( k_j, \; j = 0, 1, 2, \ldots, M \) of the wavenumber to be the non-negative zeroes of a Hermite polynomial of sufficiently high order \( 2M + 1 \). We thus obtain \( 2M + 5 \) coupled, nonlinear recurrence relations for the coefficients \( U_n, V_n, W_n, \hat{X}_n(k_j) \) and \( \hat{Y}_n(k_j) \) which we solve numerically.
Fig. B.1. Coefficients $\lambda_n(k)$ defined in (B.10) as a function of iteration number $n$, for $a = 2$ and $b = 1$. Four values of $k$ are shown, corresponding to the first four zeroes of the Hermite polynomial $H_{101}$, namely $k_0 = 0$ (○), $k_1 = 0.22$ (□), $k_2 = 0.44$ (○) and $k_3 = 0.66$ (△). For $j = 0, 1, 2$, the $\lambda_n(k_j)$ converge to finite values $\lambda(k_j)$ as $n \to \infty$, but $\lambda(k_3)$ diverges (as do $\lambda_n(k_j)$ for $j \geq 3$).

What matters for the estimation of the Stokes multiplier $C(k)$ is the behavior of these coefficients for $n \gg 1$. We can concentrate on $\bar{X}_n$. By analogy with the treatment of the LK model [34], we expect the linear terms in the recurrence to dominate for $n \gg 1$, leading to the asymptotics

$$\bar{X}_n \sim \frac{(-1)^{n+1}(2n-1)!\lambda(k)}{2\pi \Omega^n},$$

for some function $\lambda(k)$ which depends on the early-term behaviour and needs to be determined numerically. (The factor $2\pi$ in the denominator is introduced for convenience.) The numerical determination of $\lambda(k)$ is achieved by computing

$$\lambda_n(k) = \frac{(-1)^{n+1}2\pi \Omega^{2n}}{(2n-1)!} \bar{X}_n$$

for $n$ large enough. Our computations indicates that the convergence $\lambda_n(k) \to \lambda(k)$ only occurs for $k$ small enough; in other words, the asymptotic behavior (B.9) holds true only for small $k$. This is illustrated by Figure B.1, obtained for $a = 2$, $b = 1$ and $M = 50$. The divergence for $k$ of order unity occurs because for such $k$, the recurrence relations are not dominated by their linear parts for $n \gg 1$ as is assumed to obtain (B.9). This divergence is inconsequential, however: as shown below, the asymptotics of $\bar{x}_w$ for $\epsilon \to 0$ is controlled by the small-$k$ behavior of $\lambda(k)$, indeed by $\lambda(0)$.

Assuming this, we rely on (B.9) and use a Borel-summation technique [16, 17] to relate the behavior of $\bar{X}(k, \tau)$ for $\text{Re} \tau < 0$ and $\text{Re} \tau > 0$. We write (formally)

$$\bar{X} = \int_0^\infty \frac{e^{-s}}{s} B(s/\tau) \, ds,$$

where $B(\cdot) = \sum_{n=1}^\infty \frac{\bar{X}_n}{(2n-1)!} (\cdot)^{2n}$,

and note that the late behavior (B.9) is associated with the existence of a pole of
This pole yields an oscillatory (or wave) contribution to \( B(s/\tau) \) for \( \text{Re} \tau > 0 \), i.e. after the Stokes line is crossed. Evaluating this leads to the wave part of \( \tilde{X} \) in the form

\[
\tilde{X}_w = -\frac{i\lambda(k)}{2} e^{-\text{i}\omega\tau} = -\frac{i\lambda(k)}{2} e^{-\text{i}\omega(t-t_*)},
\]

with \( \omega > 0 \). Taking into account the contribution of the complex-conjugate pole \( \tilde{t}_* \), and matching with (B.3) gives the wave amplitude (4.8).

Multiplying (4.8) by \( \exp(\text{i}ks) \) and integrating over \( k \) then gives an estimate for \( x_w \). The smallness of \( \epsilon \) can be used to approximate the resulting integral using the steepest-descent method. The saddle is located at \( k = 0 \), indicating that wavenumbers \( k = O(\epsilon^{1/2}) \) dominate the integral. This suggests the natural rescaling of the spatial variable as \( S = \epsilon^{1/2} s \). Assuming this to be \( O(1) \), we obtain (4.9). Note that an estimate valid uniformly in \( s \) could be obtained by including the term \( \text{i}ks \) in the saddle-point calculation.
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