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To the memory of my mother and my father

## Preface to the Third Edition

In this edition, we have added two new chapters, Chapter 7 on the gauge group of a principal bundle and Chapter 19 on the definition of Chern classes by differential forms. These subjects have taken on special importance when we consider new applications of the fibre bundle theory especially to mathematical physics. For these two chapters, the author profited from discussions with Professor M. S. Narasimhan.

The idea of using the term bundle for what is just a map, but is eventually a fibre bundle projection, is due to Grothendieck.

The bibliography has been enlarged and updated. For example, in the Seifert reference [1932] we find one of the first explicit references to the concept of fibrings.

The first edition of the Fibre Bundles was translated into Russian under the title "Расслоенные Пространства" in 1970 by В. А. Йсковских with general editor M. М. Постникова. The remarks and additions of the editor have been very useful in this edition of the book. The author is very grateful to A. Voronov, who helped with translations of the additions from the Russian text.

Part of this revision was made while the author was a guest of the Max Planck Institut from 1988 to 89, the ETH during the summers of 1990 and 1991, the University of Heidelberg during the summer of 1992, and the Tata Institute for Fundamental Research during January 1990, 1991, and 1992. It is a pleasure to acknowledge all these institutions as well as the Haverford College Faculty Research Fund.

## Preface to the Second Edition

In this edition we have added a section to Chapter 15 on the Adams conjecture and a second appendix on the suspension theorems. For the second appendix the author profitted from discussion with Professors Moore, Stasheff, and Toda.

I wish to express my gratitude to the following people who supplied me with lists of corrections to the first edition: P. T. Chusch, Rudolf Fritsch, David C. Johnson, George Lusztig, Claude Schocket, and Robert Sturg.

Part of the revision was made while the author was a guest of the I.H.E.S in January, May, and June 1974.

## Preface to the First Edition

The notion of a fibre bundle first arose out of questions posed in the 1930s on the topology and geometry of manifolds. By the year 1950, the definition of fibre bundle had been clearly formulated, the homotopy classification of fibre bundles achieved, and the theory of characteristic classes of fibre bundles developed by several mathematicians: Chern, Pontrjagin, Stiefel, and Whitney. Steenrod's book, which appeared in 1950, gave a coherent treatment of the subject up to that time.

About 1955, Milnor gave a construction of a universal fibre bundle for any topological group. This construction is also included in Part I along with an elementary proof that the bundle is universal.

During the five years from 1950 to 1955, Hirzebruch clarified the notion of characteristic class and used it to prove a general Riemann-Roch theorem for algebraic varieties. This was published in his Ergebnisse Monograph. A systematic development of characteristic classes and their applications to manifolds is given in Part III and is based on the approach of Hirzebruch as modified by Grothendieck.

In the early 1960s, following lines of thought in the work of A. Grothendieck, Atiyah and Hirzebruch developed $K$-theory, which is a generalized cohomology theory defined by using stability classes of vector bundles. The Bott periodicity theorem was interpreted as a theorem in $K$-theory, and J. F. Adams was able to solve the vector field problem for spheres, using $K$-theory. In Part II, an introduction to $K$-theory is presented, the nonexistence of elements of Hopf invariant 1 proved (after a proof of Atiyah), and the proof of the vector field problem sketched.

I wish to express gratitude to S. Eilenberg, who gave me so much encouragement during recent years, and to J. C. Moore, who read parts of the
manuscript and made many useful comments. Conversations with J. F. Adams, R. Bott, A. Dold, and F. Hirzebruch helped to sharpen many parts of the manuscript. During the writing of this book, I was particularly influenced by the Princeton notes of J. Milnor and the lectures of F. Hirzebruch at the 1963 Summer Institute of the American Mathematical Society.
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## CHAPTER 1

## Preliminaries on Homotopy Theory

In this introductory chapter, we consider those aspects of homotopy theory that will be used in later sections of the book. This is done in outline form. References to the literature are included.

Two books on homotopy theory, those by Hu [1] $\dagger$ and Hilton [1], contain much of the background material for this book. In particular, chapters 1 to 5 of Hu [1] form a good introduction to the homotopy needed in fibre bundle theory.

## 1. Category Theory and Homotopy Theory

A homotopy $f_{t}: X \rightarrow Y$ is a continuous one-parameter family of maps, and two maps $f$ and $g$ are homotopically equivalent provided there is a homotopy $f_{t}$ with $f=f_{0}$ and $g=f_{1}$. Since this is an equivalence relation, one can speak of a homotopy class of maps between two spaces.

As with the language of set theory, we use the language of category theory throughout this book. For a good introduction to category theory, see MacLane [2].

We shall speak of the category sp of (topological) spaces, (continuous) maps, and composition of maps. The category $\mathbf{H}$ of spaces, homotopy classes of maps, and composition of homotopy classes is a quotient category. Similarly, we speak of maps and of homotopy classes of maps that preserve base points. The associated categories of pointed spaces (i.e., spaces with base points) are denoted $\mathbf{s p}_{0}$ and $\mathbf{H}_{0}$, respectively.

The following concept arises frequently in fibre bundle theory.
$\dagger$ Bracketed numbers refer to bibliographic entries at end of book.
1.1 Definition. Let $X$ be a set, and let $\Phi$ be a family of spaces $M$ whose underlying sets are subsets of $X$. The $\Phi$-topology on $X$ is defined by requiring a set $U$ in $X$ to be open if and only if $U \cap M$ is open in $M$ for each $M \in \Phi$. If $X$ is a space and if $\Phi$ is a family of subspaces of $X$, the topology on $X$ is said to be $\Phi$-defined provided the $\Phi$-topology on the set $X$ is the given topology on $X$.

For example, if $X$ is a Hausdorff space and if $\Phi$ is a family of compact subspaces, $X$ is called a $k$-space if the topology of $X$ is $\Phi$-defined. If $M_{1} \subset$ $M_{2} \subset \cdots \subset X$ is a sequence of spaces in a set $X$, the inductive topology on $X$ is the $\Phi$-topology, where $\Phi=\left\{M_{1}, M_{2}, \ldots\right\}$.

The following are examples of unions of spaces which are given the inductive topology.

$$
\begin{aligned}
\mathbf{R}^{1} \subset \mathbf{R}^{2} \subset \cdots \subset \mathbf{R}^{n} \subset \cdots \subset \mathbf{R}^{\infty} & =\bigcup_{1 \leqq n} \mathbf{R}^{n} \\
\mathbf{C}^{1} \subset \mathbf{C}^{2} \subset \cdots \subset \mathbf{C}^{n} \subset \cdots \subset \mathbf{C}^{\infty} & =\bigcup_{1 \leqq n} \mathbf{C}^{n} \\
S^{1} \subset S^{2} \subset \cdots \subset S^{n} \subset \cdots \subset S^{\infty} & =\bigcup_{1 \leqq n} S^{n} \\
R P^{1} \subset R P^{2} \subset \cdots \subset R P^{n} \subset \cdots \subset R P^{\infty} & =\bigcup_{1 \leqq n} R P^{n} \\
C P^{1} \subset C P^{2} \subset \cdots \subset C P^{n} \subset \cdots \subset C P^{\infty} & =\bigcup_{1 \leqq n} C P^{n}
\end{aligned}
$$

Above, $R P^{n}$ denotes the real projective space of lines in $\mathbf{R}^{n+1}$, and $C P^{n}$ denotes the complex projective space of complex lines in $\mathbf{C}^{n+1}$. We can view $R P^{n}$ as the quotient of $S^{n}$ with $x$ and $-x$ identified, and we can view $C P^{n}$ as the quotient of $S^{2 n+1} \subset \mathbf{C}^{n+1}$, where the circle $z e^{i \theta}$ for $0 \leqq \theta \leqq 2 \pi$ is identified to a point.

It is easily proved that each locally compact space is a $k$-space. The spaces $S^{\infty}, R P^{\infty}$, and $C P^{\infty}$ are $k$-spaces that are not locally compact.

## 2. Complexes

The question of whether or not a map defined on a subspace prolongs to a larger subspace frequently arises in fibre bundle theory. If the spaces involved are $C W$-complexes and the subspaces are subcomplexes, a satisfactory solution of the problem is possible.

A good introduction to this theory is the original paper of J. H. C. Whitehead [1, secs. 4 and 5]. Occasionally, we use relative cell complexes ( $X, A$ ), where $A$ is a closed subset of $X$ and $X-A$ is a disjoint union of open cells with attaching maps. The reader can easily generalize the results of Whitehead [1] to relative cell complexes. In particular, one can speak of relative $C W$-complexes. If $X^{n}$ is the $n$-skeleton of a $C W$-complex, then $\left(X, X^{n}\right)$ is a relative $C W$-complex.

The prolongation theorems for maps defined on $C W$-complexes follow from the next proposition.
2.1 Proposition. Let $(X, A)$ be a relative $C W$-complex having one cell $C$ with an attaching map $u_{C}: I^{n} \rightarrow X=A \cup C$, and let $f: A \rightarrow Y$ be a map. Then $f$ extends to a map $g: X \rightarrow Y$ if and only if $f u_{c}: \partial I^{n} \rightarrow Y$ is null homotopic.

A space $Y$ is said to be connected in dimension $n$ provided every map $S^{n-1} \rightarrow Y$ is null homotopic or, in other words, prolongs to a map $B^{n} \rightarrow Y$. From (2.1) we easily get the following result.
2.2 Theorem. Let $(X, A)$ be a relative $C W$-complex, and let $Y$ be a space that is connected in each dimension for which $X$ has cells. Then each map $A \rightarrow Y$ prolongs to a map $X \rightarrow Y$.

As a corollary of (2.2), a space is contractible, i.e., homotopically equivalent to a point, if and only if it is connected in each dimension.

The above methods yield the result that the homotopy extension property holds for $C W$-complexes; see Hilton [1, p. 97].

The following theorems are useful in considering vector bundles over CW complexes. Since they do not seem to be in the literature, we give details of the proofs.

If $C$ is a cell in a $C W$-complex $X$ and if $u_{C}: B^{n} \rightarrow X$ is the attaching map, then $u_{C}(0)$ is called the center of $C$.
2.3 Theorem. Let $(X, A)$ be a finite-dimensional $C W$-complex. Then there exists an open subset $V$ of $X$ with $A \subset V \subset X$ such that $A$ is a strong deformation retract of $V$ with a homotopy $h_{t}$. This can be done so that $V$ contains the center of no cell $C$ of $X$, and if $U_{A}$ is an open subset of $A$, there is an open subset $U_{X}$ of $X$ with $U_{X} \cap A=U_{A}$ and $h_{t}\left(U_{X}\right) \subset U_{X}$ for $t \in I$.

Proof. We prove this theorem by induction on the dimension of $X$. For $\operatorname{dim} X=-1$, the result is clear. For $X^{n}=X$, let $V^{\prime}$ be an open subset of $X^{n-1}$ with $A \subset V^{\prime} \subset X^{n-1}$ and a contracting homotopy $h_{t}^{\prime}: V^{\prime} \rightarrow V^{\prime}$. Let $U^{\prime}$ be the open subset of $V^{\prime}$ with $U^{\prime} \cap A=U_{A}$ and $h_{t}\left(U^{\prime}\right) \subset U^{\prime}$ for $t \in I$. This is given by the inductive hypothesis.

For each $n$-cell $C$, let $u_{C}: B^{n} \rightarrow X$ be the attaching map of $C$, and let $V_{C}^{\prime}$ denote the open subset $u_{C}^{-1}\left(V^{\prime}\right)$ of $\partial B^{n}$ and $U_{C}^{\prime}$ denote $u_{C}^{-1}\left(U^{\prime}\right)$. Let $M_{C}$ denote the closed subset of all ty for $t \in[0,1]$ and $y \in \partial B^{n}-V_{C}^{\prime}$. There is an open subset $V$ of $X$ with $V \cap X_{n-1}=V^{\prime}$ and $u_{C}^{-1}(V)=B^{n}-M_{C}$, that is, $y \in u_{C}^{-1}(V)$ if and only if $y \neq 0$ and $y /\|y\| \in V_{C}^{\prime}$, and there is an open subset $U_{X}$ of $V$ with $U_{X} \cap X^{n-1}=U^{\prime}$ and $y \in u_{C}^{-1}\left(U_{X}\right)$ if and only if $y \neq 0$ and $y /\|y\| \in U_{C}^{\prime}$.

We define a contracting homotopy $h_{t}: V \rightarrow V$ by the following requirements: $h_{t}\left(u_{C}(y)\right)=u_{C}(2 t y /\|y\|+(1-2 t) y)$ for $y \in B^{n}, t \in\left[0, \frac{1}{2}\right], h_{t}(x)=x$ for $x \in V^{\prime}, t \in\left[0, \frac{1}{2}\right], h_{t}(x)=h_{2 t-1}^{\prime}\left(h_{1 / 2}(x)\right)$ for $t \in\left[\frac{1}{2}, 1\right]$, where $h_{t}^{\prime}$ is defined in the first paragraph. Then $A$ is a strong deformation retract of $V$, and $h_{t}\left(U_{X}\right) \subset U_{X}$
by the character of the radial construction. Finally, we have $u_{c}(0) \notin V$ for each cell $C$ of $X$. This proves the theorem.
2.4 Remark. With the notation of Theorem (2.3), if $U_{A}$ is contractible, $U_{X}$ is contractible.
2.5 Theorem. Let $X$ be a finite CW-complex with $m$ cells. Then $X$ can be covered by $m$ contractible open sets.

Proof. We use induction on $m$. For $m=1, X$ is a point, and the statement is clearly true. Let $C$ be a cell of maximal dimension. Then $X$ equals a subcomplex $A$ of $m-1$ cells with $C$ attached by a map $u_{c}$. There are $V_{1}^{\prime}, \ldots$, $V_{m-1}^{\prime}$ contractible open sets in $A$ which prolong by (2.3) and (2.4) to contractible open sets $V_{1}, \ldots, V_{m-1}$ of $X$ which cover $A$. If $V_{m}$ denotes $C=$ $u_{C}\left(\right.$ int $\left.B^{n}\right)$, then $V_{1}, \ldots, V_{m}$ forms an open contractible covering of $X$.
2.6 Theorem. Let $X$ be a $C W$-complex of dimension $n$. Then $X$ can be covered by $n+1$ open sets $V_{0}, \ldots, V_{n}$ such that each path component of $V_{i}$ is contractible.

Proof. For $n=0$ the statement of the theorem clearly holds, and we use induction on $n$. Let $V_{0}^{\prime}, \ldots, V_{n}^{\prime}$ be an open covering of the ( $n-1$ )-skeleton of $X$, where each component of $V_{i}^{\prime}$ is a contractible set. Let $V$ be an open neighborhood of $X^{n-1}$ in $X$ with a contracting homotopy leaving $X^{n-1}$ elementwise fixed $h_{t}: V \rightarrow V$ onto $X^{n-1}$. Using (2.3), we associate with each component of $V_{i}^{\prime}$ an open contractible set in $V$. The union of these disjoint sets is defined to be $V_{i}$. Let $V_{n}$ be the union of the open $n$ cells of $X$. The path components of $V_{n}$ are the open $n$ cells. Then the open covering $V_{0}, \ldots, V_{n}$ has the desired properties.

## 3. The Spaces $\operatorname{Map}(X, Y)$ and $\operatorname{Map}_{0}(X, Y)$

For two spaces $X$ and $Y$, the set Map ( $X, Y$ ) of all maps $X \rightarrow Y$ has several natural topologies. For our purposes the compact-open topology is the most useful. If $\langle K, V\rangle$ denotes the subset of all $f \in \operatorname{Map}(X, Y)$ with $f(K) \subset V$ for $K \subset X$ and $V \subset Y$, the compact-open topology is generated by all sets $\langle K, V\rangle$ such that $K$ is a compact subset of $X$ and $V$ is an open subset of $Y$.

The subset $\operatorname{Map}_{0}(X, Y)$ of base point preserving maps is given the subspace topology.

The spaces Map $(X, Y)$ are useful for homotopy theory because of the natural map

$$
\theta: \operatorname{Map}(Z \times X, Y) \rightarrow \operatorname{Map}(Z, \operatorname{Map}(X, Y))
$$

which assigns to $f(z, x)$ the map $Z \rightarrow \operatorname{Map}(X, Y)$, where the image of $z \in Z$ is the map $x \mapsto f(z, x)$. This map

$$
\operatorname{Map}(Z \times X, Y) \rightarrow \operatorname{Map}(Z, \operatorname{Map}(X, Y))
$$

is a homeomorphism onto its image set for Hausdorff spaces. Moreover, we have the following proposition by an easy proof.

### 3.1 Proposition. For two spaces $X$ and $Y$, the function

$$
\theta: \operatorname{Map}(Z \times X, Y) \rightarrow \operatorname{Map}(Z, \operatorname{Map}(X, Y))
$$

is bijective if and only if the substitution function $\sigma$ : Map $(X, Y) \times X \rightarrow Y$, where $\sigma(f, x)=f(x)$, is continuous.

The substitution function $\sigma$ : Map $(X, Y) \times X \rightarrow Y$ is continuous for $X$ locally compact. By applying (3.1) to the case $Z=I$, the closed unit interval, we see that a homotopy from $X$ to $Y$, that is, a map $X \times I \rightarrow Y$, can be viewed as a path in $\operatorname{Map}(X, Y)$.

A map similar to $\theta$ can be defined for base point preserving maps defined on compact spaces $X$ and $Z$, using the reduced product $Z \wedge X=(Z \times X) /$ $(Z \vee X)$. Here $Z \vee X$ denotes the disjoint union of $Z$ and $X$ with base points identified. The space $Z \vee X$ is also called the wedge product. The map corresponding to $\theta$ is defined:

$$
\operatorname{Map}_{0}(Z \wedge X, Y) \rightarrow \operatorname{Map}_{0}\left(Z, \operatorname{Map}_{0}(X, Y)\right)
$$

It is a homeomorphism for $Z$ and $X$ compact spaces or for $Z$ and $X$ two CW-complexes.

Let 0 be the base point of $I=[0,1]$, and view $S^{1}$ as $[0,1] /\{0,1\}$. The following functors $\mathbf{s p}_{0} \rightarrow \mathbf{s p}_{0}$ are very useful in homotopy theory.
3.2 Definition. The cone over $X$, denoted $C(X)$, is $X \wedge I$; the suspension of $X$, denoted $S(X)$, is $X \wedge S^{1}$; the path space of $X$, denoted $P(X)$, is Map ${ }_{0}$ $(I, X)$; and the loop space of $X$, denoted $\Omega(X)$, is $\operatorname{Map}_{0}\left(S^{1}, X\right)$.

A point of $C(X)$ or $S(X)$ is a class $\langle x, t\rangle$ determined by a pair $(x, t) \in X \times I$, where $\left\langle x_{0}, t\right\rangle=\langle x, 0\rangle=$ base point of $C(X)$ or $S(X)$ and, in addition, $\langle x, 1\rangle=$ base point of $S(X)$. If $f: X \rightarrow Y$ is a map, $C(f)(\langle x, t\rangle)=\langle f(x), t\rangle$ defines a map $C(f): C(X) \rightarrow C(Y)$, and $S(f)(\langle x, t\rangle)=\langle f(x), t\rangle$ defines a map $S(f): S(X) \rightarrow S(Y)$; with these definitions, $C: \mathbf{s p}_{0} \rightarrow \mathbf{s p}_{0}$ and $S: \mathbf{s p}_{0} \rightarrow \mathbf{s p}_{0}$ are functors. Also, we consider the map $\omega: X \rightarrow C(X)$, where $\omega(x)=\langle x, 1\rangle$. Then $S(X)$ equals $C(X) / \omega(X)$. Since $S^{1}$ is $[0,1]$ with its two end points pinched to a point, one can easily check that the equal sets $S(X)$ and $C(X) / \omega(X)$ have the same topologies.

Path space $P(X)$ can be viewed as the subspace of paths $u: I \rightarrow X$ such that $u(0)=x_{0}$, and $\Omega(X)$ as the subspace of paths $u: I \rightarrow X$ such that $u(0)=u(1)=x_{0}$. If $f: X \rightarrow Y$ is a map, then $P(f) u=f u$ defines a map $P(f)$ : $P(X) \rightarrow P(Y)$, and $\Omega(f) u=f u$ defines a map $\Omega(f): \Omega(X) \rightarrow \Omega(Y)$. With these definitions, $P: \mathbf{s p}_{0} \rightarrow \mathbf{s p}_{0}$ and $\Omega: \mathbf{s p}_{0} \rightarrow \mathbf{s p} p_{0}$ are functors. Also, we consider the
map $\pi: P(X) \rightarrow X$, where $\pi(u)=u(1)$. Then $\Omega(X)$ equals $\pi^{-1}\left(x_{0}\right)$ as a subspace.
3.3 Proposition. The functions $\omega: 1_{\text {sp }_{0}} \rightarrow C$ and $\pi: P \rightarrow 1_{\text {sp }_{0}}$ are morphisms of functors.

Proof. If $f: X \rightarrow Y$ is a map, then $\omega(f(x))=\langle f(x), 1\rangle=C(f) \omega(x)$ for each $x \in X$, and $f \pi(u)=f u(1)=\pi(P(f) u)$ for each $u \in P(X)$.
3.4 Proposition. The following statements are equivalent for a base point preserving map $f: X \rightarrow Y$.
(1) The map $f$ is homotopic to the constant.
(2) There exists a map $g: C(X) \rightarrow Y$ with $g \omega=f$.
(3) There exists a map $h: X \rightarrow P(Y)$ with $\pi h=f$.

Proof. Condition (1) says that there is a map $f^{*}: X \times I \rightarrow Y$ with $f^{*}(x, 0)=$ $y_{0}, f^{*}(x, 1)=f(x)$, and $f^{*}\left(x_{0}, t\right)=y_{0}$. The existence of $f^{*}$ is equivalent to the existence of $g: C(X) \rightarrow Y$, where $g\langle x, 1\rangle=f(x)$. The existence of $f *$ is equivalent to the existence of $h: X \rightarrow P(Y)$, where $h(x)(1)=f(x)$.
3.5 Proposition. The spaces $C(X)$ and $P(X)$ are contractible.

Proof. Let $h_{s}: C(X) \rightarrow C(X)$ be the homotopy defined by $h_{s}(\langle x, t\rangle)=\langle x, s t\rangle$. Then $h_{1}$ is the identity, and $h_{0}$ is constant. Similarly, let $k_{s}: P(X) \rightarrow P(X)$ be the homotopy defined by $k_{s}(u)(t)=u(s t)$.

As an easy application of Proposition (3.1), we have the next theorem.
3.6 Theorem. There exists a natural bijection $\alpha:[S(X), Y]_{0} \rightarrow[X, \Omega(Y)]_{0}$, where $\alpha[f\langle x, t\rangle]=[(\theta f)(x)(t)]$.

## 4. Homotopy Groups of Spaces

Let $[X, Y]_{0}$ denote base point preserving homotopy classes of maps $X \rightarrow Y$. A multiplication on a pointed space $Y$ is a map $\phi: Y \times Y \rightarrow Y$. The map $\theta$ defined a function $\phi_{X}:[X, Y]_{0} \times[X, Y]_{0} \rightarrow[X, Y]_{0}$ for each space $X$, by composition. If ( $[X, Y]_{0}, \phi_{X}$ ) is a group for each $X$, then $(Y, \phi)$ is called a homotopy associative $H$-space. The loop space $\Omega Y$ is an example of a homotopy associative $H$-space, where $\phi: \Omega Y \times \Omega Y \rightarrow \Omega Y$ is given by the following relation:

$$
\phi(u, v)(t)= \begin{cases}u(2 t) & \text { for } 0 \leqq t \leqq \frac{1}{2} \\ v(2 t-1) & \text { for } \frac{1}{2} \leqq t \leqq 1\end{cases}
$$

A comultiplication on a pointed space $X$ is a map $\psi: X \rightarrow X \vee X$. The map $\psi$ defines a function $\psi^{Y}:[X, Y]_{0} \times[X, Y]_{0} \rightarrow[X, Y]_{0}$ for each space $Y$, by composition. If $\left([X, Y]_{0}, \psi^{Y}\right)$ is a group for each $Y$, then $(X, \psi)$ is called a homotopy associative coH -space. The suspension $S X$ is an example of a homotopy associative $c o H$-space, where $\psi: S X \rightarrow S X \vee S X$ is given by the following relation:

$$
\psi(\langle x, t\rangle)= \begin{cases}(\langle x, 2 t\rangle, *) & \text { for } 0 \leqq t \leqq \frac{1}{2} \\ (*,\langle x, 2 t-1\rangle) & \text { for } \frac{1}{2} \leqq t \leqq 1\end{cases}
$$

The following result is very useful and easily proved.
4.1 Proposition. Let $(X, \psi)$ be a homotopy associative coH-space and $(Y, \phi)$ a homotopy associative $H$-space. Then the group structures on $[X, Y]_{0}$ derived for $X$ are equal, and this structure is commutative.

The sphere $S^{n}$ equals $S\left(S^{n-1}\right)$, and there is a natural homotopy associative coH -space structure on $S^{n}$.
4.2 Definition. The $n$th homotopy group ( $n \geqq 1$ ) of a space $X$, denoted $\pi_{n}(X)$, is $\left[S^{n}, X\right]_{0}$, with the group structure derived from the coH -space structure of $S^{n}$.

The $X \mapsto \pi_{n}(X)$ is a functor for pointed spaces and homotopy classes of maps preserving base points to groups.

The following proposition is useful in computing the homotopy groups of $S^{\infty}, R P^{\infty}$, and $C P^{\infty}$.
4.3 Proposition. Let $X$ be a union of subspaces $X_{q}$ such that $X_{q} \subset X_{q+1}$. We assume that each compact subset $K$ of $X$ is a subset of some $X_{q}$. If for each $n$ there exists an integer $q(n)$ such that the inclusion $X_{q} \rightarrow X_{k}$ induces an isomorphism $\pi_{n}\left(X_{q}\right) \rightarrow \pi_{n}\left(X_{k}\right)$ for $q(n) \leqq q \leqq k$, the inclusion $X_{q} \rightarrow X$ induces an isomorphism $\pi_{n}\left(X_{q}\right) \rightarrow \pi_{n}(X)$ for $q \geqq q(n)$.

A reference for this section is $H u$ [1, chap. 4].

## 5. Fibre Maps

A map $p: E \rightarrow B$ has the homotopy lifting property for a space $W$, provided for each map $g: W \rightarrow E$ and each homotopy $f_{t}: W \rightarrow B$ with $p g=f_{0}$ there exists a homotopy $g_{t}: W \rightarrow E$ with $g_{0}=g$ and $p g_{t}=f_{t}$ for all $t \in I$.
5.1 Definition. A map is a fibre map provided it has the homotopy lifting property for $C W$-complexes.

To check whether or not a map is a fibre map, one need only verify that it has the homotopy lifting property for cells.

The next theorem is useful in finding examples of fibre maps.
5.2 Theorem. Let $p: E \rightarrow B$ be a map, and let $\left\{U_{i}\right\}$ for $i \in I$ be an open covering of $B$ such that $p: p^{-1}\left(U_{i}\right) \rightarrow U_{i}$ is a fibre map for all $i \in I$. Then $p: E \rightarrow B$ is a fibre map.

The next theorem is the most useful elementary property of fibre maps.
5.3 Theorem. Let $p: E \rightarrow B$ be a fibre map, and let $x_{0} \in p^{-1}\left(b_{0}\right)=F$, the fibre of $p$ over $b_{0} \in B$. Then there is a natural group morphism $\partial: \pi_{n}\left(B, b_{0}\right) \rightarrow$ $\pi_{n-1}\left(F, x_{0}\right)$ such that the following sequence of groups is exact:

$$
\rightarrow \pi_{n}\left(E, x_{0}\right) \xrightarrow{p *} \pi_{n}\left(B, b_{0}\right) \xrightarrow{\imath} \pi_{n-1}\left(F, x_{0}\right) \rightarrow \pi_{n-1}\left(E, x_{0}\right) \rightarrow
$$

The reader is invited to apply this theorem to the following examples of fibre maps.
(1) The exponential $p: \mathbf{R} \rightarrow S^{1}$ given by $p(t)=\exp 2 \pi i t$ with fibre $\mathbf{Z}$.
(2) The map $p: S^{n} \rightarrow R P^{n}$ which assigns to $x$ the real line through $x$. The fibre is $Z_{2}$.
(3) The Hopf map $p: S^{2 n+1} \rightarrow C P^{n}$ which assigns to $x$ the complex line through $x$. The fibre is $S^{1}$.

PART I

## THE GENERAL THEORY OF FIBRE BUNDLES

## CHAPTER 2

## Generalities on Bundles

A bundle is just a map viewed as an object in a particular category. It is the basic underlying structure for the more complicated notions of vector bundle and fibre bundle. In this chapter we study the category of bundles in a manner that leads us to the additional structures on a bundle described in the next two chapters. Examples are given to illustrate the concept of a bundle and the various enrichments of this concept.

## 1. Definition of Bundles and Cross Sections

1.1 Definition. A bundle is a triple ( $E, p, B$ ), where $p: E \rightarrow B$ is a map. The space $B$ is called the base space, the space $E$ is called the total space, and the map $p$ is called the projection of the bundle. For each $b \in B$, the space $p^{-1}(b)$ is called the fibre of the bundle over $b \in B$.

Intuitively, one thinks of a bundle as a union of fibres $p^{-1}(b)$ for $b \in B$ parametrized by $B$ and "glued together" by the topology of the space $E$. Usually a Greek letter ( $\xi, \eta, \zeta, \lambda$, etc.) is used to denote a bundle; then $E(\xi)$ denotes the total space of $\xi$, and $B(\xi)$ denotes the base space of $\xi$.
1.2 Example. The product bundle over $B$ with fibre $F$ is ( $B \times F, p, B$ ), where $p$ is the projection on the first factor.

In the next section we consider further examples of bundles.
1.3 Definition. A bundle ( $E^{\prime}, p^{\prime}, B^{\prime}$ ) is a subbundle of $(E, p, B)$ provided $E^{\prime}$ is a subspace of $E, B^{\prime}$ is a subspace of $B$, and $p^{\prime}=p \mid E^{\prime}: E^{\prime} \rightarrow B^{\prime}$.

Many of the examples in the next section arise as subbundles of product bundles. Before taking up examples of bundles, we consider the general no-
tion of cross section. Cross sections of certain bundles can be identified with familiar geometric objects.
1.4 Definition. A cross section of a bundle $(E, p, B)$ is a map $s: B \rightarrow E$ such that $p s=1_{B}$. In other words, a cross section is a map $s: B \rightarrow E$ such that $s(b) \in p^{-1}(b)$, the fibre over $b$, for each $b \in B$.

Let $\left(E^{\prime}, p^{\prime}, B\right)$ be a subbundle of $(E, p, B)$, and let $s$ be a cross section of $(E, p, B)$. Then $s$ is a cross section of $\left(E^{\prime}, p^{\prime} B\right)$ if and only if $s(b) \in E^{\prime}$ for each $b \in B$.
1.5 Proposition. Every cross section s of a product bundle $(B \times F, p, B)$ has the form $s(b)=(b, f(b))$, where $f: B \rightarrow F$ is a map uniquely defined by $s$.

Proof. Every map $s: B \rightarrow B \times F$ has the form $s(b)=\left(s^{\prime}(b), f(b)\right)$, where $s^{\prime}$ : $B \rightarrow B$ and $f: B \rightarrow F$ are maps uniquely defined by $s$. Since $p s(b)=s^{\prime}(b), s$ is a cross section if and only if $s(b)=(b, f(b))$ for each $b \in B$.

The proposition says that the function that assigns to each cross section $s$ of the product bundle $(B \times F, p, B)$ the map $p r_{2} s: B \rightarrow F$ is a bijection from the set of all cross sections of $(B \times F, p, B)$ to the set of maps $B \rightarrow F$.

If $(E, p, B)$ is a subbundle of the product bundle $(B \times F, p, B)$, the cross sections $s$ of $(E, p, B)$ have the form $s(b)=(b, f(b))$, where $f: B \rightarrow F$ is a map such that $(b, f(b)) \in E$ for each $b \in B$.

## 2. Examples of Bundles and Cross Sections

Let $(x \mid y)$ denote the euclidean inner product on $\mathbf{R}^{n}$, and let

$$
\|x\|=\sqrt{(x \mid x)}
$$

be the euclidean norm.
2.1 Example. The tangent bundle over $S^{n}$, denoted $\tau\left(S^{n}\right)=\left(T, p, S^{n}\right)$, and the normal bundle over $S^{n}$, denoted $v\left(S^{n}\right)=\left(N, q, S^{n}\right)$, are two subbundles of the product bundle ( $S^{n} \times \mathbf{R}^{n+1}, p, S^{n}$ ) whose total spaces are defined by the relation $(b, x) \in T$ if and only if the inner product $(b \mid x)=0$ and by $(b, x) \in N$ if and only if $x=k b$ for some $k \in R$.

An element $(b, x) \in T$ is called a tangent vector to $S^{n}$ at $b$, and an element $(b, x) \in N$ is called a normal vector to $S^{n}$ at $b$. The fibres $p^{-1}(b) \subset T$ and $q^{-1}(b)$ are vector spaces of dimensions $n$ and 1 , respectively. A cross section of $\tau\left(S^{n}\right)$ is called a (tangent) vector field on $S^{n}$, and a cross section of $v\left(S^{n}\right)$ is called a normal vector field on $S^{n}$.
2.2 Example. The bundle of (orthonormal) $k$-frames $\tau_{k}\left(S^{n}\right)$ over $S^{n}$ for $k \leqq n$, denoted $\left(E, p, S^{n}\right)$, is a subbundle of the product bundle $\left(S^{n} \times\left(S^{n}\right)^{k}, p, S^{n}\right)$
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whose total space $E$ is the subspace of $\left(b, v_{1}, \ldots, v_{k}\right) \in S^{n} \times\left(S^{n}\right)^{k}$ such that $\left(b \mid v_{i}\right)=0$ and $\left(v_{i} \mid v_{j}\right)=\delta_{i, j}$ for $1 \leqq i, j \leqq k$.

An element $\left(b, v_{1}, \ldots, v_{k}\right) \in E$ is an orthonormal system of $k$ tangent vectors to $S^{n}$ at $b \in S^{n}$. A cross section of $\tau_{k}\left(S^{n}\right)$ is called a field of $k$-frames. For the bundle $\tau_{k}\left(S^{n}\right)$ the existence of a cross section is a difficult problem, and it is considered in a later chapter. Byy projecting on the first $k$-factors, the existence of a cross section of $\tau_{l}\left(S^{n}\right)$ implies the existence of a cross section of $\tau_{k}\left(S^{n}\right)$ for $k \leqq l \leqq n$.
2.3 Definition. The Stiefel variety of (orthonormal) $k$-frames in $\mathbf{R}^{n}$, denoted $V_{k}\left(\mathbf{R}^{n}\right)$, is the subspace of $\left(v_{1}, \ldots, v_{k}\right) \in\left(S^{n-1}\right)^{k}$ such that $\left(v_{i} \mid v_{j}\right)=\delta_{i, j}$.

Since $V_{k}\left(\mathbf{R}^{n}\right)$ is a closed subset of a compact space, it is a compact space. With each $k$-frame $\left(v_{1}, \ldots, v_{k}\right)$ there is associated the $k$-dimensional subspace $\left\langle v_{1}, \ldots, v_{k}\right\rangle$ with basis $v_{1}, \ldots, v_{k}$. Each $k$-dimensional subspace of $\mathbf{R}^{n}$ is of the form $\left\langle v_{1}, \ldots, v_{k}\right\rangle$.
2.4 Definition. The Grassmann variety of $k$-dimensional subspaces of $\mathbf{R}^{n}$, denoted $G_{k}\left(\mathbf{R}^{n}\right)$, is the set of $k$-dimensional subspaces of $\mathbf{R}^{n}$ with the quotient topology defined by the function $\left(v_{1}, \ldots, v_{k}\right) \rightarrow\left\langle v_{1}, \ldots, v_{k}\right\rangle$ of $V_{k}\left(\mathbf{R}^{n}\right)$ onto $G_{k}\left(\mathbf{R}^{n}\right)$.

Then $G_{k}\left(\mathbf{R}^{n}\right)$ is a compact space. Note that $V_{1}\left(\mathbf{R}^{n}\right)=S^{n-1}$ and $G_{1}\left(\mathbf{R}^{n}\right)=$ $R P^{n-1}$. By a natural inclusion we have $G_{k}\left(\mathbf{R}^{n}\right) \subset G_{k}\left(\mathbf{R}^{n+1}\right)$, and we form $G_{k}\left(\mathbf{R}^{\infty}\right)=\bigcup_{k \leqq n} G_{k}\left(\mathbf{R}^{n}\right)$ and give it the inductive topology.
2.5 Example. The canonical $k$-dimensional vector bundle $\gamma_{k}^{n}$ on $G_{k}\left(\mathbf{R}^{n}\right)$ is the subbundle of the product bundle $\left(G_{k}\left(\mathbf{R}^{n}\right) \times \mathbf{R}^{n}, p, G_{k}\left(\mathbf{R}^{n}\right)\right)$ with the total space consisting of the subspace of pairs $(V, x) \in G_{k}\left(\mathbf{R}^{n}\right) \times \mathbf{R}^{n}$ with $x \in V$. Similarly, the orthogonal complement vector bundle $* \gamma_{k}^{n}$ is the subbundle of $\left(G_{k}\left(\mathbf{R}^{n}\right) \times\right.$ $\mathbf{R}^{n}, p, G_{k}\left(\mathbf{R}^{n}\right)$ ) with the total space consisting of the subspace of pairs ( $V, x$ )
with $(V \mid x)=0$; that is, $x$ is orthogonal to $V$. The first example holds for $n=\infty$ whereas the second does not. This example plays a central role in the theory of vector bundles.

A special case of this example is $k=1$. Then the canonical vector bundle $\gamma_{1}^{n}$ on $R P^{n-1}=G_{1}\left(\mathbf{R}^{n}\right)$ is called the canonical line bundle (it is onedimensional).
2.6 Example. The tangent bundle $\tau\left(R P^{n}\right)$ can be viewed as the quotient of $\tau\left(S^{n}\right)$. A point of $R P^{n}$ is a two-element set $\pm b=\{b,-b\}$, where $b \in S^{n}$, and a point of $E\left(\tau\left(R P^{n}\right)\right)$ is a two-element set $\pm(b, x)=\{(b, x),(-b,-x)\}$, where $(b, x) \in \tau\left(S^{n}\right)$. The projection is $p( \pm(b, x))= \pm b$.

## 3. Morphisms of Bundles

A bundle morphism is, roughly speaking, a fibre preserving map. In the next definition we make this idea precise.
3.1 Definition. Let $(E, p, B)$ and $\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ be two bundles. A bundle morphism $(u, f):(E, p, B) \rightarrow\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ is a pair of maps $u: E \rightarrow E^{\prime}$ and $f: B \rightarrow B^{\prime}$ such that $p^{\prime} u=f p$.

The relation $p^{\prime} u=f p$ is, in effect, the requirement that the following diagram be commutative.


The bundle morphism condition $p^{\prime} u=f p$ can also be expressed by the relation $u\left(p^{-1}(b)\right) \subset\left(p^{\prime}\right)^{-1}(f(b))$ for each $b \in B$; that is, the fibre over $b \in B$ is carried into the fibre over $f(b)$ by $u$. It should be observed that the map $f$ is uniquely determined by $u$ when $p$ is surjective.
3.2 Definition. Let $(E, p, B)$ and $\left(E^{\prime}, p^{\prime}, B\right)$ be two bundles over $B$. A bundle morphism over $B$ (or $B$-morphism) $u:(E, p, B) \rightarrow\left(E^{\prime}, p^{\prime}, B\right)$ is a map $u: E \rightarrow E^{\prime}$ such that $p=p^{\prime} u$.

The relation $p=p^{\prime} u$ is, in effect, the requirement that the following diagram be commutative.


The bundle morphism condition $p^{\prime} u=p$ can also be expressed by the relation $u\left(p^{-1}(b)\right) \subset\left(p^{\prime}\right)^{-1}(b)$ for each $b \in B$; that is, $u$ is fibre preserving. The bundle morphisms $u$ over $B$ are just the bundle morphisms ( $u, 1_{B}$ ).
3.3 Examples. If ( $E^{\prime}, p^{\prime}, B^{\prime}$ ) is a subbundle of $(E, p, B)$ and if $f: B^{\prime} \rightarrow B$ and $u: E^{\prime} \rightarrow E$ are inclusion maps, then $(u, f):\left(E^{\prime}, p^{\prime}, B^{\prime}\right) \rightarrow(E, p, B)$ is a bundle morphism. The cross sections of ( $E, p, B$ ) are precisely the $B$-morphisms $s:(B, 1, B) \rightarrow(E, p, B)$. Consequently, every general property of morphisms applies to sections.

The pair $\left(1_{E}, 1_{B}\right):(E, p, B) \rightarrow(E, p, B)$ is a bundle morphism that is a $B$ morphism. If $(u, f):(E, p, B) \rightarrow\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ and $\left(u^{\prime}, f^{\prime}\right)\left(E^{\prime}, p^{\prime}, B^{\prime}\right) \rightarrow\left(E^{\prime \prime}, p^{\prime \prime}, B^{\prime \prime}\right)$ are bundle morphisms, we have the following commutative diagram:


Consequently, the compositions define a bundle morphism ( $u^{\prime} u, f^{\prime} f$ ): $(E, p, B) \rightarrow\left(E^{\prime \prime}, p^{\prime \prime}, B^{\prime \prime}\right)$ which is defined to be the composition $\left(u^{\prime}, f^{\prime}\right)(u, f)$ of $(u, f)$ and $\left(u^{\prime}, f^{\prime}\right)$.
3.4 Definition. The category of bundles, denoted Bun, has as its objects all bundles ( $E, p, B$ ) and as morphisms from ( $E, p, B$ ) to ( $E^{\prime}, p^{\prime}, B^{\prime}$ ) the set of all bundle morphisms. Composition is composition of bundle morphisms as defined above. For each space $B$, the subcategory of bundles over $B$, denoted Bun $_{B}$, has as its objects bundles with base space $B$ and $B$-morphisms as its morphisms.

From general properties in a category, a bundle morphism ( $u, f$ ): $(E, p, B) \rightarrow\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ is an isomorphism if and only if there exists a morphism $\left(u^{\prime}, f^{\prime}\right):\left(E^{\prime}, p^{\prime}, B^{\prime}\right) \rightarrow(E, p, B)$ with $f^{\prime} f=1_{B}, f f^{\prime}=1_{B^{\prime}}, u^{\prime} u=1_{E}$, and $u u^{\prime}=1_{E^{\prime}}$. The notion of two bundles being isomorphic has a well-defined meaning.
3.5 Definition. A space $F$ is the fibre of a bundle ( $E, p, B$ ) provided every fibre $p^{-1}(b)$ for $b \in B$ is homeomorphic to $F$. A bundle ( $E, p, B$ ) is trivial with fibre $F$ provided $(E, p, B)$ is $B$-isomorphic to the product bundle $(B \times F, p, B)$.

## 4. Products and Fibre Products

4.1 Definition. The product of two bundles $(E, p, B)$ and $\left(E^{\prime}, p, B^{\prime}\right)$ is the bundle $\left(E \times E^{\prime}, p \times p^{\prime}, B \times B^{\prime}\right)$.

As with spaces, the reader can easily describe the operation of the product as a functor Bun $\times$ Bun $\rightarrow$ Bun. Moreover, the concept clearly extends to an arbitrary family of bundles. This is the product in the category Bun in the sense of category theory.
4.2 Definition. The fibre product $\xi_{1} \oplus \xi_{2}$ of two bundles

$$
\xi_{1}=\left(E_{1}, p_{1}, B\right) \quad \text { and } \quad \xi_{2}=\left(E_{2}, p_{2}, B\right)
$$

over $B$ is $\left(E_{1} \oplus E_{2}, q, B\right)$, where $E_{1} \oplus E_{2}$ is the subspace of all $\left(x, x^{\prime}\right) \in E_{1} \times$ $E_{2}$ with $p_{1}(x)=p_{2}\left(x^{\prime}\right)$ and $q\left(x, x^{\prime}\right)=p_{1}(x)=p_{2}\left(x^{\prime}\right)$.

The fibre product is sometimes called the Whitney sum. The fibre $q^{-1}(b)$ of $\left(E_{1} \oplus E_{2}, q, B\right)$ over $b \in B$ is $p_{1}^{-1}(b) \times p_{2}^{-1}(b) \subset E_{1} \times E_{2}$. This is the reason for the term fibre product.

We define $\oplus: \mathbf{B u n}_{B} \times \mathbf{B u n}_{B} \rightarrow \mathbf{B u n}_{B}$ as a functor. Let $u_{1}:\left(E_{1}, p_{1}, B\right) \rightarrow$ ( $E_{1}^{\prime}, p_{1}^{\prime}, B$ ) and $u_{2}:\left(E_{2}, p_{2}, B\right) \rightarrow\left(E_{2}^{\prime}, p_{2}^{\prime}, B\right)$ be two $B$-morphisms. Then we define the $B$-morphism $u_{1} \oplus u_{2}:\left(E_{1} \oplus E_{2}, q, B\right) \rightarrow\left(E_{1}^{\prime} \oplus E_{2}^{\prime}, q^{\prime}, B\right)$ by the relation $\left(u_{1} \oplus u_{2}\right)\left(x_{1}, x_{2}\right)=\left(u_{1}\left(x_{1}\right), u_{2}\left(x_{2}\right)\right)$. Since $p_{1}^{\prime} u_{1}\left(x_{1}\right)=p_{1}\left(x_{1}\right)=p_{2}\left(x_{2}\right)=$ $p_{2}^{\prime} u_{2}\left(x_{2}\right), u_{1} \oplus u_{2}$ is a well-defined morphism; clearly, the relation $1_{E_{1}} \oplus$ $1_{E_{2}}=1_{E_{1} \oplus E_{2}}$ holds. If $v_{1}:\left(E_{1}^{\prime}, p_{1}^{\prime}, B\right) \rightarrow\left(E_{1}^{\prime \prime}, p_{1}^{\prime \prime}, B\right)$ and $v_{2}:\left(E_{2}^{\prime}, p_{2}^{\prime}, B\right) \rightarrow$ $\left(E_{2}^{\prime \prime}, p_{2}^{\prime \prime}, B\right)$ are also $B$-morphisms, then we have $\left(v_{1} \oplus v_{2}\right)\left(u_{1} \oplus u_{2}\right)=\left(v_{1} u_{1}\right) \oplus$ $\left(v_{2} u_{2}\right)$. Consequently, $\oplus$ is a functor. The fibre product is the product in the category $\mathbf{B u n}_{B}$ in the sense of category theory.

The map $u: B \times F_{1} \times F_{2} \rightarrow\left(B \times F_{1}\right) \oplus\left(B \times F_{2}\right)$ defined by the relation $u\left(b, y_{1}, y_{2}\right)=\left(b, y_{1}, y_{2}\right)=\left(b, y_{1}, b, y_{2}\right)$ is a homeomorphism and defines a $B$ isomorphism of product bundles $u:\left(B \times F_{1} \times F_{2}, q, B\right) \rightarrow\left(B \times F_{1}, p_{1}, B\right) \oplus$ $\left(B \times F_{2}, p_{2}, B\right)$. Using this isomorphism and the functorial properties of $\oplus$, we have the next proposition.
4.3 Proposition. If $\left(E_{1}, p_{1}, B\right)$ is a trivial bundle with fibre $F_{1}$ and if $\left(E_{2}, p_{2}, B\right)$ is a trivial bundle with fibre $F_{2}$, then $\left(E_{1}, p_{1}, B\right) \oplus\left(E_{2}, p_{2}, B\right)$ is a trivial bundle with fibre $F_{1} \times F_{2}$.

In the next proposition we compute the cross sections of a fibre product.
4.4 Proposition. The cross sections $s$ of a fibre product $\left(E_{1} \oplus E_{2}, q, B\right)$ are of the form $s(b)=\left(s_{1}(b), s_{2}(b)\right)$, where $s_{1}$ is a cross section of $\left(E_{1}, p, B\right)$ and $s_{2}$ is a cross section of ( $E_{2}, p_{2}, B$ ) uniquely defined by $s$.

Proof. Each cross section $s$ is a map $s: B \rightarrow E_{1} \oplus E_{2} \subset E_{1} \times E_{2}$; therefore, $s$ is of the form $s(b)=\left(s_{1}(b), s_{2}(b)\right)$, where $s_{1}: B \rightarrow E_{1}$ and $s_{2}: B \rightarrow E_{2}$. For $s$ to be a cross section, $b=q s(b)=p_{1} s_{1}(b)=p_{2} s_{2}(b)$ for each $b \in B$; that is, $s_{1}$ and $s_{2}$ are cross sections.

Finally, we consider three calculations of fibre products. Let $\theta^{k}$ denote the product bundle ( $B \times \mathbf{R}^{k}, p, B$ ).
4.5 Example. There is an isomorphism $u: \gamma_{k^{n}} \oplus\left({ }^{*} \gamma_{k^{n}}\right) \rightarrow \theta^{n}$ defined by $u\left((V, x),\left(V, x^{\prime}\right)\right)=\left(V, x+x^{\prime}\right)$ for $V \in G_{k}\left(R^{n}\right), \quad(V, x) \in E\left(\gamma_{k^{n}}\right)$, and $\left(V, x^{\prime}\right) \in$ $E\left({ }^{*} \gamma_{k^{n}}\right)$; see (2.5). Since every $y \in \mathbf{R}^{n}$ can be written $y=x+x^{\prime}$, where $x \in V, x^{\prime}$ orthogonal to $V$, and since this decomposition is continuous in $V$, the map $u$ is a $G_{k}\left(\mathbf{R}^{n}\right)$-isomorphism.


Figure 2
4.6 For the next two examples, we use the following notations. For each $b \in R^{n}, b \neq 0$, there are two linear functions $v_{b}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, the normal map, and $\pi_{b}: \mathbf{R}^{n} \rightarrow \mathbf{R}$, the projection on $b$, such that $x=v_{b}(x)+\pi_{b}(x) x, \pi_{b}(x)=$ $(b \mid x) /(b \mid b), v_{b}(x)=x-\pi_{b}(x) b$, and $\left(b \mid v_{b}(x)\right)=0$ for each $x \in \mathbf{R}^{n}$.
4.7 Example. An isomorphism $u: \tau\left(S^{n}\right) \oplus v\left(S^{n}\right) \rightarrow \theta^{n+1}$ is defined by the relation $u\left((b, x),\left(b, x^{\prime}\right)\right)=\left(b, x+x^{\prime}\right)$ for $(b, x) \in E\left(\tau\left(S^{n}\right)\right)$ and $\left(b, x^{\prime}\right) \in E\left(v\left(S^{n}\right)\right)$. The inverse of $u$ is the $B$-morphism $v$ defined by the relation $v(b, x)=\left(\left(b, v_{b}(x)\right)\right.$, $\left(b, \pi_{b}(x) b\right)$ ).

Let $\lambda$ denote the canonical line bundle on $R P^{n}$.
4.8 Example. Over $R P^{n}$, there is an isomorphism $u:(n+1) \lambda \rightarrow \tau\left(R P^{n}\right) \oplus \theta^{1}$ with inverse $v$ defined by the following relations:

$$
\begin{aligned}
u\left( \pm b,\left(a_{0} b, \ldots, a_{n} b\right)\right) & =\left( \pm\left(b, v_{b}\left(a_{0}, \ldots, a_{n}\right)\right),\left( \pm b, \pi_{b}\left(a_{0}, \ldots, a_{n}\right)\right)\right) \\
v( \pm(b, x),( \pm b, k)) & =\left( \pm b, p_{0}(x+k b) b, \ldots, p_{n}(x+k b) b\right)
\end{aligned}
$$

These maps are well defined and are inverses of each other from the relations $a=v_{b}(a)+\pi_{b}(a) b$ and $-a=-v_{b}(a)+\pi_{b}(a)(-b)$, where $-v_{b}(a)=v_{b}(-a)=$ $v_{-b}(-a)$ and $\pi_{b}(a)=\pi_{-b}(-a)=-\pi_{-b}(a)$. Here we use the notations of (2.6) and (4.6), and $k \xi=\xi \oplus \cdots(k) \cdots \oplus \xi$.

## 5. Restrictions of Bundles and Induced Bundles

5.1 Definition. Let $\xi=(E, p, B)$ be a bundle, and let $A$ be a subset of $B$. Then the restriction of $\xi$ to $A$, denoted $\xi \mid A$, is the bundle ( $E^{\prime}, p^{\prime}, A$ ), where $E^{\prime}=$ $p^{-1}(A)$ and $p \mid E^{\prime}$.
5.2 Examples. In a natural way we can consider $G_{k}\left(\mathbf{R}^{n}\right) \subset G_{k}\left(\mathbf{R}^{n+m}\right)$. Then for the canonical $k$-dimensional vector bundle over the grassmannians, $\gamma_{k}^{n+m} \mid G_{k}\left(\mathbf{R}^{n}\right)=\gamma_{k^{n}}$.

If $\xi$ is the product bundle over $B$ with fibre $F$ and if $A$ is a subset of $B$, then $\xi \mid A$ is the product bundle over $A$ with fibre $F$.

Restriction of bundles satisfies the following transitivity property. If $A_{1} \subset$ $A \subset B$ and if $\xi$ is a bundle over $B$, we have $\xi\left|A_{1}=(\xi \mid A)\right| A_{1}$, and $\xi \mid B=\xi$. If $u: \xi \rightarrow \eta$ is a $B$-morphism and if $A \subset B$, then

$$
u_{A}=u|E(\xi \mid A): \xi| A \rightarrow \eta \mid A
$$

is an $A$-morphism. If $v: \eta \rightarrow \xi$ is a second $B$-morphism, we have $(v u)_{A}=v_{A} u_{A}$ and $\left(1_{\xi}\right)_{A}=1_{\xi \mid A}$. Consequently, the functions $\xi \mapsto \xi \mid A$ and $u \mapsto u_{A}$ define a functor Bun $_{B} \rightarrow$ Bun $_{A}$.

In the next definition we generalize the process of restriction.
5.3 Definition. Let $\xi=(E, p, B)$ be a bundle, and let $f: B_{1} \rightarrow B$ be a map. The induced bundle of $\xi$ under $f$, denoted $f^{*}(\xi)$, has as base space $B_{1}$, as total space $E_{1}$ which is the subspace of all pairs $\left(b_{1}, x\right) \in B_{1} \times E$ with $f\left(b_{1}\right)=p(x)$, and as projection $p_{1}$ the map $\left(b_{1}, x\right) \mapsto b_{1}$.
5.4 Example. Let $\xi$ be a bundle over $B$, and let $A$ be a subspace of $B$ with inclusion map $j: A \rightarrow B$. Then $\xi \mid A$ and $j^{*}(\xi)$ are $A$-isomorphic. In effect, we define $u: \xi \mid A \rightarrow j^{*}(\xi)$ by $u(x)=(p(x), x)$, and this is clearly an $A$-isomorphism.

If $f^{*}(\xi)$ is the induced bundle of $\xi$ under $f: B_{1} \rightarrow B$, then $f_{\xi}: E\left(f^{*}(\xi)\right) \rightarrow$ $E(\xi)$, defined by $f_{\xi}\left(b_{1}, x\right)=x$, together with $f$ define a morphism $\left(f_{\xi}, f\right)$ : $f^{*}(\xi) \rightarrow \xi$, which is referred to as the canonical morphism of an induced bundle.
5.5 Proposition. If $\left(f_{\xi}, f\right): f^{*}(\xi) \rightarrow \xi$ is the canonical morphism from the bundle of $\xi$ under a map $f: B_{1} \rightarrow B$, then for each $b_{1} \in B_{1}$ the restriction $f_{\xi}$ : $p_{1}^{-1}\left(b_{1}\right) \rightarrow p^{-1}\left(f\left(b_{1}\right)\right)$ is a homeomorphism. Moreover, if $(v, f): \eta \rightarrow \xi$ is any bundle morphism, there exists a $B_{1}$-morphism $w: \eta \rightarrow f^{*}(\xi)$ such that $f_{\xi} w=v$. The morphism $w$ is unique with respect to this property.

Proof. The fibre $p_{1}^{-1}\left(b_{1}\right) \subset b_{1} \times E$ is the subspace of $\left(b_{1}, x\right) \in b_{1} \times E$ with $p(x)=f\left(b_{1}\right)$. Consequently, $f_{\xi}: b_{1} \times p^{-1}\left(f\left(b_{1}\right)\right) \rightarrow p^{-1}\left(f\left(b_{1}\right)\right)$ defined by $f_{\xi}\left(b_{1}, x\right)=x$ is clearly a homeomorphism.

For the second statement, let $w(y)=\left(p_{\eta}(y), v(y)\right)$. Since $(v, f)$ is a morphism, we have $f\left(p_{\eta}(y)\right)=p(v(y))$, and, consequently, w: $E(\eta) \rightarrow E\left(f^{*}(\xi)\right)$ is a $B_{1}$-morphism. Clearly, we have $f_{\xi} w=v$. For uniqueness, the relation $p_{1}(w(y))=p_{\eta}(y)$, which holds for any $B_{1}$-morphism $w$, and the relation $f_{\xi} w=v$ imply that $w(y)=\left(p_{\eta}(y), v(y)\right)$ for each $y \in E(\eta)$. This proves the proposition.

If $u: \xi \rightarrow \eta$ is a $B$-morphism and if $f: B_{1} \rightarrow B$ is a map, there is a $B_{1}$-morphism $f^{*}(u): f^{*}(\xi) \rightarrow f^{*}(\eta)$ defined by the relation $f^{*}(u)\left(b_{1}, x\right)=\left(b_{1}, u(x)\right)$. Clearly, we have $f^{*}\left(1_{\xi}\right)=1_{f^{*}(\xi)}$, and if $v: \eta \rightarrow \zeta$ is a second $B$-morphism, then $f^{*}(v u)\left(b_{1}, x\right)=\left(b_{1}, v u(x)\right)=f^{*}(v)\left(b_{1}, u(x)\right)=f^{*}(v) f^{*}(u)\left(b_{1}, x\right)$. Therefore, we have the next proposition.
5.6 Proposition. For each map $f: B_{1} \rightarrow B$, the family of functions $f^{*}:$ Bun $_{B} \rightarrow$ $\mathbf{B u n}_{B_{1}}$ defines a functor. Moreover, for a $B$-morphism $u: \xi \rightarrow \eta$ the following diagram is commutative.


Proof. We must check the last statement. Let $\left(b_{1}, x\right) \in E\left(f^{*}(\xi)\right)$, and compute $\left.u\left(f_{\xi}\left(b_{1}, x\right)\right)=u(x)=f_{\eta}\left(b_{1}, u(x)\right)=f_{\eta}\left(f^{*}(u)\right)\left(b_{1}, x\right)\right)$. We have $u f_{\xi}=f_{\eta} f^{*}(u)$.

Finally, we have the following transitivity relation.
5.7 Proposition. Let $g: B_{2} \rightarrow B_{1}$ and $f: B_{1} \rightarrow B$ be two maps, and let $\xi$ be $a$ bundle over $B$. Then $1^{*}(\xi)$ and $\xi$ are $B$-isomorphic, and $g^{*}\left(f^{*}(\xi)\right)$ and $(f g)^{*}(\xi)$ are $B_{2}$-isomorphic.

Proof. Define $u: \xi \rightarrow 1^{*}(\xi)$ by the relation $u(x)=(p(x), x)$, and $u$ is clearly an isomorphism. Next, let $v:(f g)^{*}(\xi) \rightarrow g^{*}\left(f^{*}(\xi)\right)$ be defined by $v\left(b_{2}, x\right)=$ $\left(b_{2},\left(g\left(b_{2}\right), x\right)\right)$. Then $v$ is clearly an isomorphism.
5.8 Corollary. Let $f:\left(B_{1}, A_{1}\right) \rightarrow(B, A)$ be a map of pairs, let $g=f \mid A_{1}: A_{1} \rightarrow$ $A$, and let $\xi$ be a bundle over $B$. Then $g^{*}(\xi \mid A)$ and $f^{*}(\xi) \mid A_{1}$ are $A_{1}$-isomorphic.

Proof. Let $j: A \rightarrow B$ and $j_{1}: A_{1} \rightarrow B_{1}$ be the respective inclusion maps. Then $f j_{1}=j g$, and, in view of (5.4), (5.6), and (5.7), there is the following sequence of $A_{1}$-isomorphisms:

$$
f^{*}(\xi) \mid A_{1} \cong j_{1}^{*} f^{*}(\xi) \cong\left(f j_{1}\right)^{*}(\xi) \cong(j g)^{*}(\xi) \cong g^{*}\left(j^{*}(\xi)\right) \cong g^{*}(\xi \mid A)
$$

The next result is useful in discussing fibre bundles.
5.9 Proposition. Let $\xi=(E, p, B)$ be a bundle, let $f: B_{1} \rightarrow B$ be a map, and let $f^{*}(\xi)=\left(E_{1}, p_{1}, B_{1}\right)$ be the induced bundle of $\xi$ under $f$. If $p$ is an open map, $p_{1}$ is an open map.

Proof. Let $W$ be an open neighborhood of $\left(b_{1}, x\right) \in E_{1}$, where $E_{1} \subset B_{1} \times E$. We must find a neighborhood $V$ of $b_{1}=p_{1}\left(b_{1}, x\right)$ with $p_{1}(W) \supset V$. From the definition of the topology of $E_{1}$ there exist open neighborhoods $V_{1}$ of $b_{1} \in B$ and $U$ of $x \in E$ with $\left(V_{1} \times U\right) \cap E_{1} \subset W$. Let $V=V_{1} \cap f^{-1}(p(U))$. Then for each $b_{1} \in V$ there exists $x \in U$ with $p(x)=f\left(b_{1}\right)$, that is, $\left(b_{1}, x\right) \in W$ and $b_{1}=$ $p_{1}\left(b_{1}, x\right) \in V$. Therefore, we have $p_{1}(W) \supset V$.

The following relation between cross sections and induced bundles is useful in Sec. 7.
5.10 Proposition. Let $\xi=(E, p, B)$ be a bundle, let $f: B_{1} \rightarrow B$ be a map, and let $\left(f_{\xi}, f\right): f^{*}(\xi) \rightarrow \xi$ be the canonical morphism of the induced bundle. If $s$ is a cross section of $\xi$, then $\sigma: B_{1} \rightarrow E\left(f^{*}(\xi)\right)$ defined by $\sigma\left(b_{1}\right)=\left(b_{1}, s f\left(b_{1}\right)\right)$ is a cross section with $f_{\xi} \sigma=s f$. If $f$ is an identification map and if $\sigma$ is a cross section of $f^{*}(\xi)$ such that $f_{\xi} \sigma$ is constant on all sets $f^{-1}(b)$ for $b \in B$, there is a cross sections of $\xi$ such that $s f=f_{\xi} \sigma$.

Proof. We have $p_{1} \sigma\left(b_{1}\right)=p_{1}\left(b_{1}, s f\left(b_{1}\right)\right)=b_{1}$ and $f\left(b_{1}\right)=p s f\left(b_{1}\right)$; consequently, $\sigma$ is a cross section of $f^{*}(\xi)$. The relation $f_{\xi} \sigma\left(b_{1}\right)=f_{\xi}\left(b_{1}, s f\left(b_{1}\right)\right)=$ $s f\left(b_{1}\right)$ also follows.

For the second statement, we have a factorization of $f_{\xi} \sigma$ by $f$, giving a map $s: B \rightarrow E$ with $s f=f_{\xi} \sigma$. Moreover, $p s f=p f_{\xi} \sigma=f p_{1} \sigma=f$ and $p s=1_{B}$ since $f$ is surjective. Then $s$ is the desired cross section.

## 6. Local Properties of Bundles

6.1 Definition. Two bundles $\xi$ and $\eta$ over $B$ are locally isomorphic provided for each $b \in B$ there exists an open neighborhood $U$ of $b$ such that $\xi \mid U$ and $\eta \mid U$ are $U$-isomorphic.

Clearly, two isomorphic bundles are locally isomorphic.
6.2 Definition. A bundle $\xi$ over $B$ is locally trivial with fibre $F$ provided $\xi$ is locally isomorphic with the product bundle ( $B \times F, p, B$ ).

The next proposition makes the idea of a local property meaningful.
6.3 Proposition. The relation of being locally isomorphic is an equivalence relation on the class of all bundles over $B$.

Proof. The transitivity of the relation is the nontrivial part. Let $U$ and $V$ be two open neighborhoods of $b \in B$ such that $\xi \mid U$ and $\eta \mid U$ are $U$-isomorphic and $\eta \mid V$ and $\zeta \mid V$ are $V$-isomorphic. By (5.7), the bundles $\xi|(U \cap V), \eta|(U \cap V)$, and $\zeta \mid(U \cap V)$ are $(U \cap V)$-isomorphic.
6.4 Corollary. If $\xi$ is locally isomorphic to a locally trivial bundle, $\xi$ is locally trivial.

A local property of bundles is a property of bundles that is unchanged between locally isomorphic bundles. The property that the projection is a fibre map is a local property by 1 (5.2).
6.5 Proposition. Let $\xi$ and $\eta$ be two bundles over $B$, and let $f: B_{1} \rightarrow B$ be a map. If $\xi$ and $\eta$ are locally isomorphic, then $f^{*}(\xi)$ and $f^{*}(\eta)$ are locally isomorphic over $B_{1}$.

Proof. By Corollary (5.8), we have $f^{*}(\xi \mid U) \cong f^{*}(\xi) \mid f^{-1}(U)$ for each open set $U \subset B$. If $\xi \mid U$ and $\eta \mid U$ are $U$-isomorphic, $f^{*}(\xi) \mid f^{-1}(U)$ and $f^{*}(\eta) \mid f^{-1}(U)$ are $f^{-1}(U)$-isomorphic.
6.6 Corollary. Let $\xi$ and $\eta$ be two locally isomorphic bundles over $B$, and let $A \subset B$. Then $\xi \mid A$ and $\eta \mid A$ are locally isomorphic.
6.7 Corollary. Let $\xi$ be a locally trivial bundle over $B$ with fibre $F$, let $f: B_{1} \rightarrow$ $B$ be a map, and let $A$ be a subset of $B$. Then $f^{*}(\xi)$ and $\xi \mid A$ are locally trivial with fibre $F$.

## 7. Prolongation of Cross Sections

In this section we generalize the prolongation theorems for maps (see Chap. $1, \mathrm{Sec} .2$ ) to cross sections of locally trivial bundles. This prolongation theorem is the fundamental step in the classification theory of fibre bundles over $C W$-complexes. Although we prove the homotopy classifcation theorem for fibre bundles over an arbitrary space, the results of this section are used to give more precise information about homotopy properties of fibre bundles over $C W$-complexes.
7.1 Theorem. Let $\xi=(E, p, B)$ be a locally trivial bundle with fibre $F$, where $(B, A)$ is a relative $C W$-complex. Then all cross sections s of $\xi \mid A$ prolong to a cross section $s^{*}$ of $\xi$ under either of the following hypotheses:
(H1) The space $F$ is $(m-1)$-connected for each $m \leqq \operatorname{dim} B$.
(H2) There is a relative $C W$-complex $(Y, X)$ such that $B=Y \times I$ and $A=$ $(X \times I) \cap(Y \times 0)$, where $I=[0,1]$.

Proof. First, we prove the theorem under hypothesis (H1). We assume the theorem is true for all $B$ with $\operatorname{dim} B<n$. This is the case for $n=0$ because $B=A$. We let $B$ be of dimension $n$. By the inductive hypothesis we have a cross section $s^{\prime}$ of $\xi \mid B_{n-1}$ with $s^{\prime} \mid A=s$. We let $C$ be an $n$-cell of $B$ with attaching map $u_{C}: I^{n} \rightarrow B$. The bundle $u_{C}^{*}(\xi)$ over $I^{n}$ is locally trivial, and since $I^{n}$ is compact, we can dissect $I^{n}$ into equal cubes $K$ of length $1 / k$ such that $u_{C}^{*}(\xi) \mid K$ is trivial. By (5.10) the cross section $s^{\prime}$ defines a cross section $\sigma^{\prime}$ of $u_{C}^{*}(\xi) \mid \partial I^{n}$. Applying the inductive hypothesis to $\sigma^{\prime}$, we can assume that $\sigma^{\prime}$ is defined on the $(n-1)$-skeleton of $I^{n}$ decomposed into cubes $K$ of length $1 / k$. The cross section $\sigma^{\prime}$ now defined on $\partial K$ is given by a map $\partial K \rightarrow F$ [see [1.5)], which by the connectivity hypothesis on $F$ prolongs to $K$. This prolonged map yields a prolongation $\sigma$ of $\sigma^{\prime}$ over each cell $K$ and, therefore, a cross section $\sigma$ of $u_{C}^{*}(\xi)$. Using the natural morphism $u_{C}^{*}(\xi) \rightarrow \xi$ over $u_{C}$ and (5.10), we have a cross section $s_{C}$ of $\xi \mid \bar{C}$ such that $s_{C}\left|\left(\bar{C} \cap B_{n-1}\right)=s^{\prime}\right|\left(\bar{C} \cap B_{n-1}\right)$. We define a cross section $s^{*}$ of $\xi$ by the requirements that $s^{*} \mid B_{n-1}=s^{\prime}$ and $s^{*} \mid \bar{C}=s_{C}$. By the weak topology property, $s^{*}$ is continuous.

Finally, if $\operatorname{dim} B=\infty, F$ is $n$-connected for each $n$, and we construct inductively cross sections $s_{n}$ of $\xi \mid B_{n}$ such that $s_{n} \mid B_{n-1}=s_{n-1}$ and $s_{-1}=s$. We define a cross section $s^{*}$ of $\xi$ by the requirement that $s^{*} \mid B_{n}=s_{n}$.

Second, we prove the theorem under hypothesis (H2). We assume the theorem is true for all $Y$ with $\operatorname{dim} Y<n$. This is the case for $n=0$ because $x=Y$ and $A=B$. We let $Y$ be of dimension $n$. By the inductive hypothesis we have a cross section $s^{\prime}$ of $\xi \mid\left[(Y \times 0) \cup\left(Y_{n-1} \times I\right)\right]$ with $s^{\prime} \mid[(Y \times 0) \cup$ $(X \times I)]=s$. We let $C$ be an $n$-cell of $Y$ with attaching map $u_{c}: I^{n} \rightarrow Y$. The bundle $\left(u_{C} \times 1_{I}\right)^{*}(\xi)$ over $I^{n} \times I$ is locally trivial, and since $I^{n} \times I$ is compact, we can dissect $I^{n} \times I$ into equal cubes $K \times[(i-1) / k, i / k]$ of length $1 / k$ for $1 \leqq i \leqq k$ such that $\left(u_{C} \times 1_{I}\right)^{*}(\xi)$ is trivial over each of these cubes. By (5.10) the cross section $s^{\prime}$ defines a cross section $\sigma^{\prime}$ of $\left(u_{C} \times 1_{I}\right)^{*}(\xi) \mid\left[\left(I^{n} \times 0\right) \cup\right.$ $\left.\left(\partial I^{n} \times I\right)\right]$. Applying the inductive hypothesis to $\sigma^{\prime}$ with respect to $I^{n} \times$ [ $0,1 / k]$, we can assume that $\sigma^{\prime}$ is defined on each $\partial K \times[0,1 / k]$ making up $\left(I^{I}\right)_{n-1} \times[0,1 / k]$. The cross section $\sigma^{\prime}$ on $(\partial K \times[0,1 / k]) \cup(K \times 0)$ is given by a map $(\partial K \times[0,1 / k]) \cup(K \times 0) \rightarrow F$ [see (1.5)], which prolongs to $K \times$ $[0,1 / k]$. This prolonged map yields a prolongation $\sigma$ of $\sigma^{\prime}$ over each cell $K \times[0,1 / k]$ and, therefore, a cross section of $\left(u_{C} \times 1_{I}\right)^{*}(\xi)$ over $I^{n} \times[0,1 / k]$. Continuing this process $k$ times, we have a cross section $\sigma$ of $\left(u_{C} \times 1_{I}\right)^{*}(\xi)$. Using the natural morphism $\left(u_{C} \times 1_{I}\right)^{*}(\xi) \rightarrow \xi$ over $u_{C} \times 1_{I}$ and (5.10), we have a cross section $s_{C}$ of $\xi \mid(\bar{C} \times I)$ such that $s_{C}|(\bar{C} \times 0)=s|(\bar{C} \times 0)$ and $s_{c}\left|\left(Y_{n-1} \times I\right)=s^{\prime}\right|\left(Y_{n-1} \times I\right)$. We define a cross section $s^{*}$ of $\xi$ by the requirements that $s^{*} \mid\left(Y_{n-1} \times I\right)=s^{\prime}$ and $s^{*} \mid(\bar{C} \times I)=s_{c}$. By the weak topology property, $s^{*}$ is continuous.

Finally, if $\operatorname{dim} Y=\infty$, we construct inductively cross sections $s_{n}$ of $\xi \mid\left(Y_{n} \times I\right)$ such that $s_{n}\left|\left(Y_{n-1} \times I\right)=s\right|\left(Y_{n} \times 0\right)$, and $s_{-1}=s \mid(X \times I)$. We define a cross section $s^{*}$ of $\xi$ by the requirement that $s^{*} \mid\left(Y_{n} \times I\right)=s_{n}$. This proves the theorem.

Note: There is a parallel in the two proofs under the two hypotheses of (7.1). The proofs differ only in the character of the prolongation over "small" cells.

## Exercises

1. Prove that $\tau\left(S^{n+q}\right) \mid S^{n}$ is isomorphic to $\tau\left(S^{n}\right) \oplus \theta^{q}$, where $\theta^{q}$ is the trivial bundle with fibre $\mathbf{R}^{q}$ and $S^{n} \subset S^{n+q}$ is the standard inclusion.
2. Prove that $\gamma_{k}^{n+q} \mid G_{k}\left(\mathbf{R}^{n}\right) \cong \gamma_{k^{n}}$, where $G_{k}\left(\mathbf{R}^{n}\right) \subset G_{k}\left(\mathbf{R}^{n+q}\right)$ in a natural way. Let $G_{k}\left(\mathbf{R}^{n}\right) \subset G_{k+q}\left(\mathbf{R}^{n+q}\right)$ by the map $V \rightarrow V \oplus W$, where $W$ is the $q$-dimensional subspace with basis $e_{n+1}, \ldots, e_{n+q}$ in $\mathbf{R}^{n+q}$. Prove that $\gamma_{k+q}^{n+q} \mid G_{k}\left(\mathbf{R}^{n}\right) \cong \gamma_{k^{n}} \oplus \theta^{q}$.
3. Using the fact that $S^{2 n-1}$ is the set of unit vectors in $\mathbf{C}^{n}$, prove that $S^{2 n-1}$ has one unit vector field on it. Using the fact that $S^{4 n-1}$ is the set of unit vectors in $\mathbf{H}^{n}$, prove that $S^{4 n-1}$ has three unit vector fields on it which are orthonormal at each point. Hint: Do cases $S^{1}$ and $S^{3}$ first.
4. Prove that if $S^{n}$ has a vector field which is everywhere nonzero the identity and the antipodal map $x \mapsto-x$ of $S^{n} \rightarrow S^{n}$ are homotopic.
5. Let $\xi=(E, p, B)$ be a bundle with fibre $F$ over $B=B_{1} \cup B_{2}$, where $B_{1}=A \times[a, c]$ and $B_{2}=A \times[c, b]$. Prove that if $\xi \mid B_{1}$ and $\xi \mid B_{2}$ are trivial $\xi$ is trivial.

## CHAPTER 3

## Vector Bundles

A vector bundle is a bundle with an additional vector space structure on each fibre. The concept arose from the study of tangent vector fields to smooth geometric objects, e.g., spheres, projective spaces, and, more generally, manifolds. The vector bundle structure is so rich that the set of isomorphism classes of $k$-dimensional vector bundles over a paracompact space $B$ is in a natural bijective correspondence with the set of homotopy classes of mappings of $B$ into the Grassmann manifold of $k$-dimensional subspaces in infinite-dimensional space.

## 1. Definition and Examples of Vector Bundles

Let $F$ denote the field of real numbers $\mathbf{R}$, complex numbers $\mathbf{C}$, or quaternions H.
1.1 Definition. A $k$-dimensional vector bundle $\xi$ over $F$ is a bundle $(E, p, B)$ together with the structure of a $k$-dimensional vector space over $F$ on each fibre $p^{-1}(b)$ such that the following local triviality condition is satisfied. Each point of $B$ has an open neighborhood $U$ and a $U$-isomorphism $h: U \times F^{k} \rightarrow$ $p^{-1}(U)$ such that the restriction $b \times F^{k} \rightarrow p^{-1}(b)$ is a vector space isomorphism for each $b \in U$.

An $F$-vector bundle is called a real vector bundle if $F=\mathbf{R}$, a complex vector bundle if $F=\mathbf{C}$, and a quaternionic vector bundle if $F=\mathbf{H}$. The $U$-isomorphism $h: U \times F^{k} \rightarrow p^{-1}(U)$ is called a local coordinate chart of $\xi$.

Examples 2(2.1), 2(2.5), and 2(2.6) admit the structure of a vector bundle in a natural way.
1.2 Example. The $k$-dimensional product bundle over a space $B$ is the bundle ( $B \times F^{k}, p, B$ ) with the vector space structure of $F^{k}$ defining the vector space structure on $b \times F^{k}=p^{-1}(b)$ for $b \in B$. The local triviality condition is realized by letting $U=B$ and $h=1$.
1.3 Example. The tangent bundle $\tau\left(S^{n}\right)$ has a natural real vector space structure on each fibre since it is a subspace of $\mathbf{R}^{n+1}$. In the quotient bundle $\tau\left(R P^{n}\right)$ there is a vector space structure on each fibre. As for local triviality, let $U_{i}$ be the open subset of $x \in S^{n}$ with $x_{i} \neq 0,0 \leqq i \leqq n$, and let $u_{i}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n+1}$ be the linear injection $u_{i}\left(x_{1}, \ldots, x_{n}\right)=\left(x_{1}, \ldots, x_{i}, 0, x_{i+1}, \ldots, x_{n}\right)$. Then $h_{i}: U_{i} \times \mathbf{R}^{n} \rightarrow$ $p^{-1}\left(U_{i}\right) \subset E\left(\tau\left(S^{n}\right)\right)$, where $h_{i}(b, x)=\left(b, v_{b}\left(u_{i}(x)\right)\right.$ [see 2(4.6)] has the desired properties. Also, this construction proves that $\tau\left(R P^{n}\right)$ is locally trivial.
1.4 Example. The function $\pi: G_{k}\left(F^{m}\right) \times F^{m} \rightarrow F^{m}$, where $\pi(V, x)$ is the orthogonal projection of $x$ into $V$, is a map. For $H \subset\{1,2, \ldots, m\}$, a subset of $k$ elements, we have a linear map $u_{H}: F^{k} \rightarrow F^{m}$ by placing 0 in each coordinate not in $H$. With these maps, we prove that $\gamma_{k}^{m}=\left(E, p, G_{k}\left(F^{m}\right)\right)$ is locally trivial. Since $E$ is the subspace of $G_{k}\left(F^{m}\right) \times F^{m}$ consisting of pairs $(V, x)$ with $x \in V$, the fibre over $V$ is $\{V\} \times V$, and the vector space structure is determined by the subspace $V$. Let $U_{H}$ be the open subspace of $G_{k}\left(F^{m}\right)$ consisting of $V \in G_{k}\left(F^{m}\right)$ such that $\pi(V,-): u_{H}\left(F^{k}\right) \rightarrow V$ is a bijection. Then $h_{H}: U_{H} \times F^{k} \rightarrow$ $p^{-1}\left(U_{H}\right)$ is defined by the relation $h_{H}(V, x)=(V, \pi(V, x))$, and $h_{H}$ is an isomorphism that is linear on each fibre. For more details of the above argument, see Chap. 7. For the present, the above is an exercise.

From the local triviality of a vector bundle we have the following continuity properties.
1.5 Proposition. Let $\xi=(E, p, B)$ be a $k$-dimensional vector bundle. Then $p$ is an open map. The fibre preserving functions $a: E \oplus E \rightarrow E$ and $s: F \times E \rightarrow E$ defined by the algebraic operations $a\left(x, x^{\prime}\right)=x+x^{\prime}$ and $s(k, x)=k x, k \in F$, are continuous.

Proof. For each local coordinate $h: U \times F^{k} \rightarrow p^{-1}(U)$, the above statements hold for the above functions restricted to $p^{-1}(U)$ or $p^{-1}(U) \oplus p^{-1}(U)$ for $s$ or $a$, respectively. Since the family of $p^{-1}(U)$ is an open covering of $E$, the above statements are true for $\xi$.

Using the ideas connected with this proposition, we are able to put an algebraic structure on the set of cross sections of a vector bundle.
1.6 Proposition. Let $s$ and $s^{\prime}$ be two cross sections of a vector bundle $\xi=$ $(E, p, B)$, and let $\phi: B \rightarrow F$ be a map. Then the function $s+s^{\prime}$ defined by $\left(s+s^{\prime}\right)(b)=s(b)+s^{\prime}(b)$ is a cross section of $\xi$, the function $\phi s$ defined by $(\phi s)(b)=\phi(b) s(b)$ is a cross section of $\xi$, and the map $b \mapsto 0 \in p^{-1}(b)$ is a cross section (the zero cross section).

Proof. Let $h: U \times F^{k} \rightarrow p^{-1}(U)$ be a local coordinate of $\xi$ over $U$, and let $h^{-1} s(b)=(b, f(b))$ and $h^{-1} s^{\prime}(b)=\left(b, f^{\prime}(b)\right)$ for $b \in B$, where $f: U \rightarrow F^{k}$ and $f^{\prime}: U \rightarrow F^{k}$ are maps. Then $h^{-1}\left(s+s^{\prime}\right)(b)=\left(b, f(b)+f^{\prime}(b)\right), h^{-1}(\phi s)(b)=$ $(b, \phi(b) f(b))$, and $h^{-1}(0)(b)=(b, 0)$ for $b \in U$. Consequently, $s+s^{\prime}, \phi s$, and 0 are continuous maps and, therefore, cross sections.

Proposition (1.6) says that the set of cross sections of $\xi$ form a module over the ring $C_{F}(B(\xi))$ of continuous $F$-valued functions on $B(\xi)$.

## 2. Morphisms of Vector Bundles

A vector bundle morphism is, roughly speaking, a fibre preserving map that is linear on each fibre. In the next definition we make this idea precise.
2.1 Definition. Let $\xi=(E, p, B)$ and $\xi^{\prime}=\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ be two vector bundles. A morphism of vector bundles $(u, f): \xi \rightarrow \xi^{\prime}$ is a morphism of the underlying bundles; that is, $u: E \rightarrow E^{\prime}$ and $f: B \rightarrow B^{\prime}$ are maps such that $p^{\prime} u=f p$, and the restriction $u: p^{-1}(b) \rightarrow p^{-1}(f(b))$ is linear for each $b \in B$.
2.2 Definition. Let $\xi=(E, p, B)$ and $\xi^{\prime}=\left(E^{\prime}, p^{\prime}, B\right)$ be two vector bundles over a space $B$. A $B$-morphism of vector bundles $u: \xi \rightarrow \xi^{\prime}$ is defined by a morphism of the form $\left(u, 1_{B}\right): \xi \rightarrow \xi^{\prime}$.

If $u: \xi \rightarrow \xi^{\prime}$ is a $B$-morphism, then $p^{\prime} u=p$, and the restriction $u: p^{-1}(b) \rightarrow$ $\left(p^{\prime}\right)^{-1}(b)$ is linear for each $b \in B$.
2.3 Example. Let $\xi$ be the product bundle ( $B \times F^{k}, p, B$ ), and let $\eta$ be the product bundle ( $B \times F^{m}, p, B$ ). The $B$-morphisms have the form $u(b, x)=$ ( $b, f(b, x)$ ), where $f: B \times F^{k} \rightarrow F^{m}$ is a map such that $f(b, x)$ is linear in $x$. Let $\mathbf{L}\left(F^{k}, F^{m}\right)$ denote the vector space of all linear transformations $F^{k} \rightarrow F^{m}$. By matrix representation, $\mathbf{L}\left(F^{k}, F^{m}\right)$ is isomorphic to $F^{k m}$. Then $f: B \times F^{k} \rightarrow F^{m}$ is continuous if and only if $b \mapsto f(b,-)$ as a function $B \rightarrow \mathbf{L}\left(F^{k}, F^{m}\right)$ is continuous; i.e., each matrix element is continuous.

As with bundles [see 2(3.3)], identities are $B$-morphisms of vector bundles, and the composition of vector bundle morphisms is a vector morphism. Let $\xi=(E, p, B)$ and $\xi^{\prime}=\left(E^{\prime}, p^{\prime}, B^{\prime}\right)$ be two vector bundles, and let $f: B \rightarrow B^{\prime}$ be a map. Then $u: E \rightarrow E^{\prime}$ is defined to be $u(x)=0$ in $\left(p^{\prime}\right)^{-1}(f(p(b)))$, for each $b \in B$ combines with $f$ to define a morphism of vector bundles $(u, f): \xi \rightarrow \xi^{\prime}$.
2.4 Definition. The category of vector bundles, denoted VB, has as its objects vector bundles. Its morphisms are defined in (2.1). Composition is composition of morphisms of vector bundles.

For each space $B$, let $\mathbf{V B}_{B}$ denote the subcategory of vector bundles over $B$ and $B$-morphisms. For each integer $k \geqq 0$, let $\mathbf{V B}^{k}$ denote the full sub-
category of $k$-dimensional vector bundles. Finally, the subcategory $\mathbf{V B}_{B}^{k}$ of $k$-dimensional vector bundles over $B$ is the intersection $\mathbf{V B}_{B} \cap \mathbf{V B}{ }^{k}$.

An isomorphism of vector bundles over $B$ is a morphism $u: \xi \rightarrow \xi^{\prime}$ such that there exists a morphism $v: \xi^{\prime} \rightarrow \xi$ with $v u=1_{\xi}$ and $u v=1_{\xi^{\prime}}$. In the next theorem we derive a criterion for a $B$-morphism to be an isomorphism.
2.5 Theorem. Let $u: \xi \rightarrow \xi^{\prime}$ be a B-morphism between two vector bundles. Then $u$ is an isomorphism if and only if $u: p^{-1}(b) \rightarrow\left(p^{\prime}\right)^{-1}(b)$ is a vector space isomorphism for each $b \in B$.

Proof. The direct implication is immediate because the inverse of $u: p^{-1}(b) \rightarrow$ $\left(p^{\prime}\right)^{-1}(b)$ is the restriction to $\left(p^{\prime}\right)^{-1}(b)$ of the inverse of $u$. Conversely, let $v: \xi^{\prime} \rightarrow \xi$ be the function defined by the requirement that $v \mid\left(p^{\prime}\right)^{-1}(b)$ be the inverse of the restricdted linear transformation $u: p^{-1}(b) \rightarrow\left(p^{\prime}\right)^{-1}(b)$. The function $v$ will be the desired inverse of $u$ provided $v$ is continuous. Let $U$ be an open subset of $B$, let $h: U \times F^{k} \rightarrow p^{-1}(U)$ be a local coordinate of $\xi$, and let $h^{\prime}: U \times F^{k} \rightarrow\left(p^{\prime}\right)^{-1}(U)$ be a local coordinate of $\xi^{\prime}$. It suffices to prove $v:\left(p^{\prime}\right)^{-1}(U) \rightarrow p^{-1}(U)$ is continuous for every such $U$. By (2.3), $\left(h^{\prime}\right)^{-1}$ uh has the form $(b, x) \mapsto\left(b, f_{b}(x)\right)$, where $b \mapsto f_{b}$ is a map $U \rightarrow \mathbf{L}\left(F^{k}, F^{k}\right)$. Then $h^{-1} v h^{\prime}$ has the form $(b, x) \mapsto\left(b, f_{b}^{-1}(x)\right)$, where $b \mapsto f_{b}^{-1}$ is a map $U \rightarrow \mathbf{L}\left(F^{k}, F^{k}\right)$. Therefore, the restriction $v:\left(p^{\prime}\right)^{-1}(U) \rightarrow p^{-1}(U)$ is continuous. This proves the theorem.

Finally, we observe that the fibre product $\xi_{1} \oplus \xi_{2}$ of two vector bundles $\xi_{1}$ and $\xi_{2}$ over a space $B$ is a vector bundle over $B$. The vector space structure on $q^{-1}(b)=p_{1}^{-1}(b) \times p_{2}^{-1}(b)$ is that of the direct sum of two vector spaces. If $h_{1}: U \times F^{n} \rightarrow p_{1}^{-1}(U)$ is a local chart of $\xi_{1}$ and if $h_{2}: U \times F^{m} \rightarrow p_{2}^{-1}(U)$ is a local chart of $\xi_{2}$, then $h_{1} \oplus h_{2}: U \times F^{n+m} \rightarrow q^{-1}(U)$ is a local chart of $\xi_{1} \oplus \xi_{2}$.
2.6 Definition. The Whitney sum of two vector bundles $\xi_{1}$ and $\xi_{2}$ over $B$, denoted $\xi_{1} \oplus \xi_{2}$, is the fibre product of the underlying bundles $\xi_{1}$ and $\xi_{2}$ with the above vector bundle structure.

## 3. Induced Vector Bundles

In this section, we demonstrate that the results of Chap. 2, Sec. 5, apply to the category of vector bundles.
3.1 Proposition. Let $\xi$ be a $k$-dimensional vector bundle over $B$, and let $f$ : $B_{1} \rightarrow B$ be a map. Then $f^{*}(\xi)$ admits the structure of a vector bundle, and $\left(f_{\xi}, f\right): f^{*}(\xi) \rightarrow \xi$ is a vector bundle morphism. Moreover, this structure is unique, and $f_{\xi}: p_{1}^{-1}\left(b_{1}\right) \rightarrow p^{-1}(b)$ is a vector space isomorphism.

Proof. The fibre $p_{1}^{-1}\left(b_{1}\right)$ of $f^{*}(\xi)=\left(E_{1}, p_{1}, B_{1}\right)$ over $b_{1} \in B_{1}$ is $b_{1} \times$ $p^{-1}\left(f\left(b_{1}\right)\right) \subset E_{1} \subset B_{1} \times E$. For $\left(b_{1}, x\right),\left(b_{1}, x^{\prime}\right) \in p_{1}^{-1}\left(b_{1}\right)$, we require $\left(b_{1}, x\right)+$ $\left(b_{1}, x^{\prime}\right)=\left(b_{1}, x+x^{\prime}\right)$ and $k\left(b_{1}, x\right)=\left(b_{1}, k x\right)$, where $k \in F$. Since $f_{\xi}\left(b_{1}, x\right)=x$, the restriction $f_{\xi}: p_{1}^{-1}\left(b_{1}\right) \rightarrow p^{-1}(b)$ is a linear isomorphism, and this requirement uniquely defines the vector space structure of $p_{1}^{-1}\left(b_{1}\right)$.

Finally, we exhibit the local triviality of $f^{*}(\xi)$. If $h: U \times F^{k} \rightarrow p^{-1}(U)$ is avector bundle isomorphism over $U$, then $h^{\prime}: f^{-1}(U) \times F^{k} \rightarrow p_{1}^{-1}\left(f^{-1}(U)\right)$, where $h^{\prime}\left(b_{1}, x\right)=\left(b_{1}, h\left(f\left(b_{1}\right), x\right)\right)$, is a vector bundle isomorphism over $f^{-1}(U)$.

In connection with the factorization in 2(5.5), we observe that if $(u, f)$ : $\eta \rightarrow \xi$ is a vector bundle morphism then $u$ factors as a composition $f_{\xi} v$, where $\eta \xrightarrow{v} f^{*}(\xi) \xrightarrow{f_{\xi}} \xi, v(y)=\left(p_{\eta}(y), u(y)\right)$, and $f_{\xi}\left(b_{1}, x\right)=x$. Moreover, $v$ is a vector bundle morphism over $B(\eta)$. In view of Theorem (2.5), the $B(\eta)$-morphism $v$ is an isomorphism if and only if $v$ is an isomorphism on each fibre, which, in turn, is equivalent to $u$ being a fibrewise isomorphism; that is, $u: p_{\eta}^{-1}(b) \rightarrow$ $p_{\xi}^{-1}(f(b))$ is an isomorphism for each $b \in B(\eta)$.

We formulate this result in the following statement.
3.2 Theorem. Let $\xi$ and $\eta$ be two vector bundles. For a map $f: B(\eta) \rightarrow B(\xi)$, the vector bundles $\eta$ and $f^{*}(\xi)$ are $B(\eta)$-isomorphic if and only if there exists a morphism $(u, f): \eta \rightarrow \xi$ such that $u$ is an isomorphism on each fibre of $\eta$.

If $u: \xi \rightarrow \eta$ is a $B$-morphism of vector bundles and if $f: B_{1} \rightarrow B$ is a map, then $f^{*}(u): f^{*}(\xi) \rightarrow f^{*}(\eta)$ is a $B_{1}$-morphism of vector bundles. This is seen immediately from the formula $f^{*}(u)\left(b_{1}, x\right)=\left(b_{1}, u(x)\right)$; that is, the linearity of $u$ over $f\left(b_{1}\right)$ implies the linearity of $f^{*}(u)$ over $b_{1}$. Therefore, $f^{*}: \mathbf{V B}_{B} \rightarrow \mathbf{V B}_{B_{1}}$ is a functor. Let $g: B_{2} \rightarrow B_{1}$ and $f: B_{1} \rightarrow B$ be two maps, and let $\xi$ be a vector bundle over $B$. Then, as vector bundles, $1^{*}(\xi)$ and $\xi$ are $B$-isomorphic, and $g^{*}\left(f^{*}(\xi)\right)$ and $(f g)^{*}(\xi)$ are $B_{2}$-isomorphic.

The above results apply to the restriction of a vector bundle $\xi$ to a subspace $A \subset B(\xi)$.

## 4. Homotopy Properties of Vector Bundles

The first two lemmas concerning vector bundles are the analogues of Exercise 5 in Chap. 2 and the first step in the proof of $2(7.1)$ under the second hypothesis.
4.1 Lemma. Let $\xi=(E, p, B)$ be a vector bundle of dimension $k$ over $B=$ $B_{1} \cup B_{2}$, where $B_{1}=A \times[a, c]$ and $B_{2}=A \times[c, b], a<c<b$. If $\xi \mid B_{1}=$ $\left(E_{1}, p_{1}, B_{1}\right)$ and $\xi \mid B_{2}=\left(E_{2}, p_{2}, B_{2}\right)$ are trivial, $\xi$ is trivial.

Proof. Let $u_{i}: B_{i} \times F^{k} \rightarrow E_{i}$ be a $B_{i}$-isomorphism for $i=1,2$, and let $v_{i}=$ $u_{i} \mid\left(\left(B_{1} \cap B_{2}\right) \times F^{k}\right), i=1$, 2. Then $h=v_{2}^{-1} v_{1}$ is an $A \times\{c\}$-isomorphism of
trivial bundles, and therefore $h$ has the form $h(x, y)=(x, g(x) y)$, where $(x, y) \in$ $\left(B_{1} \cap B_{2}\right) \times F^{k}$ and $g: A \rightarrow G L(k, F)$ is a map. We prolong $h$ to a $B_{2}$-isomorphism $w: B_{2} \times F^{k} \rightarrow B_{2} \times F^{k}$ by the formula $w(x, t, y)=(x, t, g(x) y)$ for each $x \in A, y \in F^{k}$, and $t \in[c, b]$. Then the bundle isomorphisms $u_{1}: B \times F^{k} \rightarrow E_{1}$ and $u_{2} w: B_{2} \times F^{k} \rightarrow E_{2}$ are equal on $\left(B_{1} \cap B_{2}\right) \times F^{k}$, which is a closed set. Therefore, there exists an isomorphism $u: B \times F^{k} \rightarrow E$ with $u \mid B_{1} \times F^{k}=u_{1}$ and $u \mid B_{2} \times F^{k}=u_{2} w$.
4.2 Lemma. Let $\xi$ be a vector bundle over $B \times I$. Then there exists an open covering $\left\{U_{i}\right\}, i \in I$, of $B$ such that $\xi \mid\left(U_{i} \times I\right)$ is trivial.

Proof. For each $b \in B$ and $t \in I$ there is an open neighborhood $U(t)$ of $b$ in $B$ and $V(t)$ of $t$ in $[0,1]$ such that $\xi \mid(U(t) \times V(t))$ is trivial. Therefore, by the compactness of $[0,1]$, there exist a finite sequence of numbers $0=$ $t_{0}<t_{1}<\cdots<t_{n}=1$ and open neighborhoods $U(i)$ of $b$ in $B$ such that $\xi \mid\left(U(i) \times\left[t_{i-1}, t_{i}\right]\right)$ is trivial for $1 \leqq i \leqq n$. Let $U=\bigcap_{1 \leqq i \leqq n} U(i)$. Then the bundle $\xi \mid(U \times[0,1])$ is trivial by an application of Lemma (4.1) $n-1$ times. Therefore, there is an open covering $\left\{U_{i}\right\}, i \in I$, of $B$ such that $\xi \mid\left(U_{i} \times I\right)$ is trivial.

The next theorem is the first important step in the development of the homotopy properties of vector bundles.
4.3 Theorem. Let $r: B \times I \rightarrow B \times I$ be defined by $r(b, t)=(b, 1)$ for $(b, t) \in$ $B \times I$, and let $\xi^{k}=(E, p, B \times I)$ be a vector bundle over $B \times I$, where $B$ is a paracompact space. There is a map $u: E \rightarrow E$ such that $(u, r): \xi \rightarrow \xi$ is a morphism of vector bundles and $u$ is an isomorphism on each fibre.

Proof. Let $\left\{U_{i}\right\}, i \in I$, be a locally finite open covering of $B$ such that $\xi \mid\left(U_{i} \times I\right)$ is trivial. This covering exists by (4.2) and the paracompactness of $B$. Let $\left\{\eta_{i}\right\}, i \in I$, be an envelope of unity subordinate to the open covering $\left\{U_{i}\right\}, i \in I$, that is, the support of $\eta_{i}$ is a subset of $U_{i}$ and $1=\max _{i \in I \eta i}(b)$ for each $b \in B$. Let $h_{i}: U_{i} \times I \times F^{k} \rightarrow p^{-1}\left(U_{i} \times I\right)$ be a $\left(U_{i} \times I\right)$-isomorphism of vector bundles.

We define a morphism $\left(u_{i}, r_{i}\right): \xi \rightarrow \xi$ by the relations $r_{i}(b, t)=$ $\left(b, \max \left(\eta_{i}(b), t\right)\right), u_{i}$ is the identity outside $p^{-1}\left(U_{i} \times I\right)$, and $u_{i}\left(h_{i}(b, t, x)\right)=$ $h_{i}\left(b, \max \left(\eta_{i}(b), t\right), x\right)$ for each $(b, t, x) \in U_{i} \times I \times F^{k}$. We well order the set $I$. For each $b \in B$, there is an open neighborhood $U(b)$ of $b$ such that $U_{i} \cap U(b)$ is nonempty for $i \in I(b)$, where $I(b)$ is a finite subset of $I$. On $U(b) \times I$, we define $r=r_{i(n)} \cdots r_{i(1)}$, and on $p^{-1}(U(b) \times I)$, we define $u=u_{i(n)} \cdots u_{i(1)}$, where $I(b)=\{i(1), \ldots, i(n)\}$ and $i(1)<i(2)<\cdots<i(n)$. Since $r_{i}$ on $U(b) \times I$ and $u_{i}$ on $p^{-1}(U(b) \times I)$ are identities for $i \notin I(b)$, the maps $r$ and $u$ are infinite compositions of maps where all but a finite number of terms are identities near a point. Since each $u_{i}$ is an isomorphism on each fibre, the composition $u$ is an isomorphism on each fibre.
4.4 Corollary. With the notations of Theorem (4.3), $\xi \cong r^{*}(\xi \mid(B \times 1))$ over $B \times I$.

Proof. This result is a direct application of Theorem (3.2) to Theorem (4.3).
Let $\xi=(E, p, B)$ be a vector bundle, and let $Y$ be a space. We use the notation $\xi \times Y$ for the vector bundle $\left(E \times Y, p \times 1_{Y}, B \times Y\right)$. The fibre over $(b, y) \in B \times Y$ is $p^{-1}(b) \times y$, which has a natural vector space structure that it derives from $p^{-1}(b)$. If $h: U \times F^{k} \rightarrow p^{-1}(U)$ is a $U$-isomorphism, the $h \times 1_{Y}$ : $U \times Y \times F^{k} \rightarrow p^{-1}(U) \times Y=\left(p \times 1_{Y}\right)^{-1}(U \times Y)$ is a $(U \times Y)$-isomorphism. Consequently, $\xi \times Y$ is a vector bundle, and this leads to the following version of (4.3).
4.5 Corollary. With the notations of Theorem (4.3),

$$
\xi \cong(\xi \mid(B \times 1)) \times I
$$

are vector bundles over $B \times I$.
Proof. For this, it suffices to observe that $r^{*}(\xi \mid(B \times 1))=(\xi \mid B \times 1) \times I$. In both cases the total space of the bundles is the subspace of $(b, t, x) \in B \times I \times$ $E(\xi \mid(B \times 1))$ such that $(b, 1)=p(x)$, and the projection is the map $(b, t, x) \mapsto$ (b, t).
4.6 Corollary. With the notations of Theorem (4.3), there exists, after restriction, an isomorphism $(u, r): \xi|(B \times 0) \rightarrow \xi|(B \times 1)$.

Proof. This is a direct application of Theorem (2.5) to the situation described in (4.3) where $r=1$ on $B \times 0=B \times 1=B$.

Finally, we have the following important application of (4.6) in the framework of homotopy theory.
4.7 Theorem. Let $f, g: B \rightarrow B^{\prime}$ be two homotopic maps, where $B$ is a paracompact space, and let $\xi$ be a vector bundle over $B^{\prime}$. Then $f^{*}(\xi)$ and $g^{*}(\xi)$ are $B$-isomorphic.

Proof. Let $h: B \times I \rightarrow B^{\prime}$ be a map with $h(x, 0)=f(x)$ and $h(x, 1)=g(x)$. Then $f^{*}(\xi) \cong h^{*}(\xi) \mid(B \times 0)$ over $B$, and $g^{*}(\xi) \cong h^{*}(\xi) \mid(B \times 1)$ over B. By (4.6), $h^{*}(\xi) \mid(B \times 0)$ and $h^{*}(\xi) \mid(B \times 1)$ are $B$-isomorphic, and, therefore, $f^{*}(\xi)$ and $g^{*}(\xi)$ are $B$-isomorphic.
4.8 Corollary. Every vector bundle over a contractible paracompact space $B$ is trivial.

Proof. Let $f: B \rightarrow B$ be the identity, and let $g: B \rightarrow B$ be a constant map. For each vector bundle $\xi$ over $B, f^{*}(\xi)$ is $B$-isomorphic to $\xi$, and $g^{*}(\xi)$ is $B$ -
isomorphic to the product bundle ( $B \times F^{k}, p, B$ ). Since $f$ and $g$ are homotopic, $\xi$ is isomorphic to the product bundle ( $B \times F^{k}, p, B$ ), by (4.7).

Theorem (4.7) is the first of the three main theorems on the homotopy classification of vector bundles.

## 5. Construction of Gauss Maps

5.1 Definition. A Gauss map of a vector bundle $\xi^{k}$ in $F^{m}(k \leqq m \leqq+\infty)$ is a map $g: E\left(\xi^{k}\right) \rightarrow F^{m}$ such that $g$ is a linear monomorphism when restricted to any fibre of $\xi$.

Recall that $E\left(\gamma_{k}^{m}\right)$ is the subspace of $(V, x) \in G_{k}\left(F^{m}\right) \times F^{m}$ with $x \in V$. Then the projection $q: E\left(\gamma_{k}^{m}\right) \rightarrow F^{m}$, given by the relation $q(V, x)=x$, is a Gauss map. In the next proposition, we see that every Gauss map can be constructed from this map and vector bundle morphisms.
5.2 Proposition. If $(u, f): \xi^{k} \rightarrow \gamma_{k}^{m}$ is a vector bundle morphism that is an isomorphism when restricted to any fibre of $\xi^{k}$, then qu: $E\left(\xi^{k}\right) \rightarrow F^{m}$ is a Gauss map. Conversely, if $g: E\left(\xi^{k}\right) \rightarrow F^{m}$ is a Gauss map, there exists a vector bundle morphism $(u, f): \xi^{k} \rightarrow \gamma_{k}^{m}$ such that $q u=g$.

Proof. The first statement is clear. For the second, let $f(b)=g\left(p^{-1}(b)\right) \in$ $G_{k}\left(F^{m}\right)$, and let $u(x)=(f(p(x)), g(x)) \in E\left(\gamma_{k}^{m}\right)$ for $x \in E\left(\xi^{k}\right)$. We see that $f$ is continuous by looking at a local coordinate of $\xi$, and from this $u$ is also continuous.
5.3 Corollary. There exists a Gauss map $g$ : $E(\xi) \rightarrow F^{m}(k \leqq m \leqq+\infty)$ if and only if $\varsigma$ is $B(\xi)$-isomorphic with $f^{*}\left(\gamma_{k}^{m}\right)$ for some map $f: B(\xi) \rightarrow G_{k}\left(F^{m}\right)$.

Proof. This follows from Proposition (5.2) and Theorem (3.2).
In Theorem (5.5), we construct a Gauss map for each vector bundle over a paracompact space. First, we need a preliminary result concerning the open sets over which a vector bundle is trivial.
5.4 Proposition. Let $\xi$ be a vector bundle over a paracompact space $B$ such that $\xi \mid U_{i}, i \in I$, is trivial, where $\left\{U_{i}\right\}, i \in I$, is an open covering. Then there exists a countable open covering $\left\{W_{j}\right\}, 1 \leqq j$, of $B$ such that $\xi \mid W_{j}$ is trivial. Moreover, if each $b \in B$ is a member of at most $n$ sets $U_{i}$, there exists a finite open covering $\left\{W_{j}\right\}, 1 \leqq j \leqq n$, of $B$ such that $\xi \mid W_{j}$ is trivial.

Proof. By paracompactness, let $\left\{\eta_{i}\right\}, i \in I$, be a partition of unity with $V_{i}=$ $\eta_{i}^{-1}(0,1] \subset U_{i}$. For each $b \in B$, let $S(b)$ be the finite set of $i \in I$ with $\eta_{i}(b)>0$. For each finite subset $S \subset I$, let $W(S)$ be the open subset of all $b \in B$ such that $\eta_{i}(b)>\eta_{j}(b)$ for each $i \in S$ and $j \notin S$.

If $S$ and $S^{\prime}$ are two distinct subsets of $I$ each with $m$ elements, then $W(S) \cap$ $W\left(S^{\prime}\right)$ is empty. In effect, there exist $i \in S$ with $i \notin S^{\prime}$ and $j \in S^{\prime}$ with $j \notin S$. For $b \in W(S)$ we have $\eta_{i}(b)>\eta_{j}(b)$, and for $b \in W\left(S^{\prime}\right)$ we have $\eta_{j}(b)>\eta_{i}(b)$. Therefore, $W(S) \cap W\left(S^{\prime}\right)$ is empty.

Let $W_{m}$ be the union of all $W(S(b))$ such that $S(b)$ has $m$ elements. Since $i \in S(b)$ yields the relation $W(S(b)) \subset V_{i}$, the bundle $\xi \mid W(S(b))$ is trivial, and since $W_{m}$ is a disjoint union, $\xi \mid W_{m}$ is trivial. Finally, under the last hypothesis, $W_{j}$ is empty for $n<j$.
5.5 Theorem. For each vector bundle $\xi^{k}$ over a paracompact space $B$ there is a Gauss map $g: E(\xi) \rightarrow F^{\infty}$. Moreover, if $B$ has an open covering of sets $\left\{U_{i}\right\}$, $1 \leqq i \leqq n$, such that $\xi \mid U_{i}$ is trivial, $\xi$ has a Gauss map $g: E(\xi) \rightarrow F^{k n}$.

Proof. Let $\left\{U_{i}\right\}$ be the countable or finite open covering of $B$ such that $\xi \mid U_{i}$ is trivial, let $h_{i}: U_{i} \times F^{k} \rightarrow \xi \mid U_{i}$ be $U_{i}$-isomorphisms, and let $\left\{\eta_{i}\right\}$ be a partition of unity with closure of $\eta_{i}^{-1}((0,1]) \subset U_{i}$. We define $g: E(\xi) \rightarrow \sum_{i} F^{k}$ as $g=\sum_{i} g_{i}$, where $g_{i} \mid E\left(\xi \mid U_{i}\right)$ is $\left(\eta_{i} p\right)\left(p_{2} h_{i}^{-1}\right)$ and $p_{2}: U \times F^{k} \rightarrow F^{k}$ is the projection on the second factor. Outside $E\left(\xi \mid U_{i}\right)$, the map $g_{i}$ is zero.

Since each $g_{i}: E(\xi) \rightarrow F^{k}$ is a monomorphicm on the fibres of $E(\xi)$ over $b$ with $\eta_{i}(b)>0$, and since the images of $g_{i}$ are in complementary subspaces, the map $g$ is a Gauss map. In general, $\sum_{i} F^{k}$ is $F^{\infty}$, but if there are only $n$ sets $U_{i}$, then $\sum_{i} F^{k}$ is $F^{k n}$.

Theorem (5.5) with Corollary (5.6) is the second main homotopy classification theorem for vector bundles.
5.6 Corollary. Every vector bundle $\xi^{k}$ over a paracompact space $B$ is $B$ isomorphic to $f^{*}\left(\gamma_{k}\right)$ for some $f: B \rightarrow G_{k}\left(F^{\infty}\right)$.

The following concept was suggested by Theorem (5.5).
5.7 Definition. A vector bundle $\xi$ is of finite type over $B$ provided there exists a finite open covering $U_{1}, \ldots, U_{n}$ of $B$ such that $\xi \mid U_{i}$ is trivial, $1 \leqq i \leqq n$.

In the next theorem we derive other formulations of the notion of finite type. By $1(2.6)$ and (4.8) every vector bundle over a finite-dimensional $C W$ complex is of the finite type.
5.8 Proposition. For a vector bundle $\xi$ over a space $B$, the following are equivalent.
(1) The bundle $\xi$ is of the finite type.
(2) There exists a map $f: B \rightarrow G_{k}\left(F^{m}\right)$ for some $m$ such that $f^{*}\left(\gamma_{k}^{m}\right)$ and $\xi$ are $B$-isomorphic.
(3) There exists a vector bundle $\eta$ over $B$ such that $\xi \oplus \eta$ is trivial.

Proof. By the construction in (5.5), statement (1) implies (2). Since $\gamma_{k}^{m} \oplus{ }^{*} \gamma_{k}^{m}$ is trivial over $G_{k}\left(F^{m}\right)$, then $f^{*}\left(\gamma_{k}^{m}\right) \oplus f^{*}\left(\gamma_{k}^{m}\right)$ and $\theta^{m}$ are $B$-isomorphic. Let $\eta$ be $f^{*}\left({ }^{*} \gamma_{k}^{m}\right)$. Since $f^{*}\left(\gamma_{k}^{m} \oplus \gamma_{k}^{m}\right)$ is trivial, the bundle $\xi \oplus \eta$ is trivial. Finally, the composition $E(\xi) \rightarrow E(\xi \oplus \eta) \rightarrow B \times F^{m} \rightarrow F^{m}$ is a Gauss map.

## 6. Homotopies of Gauss Maps

Let $F^{\mathrm{ev}}$ denote the subspace of $x \in F^{\infty}$ with $x_{2 i+1}=0$, and $F^{\text {odd }}$ with $x_{2 i}=0$ for $i \geqq 0$. For these subspaces, $F^{\infty}=F^{\mathrm{ev}} \oplus F^{\text {odd }}$. Two homotopies $g^{e}: F^{n} \times$ $I \rightarrow F^{2 n}$ and $g^{o}: F^{n} \times I \rightarrow F^{2 n}$ are defined by the following formulas:

$$
\begin{aligned}
& g_{t}^{e}\left(x_{0}, x_{1}, x_{2}, \ldots\right)=(1-t)\left(x_{0}, x_{1}, x_{2}, \ldots\right)+t\left(x_{0}, 0, x_{1} 0, x_{2}, \ldots\right) \\
& g_{t}^{o}\left(x_{0}, x_{1}, x_{2}, \ldots\right)=(1-t)\left(x_{0}, x_{1}, x_{2}, \ldots\right)+t\left(0, x_{0}, 0, x_{1} 0, x_{2}, \ldots\right)
\end{aligned}
$$

The properties of these homotopies are contained in the following proposition. In the above formulas and in the next proposition, we have $1 \leqq n \leqq+\infty$.
6.1 Proposition. With the above notations, these homotopies have the following properties:
(1) The maps $g_{0}^{e}$ and $g_{0}^{o}$ each equal the inclusion $F^{n} \rightarrow F^{2 n}$.
(2) For $t=1, g_{1}^{e}\left(F^{n}\right)=F^{2 n} \cap F^{e v}$ and $g_{1}^{o}\left(F^{n}\right)=F^{2 n} \cap F^{\text {odd }}$.
(3) There are vector bundle morphisms $\left(u^{e}, f^{e}\right): \gamma_{k^{n}} \rightarrow \gamma_{k}^{2 n}$ and $\left(u^{o}, f^{o}\right): \gamma_{k^{n}} \rightarrow \gamma_{k}^{2 n}$ such that $q u^{e}=g_{1}^{e}, q y^{o}=g_{1}^{o}$.
(4) $f^{e}$ and $f^{o}$ are homotopic to the inclusion $G_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{2 n}\right)$.

Proof. Statements (1) and (2) follow immediately from the formulas for $g_{t}^{e}$ and $g_{t}^{o}$. For (3), we use (5.2). Finally, the homotopies $g_{t}^{e}$ and $g_{t}^{o}$ define homotopies of $f^{e}$ and $f^{o}$ with 1.

The next theorem describes to what extent Gauss maps are unique in terms of homotopy properties of their associated bundle morphisms. We use the above notations.
6.2 Theorem. Let $f, f_{1}: B \rightarrow G_{k}\left(F^{n}\right)$ be two maps such that $f^{*}\left(\gamma_{k^{n}}\right)$ and $f_{1}^{*}\left(\gamma_{k^{n}}\right)$ are B-isomorphic and let $j: G_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{2 n}\right)$ be the natural inclusion. Then the maps $j f$ and $j f_{1}$ are homotopic for $1 \leqq n \leqq+\infty$.

Proof. By hypothesis, there is a vector bundle $\xi$ over $B$ and two morphisms $(u, f): \xi \rightarrow \gamma_{k^{n}}$ and $\left(u_{1}, f_{1}\right): \xi \rightarrow \gamma_{k^{n}}$ which are isomorphisms when restricted to the fibres of $\xi$. Let $g=q u: E(\xi) \rightarrow F^{n}$ and $g_{1}=q u_{1}: E(\xi) \rightarrow F^{n}$ be the associated Gauss maps. Composing with the above maps, we have morphisms $\left(u^{e} u, f^{e} f\right): \xi \rightarrow \gamma_{k}^{2 n}$ with a Gauss map $g_{1}^{e} g: E(\xi) \rightarrow F^{\mathrm{ev}} \cap F^{2 n}$ and $\left(u^{o} u, f^{\circ} f\right)$ :
$\xi \rightarrow \gamma_{k}^{2 n}$ with a Gauss map $g_{1}^{o} g_{1}: E(\xi) \rightarrow F^{\text {odd }} \cap F^{2 n}$. We define a Gauss map $h: E(\xi) \times I \rightarrow F^{2 n}$ by the relation $h_{t}(x)=(1-t) g_{1}^{e} g(x)+t g_{1}^{o} g_{1}(x)$. For a fibre $p^{-1}(b) \subset E(\xi)$, the linear maps $g_{1}^{e} g: p^{-1}(b) \rightarrow F^{\text {ev }}$ and $g_{1}^{o} g_{1}: p^{-1}(b) \rightarrow F^{\text {odd }}$ are monomorphisms, and since $F^{e v} \cap F^{\text {odd }}=0$, the map $h_{i}: p^{-1}(b) \rightarrow F^{2 n}$ is a linear monomorphism. Therefore, there is a Gauss map $h: E(\xi) \times I \rightarrow F^{2 n}$ which determines a bundle morphism $(w, k): \xi \rightarrow \gamma_{k}^{2 n}$. The map $k: B \times I \rightarrow G_{k}\left(F^{2 n}\right)$ is a homotopy from $f^{e} f$ to $f^{0} f_{1}$. Since $f$ and $f^{e} f$ are homotopic and $f^{o} f_{1}$ and $f_{1}$ are homotopic, $f$ and $f_{1}$ are homotopic. This proves the theorem.

Theorem (6.2) is the third of the three main homotopy classification theorems.

## 7. Functorial Description of the Homotopy Classification of Vector Bundles

Let $\mathbf{P}$ denote the category paracompact spaces and homotopy classes of maps. Let ens denote, as usual, the category of sets and functions.

Let $\operatorname{Vect}_{k}(B)$ denote the set of $B$-isomorphism classes of $k$-dimensional vector bundles over $B$. For a $k$-dimensional bundle $\xi$, we denote by $\{\xi\}$ the class in $\operatorname{Vect}_{k}(B)$ determined by $\xi$. If $[f]: B_{1} \rightarrow B$ is a homotopy class of maps between paracompact spaces, we define a function $\operatorname{Vect}_{k}([f]): \operatorname{Vect}_{k}(B) \rightarrow$ $\operatorname{Vect}_{k}\left(B_{1}\right)$ by the relation $\operatorname{Vect}_{k}([f])(\{\xi\})=\left\{f^{*}(\xi)\right\}$. By the remarks at the end of Sec. 3 and Theorem (4.7), $\operatorname{Vect}_{k}([f])$ is a well-defined function.
7.1 Proposition. The family of functions Vect $_{k}: \mathbf{P} \rightarrow \mathbf{e n s}$ is a cofunctor.

Proof. Since $1^{*}(\xi)$ and $\xi$ are $B$-isomorphic, the function $\operatorname{Vect}_{k}([1])$ is the identity. If $[f]: B_{1} \rightarrow B$ and $[g]: B_{2} \rightarrow B_{1}$ are two homotopy classes of maps, $g^{*}\left(f^{*}(\xi)\right)$ and $(f g)^{*}(\xi)$ are $B_{2}$-isomorphic. Consequently, $\operatorname{Vect}_{k}([f][g])=$ $\operatorname{Vect}_{k}([g]) \operatorname{Vect}_{k}([f])$, and $\operatorname{Vect}_{k}$ satisfies the axioms for being a cofunctor.

For each $B$, we define a function $\phi_{B}:\left[B, G_{k}\left(F^{\infty}\right)\right] \rightarrow \operatorname{Vect}_{k}(B)$ by the relation $\phi_{B}([f])=\left\{f^{*}\left(\gamma_{k}\right)\right\}$. Again by Theorem (4.7), $\phi_{B}$ is a well-defined function. The next theorem, together with the definition of Vect ${ }_{k}$ and $\phi_{B}$, brings together all aspects of the homotopy classification theory of vector bundles.
7.2 Theorem. The family $\phi$ of functions $\phi_{B}$ defines an isomorphism of cofunctors $\phi:\left[-, G_{k}\left(F^{\infty}\right)\right] \rightarrow \mathrm{Vect}_{k}$.

Proof. First, we prove that $\phi$ is a morphism of cofunctors. For this, let $[f]: B_{1} \rightarrow B$ be a homotopy class of maps. Then the following diagram is commutative.


In effect, if $[g] \in\left[B, G_{k}\left(F^{\infty}\right)\right]$, we have

$$
\operatorname{Vect}_{k}([f]) \phi_{B}([g])=\operatorname{Vect}_{k}([f])\left\{g^{*}\left(\gamma_{k}\right)\right\}=\left\{f^{*} g^{*}\left(\gamma_{k}\right)\right\}
$$

and $\phi_{B_{1}}\left[[f], G_{k}\left(F^{\infty}\right)\right][g]=\phi_{B_{1}}([g][f])=\left\{(g f)^{*}\left(\gamma_{k}\right)\right\}$.
Finally, $\phi$ is an isomorphism because each $\phi_{B}$ is a bijection. The function $\phi_{B}$ is surjective by (5.5) and (5.6), and it is injective by (6.2). This proves the theorem.
7.3 The isomorphism $\phi:\left[-, G_{k}\left(F^{\infty}\right)\right] \rightarrow \mathrm{Vect}_{k}$ is called a corepresentation of the cofunctor Vect ${ }_{k}$. The preceding four sections have been dedicated to proving that the cofunctor Vect $_{k}$ is corepresentable. In this way the problem of classifying vector bundles, i.e., of computing $\operatorname{Vect}_{k}(B)$, has been reduced to the calculation of sets of homotpy classes of maps, i.e., the sets $\left[B, G_{k}\left(F^{\infty}\right)\right]$.

## 8. Kernel, Image, and Cokernel of Morphisms with Constant Rank

Let $u: \xi \rightarrow \eta$ be a morphism of vector bundles over $B$. We define three bundles $\operatorname{ker} u$, which is a subbundle of $\xi ; \operatorname{im} u$, which is a subbundle of $\eta$; and coker $u$, which is a quotient bundle of $\eta$. The total space of $\operatorname{ker} u$ is the subspace of $x \in E(\xi)$ such that $u(x)=0$ in $\eta$ over $p_{\xi}(x)$. The total space of im $u$ is the subspace of $u(x), x \in E(\xi)$. The total space of coker $u$ is the quotient space of $E(\eta)$ by the following relation: $y, y^{\prime} \in E(\eta)$ are related provided $p_{\eta}\left(y^{\prime}\right)=p_{\eta}(y)$ and $y-y^{\prime}=u(x)$ for some $x \in E(\xi)$. The projection of $\eta$ factors through $E(\operatorname{coker} u)$ to define the projection of coker $u$.

In general, $\operatorname{ker} u$ and coker $u$ are not vector bundles because they do not satisfy the property of local triviality. The following example illustrates this: Let $u:[0,1] \times \mathbf{R} \rightarrow[0,1] \times \mathbf{R}$ be the $[0,1]$-morphism defined by $u(t, x)=$ $(t, t x)$. Then $\operatorname{ker}(u)_{b}=0$ for $b \neq 0$, and $\operatorname{ker}(u)_{0}=\mathbf{R}$ for $b=0$ and $\operatorname{im}(u)_{0}=0$, and $\operatorname{coker}(u)_{b}=0$ for $b \neq 0$, and $\operatorname{coker}(u)_{0}=\mathbf{R}$. In the next definition we describe those vector bundle morphisms $u$, where $\operatorname{ker} u, \operatorname{im} u$, and coker $u$ are vector bundles.

Recall that the rank of a linear transformation $f: V \rightarrow W$ is $\operatorname{dim} V-$ $\operatorname{dim}\{\operatorname{ker} f\}$ which equals $\operatorname{dim}\{\operatorname{im} f\}$.
8.1 Definition. Let $u: \xi \rightarrow \eta$ be a $B$-morphism. Then $u$ is of constant rank $k$ provided $u_{b}: p^{-1}(b) \rightarrow p^{-1}(b)$ is of rank $k$ for each $b \in B$.
8.2 Theorem. Let $u: \xi^{n} \rightarrow \eta^{m}$ be a $B$-morphism of vector bundles of constant rank $k$. Then $\operatorname{ker} u$, im $u$, and coker u are vecior bundles over $B$.

Proof. Since the statement refers to a local question, $u, \xi^{n}$, and $\eta^{m}$ can be restricted to a coordinate neighborhood. Consequently, there is a $B$ morphism $u: B \times F^{n} \rightarrow B \times F^{m}$, and it has the form $u(b, x)=\left(b, u_{b}(x)\right)$, where $b \mapsto u_{b}$ is a map $B \rightarrow \mathbf{L}\left(F^{n}, F^{m}\right)$. For each $b \in B$, the rank of $u_{b}$ is $k$.

At $a \in B, u_{a}: F^{n}=V_{1} \oplus V_{2} \rightarrow F^{m}=W_{1} \oplus W_{2}$, where $V_{2}=\operatorname{ker} u_{a}, W_{1}=$ $\operatorname{im} u_{a}, \operatorname{dim} V_{1}=\operatorname{dim} W_{1}=k, \operatorname{dim} V_{2}=n-k$, and $\operatorname{dim} W_{2}=m-k$. For each $b \in B$, we define

$$
V=F^{n} \oplus W_{2}=V_{1} \oplus V_{2} \oplus W_{2} \xrightarrow{w_{b}} W_{1} \oplus W_{2} \oplus V_{2}=F^{m} \oplus V_{2}=W
$$

by the requirement that $w_{b} \mid V_{1}$ be $\left(u_{b} \mid V_{1}\right) \oplus 0, w_{b} \mid V_{2}$ be $\left(u_{b} \mid V_{2}\right) \oplus 1_{V_{2}}$, and $w_{b} \mid W_{2}$ be $0 \oplus 1_{W_{2}} \oplus 0$. Since $u_{a} \mid V_{1}: V_{1} \rightarrow W_{1}$ is an isomorphism, the linear transformation $w_{a}$ is an isomorphism. Since the isomorphisms form an open subset of $\mathbf{L}(V, W)$ and since $b \mapsto w_{b}$ is continuous, the function $w_{b}$ is a linear isomorphism for each $b \in U$, where $U$ is some open neighborhood of $a$. Let $v_{b}: W \rightarrow V$ be the inverse of $w_{b}$ for each $b \in U$. Then $b \mapsto v_{b}$ is continuous.

First, we prove the triviality of $\operatorname{ker} u \mid U$. We observe that $\left(x_{1}, x_{2}\right) \in \operatorname{ker} u_{b}$ if and only if $w_{b}\left(x_{1}, x_{2}, 0\right)=x_{2}, x_{2} \in V_{2}$; that is, $\left(x_{1}, x_{2}\right)=v_{b}\left(x_{2}\right)$, and we have $\operatorname{ker} u_{b}=v_{b}\left(V_{2}\right)$. Therefore, the map $\left(b, x_{2}\right) \mapsto\left(b, v_{b}\left(x_{2}\right)\right)$ is a $U$-isomorphism $U \times V_{2} \rightarrow E(\operatorname{ker} u \mid U)$ with inverse $(b, x) \mapsto\left(b, w_{b}(x)\right)$.

Next, we prove the triviality of $\operatorname{im} u \mid U$. For this, we observe that $u_{b}\left(x_{1}\right)=$ 0 if and only if $w_{b}\left(x_{1}\right)=0$ for $x_{1} \in V_{1}$. Therefore, $u_{b} \mid V_{1}: V_{1} \rightarrow \operatorname{im} u_{b}$ is an isomorphism for each $b \in U$ since $w_{b}$ is a monomorphism. Therefore, $(b, x) \mapsto\left(b, u_{b}(x)\right)$ is an isomorphism $U \times V_{1} \rightarrow E(\operatorname{im} u \mid U)$ with inverse $(b, y) \mapsto\left(b, v_{b}(y)\right)$ since $u_{b}\left|V_{1}=w_{b}\right| V_{1}$ for each $b \in U$.

Finally, we prove the triviality of coker $u \mid U$. For this, we observe that $\operatorname{im} u_{b} \cap W_{2}=0$. For $u_{b}\left(x_{1}, x_{2}\right) \in \operatorname{im} u_{b} \cap W_{2}$, we have $w_{b}\left(x_{1}, x_{2}, y\right)=0$, and since $w_{b}$ is injective, we have $x_{1}=x_{2}=y=0$. Then the quotient map $(b, y) \rightarrow$ $(b, y \bmod (\operatorname{im} u))$ is a monomorphism $U \times W_{2} \rightarrow E(\operatorname{coker} u \mid U)$, and, for reasons of dimension, it is a $U$-isomorphism. Its inverse $U$-morphism is the factorization of the projection $U \times\left(W_{1} \oplus W_{2}\right) \rightarrow U \times W_{2}$ through coker $u$. This proves the theorem.
8.3 Corollary. Let $u: \xi^{n} \rightarrow \eta^{m}$ be a $B$-morphism that is injective, or, equivalently, it is a monomorphism on each fibre of $\xi$. Then $\operatorname{im} u$ and coker $u$ are vector bundles.

Proof. The $B$-morphism has constant rank $n$.
8.4 Corollary. Let $u: \xi^{n} \rightarrow \eta^{m}$ be a B-morphism that is surjective, or, equivalently, it is an epimorphism on each fibre of $\xi$. Then $\operatorname{ker} u$ is a vector bundle.

Proof. The $B$-morphism has constant rank $m$.
8.5 Remark. The usual terminology of exact sequences carries over to vector bundles and morphisms of constant rank. A sequence $\zeta \rightarrow \eta \rightarrow \zeta$ is exact provided $\operatorname{im} u=\operatorname{ker} v$. A sequence

$$
\xi_{0} \xrightarrow{u_{1}} \xi_{1} \xrightarrow{u_{2}} \xi_{2} \rightarrow \cdots \rightarrow \xi_{n-1} \xrightarrow{u_{n}} \xi_{n}
$$

is exact provided $\operatorname{im} u_{i}=\operatorname{ker} u_{i+1}$ for each $i, 1 \leqq i \leqq n-1$. If $0 \rightarrow \xi \xrightarrow{u} \eta \xrightarrow{v}$ $\zeta \rightarrow 0$ is an exact sequence, $\xi$ and ker $v$ are isomorphic, and $\zeta$ and coker $v$ are isomorphic. This is called a short exact sequence. The bundle 0 is $(B, 1, B)$. A $B$-morphism $u: \xi \rightarrow \eta$ is called a $B$-monomorphism when $\operatorname{ker} u=0$ or, equivalently, when $u$ is injective; it is called a $B$-epimorphism when coker $u=0$ or, equivalently, when $u$ is surjective.

## 9. Riemannian and Hermitian Metrics on Vector Bundles

If $x \in \mathbf{R}$, let $\bar{x}=x$, and if $z=x+i y \in \mathbf{C}$, let $\bar{z}=x-i y$. Let $F$ denote either $\mathbf{R}$ or $\mathbf{C}$.
9.1 Definition. Let $V$ be a vector space over $F$. An inner product on $V$ is a function $\beta: V \times V \rightarrow F$, the field of scalars, such that the following axioms hold.
(1) $\beta\left(a x+a^{\prime} x^{\prime}, y\right)=a \beta(x, y)+a^{\prime} \beta\left(x^{\prime}, y\right)$
$\beta\left(x, b y+b^{\prime} y^{\prime}\right)=\bar{b} \beta(x, y)+\bar{b}^{\prime} \beta\left(x, y^{\prime}\right)$
for each $x, x^{\prime}, y, y^{\prime} \in V$ and $a, a^{\prime}, b, b^{\prime} \in F$.
(2) $\beta(x, y)=\overline{\beta(y, x)}$ for each $x, y \in V$.
(3) $\beta(x, x) \geqq 0$ in $\mathbf{R}$ and $\beta(x, x)=0$ if and only if $x=0$.

With an inner product $\beta$ on $V$ we can define what it means for $x \in V$ and $y \in V$ to be perpendicular, namely, $\beta(x, y)=0$. Let $W$ be a subspace of $V$, and let $W^{0}$ be the set of all $y \in V$ with $\beta(x, y)=0$ for each $x \in W$. Then $W^{0}$ is easily proved to be a subspace of $V$, and $V=W \oplus W^{0}$.

On $\mathbf{R}^{n}$ and $\mathbf{C}^{n}$ there is a natural inner product, the euclidean inner product, which is given by $\beta(x, y)=\sum_{1 \leqq i \leqq n} x_{i} \bar{y}_{i}$. These formulas hold for $\mathbf{R}^{\infty}$ and
$\mathbf{C}^{\infty}$.

We extend the notion of inner product to vector bundles in the next definition.
9.2 Definition. Let $\xi$ be a real or complex vector bundle over $B$. A riemannian metric or hermitian metric on $\xi$ is a function $\beta: E(\xi \oplus \xi) \rightarrow F$ such that, for each $b \in B, \beta \mid\left(p^{-1}(b) \times p^{-1}(b)\right)$ is an inner product on $p^{-1}(b)$. The riemannian metric refers to $\mathbf{R}=F$ and the hermitian metric to $\mathbf{C}=F$.
9.3 Example. Let $\theta^{k}$ be the product $k$-dimensional bundle over $B$. Then $\beta\left(b, x, x^{\prime}\right)=\left(x \mid x^{\prime}\right)$, the euclidean inner product, is a riemannian metric in the real case and a hermitian metric in the complex case.
9.4 Example. For $k \leqq m \leqq+\infty$, the canonical bundle $\gamma_{k}^{m}$ over $G_{k}\left(F^{m}\right)$ has a natural riemannian metric derived from the euclidean metric on $F^{m}$. For $\left(V, x, x^{\prime}\right) \in E\left(\gamma_{k}^{m} \oplus \gamma_{k}^{m}\right)$, let $\beta\left(V, x, x^{\prime}\right)=\left(x \mid x^{\prime}\right)$, the euclidean inner product. On each fibre $V$ the function $\beta$ is clearly an inner product.

Using this construction and a Gauss map, we are able to get the next general result.
9.5 Theorem. Every real or complex vector bundle with a Gauss map has a riemannian or hermitian metric.

Proof. Let $g: E(\xi) \rightarrow F^{\infty}$ be a Gauss map. Define $\beta: E(\xi \oplus \xi) \rightarrow F$ by the relation $\beta\left(x, x^{\prime}\right)=\left(g(x) \mid g\left(x^{\prime}\right)\right)$. Then, since $g$ is continuous and a monomorphism on each fibre, $\beta$ is a riemannian or hermitian metric.

By (5.5) and (9.5), every bundle over a paracompact space has a metric.
Next, we consider the following application of metrics on vector bundles.
9.6 Theorem. Let $0 \rightarrow \xi \xrightarrow{u} \eta \xrightarrow{\tau} \zeta \rightarrow 0$ be a short exact sequence of vector bundles over $B$; that is, $u$ is a monomorphism, $\operatorname{im} u=\operatorname{ker} v$, and $v$ is an epimorphism. Let $\beta$ be a metric on $\eta$. Then there exists a morphism $w: \xi \oplus \zeta \rightarrow \eta$ splitting the above exact sequence in the sense that the following diagram is commutative.


The morphism $i$ is inclusion into the first factor, and $j$ is projection onto the second factor.

Proof. Let $\xi^{\prime}$ denote $\operatorname{im} u$, where $E\left(\xi^{\prime}\right) \subset E(\eta)$. Let $E\left(\zeta^{\prime}\right)$ be the subset of $x^{\prime} \in E(\eta)$ such that $\beta\left(x, x^{\prime}\right)=0$ for all $x \in E\left(\xi^{\prime}\right)$ with $p_{\eta}(x)=p_{\eta}\left(x^{\prime}\right)$. Then $\zeta^{\prime}$ is a subbundle of $\eta$ consisting of vector spaces.

Let $E(\eta)_{b}$ denote the fibre of $\eta, E\left(\xi^{\prime}\right)_{b}$ the fibre of $\xi^{\prime}$, and $E\left(\zeta^{\prime}\right)_{b}$ the fibre of $\zeta^{\prime}$ over $b \in B$.

Let $g: E(\eta) \rightarrow E\left(\xi^{\prime}\right)$ be the projection of $E(\eta)_{b}$ onto $E\left(\xi^{\prime}\right)_{b}$ over each $b \in B$. We wish to prove that $g$ is continuous; for this, we consider $g$ locally.

We suppose $u: B \times F^{n} \rightarrow B \times F^{m}$ is a $B$-monomorphism, and $\beta\left(b, x, x^{\prime}\right)$ is the metric on $B \times F^{m}$. Then $g: B \times F^{m} \rightarrow B \times F^{n}$ is given by $g(b, x)=$ $\left(b, \sum_{1 \leqq i \leqq n} \beta\left(b, x, u\left(e_{i}\right)\right) e_{i}\right)$, where $e_{i}, \ldots, e_{n}$ is the canonical basis of $F^{n}$. Clearly, $g$ is continuous. Since $g: \eta \rightarrow \xi^{\prime}$ is a $B$-epimorphism, $\operatorname{ker} g$ is a vector bundle, by (8.4). But ker $g$ equals $\zeta^{\prime}$.

Clearly, $v \mid \zeta^{\prime}: \zeta^{\prime} \rightarrow \zeta$ is a $B$-isomorphism since it is an isomorphism on the fibres. Finally, we define $w \mid \xi$ equal to the isomorphism $u: \xi \rightarrow \xi^{\prime} \subset \eta$ and $w \mid \zeta$ equal to the isomorphism $\left(v \mid \zeta^{\prime}\right)^{-1}: \zeta \rightarrow \zeta^{\prime} \subset \eta$. This proves the theorem.

Observe that (9.5) and (9.6) apply to vector bundles over a paracompact space by (5.5).

## Exercises

1. Prove that a $k$-dimensional vector bundle $\xi^{k}$ is trivial if and only if it has $k$ cross sections $s_{1}, \ldots, s_{k}$ such that $s_{1}(b), \ldots, s_{k}(b)$ are linearly independent for each $b \in B$.
2. Prove that every metric on a vector bundle $\xi$ with a Gauss map is of the form constructed in (9.5).
3. Define the bundle dimension of a space $B$, denoted $\operatorname{dim}_{b} B$, to be the inf of all $k$ such that the inclusion $G_{m}\left(\mathbf{R}^{2 m}\right) \rightarrow G_{m}\left(\mathbf{R}^{\infty}\right)$ induces a bijection $\left[B, G_{m}\left(\mathbf{R}^{m+n}\right)\right] \rightarrow$ $\left[B, G_{m}\left(\mathbf{R}^{\infty}\right)\right]$ for all $m, n \geqq k$. Let $k=\operatorname{dim}_{b} B$ in what follows.
(a) Prove that the natural inclusion $G_{k}\left(\mathbf{R}^{2 k}\right) \rightarrow G_{k}\left(\mathbf{R}^{2 k+m}\right)$ induces a bijection $\left[B, G_{k}\left(\mathbf{R}^{2 k}\right)\right] \rightarrow\left[B, G_{k}\left(\mathbf{R}^{2 k+m}\right)\right]$.
(b) Prove that the natural inclusion (see Exercise 2 of Chap. 2) $G_{k}\left(\mathbf{R}^{2 k}\right) \rightarrow G_{m}\left(\mathbf{R}^{k+m}\right)$ induces a bijection $\left[B, G_{k}\left(\mathbf{R}^{2 k}\right)\right] \rightarrow\left[B, G_{m}\left(\mathbf{R}^{k+m}\right)\right]$.
(c) If $\xi^{n}$ is an $n$-dimensional vector bundle over $B$, a paracompact space, with $n \geqq k$, prove that there exists a $k$-dimensional bundle $\eta$ such that $\xi^{n}$ and $\eta^{k} \oplus$ $\theta^{n-k}$ are $B$-isomorphic and, moreover, that $\eta$ is unique up to $B$-isomorphism.
(d) If $\xi$ and $\eta$ are two bundles with $\operatorname{dim} \xi=\operatorname{dim} \eta \geqq k$ such that $\xi \oplus \theta^{m}$ and $\eta \oplus \theta^{m}$ are isomorphic, prove that $\xi$ and $\eta$ are isomorphic (over $B$ ).
(e) If $\xi$ is a vector bundle over $B$, prove that there exists a $k$-dimensional vector bundle $\eta$ over $B$ such that $\xi \oplus \eta$ is trivial.

## CHAPTER 4

## General Fibre Bundles

A fibre bundle is a bundle with an additional structure derived from the action of a topological group on the fibres. In the next chapter the notions of fibre bundle and vector bundle are related. As with vector bundles, a fibre bundle has so much structure that there is a homotopy classification theorem for fibre bundles.

## 1. Bundles Defined by Transformation Groups

1.1 Definition. A topological group $G$ is a set $G$ together with a group structure and topology on $G$ such that function $(s, t) \mapsto s t^{-1}$ is a map $G \times G \rightarrow G$.

The above condition of continuity on $(s, t) \mapsto s t^{-1}$ is equivalent to the statement that $(s, t) \mapsto s t$ is a map $G \times G \rightarrow G$ and $s \mapsto s^{-1}$ is a map $G \rightarrow G$.

Examples. The real line $\mathbf{R}$ with addition as group operation, the real line minus zero $\mathbf{R}-\{0\}$ with multiplication as group operation, the full linear groups of nonsingular matrices $G L(n, \mathbf{R})$ and $G L(n, \mathbf{C})$, and the orthogonal, unitary, and symplectic groups $O(n), S O(n), U(n), S U(n)$, and $S p(n)$ are all topological groups. The orthogonal, unitary, and symplectic groups are considered in detail in Chap. 7.
1.2 Definition. For a topological group $G$, a right $G$-space is a space $X$ together with a map $X \times G \rightarrow X$. The image of $(x, s) \in X \times G$ under this map is $x s$. We assume the following axioms.
(1) For each $x \in X, s, t \in G$, the relation $x(s t)=(x s) t$ holds.
(2) For each $x \in X$, the relation $x 1=x$ holds, where 1 is the identity of $G$.

A space $X$ is a left $G$-space provided there is given a map $G \times X \rightarrow X$ such that $(s t) x=s(t x)$ and $1 x=x$ for $s, t \in G$ and $x \in X$.

If $X$ is a left $G$-space, $x s=s^{-1} x$ defines a right $G$-space structure on $X$. Since there is a bijective correspondence between left and right $G$-space structures, we need study only right $G$-spaces.

Examples. The space $\mathbf{R}^{n}$ is a left $G L(n, \mathbf{R})$-space or a left $O(n)$-space, where the $G$-space action is given by matrix multiplication. The space of orthonormal $p$-frames in $n$-space $V_{p}\left(\mathbf{R}^{n}\right)$ is a right $O(r)$-space for each $r, r \leqq p$, where the action of $O(r)$ is to change the first $r$ vectors in the frame by an orthogonal matrix. Scalar multiplication defines a left $(\mathbf{R}-\{0\})$-space structure on $\mathbf{R}^{n}$.
1.3 Definition. A map $h: X \rightarrow Y$ from one $G$-space to another is called a $G$-morphism provided $h(x s)=h(x) s$ for all $x \in X$ and $s \in G$.

Let $M_{G}(X, Y)$ denote the subspace of $G$-morphisms $X \rightarrow Y$. Since the composition of $G$-morphisms is a $G$-morphism, the class of $G$-spaces and $G$-morphisms forms a category denoted $\mathbf{s p}_{G}$.

Two elements $x, x^{\prime} \in X$ in a $G$-space are called $G$-equivalent provided there exists $s \in G$ with $x s=x^{\prime}$. This relation is an equivalence relation, and the set of all $x s, s \in G$, denoted $x G$, is the equivalence class determined by $x \in X$. Let $X \bmod G$ denote the set of all $x G$, for $x \in X$, with the quotient topology, that is, the largest topology such that the projection $\pi: X \rightarrow$ $X \bmod G$ is continuous. Recall that $\pi(x)=x G$, and, occasionally, $\pi$ is denoted by $\pi_{X}$. Note that the projection $\pi$ is an identification map.
1.4 Proposition. For a $G$-space $X$, the map $x \rightarrow x s$ is a homeomorphism, and the projection $\pi: X \rightarrow X \bmod G$ is an open map.

Proof. The inverse of $x \mapsto x s$ is the map $x \mapsto x s^{-1}$, and $x \mapsto x s$ is a homeomorphism. If $W$ is an open subset of $X$, then $\pi^{-1} \pi(W)=\bigcup_{s \in G} W s$ is an open set, being a union of open sets $W$ s. Therefore, $\pi(W)$ is open in $X \bmod G$ for each open set $W$ of $X$.

From the above discussion, it follows that every $G$-space $X$ determines a bundle $\alpha(X)=(X, \pi, X \bmod G)$. If $h: X \rightarrow Y$ is a $G$-space morphism, we have $h(x G) \subset h(x) G$ for each $x \in X$. The quotient map of $h$ is the map $f$ : $X \bmod G \rightarrow Y \bmod G$, where $f(x G)=h(x) G$. Let $\alpha(h)$ denote the bundle morphism $(h, f): \alpha(X) \rightarrow \alpha(Y)$.
1.5 Proposition. The collection of functions $\alpha: \mathbf{s p}_{G} \rightarrow \mathbf{B u n}$ is a functor.

Proof. Clearly, we have $\alpha\left(1_{X}\right)=\left(1_{X}, 1_{X \bmod G}\right)$, and if $h: X \rightarrow Y$ and $k: Y \rightarrow Z$ are two $G$-morphisms, then $\alpha(k h)=\alpha(k) \alpha(h)$.
1.6 Definition. A bundle $(X, p, B)$ is called a $G$-bundle provided $(X, p, B)$ and $\alpha(X)$ are isomorphic for some $G$-space structure on $X$ by an isomorphism $(1, f): \alpha(X) \rightarrow(X, p, B)$, where $f: X \bmod G \rightarrow B$ is a homeomorphism.

## 2. Definition and Examples of Principal Bundles

A $G$-space $X$ has the property that the relation $x s=x$ holds only for $s=1$ if and only if it has the property that the relation $x s=x t$ holds only for $s=t$.
2.1 Definition. A $G$-space $X$ is called free provided it has the property that $x s=x$ implies $s=1$. Let $X^{*}$ be the subspace of all $(x, x s) \in X \times X$, where $x \in X, s \in G$ for a free $G$-space $X$. There is a function $\tau: X^{*} \rightarrow G$ such that $x \tau\left(x, x^{\prime}\right)=x^{\prime}$ for all $\left(x, x^{\prime}\right) \in X^{*}$. The function $\tau: X^{*} \rightarrow G$ such that $x \tau\left(x, x^{\prime}\right)=x^{\prime}$ is called the translation function.

From the definition of the translation function $\tau\left(x, x^{\prime}\right)$, it has the following properties:
(1) $\tau(x, x)=1$.
(2) $\tau\left(x, x^{\prime}\right) \tau\left(x^{\prime}, x^{\prime \prime}\right)=\tau\left(x, x^{\prime \prime}\right)$.
(3) $\tau\left(x^{\prime}, x\right)=\tau\left(x, x^{\prime}\right)^{-1}$ for $x, x^{\prime}, x^{\prime \prime} \in X$.
2.2 Definition. A $G$-space $X$ is called principal provided $X$ is a free $G$-space with a continuous translation function $\tau: X^{*} \rightarrow G$. A principal $G$-bundle is a $G$-bundle $(X, p, B)$, where $X$ is a principal $G$-space.
2.3 Example. The product $G$-space $B \times G$, where the action of $G$ is given by the relation $(b, t) s=(b, t s)$, is principal. To see this, observe that $\left((b, t),\left(b^{\prime}, t^{\prime}\right)\right) \in$ $(B \times G)^{*}$ if and only if $b=b^{\prime}$, and the translation function has the form $\tau\left((b, t),\left(b, t^{\prime}\right)\right)=t^{-1} t^{\prime}$. The corresponding principal $G$-bundle is the product bundle $(B \times G, p, B)$ (up to natural isomorphism). This is called the product principal $G$-bundle.
2.4 Example. Let $G$ be a closed subgroup of a topological group $\Gamma$. Then $G$ acts on the right of $\Gamma$ by multiplication in $\Gamma$, and $\left(x, x^{\prime}\right) \in \Gamma^{*}$ if and only if $x^{-1} x^{\prime} \in G$. The translation function for the $G$-space $\Gamma$ is $\tau\left(x, x^{\prime}\right)=x^{-1} x^{\prime}$, which is continuous for topological groups. The base space of the corresponding principal $G$-bundle is the space of left cosets $\Gamma \bmod G$. This example includes some of the examples of fibrations in Chap. 1, Sec. 5.
2.5 Example. Let $G$ be the two-element group $\{+1,-1\}$, and let $S^{n}$ be the $G$-space with action given by the relation $x( \pm 1)= \pm x$. Then $\left(S^{n}\right)^{*}$ is the subspace of $(x, \pm x) \in S^{n} \times S^{n}$, and the translation function is $\tau(x, \pm x)= \pm 1$, which is clearly continuous. This principal $Z_{2}$-space defines a principal $Z_{2^{-}}$ bundle with base space $R P^{n}$.

Finally, we prove that a principal $G$-bundle is a bundle with fibre $G$.
2.6 Proposition. Let $\xi=(X, p, B)$ be a principal $G$-bundle. Then $\xi$ is a bundle with fibre $G$.

Proof. For $x \in p^{-1}(b)$ we define a bijective map $u: G \rightarrow p^{-1}(b)$ by the relation $u(s)=x s$. The inverse function of $u$ is $x^{\prime} \mapsto \tau\left(x, x^{\prime}\right)$, which is continuous, and $u$ is a homeomorphism.

## 3. Categories of Principal Bundles

3.1 Definition. A morphism $(u, f):(X, p, B) \rightarrow\left(X^{\prime}, p^{\prime}, B^{\prime}\right)$ between two principal $G$-spaces is a principal morphism provided $u: X \rightarrow X^{\prime}$ is a morphism between $G$-spaces.

Since $p^{-1} p(x)=x G$ and since $f(x G)=u(x) G$, the map $u$ determines $f$. If $B=B^{\prime}$ and if $f=1_{B}$, then $u$ is called a principal $B$-morphism.

Since the composition of principal morphisms or $B$-morphisms is a principal morphism or $B$-morphism, respectively, one can speak of the category $\operatorname{Bun}(G)$ as consisting of principal $G$-bundles and morphisms and the subcategory $\operatorname{Bun}_{B}(G)$ of $\operatorname{Bun}(G)$ as consisting of principal $G$-bundles and morphisms over $B$. We have two natural structure stripping functors $\operatorname{Bun}(G) \rightarrow$

## Bun and $\mathbf{B u n}_{B}(G) \rightarrow \mathbf{B u n}_{B}$.

The next theorem is the analogue for principal bundles of 3(2.5).

### 3.2 Theorem. Every morphism in $\operatorname{Bun}_{B}(G)$ is an isomorphism.

Proof. Let $u:(X, p, B) \rightarrow\left(X^{\prime}, p^{\prime}, B\right)$ be a $B$-morphism of principal $G$-bundles. First, we prove that $u$ is injective. For this, we let $u\left(x_{1}\right)=u\left(x_{2}\right)$. Since $p\left(x_{1}\right)=$ $p^{\prime} u\left(x_{2}\right)=p\left(x_{2}\right)$, we have $\left(x_{1}, x_{2}\right) \in X^{*}$, and $x_{1} s=x_{2}$ for some $s \in G$. Since $u\left(x_{1}\right)=u\left(x_{2}\right)=u\left(x_{1}\right) s$, we have $s=1$ and $x_{1}=x_{2}$. Next, we prove that $u$ is surjective. For each $x^{\prime} \in X^{\prime}$ we let $x \in X$ be such that $p(x)=p^{\prime}\left(x^{\prime}\right)$. Then $p^{\prime}\left(x^{\prime}\right)=p(x)=p^{\prime}(u(x))$ and $\left(u(x), x^{\prime}\right) \in\left(X^{\prime}\right)^{*}$. Since $u(x) s=x^{\prime}$ for some $s \in G$, we have $u(x s)=u(x) s=x^{\prime}$, and $u$ is surjective.

To prove $u^{-1}$ is continuous, let $u(a)=a^{\prime}$ in $X^{\prime}$, and let $V$ be an open neighborhood of $a$ in $X$. By the continuity of the action of $G$ on $X$, there exist open neighborhoods $V_{1}$ of $a$ in $X$ and $N$ of 1 in $G$ such that $V_{1} N \subset V$. There is an open neighborhod $W$ of $a^{\prime}$ in $X^{\prime}$ such that $\tau^{\prime}\left((W \times W) \cap X^{\prime *}\right) \subset N$, where $\tau^{\prime}$ is the translation function of $X^{\prime}$. Using the continuity of $u$, we can replace $V_{1}$ by $V_{1} \cap u^{-1}(W)$ so that $u\left(V_{1}\right) \subset W$. Now $p\left(V_{1}\right)=U$ is an open neighborhood of $b=p(a)=p\left(a^{\prime}\right)$ in $B$ by (1.4), and we replace $W$ by $W \cap$ $\left(p^{\prime}\right)^{-1}(U)$ so that $p^{\prime}(W)=U=p\left(V_{1}\right)$.

For each $x^{\prime} \in W$, we choose $x \in V_{1}$ such that $p(x)=p^{\prime}\left(x^{\prime}\right)$. Then we have $u(x), x^{\prime} \in W$ and $u(x) s=x^{\prime}$ for some $s \in N$, and $x^{\prime}=u(x) s=u(x s)$, where $x s \in V_{1} N \subset V$. Therefore, for each $x^{\prime} \in W$, we have $u^{-1}\left(x^{\prime}\right) \in V$ and $u^{-1}(W) \subset$ $V$. This proves that $u^{-1}$ is continuous at each $a^{\prime} \in X^{\prime}$. The theorem has been proved.

Observe that in the proof of the theorem we used only the fact that $X$ was a free $G$-space whereas $X^{\prime}$ must be a principal $G$-space.

## 4. Induced Bundles of Principal Bundles

The next proposition says, in effect, that the property of being a $G$-bundle or principal $G$-bundle is stable under the operation of taking induced bundles.
4.1 Proposition. Let $X$ be a $G$-space with an associated bundle $\xi=(X, p, B)$. For each map $f: B_{1} \rightarrow B$ the total space $X_{1}$ of $f^{*}(\xi)=\left(X_{1}, p_{1}, B_{1}\right)$ has a natural $G$-space structure, and there is a homeomorphism $g: X_{1} \bmod G \rightarrow B_{1}$ making the following diagram commutative.


Moreover, the $G$-space structure on $X_{1}$ can be chosen in exactly one way such that $f_{\xi}$ is a G-morphism. Finally, if $(X, p, B)$ is a principal $G$-bundle, ( $X_{1}, p_{1}, B_{1}$ ) is a principal $G$-bundle.

Proof. We define the action on $X_{1}$ by $G$ with the relation $\left(b_{1}, x\right) s=\left(b_{1}, x s\right)$, where $p(x s)=p(x)=f\left(b_{1}\right)$. Then $f_{\xi}\left(\left(b_{1}, x\right) s\right)=f_{\xi}\left(b_{1}, x s\right)=x s=f_{\xi}\left(b_{1}, x\right) s$, and $f_{\xi}$ is a $G$-morphism. Moreover, if $f_{\xi}$ is a $G$-morphism, $G$ must act on $X_{1}$ by the relation $\left(b_{1}, x\right) s=\left(b_{1}, x s\right)$.

Next we define $g\left(\left(b_{1}, x\right) G\right)=b_{1}$. Since $X_{1} \bmod G$ has the quotient topology, the function $g$ is continuous. Since $p$ is surjective, the map $g$ is surjective. Since $p(x)=p\left(x^{\prime}\right)$ if and only if $x^{\prime}=x s, s \in G$, the map $g$ is injective. If $W$ is an open subset of $X_{1} \bmod G$, then $\pi^{-1}(W)$ is an open subset of $X$, and $g(W)=$ $p_{1}\left(\pi^{-1}(W)\right)$ is an open subset of $B_{1}$. Note that $p_{1}$ is an open map by $2(5.9)$ and (1.4). Therefore, $g$ is a homeomorphism.

Finally, if $\tau: X^{*} \rightarrow G$ is a translation map for a principal $G$-space $X$, then $\tau_{1}: X_{1}^{*} \rightarrow G$, defined by $\tau_{1}\left(\left(b_{1}, x\right),\left(b_{1}, x^{\prime}\right)\right)=\tau\left(x, x^{\prime}\right)$, is a translation map for $X_{1}$. Observe that $\left(\left(b_{1}, x\right),\left(b_{1}^{\prime}, x^{\prime}\right)\right) \in X_{1}^{*}$ if and only if $b_{1}=b_{1}^{\prime}$ and $\left(x, x^{\prime}\right) \in X^{*}$.
4.2 Theorem. Let $(v, f): \eta \rightarrow \xi$ be a morphism of principal $G$-bundles, and let $\eta \xrightarrow{g} f^{*}(\xi) \xrightarrow{f_{\xi}} \xi$ be the canonical factorization given in 2(5.5). Then $g$ is a principal bundle isomorphism over $B(\eta)$, and therefore $\eta$ and $f^{*}(\xi)$ are isomorphic principal $G$-bundles. Finally, $f^{*}: \operatorname{Bun}_{\boldsymbol{B}}(G) \rightarrow \operatorname{Bun}_{B_{1}}(G)$ is a functor.

Proof. We recall $g: X(\eta) \rightarrow X\left(f^{*}(\xi)\right)$ is given by $g(x)=\left(p_{\eta}(x), v(x)\right)$. Then we have $g(x s)=\left(p_{\eta}(x), v(x) s\right)=g(x)$ s. Since $f^{*}(\xi)$ is a principal $G$-bundle by (4.1),
$g$ is a $B(\eta)$-isomorphism of principal bundles by (3.2). The last result follows from 2(5.6).

Note the similarity of this theorem with 3(3.2). Theorem 3(3.2) plays an important role in the homotopy classification of vector bundles, and Theorem (4.2) is very important for the homotopy classification of principal bundles and fibre bundles.

## 5. Definition of Fibre Bundles

Let $\xi=(X, p, B)$ be a principal $G$-bundle, and let $F$ be a left $G$-space. The relation $(x, y) s=\left(x s, s^{-1} y\right)$ defines a right $G$-space structure on $X \times F$. Let $X_{F}$ denote the quotient space $(X \times F) \bmod G$, and let $p_{F}: X_{F} \rightarrow B$ be the factorization of the composition of $X \times F \xrightarrow{p r \boldsymbol{x}} X \xrightarrow{p} B$ by the projection $X \times F \rightarrow X_{F}$. Explicitly, we have $p_{F}((x, y) G)=p(x)$ for $(x, y) \in X \times F$.
5.1 Definition. With the above notations, the bundle ( $X_{F}, p_{F}, B$ ), denoted $\xi[F]$, is called the fibre bundle over $B$ with fibre $F$ (viewed as a $G$-space) and associated principal bundle $\xi$. The group $G$ is called the structure group of the fibre bundle $\xi[F]$.

Roughly speaking, a principal $G$-bundle $\xi=(X, p, B)$ consists of a copy of $G$ for each point $b \in B$ all "glued together" by the topology of $X$. The associated fibre bundle $\xi[F]$ consists of a copy of $F$ for each point of $B$ all "glued together" in a manner prescribed by the topology of the total space $X$, the action of $G$ on $X$, and the action of $G$ on $F$. This gluing is done using the quotient space $X \times F \bmod G$.
5.2 Example. Let $\xi$ be the principal $Z_{2}$-bundle $S^{1} \rightarrow R P^{1}=S^{1}$, and let $F=$ $[-1,+1]$ be the left $Z_{2}$-space with action $( \pm 1) t= \pm t$. Then $\xi[F]$ is the fibre bundle consisting of the Moebius band as total space.

The process of going from the principal bundle to the fibre bundle is achieved in this case by "clamping" $[-1,+1]$ onto the two points of $S^{1}$ over a given point of $R P^{1}=S^{1}$ and by "sliding" the segment around on the base space to get the total space consisting of the Moebius band. In general, the total space of $\xi[F]$ reflects the "twist" in the topology of the total space $X$ and the "twist" in the action of $G$ on $F$. In the next proposition we prove that $\xi[F]$ is a bundle with fibre $F$.
5.3 Proposition. Let $\xi[F]=\times\left(X_{F}, p_{F}, B\right)$ be the fibre bundle with associated principal $G$-bundle $\xi=(X, p, B)$ and fibre $F$. For each $b \in B$, the fibre $F$ is homeomorphic to $p_{F}^{-1}(b)$.

Proof. Let $p\left(x_{0}\right)=b$ for some $x_{0} \in X$, and let $f(y)=\left(x_{0}, y\right) G$ be a map $f: F \rightarrow X_{F}$. Since $p_{F}\left(\left(x_{0}, y\right) G\right)=p\left(x_{0}\right)=b$, we can view $f: F \rightarrow p_{F}^{-1}(b)$ by the restriction of range from $X_{F}$ to $p_{F}^{-1}(b)$.
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We prove that $f$ has a continuous inverse by considering the map $g_{1}$ : $p^{-1}(b) \times F \rightarrow F$ given by $g_{1}(x, y)=\tau\left(x_{0}, x\right) y$, where $\tau: X^{*} \rightarrow G$ is the translation map of the principal $G$-space $X$. Clearly, we have $g_{1}\left(x s, s^{-1} y\right)=g_{1}(x, y)$, and by factoring through the restriction of the quotient map $X \times F \rightarrow X_{F}$, we get a map $g: p_{F}^{-1}(b) \rightarrow F$. By the construction, $f$ and $g$ are inverse to each other.

## 6. Functorial Properties of Fibre Bundles

Let $(u, f):(X, p, B) \rightarrow\left(X^{\prime}, p^{\prime}, B^{\prime}\right)$ be a principal bundle morphism, and let $F$ be a left $G$-space. The morphism $(u, f)$ defines a $G$-morphism $u \times 1_{F}: X \times F \rightarrow$ $X^{\prime} \times F$, and by passing to quotients, we have a map $u_{F}: X_{F} \rightarrow X_{F}^{\prime}$ such that $\left(u_{F}, f\right): \xi[F] \rightarrow \xi^{\prime}[F]$, where $\xi=(X, p, B)$ and $\xi^{\prime}=\left(X^{\prime}, p^{\prime}, B^{\prime}\right)$.
6.1 Definition. A fibre bundle morphism from $\xi[F]$ to $\xi^{\prime}[F]$ is a bundle morphism of the form $\left(u_{F}, f\right): \xi[F] \rightarrow \xi^{\prime}[F]$, where $(u, f): \xi \rightarrow \xi^{\prime}$ is a principal bundle morphism. If $B=B^{\prime}$ and $f=1_{B}$, then $u_{F}: \xi[F] \rightarrow \xi^{\prime}[F]$ is called a fibre bundle morphism over $B$.

The rest of this chapter is devoted to the study of the category of principal $G$-bundles and the category of fibre bundles with fibre $F$ and structure group $G$.
6.2 Proposition. The functions $\xi \mapsto \xi[F]$ and $(u, f) \mapsto\left(u_{F}, f\right)$ define a functor from the category of principal G-bundles to the category of bundles, admitting the structure of a fibre bundle with fibre $F$ and structure group $G$.

Proof. Let $(u, f): \xi \rightarrow \xi^{\prime}$ and $\left(u^{\prime}, f^{\prime}\right): \xi^{\prime} \rightarrow \xi^{\prime \prime}$ be principal $G$-bundle morphisms. By applying the quotient space functor to $\left(u^{\prime} u\right) \times 1_{F}=\left(u^{\prime} \times 1_{F}\right)\left(u \times 1_{F}\right)$, we get $\left(u^{\prime} u\right)_{F}=u_{F}^{\prime} u_{F}$. Similarly, we have $\left(1_{X}\right)_{F}$ as the identity.

A fibre bundle morphism $\left(u_{F}, f\right): \xi[F] \rightarrow \xi[F]$ is a fibre bundle isomorphism if and only if $(u, f): \xi \rightarrow \xi^{\prime}$ is a principal bundle isomorphism. This is
an example of the fact that the properties of a fibre bundle merely reflect the properties of the associted principal bundle. On the other hand, the properties of a fibre bundle as a bundle reflect also the nature of the action of the group on the fibre; see Exercises 4 and 5.
6.3 Proposition. Let $\xi=(X, p, B)$ be a principal $G$-bundle and $\xi[F]$ a fibre bundle. For each map $f: B_{1} \rightarrow B$ there is a canonical isomorphism $g$ : $f^{*}(\xi[F]) \rightarrow f^{*}(\xi)[F]$ of bundles over $B_{1}$ such that the natural morphism $f_{\xi[F]}$ : $f^{*}(\xi[F]) \rightarrow \xi[F]$ factors by $f^{*}(\xi[F]) \xrightarrow{\underline{1}} f^{*}(\xi)[F] \xrightarrow{\left(\mathcal{S}_{\xi}\right) F} \xi[F]$.

Proof. The total space $X_{1}$ of $f^{*}(\xi[F])$ consists of pairs $\left(b_{1},(x, y) G\right)$, where $f\left(b_{1}\right)=p_{F}((x, y) G)=p(x)$ and $f_{\xi[F]}$ is given by the relation $f_{\xi[F]]}\left(b_{1},(x, y) G\right)=$ $(x, y) G$. The total space $X_{2}$ of $f^{*}(\xi)[F]$ consists of pairs $\left(\left(b_{1}, x\right), y\right) G$, where $f\left(b_{1}\right)=p(x)$ and $\left(f_{\xi}\right)_{F}$ is given by the relation $\left(f_{\xi}\right)_{\boldsymbol{F}}\left(\left(\left(b_{1}, x\right), y\right) G\right)=(x, y) G$. We define the isomorphism $g$ by the relation $g\left(b_{1},(x, y) G\right)=\left(\left(b_{1}, x\right), y\right) G$. This isomorphism is the result of applying the quotient space functor to the canonical $G$-isomorphism $B \times(X \times F) \rightarrow(B \times X) \times F$ and observing that $\left(b_{1}, x s, s^{-1} y\right)=\left(b_{1}, x, y\right)$ for $b_{1} \in B_{1}, x \in X, y \in F, s \in G$.
6.4 Corollary. Let $\xi[F]$ be a fibre bundle over $B$, and let $A \subset B$. Then $\xi[F] \mid A$ and $(\xi \mid A)[F]$ are canonically $A$-isomorphic as bundles.

## 7. Trivial and Locally Trivial Fibre Bundles

Let $\xi$ be the product principal $G$-bundle ( $B \times G, p, B$ ). For each left $G$-space $F$, the fibre bundle $\xi[F]=(Y, q, B)$ is $B$-isomorphic over $B$ to the product bundle $(B \times F, p, B)$. Let $g: Y \rightarrow B \times F$ be defined by $g((b, s, y) G)=(b, s y)$. Then $g$ is a $B$-isomorphism.
7.1 Definition. Two principal $G$-bundles $\xi$ and $\eta$ over $B$ are locally isomorphic provided each $b \in B$ has an open neighborhood $U$ such that $\xi \mid U$ and $\eta \mid U$ are $U$-isomorphic (as principal bundles). Two fibre bundles $\xi[F]$ and $\eta[F]$ are locally isomorphic provided $\xi$ and $\eta$ are locally isomorphic.
7.2 Definition. A principal $G$-bundle $\xi$ over $B$ is trivial or locally trivial provided $\xi$ is a principal $G$-bundle that is isomorphic or locally isomorphic to the product principal $G$-bundle. A fibre bundle $\xi[F]$ is trivial or locally trivial provided $\xi$ is trivial or locally trivial, respectively.

In view of Corollary (6.4), a principal bundle or a fibre bundle that is trivial or locally trivial is trivial or locally trivial as a bundle. Conversely, it is possible for a fibre bundle to be trivial as a bundle but not trivial as a fibre bundle; see Exercise 4.

## 8. Description of Cross Sections of a Fibre Bundle

The following theorem is of great importance for the classification of principal bundles and fibre bundles, because it yields a criterion for trivality of a principal bundle and a means of constructing principal bundle morphisms.
8.1 Theorem. Let $\xi=(X, p, B)$ be a principal $G$-bundle, and let $\xi[F]=$ $\left(X_{F}, p_{F}, B\right)$ be an associated fibre bundle, where $F$ is a left $G$-space. The cross sections $s$ of the bundle $\xi[F]$ are in bijective correspondence with maps $\phi$ : $X \rightarrow F$ such that $\phi(x t)=t^{-1} \phi(x)$ for $x \in X, t \in G$. The cross section corresponding to $\phi$ is $s_{\phi}(x G)=(x, \phi(x)) G$ in $X_{F}$ for each $x G \in B$.

Proof. Since $(x t, \phi(x t)) G=\left(x t, t^{-1} \phi(x)\right) G=(x, \phi(x)) G$ in $X_{F}=X \times F \bmod G$, the function $s_{\phi}$ is well defined. Since $s_{\phi}$ is the factorization of $x \mapsto(x, \phi(x)) G$ by the quotient map $p$, the function $s_{\phi}$ is continuous. Clearly, the relation $p_{F}\left(s_{\phi}(x G)\right)=p_{F}((x, \phi(x)) G)=p(x)=x G$ holds, and the map $s_{\phi}$ is a cross section.

Conversely, let $s$ be a cross section of $\xi[F]$, and let $\phi_{s}: X \rightarrow F$ be defined by the relation $s(x G)=\left(x, \phi_{s}(x)\right) G$ for each $x \in X$. Since $\left(x, \phi_{s}(X)\right) G=$ $\left(x t, t^{-1} \phi_{s}(x)\right) G=\left(x t, \phi_{s}(x t)\right) G$, and since $s$ is a cross section, the function $\phi_{s}$ satisfies the relation $\phi_{s}(x t)=t^{-1} \phi_{s}(x)$ for each $x \in X, t \in G$.

Finally, if we prove the continuity of $\phi_{s}$, the theorem will be proved because $\phi \mapsto s_{\phi}$ and $s \mapsto \phi_{s}$ are functions that are inverse to each other. Let $x_{0} \in X, y_{0}=\phi_{s}\left(x_{0}\right), b_{0}=p\left(x_{0}\right)$, and $s\left(b_{0}\right)=\left(x_{0}, y_{0}\right) G$. Let $W$ be an open neighborhood of $y_{0}$. By the continuity of the action of $G$ on $F$, there exist open neighborhoods $W^{\prime}$ of $y_{0}$ and $N$ of 1 in $G$ such that $N W^{\prime} \subset W$. Let $V$ be an open neighborhood of $x_{0}$ in $X$ such that $\tau\left((V \times V) \cap X^{*}\right) \subset N$, where $\tau$ is the translation function of $\xi$. Since $s$ is a map, there exists an open neighborhood $U$ of $b_{0}$ such that $s(U) \subset\left(V \times W^{\prime}\right) \bmod G$. We replace $V$ by $p^{-1}(U) \cap V$. The relation $s(U) \subset\left(V \times W^{\prime}\right) \bmod G$ is preserved, and $p(V)=U$. To prove $\phi_{s}(V) \subset W$, let $x \in V$ and $b=p(x) \in U$. Then $s(b)=\left(x^{\prime}, y^{\prime}\right) G$, where $x^{\prime} \in V$ and $y^{\prime} \in W^{\prime}$. Since $\left(x^{\prime}, y^{\prime}\right) G=\left(x \tau\left(x, x^{\prime}\right), y^{\prime}\right) G=\left(x, \tau\left(x, x^{\prime}\right) y^{\prime}\right) G$, we have $\phi_{s}(x)=\tau\left(x, x^{\prime}\right) y^{\prime} \in N W^{\prime} \subset W$ and $\phi_{s}(V) \subset W$. This proves the theorem.

By observing that $\phi_{s}: X \rightarrow F$ is just a $G$-morphism with respect to $G$ acting on the right of $X$ and $F$, we have two applications of Theorem (8.1) in the next corollaries.
8.2 Corollary. Let $\xi=(X, p, B)$ and $\xi^{\prime}=\left(X^{\prime}, p^{\prime}, B^{\prime}\right)$ be two principal G-bundles. All principal $G$-bundle morphisms $\xi \rightarrow \xi^{\prime}$ are of the form ( $\phi_{s}, f$ ), where s is a cross section of $\xi\left[X^{\prime}\right]$. Moreover, using the equality $X_{X^{\prime}}=X_{X}^{\prime}$, we have $f=\left(p_{x}^{\prime}\right)$ s.

The following diagram illustrates the situation in this corollary:


Proof. By Theorem (8.1) the set of cross sections of $\xi\left[X^{\prime}\right]$ are in bijective correspndence with $G$-morphisms $\phi_{s}: X \rightarrow X^{\prime}$, that is, maps $\phi_{s}: X \rightarrow X^{\prime}$ with $\phi_{s}(x t)=t^{-1} \phi_{s}(x)=\phi_{s}(x) t$.

From the relation $f=\left(p_{X}^{\prime}\right) s$, we observe that $s(x G)=\left(x, \phi_{s}(x)\right) G$ and $p_{X}^{\prime}(s(x G))=p_{X}^{\prime}\left(\left(x, \phi_{s}(x)\right) G\right)=p_{X}^{\prime}\left(\phi_{s}(x)\right)$ for $x \in X$. Since $f(x G)=p_{X}^{\prime}\left(\phi_{s}(x)\right)$, we have the relation $f=\left(p_{X}^{\prime}\right) s$. This proves the corollary.

This corollary reduces the problem of the existence of a principal bundle morphism $\xi \rightarrow \xi^{\prime}$ to a more manageable problem of the existence of a cross section. In particular, we can apply the results of Chap. 2, Sec. 7. An application of this corollary is a decisive step in the homotopy classification of locally trivial fibre bundles, and it plays a role similar to that of Gauss maps for vector bundles.
8.3 Corollary. The following are equivalent statements for a principal $G$ bundle $\xi=(X, p, B)$.
(1) The bundle $\xi$ has a cross section.
(2) The bundle $\xi$ is isomorphic to $f^{*}(\eta)$, where $\eta$ is the product bundle over a point and $f$ is the unique constant map.
(3) The bundle $\xi$ is trivial.

Proof. Since as bundles $\xi=\xi[G]$, we use (8.1) to prove the equivalence of statements (1) and (2). The set of cross sections of $\xi$ are in bijective correspondence with maps $\phi: X \rightarrow G$ such that $\phi(x t)=t^{-1} \phi(x)=\phi(x) t$. If $f: B \rightarrow *$ is the unique constant map, it is induced by $\phi$, and by Theorem (4.2), the principal bundles $\xi$ and $f^{*}(\eta)$ are isomorphic. Clearly, statement (3) implies (1), and statement (2) implies (3) because the induced bundle of a trivial bundle is trivial, by (4.2).

## 9. Numerable Principal Bundles over $B \times[0,1]$

This section has the same objectives as Sec. 4 in Chap. 3. Instead of considering all bundles over a paracompact space, as in Chap. 3, we consider numerable bundles over an arbitrary space.
9.1 Definition. An open covering $\left\{U_{i}\right\}_{i \in S}$ of topological space $B$ is numerable provided there exists a (locally finite) partition of unity $\left\{u_{i}\right\}_{i \in S}$ such that $\overline{u_{i}^{-1}((0,1])} \subset U_{i}$ for each $i \in S$.

It is a standard result that a Hausdorff space $B$ is paracompact if and only if each open covering is numerable.
9.2 Definition. A principal $G$-bundle $\xi$ over a space $B$ is numerable provided there is a numerable over $\left\{U_{i}\right\}_{i \in S}$ of $B$ such that $\xi \mid U_{i}$ is trivial for each $i \in S$.

Observe that each numerable principal $G$-bundle is locally trivial and each locally trivial principal $G$-bundle over a paracompact space is numerable.
9.3 Proposition. Let $f: B^{\prime} \rightarrow B$ be a map, and let $\xi$ be a numerable bundle over B. Then $f^{*}(\xi)$ is a numerable bundle over $B^{\prime}$.

Proof. Suppose that $\xi \mid U_{i}$ is trivial, where $\left\{U_{i}\right\}_{i \in S}$ is an open covering of $B$ and $\left\{u_{i}\right\}_{i \in S}$ is a locally finite partition of unity with the closure of $u_{i}^{-1}(0,1) \subset$ $U_{i}$ for each $i \in S$. Then $f^{*}(\xi) \mid f^{-1}\left(U_{i}\right)$ is trivial, and $\left\{u_{i} f\right\}_{i \in S}$ is a locally finite partition of unity with the closure of $\left(u_{i} f\right)^{-1}(0,1] \subset f^{-1}\left(U_{i}\right)$ for each $i \in S$.

The results and the arguments proceed as in Sec. 4 of Chap. 3. Where the proof in this more general situation is completely parallel to that given in Chap. 3, we omit the argument and leave it as an exercise for the reader.
9.4 Lemma. Let $\xi$ be a principal $G$-bundle over $B=B_{1} \cup B_{2}$, where $B_{1}=$ $A \times[a, c]$ and $B_{2}=A \times[c, b]$ for $a<c<b$. If $\xi \mid B_{1}$ and $\xi \mid B_{2}$ are trivial, then $\xi$ is trivial.

In order that the argument in $3(4.1)$ should apply, we have only to observe that the automorphisms $h: B \times G \rightarrow B \times G$ are of the form $h(b, s)=(b, g(b) s)$, where $g: B \rightarrow G$ is the map given by $(b, g(b))=h(b, 1)$. This follows from the relation $h(b, s)=h(b, 1) s=(b, g(b) s)$.

The next lemma is the analogue of $3(4.2)$, but a more delicate argument is required here for the proof which is essentially due to Dold [4].
9.5 Lemma. Let $\xi$ be a numerable $G$-bundle over $B \times I$ (where $I=[0,1]$ ). Then there exists a numerable covering $\left\{U_{i}\right\}_{i \in S}$ of $B$ such that $\xi \mid\left(U_{i} \times I\right)$ is trivial for each $i \in S$.

Proof. Let $\left\{v_{j}\right\}_{j \in T}$ be a (locally finite) partition of unity of $B \times I$ such that $\xi \mid v_{j}^{-1}(0,1]$ is trivial for each $j \in T$. For each $r$-tuple $\mathbf{k}=(k(1), \ldots, k(r)) \in T^{r}$, we define

$$
v_{k}(x)=\prod_{1 \leqq q \leqq r} \min \left\{v_{k(q)}(x, t)\right\} \quad \text { for } t \in\left[\frac{q-1}{r}, \frac{q}{r}\right]
$$

Then $v_{k}: B \rightarrow I$ is continuous. Moreover, we have $v_{k}(x)>0$ if and only if $x \times[(q-1) / r, q / r] \subset v_{k(q)}^{-1}(0,1]$ for each $1 \leqq q \leqq r$. This means, in view of (9.4), that it suffices to prove that the family of open sets $\left\{v_{k}^{-1}(0,1]\right\}$ for all $\mathbf{k} \in T^{r}$ and all $r$ is a numerable covering of $B$, because $\xi \mid\left(v_{k}^{-1}(0,1] \times I\right)$ is trivial.

Each $(x, t) \in B \times I$ has a neighborhood which is contained in one set $U_{i}$ and which intersects only a finite number of sets $U_{j}$. Since $I$ is compact, there are for each $x \in B$ a neighborhood $N$ and a natural number $r$ such that
(1) $N \times[(q-1) / r, q / r] \subset U_{k(q)}$ for some $k(q) \in T$ for each $1 \leqq q \leqq r$.
(2) $N \times I$ intersects only a finite number of $V_{j}=v_{j}^{-1}(0,1]$ for $j \in T$.

By property (1), $\left\{v_{k}^{-1}(0,1]\right\}$ is a covering of $B$, and by property (2), for a given $r$, the family of $\left\{v_{k}\right\}$ for $\mathbf{k} \in T$ is locally finite.

Now we augment the maps $v_{k}$ in such a way that we get a locally finite partition of unity. Let $w_{r}(x)$ denote the sum of all the functions $v_{k}(x)$ with $\mathbf{k}=(k(1), \ldots, k(s))$ and $s<r$. We define

$$
u_{k}(x)=\max \left(0, v_{k}(x)-r w_{r}(x)\right)
$$

For $x \in B$, we have a $\mathbf{k}=(k(1), \ldots, k(r))$ with $r$ minimal with respect to the property that $v_{k}(x)>0$. Then $w_{r}(x)=0$ and $u_{k}(x)=v_{k}(x)$. Consequently, the sets $u_{k}^{-1}(0,1]$ form an open covering of $B$. Moreover, let $m>r$ such that $v_{k}(x)>1 / m$. Then we have $w_{m}(x)>1 / m$ and $m w_{m}(y)>1$ for all $y$ in a neighborhood of $x$. In this neighborhood all $u_{k}$ with $\mathbf{k}=(k(1), \ldots, k(s))$ and $s \geqq m$ vanish, and consequently the system $\left\{u_{k}\right\}$ is a locally finite partition of unity such that $\xi \mid\left(U_{k} \times I\right)$ is trivial where $U_{k}=u_{k}^{-1}(0,1]$. This proves the proposition.

As with Theorem 3(4.3), the next theorem is the major step in the development of the homotopy properties of numerable principal $G$-bundles. The method of proof in the next theorem is essentially due to Milnor who introduced it in the setting of microbundles.
9.6 Theorem. Let $r: B \times I \rightarrow B \times I$ be the map $r(b, t)=(b, 1)$, and let $\xi$ be a numerable principal $G$-bundle over $B \times I$. Then there exists a $G$-morphism ( $g . r$ ) : $\xi \rightarrow \xi$.

Proof. By (9.5) there is a numerable covering $\left\{U_{i}\right\}_{i \in S}$ of $B$ such that $\xi \mid\left(U_{i} \times I\right)$ is trivial. Moreover, there are maps $u_{i}: B \rightarrow[0,1]$ such that $u_{i}^{-1}(0,1] \subset U_{i}$ and such that $\max _{i \in S} u_{i}(b)=1$ for each $b \in B$. The maps $u_{i}$ are easily constructed from the partition of unity. Let $h_{i}: U_{i} \times I \times G \rightarrow p^{-1}\left(U_{i} \times I\right) \subset E(\xi)$ be a $\left(U_{1} \times I\right)$-isomorphism of principal $G$-bundles.

We define a morphism $\left(g_{i}, r_{i}\right): \xi \rightarrow \xi$ with the requirements that $r_{i}(b, t)=$ $\left(b, \max \left(u_{i}(b), t\right)\right), g_{i}$ is the identity outside $p^{-1}\left(U_{i} \times I\right)$, and $g_{i}\left(h_{i}(b, t, s)\right)=$ $h_{i}\left(b, \max \left(u_{i}(b), t\right), s\right)$ for each $(b, t, s) \in U_{i} \times I \times G$. We choose a well ordering on the set $I$. For each $b \in B$, there is an open neighborhood $U(b)$ of $b$ such that $U_{i} \cap U(b)$ is nonempty for $i \in I(b)$, where $I(b)$ is a finite subset of $I$. We define $r=r_{i(n)} \cdots r_{i(1)}$ on $U(b) \times I$ and $g=g_{i(n)} \cdots g_{i(1)}$ on $p^{-1}(U(b) \times I)$, where $I=\{i(1), \ldots, i(n)\}$ and $i(1)<i(2)<\cdots<i(n)$. For $i \notin I(b)$ the map $r_{i}$ is the identity on $U(b) \times I$, and $g_{i}$ is the identity on $p^{-1}(U(b) \times I)$. The maps $r$ and
$q$ are infinite compositions of maps where all but a finite number of terms equal the identity near a point.
9.7 Corollary. With the notations of (9.6), the principal G-bundles $\xi$ and $r^{*}(\xi)$ are isomorphic over $B \times I$.

Let $\xi=(X, p, B)$ be a principal $G$-bundle, and let $W$ be a locally compact space. Then the relation $(x, w) s=(x s, w)$ defines a right $G$-space structure on $X \times W$. The translation map $\tau_{1}$ for $X \times W$ is defined by the relation $\tau_{1}\left((x, w),\left(x^{\prime}, w\right)\right)=\tau\left(x, x^{\prime}\right)$, where $\tau$ is the translation map for $X \bmod G$ and $X \times W \rightarrow(X \times W) \bmod G$ are identification maps, and the function $\phi:$ $(X \times W) \bmod G \rightarrow(X \bmod G) \times W$, where $\phi((x, w) G)=(x G, w)$, is a homeomorphism. We are most interested in the above construction for $W=[0,1]=I$. The following result is a corollary of (9.6) and (9.7).
9.8 Theorem. Let $\xi$ be a numerable principal $G$-bundle over $B \times I$. Then the bundles $\xi$, $(\xi \mid(B \times 1)) \times I$, and $(\xi \mid(B \times 0)) \times I$ are $G$-isomorphic. If $\varepsilon_{i}: B \rightarrow B \times I$ is the map $\varepsilon_{i}(b)=(b, i)$ for $i=0,1$, then $\varepsilon_{0}^{*}(\xi)$ and $\varepsilon_{1}^{*}(\xi)$ are $B$-isomorphic bundles.

Proof. Observe that $r^{*}(\xi)$ and $(\xi \mid(B \times 1)) \times I$ are $(B \times I)$-isomorphic principal $G$-bundles, where $r(b, t)=(b, 1)$. By (9.7), $r^{*}(\xi)$ and $\xi$ are isomorphic bundles, and consequently $\xi$ and $(\xi \mid(B \times 1)) \times I$ are isomorphic principal $G$-bundles. Similarly, $\xi$ and $(\xi \mid(B \times 0)) \times I$ are isomorphic.

For the last statement, observe that $r \varepsilon_{0}=\varepsilon_{1}$, and the bundles $r^{*}(\xi) \mid(B \times 0)$ and $\xi \mid(B \times 0)$ are $G$-isomorphic. Therefore, $\varepsilon_{1}^{*}(\xi)=\varepsilon_{0}^{*} r^{*}(\xi)$ and $\varepsilon_{0}^{*}(\xi)$ are isomorphic principal $G$-bundles. This proves the theorem.

As a corollary we have the following result.
9.9 Theorem. Let $\xi$ be a numerable principal $G$-bundle over $B$, and let $f_{t}: B^{\prime} \rightarrow B$ be a homotopy. Then the principal $G$-bundles $f_{0}^{*}(\xi)$ and $f_{1}^{*}(\xi)$ are isomorphic over $B^{\prime}$.

Proof. Consider the homotopy $f: B^{\prime} \times I \rightarrow B$ and the maps $\varepsilon_{i}: B^{\prime} \rightarrow B^{\prime} \times I$, where $\varepsilon_{i}(b)=(b, i)$ for $i=0$, 1. Clearly, we have $f_{i}=f \varepsilon_{i}$, and $f^{*}(\xi)$ is isomorphic to $\varepsilon_{i}^{*} f^{*}(\xi)$. By (9.8) we have the result.

## 10. The Cofunctor $k_{G}$

For each space $B$, let $k_{G}(B)$ denote the set of isomorphism classes of numerable principal $G$-bundles over $B$. Let $\{\xi\}$ denote the isomorphism class of the principal $G$-bundle $\xi$ over $B$. For a homotopy class [ $f$ ]: $X \rightarrow Y$ we define a function $k_{G}([f]): k_{G}(Y) \rightarrow k_{G}(X)$ by the relation $k_{G}([f])\{\xi\}=$
$\left\{f^{*}(\xi)\right\}$. By Theorem (4.2) the element $\left\{f^{*}(\xi)\right\}$ is independent of the representative $\xi$ of $\{\xi\}$, and by Theorem (9.9) it is independent of the representative $f$ in $[f]$. Consequently, $k_{G}([f]): k_{G}(Y) \rightarrow k_{G}(X)$ is a function.

Let $\mathbf{H}$ denote the category of all spaces and homotopy classes of maps.
10.1 Theorem. The collection of functions $\boldsymbol{k}_{\boldsymbol{G}}: \mathbf{H} \rightarrow \mathbf{e n s}$ is a cofunctor.

Proof. Let $f: X \rightarrow Y$ and $g: Y \rightarrow Z$ be two maps, and let $\xi$ be a numerable principal $G$-bundle over $Z$. Then the bundles $(g f)^{*}(\xi)$ and $f^{*}\left(g^{*}(\xi)\right)$ are isomorphic over $X$ by the construction used in 2(5.7). Therefore, we have $k_{G}([g][f])=k_{G}([f]) k_{G}([g])$. Since $\xi$ and $l_{Z}^{*}(\xi)$ are isomorphic over $Z$, the function $k_{G}\left(1_{Z}\right)$ equals the identity on $k_{G}(Z)$.

From general properties of cofunctors we have the next corollary.
10.2 Corollary. If $f: X \rightarrow Y$ is a homotopy equivalence, $k_{G}([f]): k_{G}(Y) \rightarrow$ $k_{G}(X)$ is a bijection.
10.3 Corollary. If $X$ is contractible, each numerable principal $G$-bundle over $X$ is trivial.

Proof. Observe that $k_{G}(*)$ has only one point, the class of the trivial bundle. Now use (10.2).

Let $\omega=\left(E_{0}, p_{0}, B_{0}\right)$ be a fixed numerable principal $G$-bundle. For each space $X$ we define a function $\phi_{\omega}(X):\left[X, B_{0}\right] \rightarrow k_{G}(X)$ by the relation $\phi_{\omega}(X)[u]=\left\{u^{*}(\omega)\right\}$. By (9.9), $\phi_{\omega}(X)$ is a function.
10.4 Proposition. The set of functions $\phi_{\omega}:\left[-, B_{0}\right] \rightarrow k_{G}$ is a morphism of cofunctors defined $\mathbf{H} \rightarrow$ ens.

Proof. Let $f: X \rightarrow Y$ be a map, and let $[u]$ be an element of $\left[Y, B_{0}\right]$. We compute

$$
\phi_{\omega}(X)\left[[f], B_{0}\right][u]=\phi_{\omega}(X)([u][f])=\left\{(u f)^{*}(\omega)\right\}
$$

and

$$
k_{G}([f]) \phi_{\omega}(Y)[u]=k_{G}([f])\left\{u^{*}(\omega)\right\}=\left\{f^{*}\left(u^{*}(\omega)\right)\right\}
$$

Therefore, we have $\phi_{\omega}(X)\left[[f], B_{0}\right]=k_{G}([f]) \phi_{\omega}(Y)$, and $\phi_{\omega}$ is a morphism of cofunctors.
10.5 Definition. A principal G-bundle $\omega=\left(E_{0}, p_{0}, B_{0}\right)$ is universal provided $\omega$ is numerable and $\phi_{\omega}:\left[-, B_{0}\right] \rightarrow k_{G}$ is an isomorphism. The space $B_{0}$ is called a classifying space of $G$.

From general principles, $\phi_{\omega}:\left[-, B_{0}\right] \rightarrow k_{G}$ is an isomorphism of cofunctors if and only if each function $\phi_{\omega}(X):\left[X, B_{0}\right] \rightarrow k_{G}(X)$ is a bijection.
10.6 Proposition. A numerable principal $G$-bundle $\omega=\left(E_{0}, p_{0}, B_{0}\right)$ is universal if and only if the following are true.
(1) For each numerable principal $G$-bundle $\xi$ over $X$ there exists a map $f$ : $X \rightarrow B_{0}$ such that $\xi$ and $f^{*}(\omega)$ are isomorphic over $X$.
(2) If $f, g: X \rightarrow B_{0}$ are two maps such that $f^{*}(\omega)$ and $g^{*}(\omega)$ are isomorphic over $X$, then $f$ and $g$ are homotopic.

Proof. Observe that condition (1) says that $\phi_{\omega}(X)$ is surjective and (2) says that $\phi_{\omega}(X)$ is injective.

This criterion for a bundle to be universal leads to the following definition.
10.7 Definition. A bundle $\omega$ is called $n$-universal, or universal for dimensions $\leqq n$, provided $\phi_{\omega}(X)$ is a bijection for each $C W$-complex $X$ with $\operatorname{dim} X \leqq n$.

## 11. The Milnor Construction

In this section, we consider the very simple elegant construction for a universal $G$-bundle and prove that the conditions of (10.6) are satisfied.
11.1 Definition of the $\boldsymbol{G}$-space $\boldsymbol{E}_{\boldsymbol{G}}$. For a group $G$, there is an infinite join

$$
E_{G}=G * G * \cdots * G * \cdots
$$

An element of $E_{G}$ is denoted $\langle x, t\rangle$ and written

$$
\langle x, t\rangle=\left(t_{0} x_{0}, t_{1} x_{1}, \ldots, t_{k} x_{k}, \ldots\right)
$$

where each $x_{i} \in G$ and $t_{i} \in[0,1]$ such that only a finite number of $t_{i} \neq 0$ and $\sum_{0 \leqq i} t_{i}=1$. In the set $E_{G}$ there is the identification $\langle x, t\rangle=\left\langle x^{\prime}, t^{\prime}\right\rangle$ provided $t_{i}=t_{i}^{\prime}$ for each $i$, and $x_{i}=x_{i}^{\prime}$ for all $i$ with $t_{i}=t_{i}^{\prime}>0$. Observe that if $t_{i}=t_{i}^{\prime}=$ 0 then $x_{i}$ and $x_{i}^{\prime}$ may be different but $\langle x, t\rangle=\left\langle x^{\prime}, t^{\prime}\right\rangle$ in the set $E_{G}$. We define a right action of $G$ on $E_{G}$ by the relation $\langle x, t\rangle y=\langle x y, t\rangle$ or $\left(t_{0} x_{0}, t_{1} x_{1}, \ldots\right) y=\left(t_{0} x_{0} y, t_{1} x_{1} y, \ldots\right)$ for $y \in G$.

Now we put a topology on $E_{G}$ in such a way that $E_{G}$ is a $G$-space. For this we consider two families of functions $t_{i}: E_{G} \rightarrow[0,1]$ for $0 \leqq i$, which assigns to the element $\left(t_{0} x_{0}, t_{1} x_{1}, \ldots\right)$ the component $t_{i} \in[0,1]$, and $x_{i}: t_{i}^{-1}(0,1] \rightarrow G$ for $0 \leqq i$, which assigns to the element $\left(t_{0} x_{0}, t_{1} x_{1}, \ldots\right)$ the component $x_{i} \in G$. Observe that $x_{i}$ cannot be uniquely defined outside $t_{i}^{-1}(0,1]$ in a natural way. For $a \in E_{G}$ and $y \in G$ there are the following relations between the action of $G$ and the functions $x_{i}$ and $t_{i}$ :

$$
x_{i}(a y)=x_{i}(a) y \quad \text { and } \quad t_{i}(a y)=t_{i}(a)
$$

The set $E_{G}$ is made into a space by requiring it to have the smallest toplogy such that each of the functions $t_{i}: E_{G} \rightarrow[0,1]$ and $x_{i}: t_{i}^{-1}(0,1] \rightarrow G$ is continu-
ous, where $t_{i}^{-1}(0,1]$ has the subspace topology. From the relations $t_{i}(a y)=$ $t_{i}(a)$ and $x_{i}(a y)=x_{i}(a) y$ it is clear that $E_{G}$ is a $G$-space because the $G$-set structure map $E_{G} \times G \rightarrow E_{G}$ is continuous.

We denote the quotient space $E_{G} \bmod G$ by $B_{G}$ and the resulting bundle by $\omega_{G}=\left(E_{G}, p, B_{G}\right)$. This is the Milnor construction.

### 11.2 Theorem. The $G$-bundle $\omega_{G}$ is a numerable principal $G$-bundle.

Proof. First, we prove that $\omega_{G}$ is a principal $G$-bundle. The translation function $\tau\left(a, a^{\prime}\right)$ is given by the continuous function $x_{i}(a) x_{i}\left(a^{\prime}\right)^{-1}$ on the open set $\left(t_{i}^{-1}(0,1] \times t_{i}^{-1}(0,1]\right) \cap E_{G}^{*}$, where $E_{G}^{*}$ is the subspace of pairs ( $a, a^{\prime}$ ) with $p(a)=p\left(a^{\prime}\right)$ in $B_{G}$. Finally, we observe that the open sets $t_{i}^{-1}(0,1] \times t_{i}^{-1}(0,1]$ for $0 \leqq i$ cover $E_{G}^{*}$. Consequently, $\omega_{G}$ is a principal $G$-bundle.

Since $t_{i}(a y)=t_{i}(a)$ for $y \in G$, we can define a unique map $u_{i}: B_{G} \rightarrow[0,1]$ with the property that $u_{i} p=t_{i}$ on $E_{G}$. Now we show that $\omega_{G}$ is trivial over each $V_{i}=u_{i}^{-1}(0,1]=p\left(t_{i}^{-1}(0,1]\right)$ by defining a cross section $s_{i}$ of $\omega_{G}$ over $V_{i}$. For this we use the map $s_{i}^{\prime}: t_{i}^{-1}(0,1] \rightarrow t_{i}^{-1}(0,1]$ defined by $s_{i}^{\prime}(a)=a x_{i}(a)^{-1}$. This map has the property that $s_{i}^{\prime}(a y)=a y\left(x_{i}(a y)\right)^{-1}=a y\left(x_{i}(a) y\right)^{-1}=$ $a y y^{-1} x_{i}(a)^{-1}=a x_{i}(a)^{-1}=s_{i}^{\prime}(a)$. By passing to quotients, the map $s_{i}^{\prime}$ defines a map $s_{i}: V_{i} \rightarrow t_{i}^{-1}(0,1] \subset E_{G}$ such that $s_{i}^{\prime}=s_{i} p$. Since $p(a)=p\left(s_{i}^{\prime}(a)\right)$ for each $a \in t_{i}^{-1}(0,1]$, we have $p s_{i}(b)=b$ for $b \in V_{i}$. By (8.3) the existence of a cross section implies that $\omega_{G} \mid V_{i}$ is a trivial principal $G$-bundle.

Finally, to show that $\omega_{G}$ is numerable, we shall construct a (locally finite) partition of unity $\left\{v_{i}\right\}_{j \leq i}$ on $B_{G}$ with $v_{i}^{-1}(0,1] \subset V_{i}=u_{i}^{-1}(0,1]$. We define

$$
w_{i}(b)=\max \left(0, u_{i}(b)-\sum_{j<i} u_{j}(b)\right)
$$

and $w_{i}: B_{G} \rightarrow[0,1]$ is a map with $w_{i}^{-1}(0,1] \subset V_{i}$. For $b \in B_{G}$, let $w$ be the smallest $i$ such that $u_{i}(b) \neq 0$, and let $n$ be the largest. Then we have $\sum_{m \leq i \leq n} u_{i}(b)=1$. Then $u_{m}(b)=w_{m}(b)$, and $B_{G}$ is covered by the open sets $w_{i}^{-1}(0,1]$. Since $u_{i}(b)=0$ for $n<i$, we have $w_{i}\left(b^{\prime}\right)=0$ for all $b^{\prime}$ with $\sum_{0 \leq i \leq n} u_{i}\left(b^{\prime}\right)>\frac{1}{2}$. This is an open neighborhood $N_{n}(b)$ of $b$ such that $N_{n}(b) \cap w_{i}^{-1}(0,1]$ is empty for $i>n$. The open covering $\left\{w_{i}^{-1}(0,1]\right\}$ is locally finite. Now we replace $w_{i}$ with $v_{i}=w_{i} / \sum_{j} w_{j}$. This proves the theorem.

Observe that the spaces $E_{G}$ and $B_{G}$ are filtered by subspaces

$$
\begin{aligned}
& \cdots \subset E_{G}(n) \subset E_{G}(n+1) \subset \cdots \subset E_{G} \\
& \cdots \subset B_{G}(n) \subset B_{G}(n+1) \subset \cdots \subset B_{G}
\end{aligned}
$$

where $p\left(E_{G}(n)\right)=B_{G}(n)$ and $\left(t_{0} x_{0}, t_{1} x_{1}, \ldots\right) \in E_{G}(n)$, provided $t_{i}=0$ for $i>n$.
11.3 Example $\boldsymbol{G}=\boldsymbol{Z}_{2}$. The space $E_{\boldsymbol{G}}(n)$ is just the $n$-sphere $S^{n}$ up to homeomorphism, and the action of $Z_{2}$ on $E_{G}(n)=S^{n}$ is by the identity and
the antipodal map. The space $B_{G}(n)$ is $R P^{n}$. The inclusions $E_{G}(n) \subset E_{G}(n+1)$ and $B_{G}(n) \subset B_{G}(n+1)$ are just the natural inclusions $S^{n} \subset S^{n+1}$ and $R P^{n} \subset$ $R P^{n+1}$. The space $E_{G}$ is $S^{\infty}$ and $B_{G}$ is $R P^{\infty}$.

The bundle ( $S^{n+1}, p, R P^{n+1}$ ) is universal for dimensions $\leqq n$.
11.4 Example $\boldsymbol{G}=\boldsymbol{S}^{\mathbf{1}}$. The space $E_{G}(n)$ is just the $(2 n+1)$-sphere $S^{2 n+1}$ up to a homeomorphism, and the action of $S^{1}$ on $E_{G}(n)=S^{2 n+1}$ is by the relation $\left(z_{0}, z_{1}, \ldots, z_{n}\right) e^{i \theta}=\left(e^{i \theta} z_{0}, e^{i \theta} z_{1}, \ldots, e^{i \theta} z_{n}\right)$ for each $e^{i \theta} \in S^{1}$. The space $B_{G}(n)$ is $C P^{n}$, complex $n$-dimensional projective space. The inclusions $E_{G}(n) \subset$ $E_{G}(n+1)$ and $B_{G}(n) \subset B_{G}(n+1)$ are just the natural inclusions $S^{2 n+1} \subset$ $S^{2 n+3}$ and $C P^{n} \subset C P^{n+1}$. The space $E_{G}$ is $S^{\infty}$, and $B_{G}$ is $C P^{\infty}$.

The bundle ( $S^{2 n+1}, p, C P^{n}$ ) is universal for dimensions $\leqq 2 n$.

## 12. Homotopy Classification of Numerable Principal $G$-Bundles

In this section, we prove that the bundle $\omega_{G}$ which comes from the Milnor construction is a universal principal $G$-bundle.
12.1 Proposition. Let $\xi$ be a numerable principal $G$-bundle over a space $B$. Then there exists a countable partition of unity $\left\{u_{n}\right\}_{0 \leqq n}$ such that $\xi \mid u_{n}^{-1}(0,1]$ is trivial for each natural number $n$.

Proof. Let $\left\{v_{i}\right\}_{i \in T}$ be a partition of unity on $B$ such that $\xi$ is trivial over each $v_{i}^{-1}(0,1]$ for $i \in T$. For each $b \in B$ we denote the finite set of $i \in T$ with $v_{i}(b)>$ 0 by $S(b)$, and for each finite subset $S$ of $T$ we denote by $W(S)$ the open set of $b \in B$ such that $v_{i}(b)>v_{j}(b)$ for each $i \in S$ and $j \in T-S$. Let $u_{S}: B \rightarrow[0,1]$ be the continuous map given by the

$$
u_{S}(b)=\max \left[0, \min _{i \in S, j \in T-S}\left(v_{i}(b)-v_{j}(b)\right)\right]
$$

Then we have $W(S)=u_{S}^{-1}(0,1]$.
Let Card $S$ denote the number of elements in $S$. If Card $S=$ Card $S^{\prime}$, then $W(S) \cap W\left(S^{\prime}\right)$ is empty. To see this, let $i \in S-S^{\prime}$ and $j \in S^{\prime}-S$. For $b \in W(S)$ we have $v_{i}(b)>v_{j}(b)$, and for $b \in W\left(S^{\prime}\right)$ we have $v_{j}(b)>v_{i}(b)$. The relations cannot hold simultaneously.

Finally, we denote

$$
W_{m}=\bigcup_{m=\operatorname{Card} S} W(S) \quad \text { and } \quad w_{m}(b)=\sum_{m=\operatorname{Card} S} u_{S}(b)
$$

Then we have $w_{m}^{-1}(0,1]=W_{m}$ and $u_{m}(b)=w_{m}(b) / \sum_{0 \leq n} w_{n}(b)$. The family $\left\{u_{n}\right\}$ is the desired partition of unity since $u_{n}^{-1}(0,1]=W_{n}$. Observe that $\xi \mid W_{n}$ is trivial because $\xi \mid W(S)$ is trivial and $W_{n}$ is a disjoint union.

In the next theorem we prove that condition (1) of the criterion (10.6) for $\omega_{G}$ to be a universal principal $G$-bundle holds.
12.2 Theorem. For each numerable principal $G$-bundle $\xi$ over a space $B$ there exists a map $f: B \rightarrow B_{G}$ such that $\xi$ and $f^{*}\left(\omega_{G}\right)$ are $B$-isomorphic principal G-bundles.

Proof. It suffices to define a $G$-morphism $(g, f): \xi \rightarrow \omega_{G}$, for then, by (4.2), $\xi$ and $f^{*}\left(\omega_{G}\right)$ are isomorphic. By (12.1) we can assume that there is a countable partition of unity $\left\{u_{n}\right\}_{0 \leqq n}$ on $B$ such that $\xi \mid u_{n}^{-1}(0,1]$ is trivial for $n \geqq 0$. Let $U_{n}$ denote $u_{n}^{-1}(0,1]$, and let $h_{n}: U_{n} \times G \rightarrow E\left(\xi \mid U_{n}\right) \subset E(\xi)$ be an isomorphism defining the locally trivial character of $\xi$.

We define $g: E(\xi) \rightarrow E_{G}$ by the relation

$$
g(z)=\left(u_{0} p(z)\left(q_{0} h_{0}^{-1}(z)\right), \ldots, u_{n} p(z)\left(q_{n} h_{n}^{-1}(z)\right), \ldots\right)
$$

where $q_{n}: U_{n} \times G \rightarrow G$ is the projection on the second factor. Since for $z$, where $h_{n}^{-1}(z)$ is undefined, we have $u_{n}(p(z))=0$, the map $g$ is well defined and the relation $g(z s)=g(z) s$ holds for each $s \in G$ since $h_{n}(z s)=h_{n}(z) s$. The map $g$ induces $f: B \rightarrow B_{G}$ and $(g, f): \xi \rightarrow \omega_{G}$ is a bundle morphism. This proves the theorem.

We consider various maps $B_{G} \rightarrow B_{G}$ determined by maps $E_{G} \rightarrow E_{G}$. Let $E_{G}^{\text {od }}$ denote the subspace of all $(x, t) \in E_{G}$ with $t_{2 i+1}=0$ for all $i \geqq 0$, and let $E_{G}^{\mathrm{ev}}$ denote the subspace of all $(x, t) \in E_{G}$ with $t_{2 i}=0$ for all $i \geqq 0$. Let $B_{G}^{\text {od }}$ be the subspace $p\left(E_{G}^{\text {od }}\right)$ and $B_{G}^{\text {ev }}$ the subspace $p\left(E_{G}^{\text {ev }}\right)$.

We use the following linear functions.

$$
\alpha_{n}:\left[1-\left(\frac{1}{2}\right)^{n}, 1-\left(\frac{1}{2}\right)^{n+1}\right] \rightarrow[0,1]
$$

given by $\alpha_{n}(t)=2^{n+1} t-2^{n+1}+2$. Clearly, we have $\alpha_{n}\left(1-\left(\frac{1}{2}\right)^{n}\right)=0$ and $\alpha_{n}\left(1-\left(\frac{1}{2}\right)^{n+1}\right)=1$. We define a homotopy $h_{s}^{\text {od. }}: E_{G} \rightarrow E_{G}$ such that $h_{s}^{\text {od }}(x, t) y=$ $h_{s}^{\text {od }}(x y, t)$ by the following relation $h_{s}^{\text {od }}(x, t)=\left(x^{\prime}, t^{\prime}\right)$ where for $s \in I_{n}$

$$
\begin{aligned}
& x_{i}^{\prime}=\left\{\begin{array}{ll}
x_{i} & 0 \leqq i \leqq n \\
x_{n+j} & i=n+2 j-1
\end{array} \quad \text { for } 0<j<\infty\right. \\
& =n+2 j \\
& t_{i}^{\prime}= \begin{cases}t_{i} & 0 \leqq i \leqq n \\
\alpha_{n}(s) t_{n-j} & i=n+2 j-1 \\
\left(1-\alpha_{n}(s)\right) t_{n-j} & i=n+2 j\end{cases}
\end{aligned}
$$

and for $s=1$ the relation $\left(x^{\prime}, t^{\prime}\right)=(x, t)$. One can check that this is well defined for $s=1-2^{-n} \in I_{n} \cap I_{n-1}$. The homotopy is continuous because it is continuous on the locally finite open covering of $v_{i}^{-1}(0,1]$, where $\left\{v_{i}\right\}$ is the partition of unity. The maps $h_{s}^{\text {od. }}: E_{G} \rightarrow E_{G}$ induce $g_{s}^{\text {od }}: B_{G} \rightarrow B_{G}$ such that ( $h_{s}^{\text {od }}, g_{s}^{\text {od }}$ ): $\omega_{G} \rightarrow \omega_{G}$ is a homotopy of bundle morphisms. Finally, we observe
that $h_{0}^{\text {od }}\left(E_{G}\right)=E_{G}^{\text {od }}$ and $g_{0}^{\text {od }}\left(B_{G}\right)=B_{G}^{\text {od }}$. We have $\left(h_{s}^{\text {ev }}, g_{s}^{\text {ev }}\right): \omega_{G} \rightarrow \omega_{G}$ by a similar construction, where $h_{0}^{\text {ev }}\left(E_{G}\right)=E_{G}^{\mathrm{ev}}$ and $g_{0}^{\mathrm{ev}}\left(B_{G}\right)=B_{G}^{\mathrm{ev}}$.

In summary we have the following proposition.
12.3 Proposition. There are two homotopies $\left(h_{s}^{\text {od }}, g_{s}^{\text {od }}\right)$, $\left(h_{s}^{\text {ev }}, g_{s}^{\text {ev }}\right): \omega_{G} \rightarrow \omega_{G}$ by $G$-bundle morphisms of the identity $1_{G}: \omega_{G} \rightarrow \omega_{G}$, such that $h_{0}^{\text {od }}\left(E_{G}\right)=E_{G}^{\text {od }}$, $g_{0}^{\text {od }}\left(B_{G}\right)=B_{G}^{\text {od }}, h_{0}^{\mathrm{ev}}\left(E_{G}\right)=E_{G}^{\mathrm{ev}}$, and $g_{0}^{\mathrm{ev}}\left(B_{G}\right)=B_{G}^{\mathrm{ev}}$. The bundles $\omega_{G},\left(g_{0}^{\text {od }}\right)^{*} \omega_{G}$, and $\left(g_{0}^{\text {ev }}\right)^{*} \omega_{G}$ are all isomorphic.

Proof. Only the last statement has to be checked. It follows from $\left(h_{1}^{\text {od }}, g_{1}^{\text {od }}\right)=$ $\left(h_{1}^{\mathrm{ev}}, g_{1}^{\mathrm{ev}}\right)=1$ and Theorem (9.9).

Now we are in a position to check condition (2) of (10.6) for the bundle $\omega_{G}$.
12.4 Theorem. Let $f_{0}, f_{1}: X \rightarrow B_{G}$ be two maps such that $f_{0}^{*}\left(\omega_{G}\right)$ and $f_{1}^{*}\left(\omega_{G}\right)$ are isomorphic. Then $f_{0}$ and $f_{1}$ are homotopic.

Proof. Let $\xi$ be any numerable principal $G$-bundle isomorphic to $f_{0}^{*}\left(\omega_{G}\right)$ and $f_{1}^{*}\left(\omega_{G}\right)$. Then $f_{0}$ is homotopic to $g_{0}^{\text {od }} f_{0}$ by (12.3), and $f_{1}$ is homotopic to $g_{0}^{\text {ev }} f_{1}$ by (12.3). Consequently, by changing $f_{0}$ and $f_{1}$ up to homotopy, we can assume that $f_{0}(X) \subset B_{G}^{\text {od }}$ and $f_{1}(X) \subset B_{G}^{\text {ev }}$.

Now we define the $G$-morphism $(k, f): \xi \times[0,1] \rightarrow \omega_{G}$ with $f \mid X \times 0=f_{0}$ and $f \mid X \times 1=f_{1}$. We have

$$
\begin{aligned}
& k(z, 0)=\left(t_{0}(z) x_{0}(z), 0, t_{2}(z) x_{2}(z), 0, \ldots\right) \\
& k(z, 1)=\left(0, t_{1}(z) x_{1}(z), 0, t_{3}(z) x_{3}(z), \ldots\right)
\end{aligned}
$$

and we prolong to $k: E(\xi) \times I \rightarrow E_{G}$ by the function $k(z, s)=((1-s) \times$ $\left.t_{0}(z) x_{0}(z), s t_{1}(z) x_{1}(z),(1-s) t_{2}(z) x_{2}(z), s t_{3}(z) x_{3}(z), \ldots\right)$. Since clearly for $y \in G$ we have $k(z y, s)=k(z, s) y$, the map $k(z, s)$ induces a map $f: X \times I \rightarrow B_{G}$ such that $f(b, 0)=f_{0}(b)$ and $f(b, 1)=f_{1}(b)$. This proves the theorem.
12.5 Summary. The bundle $\omega_{G}$ which arises from the Milnor construction is universal.

## 13. Homotopy Classification of Principal $G$-Bundles over $C W$-Complexes

Since all $C W$-complexes are paracompact (see Miyazaki [1]) and since all open coverings of a paracompact space are numerable, the above results on the homotopy classification of principal $G$-bundles apply to all locally trivial principal $G$-bundles over a $C W$-complex. Using the results of Chap. 2, Sec. 6, we derive the following more precise result.
13.1 Theorem. Let B be a CW-complex, and let $\omega=\left(X_{0}, p_{0}, B_{0}\right)$ be a locally trivial principal $G$-bundle such that $\pi_{i}\left(X_{0}\right)=0$ for $i \leqq \operatorname{dim} B$. Then the function $\phi_{\omega}(B):\left[B, B_{0}\right] \rightarrow k_{G}(B)$ defined in the paragraph before (10.1) is a bijection.

Proof. First, we prove that $\phi_{\omega}(B)$ is surjective. Let $\xi$ be a locally trivial principal $G$-bundle over B. By Theorem 2 (7.1) under hypothesis (H1), the fibre bundle $\xi\left[X_{0}\right]$ has a cross section. By Theorem (8.2) we have a principal bundle morphism ( $u, f$ ): $\xi \rightarrow \omega$, and by Theorem (4.2) we have $\{\xi\}=$ $\left\{f^{*}(\omega)\right\}=\phi_{\omega}(B)([f])$.

Second, we prove that $\phi_{\omega}(B)$ is injective. Let $f, g: B \rightarrow B_{0}$ be maps such that $\left\{f^{*}(\omega)\right\}=\left\{g^{*}(\omega)\right\}$. By (8.2) the fibre bundle $\left(f^{*}(\omega) \times I\right)\left[X_{0}\right]$ has a cross section $s$ over $B \times\{0,1\}$, resulting from the principal bundle morphisms which are the compositions of $\left(f^{*}(\omega) \times I\right) \mid(B \times 0) \rightarrow f^{*}(\omega) \rightarrow \omega$ and $\left(f^{*}(\omega) \times I\right) \mid(B \times 1) \rightarrow g^{*}(\omega) \rightarrow \omega$. By Theorem 2 (7.1) under hypothesis (H1), this cross section $s$ prolongs to a cross section $s^{*}$ of $\left(f^{*}(\omega) \times I\right)$ [ $X_{0}$ ] over $B \times I$. By (8.2), we have a principal bundle morphism $(w, h): f^{*}(\omega) \times I \rightarrow \omega$ such that $h(b, 0)=f(b)$ and $h(b, 1)=g(b)$ for $b \in B$. This proves the theorem.

## Exercises

1. Let $X$ be a $G$-space, and $Y$ a Hausdorff $G$-space. Prove that $M_{G}(X, Y)$ is a closed subset of $\operatorname{Map}(X, Y)$.
2. Let $X$ be a $G$-space, where $G$ is a finite group. Prove that $X \rightarrow X \bmod G$ is a closed map.
3. Let $H$ and $G$ be two closed subgroups of a topological group $\Gamma$. If $H$ is a normal subgroup of $G$, prove that $\Gamma \bmod H$ has a principal $G / H$ structure with an associated principal bundle $(\Gamma \bmod H, p, \Gamma \bmod G)$, where $p$ is the quotient of the identity $\Gamma \rightarrow \Gamma$.
4. Let $\xi$ be a principal $G$-bundle, and let $G$ act trivially on the left of $F$, that is, $s y=y$ for each $s \in G, y \in F$. Prove that $\xi[F]$ is a trivial bundle with fibre $F$.
5. Let $\xi$ be a principal $G$-bundle, and let $G$ act on the left of $F$ in such a way that for some $y_{0} \in F$ the result is $t y_{0}=y_{0}$ for each $t \in G$. Prove directly that $\xi[F]$ has a cross section, and then prove the result, using Theorem (8.1).
6. In Theorem (8.1), to what extent are the functions $s \rightarrow \phi_{s}$ and $\phi \rightarrow s_{\phi}$ continuous if the set of cross sections and the set of $G$-morphisms have the subspace topology induced by the compact-open topology?
7. Let $G$ be a discrete group. Formulate the property that $X$ is a $G$-space and a principal $G$-space in terms of the topology of $X$ and the action of $G$ on $X$.
8. Find a universal bundle for the group $\mathbf{Z}$ whose corresponding classifying space is $S^{1}$.
9. Find a universal bundle and classifying space for $Z_{n}$ such that the classifying space is a $C W$-complex.
10. Let $\xi_{i}=\left(X_{i}, p_{i}, B_{i}\right)$ be a principal $G_{i}$-bundle, $i=1$, 2 . Then $\xi_{1} \times \xi_{2}=\left(X_{1} \times X_{2}\right.$, $p_{1} \times p_{2}, B_{1} \times B_{2}$ ) has the structure of a principal $G_{1} \times G_{2}$-bundle. If $\xi_{i}$ is a universal $G_{i}$-bundle, $i=1,2$, then $\xi_{1} \times \xi_{2}$ is a universal $G_{1} \times G_{2}$-bundle.

Apply this theorem to prove the existence of a universal bundle with a $C W$ complex as classifying space for each finitely generated abelian group (finite direct sum of cyclic groups).
11. If $u: G \rightarrow H$ is a continuous group morphism, define a map $B(u): B_{G} \rightarrow B_{H}$. Under what circumstances do you have a functor?
12. If $X$ is an $n$-connected $C W$-complex and if $Y$ is an $m$-connected $C W$-complex, prove that $X * Y$ is $(n+m+1)$-connected.
13. Let $\xi=(X, p, B)$ be a numerable principal $G$-bundle. Prove that $\xi$ is universal if and only if $X$ is contractible.
Hint: See the article of Dold on partitions of unity, Theorem (7.5).

## CHAPTER 5

## Local Coordinate Description of Fibre Bundles

In the first section, we show that, up to isomorphism, vector bundles are just locally trivial fibre bundles with a finite-dimensional vector space $V$ as fibre and $\mathbf{G L}(V)$, the group of automorphisms of $V$, as a structure group. This is done by examining how trivial bundles are pieced together, using systems of transition functions to define a general locally trivial fibre bundle. We can apply this analysis to prove a theorem which says that any continuous functorial operation on vector spaces determines an operation on vector bundles. This allows construction of tensor products, exterior products, etc., of vector bundles.

## 1. Automorphisms of Trivial Fibre Bundles

In 3(2.3) we saw that the $B$-morphisms of the trivial vector bundles $u: B \times F^{n}$ $\rightarrow B \times F^{m}$ have the form $u(b, x)=(b, f(b) u)$, where $f: B \rightarrow \mathbf{L}\left(F^{n}, F^{m}\right)$ is a map. Moreover, $u$ is an automorphism if and only if $n=m$ and $f(b): F^{n} \rightarrow F^{n}$ is a linear isomorphism for each $b \in B$. A similar result holds for trivial fibre bundles.
1.1 Theorem. Let $\xi=(B \times G, p, B)$ be the product principal $G$-bundle. Then the $B$-automorphisms $\xi \rightarrow \xi$ over $B$ are in bijective correspondence with maps $B \rightarrow G$. More precisely, the $B$-automorphisms of $\xi$ have the form $h_{g}(b, s)=$ $(b, g(b) s)$, where $g: B \rightarrow G$ is a map.

Proof. From the relation $h_{g}(b, s t)=(b, g(b) s t)=(b, g(b) s) t=h_{g}(b, s) t$, it follows that $h_{h}$ is an automorphism with inverse morphism $h_{g}^{-1}=h_{g^{\prime}}$, where $g^{\prime}(b)=g(b)^{-1}$ for each $b \in B$. Conversey, let $h: \xi \rightarrow \xi$ be a $B$-automorphism.

Since $p h=p$, we have $h(b, s)=h(b, f(b, s))$ for some map $f: B \times G \rightarrow G$. For $g(b)=f(b, 1)$, we have $h(b, s)=h(b, 1) s=(b, g(b)) s=(b, g(b) s)=h_{g}(b, s)$. This proves the theorem.
1.2 Corollary. Let $F$ be a left $G$-space. The fibre bundle automorphisms $\xi[F] \rightarrow \xi[F]=(B \times F, p, B)$ are all of the form $h_{g}(b, y)=(b, g(b) y)$, where $g: B \rightarrow G$ is a map.

Proof. By (1.1), fibre bundle automorphisms are quotients of $(b, s, y) \mapsto$ $(b, g(b) s, y)$. Since $(b, g(b) s, y) \bmod G=(b, g(b) y)$, the fibre bundle automorphisms are of the form $(b, y) \mapsto(b, g(b) y)=h_{g}(b, y)$.

Note that for $h_{g}(b, y)=(b, g(b) y)$ and $h_{g^{\prime}}(b, y)=\left(b, g^{\prime}(b) y\right)$ we have $h_{g^{\prime}} h_{g}=$ $h_{g^{\prime} g}$, and $h_{g}$ is the identity if and only if $g(b)=1$ for each $b \in B$.

## 2. Charts and Transition Functions

Let $G$ be a group, and let $Y$ be a left $G$-space. In this section, all principal bundles are $G$-bundles, and all fibre bundles have fibre $Y$. For a space $B$, let $\theta(B)$ denote the product fibre bundle ( $B \times Y, p, B$ ). We view the total space of a restricted bundle $\eta \mid A$ as a subspace of the total space of $\eta$.

Since we have yet to relate formally the concepts of vector bundle and fibre bundle, the above definitions and results are stated for both concepts. A result of the following discussion is the relation between vector bundles and fibre bundles.
2.1 Definition. Let $\eta$ be a fibre bundle over $B$, and let $U$ be an open subset of $B$. A chart of $\eta$ over $U$ is an isomorphism $h: \theta(U) \rightarrow \eta \mid U$.

A chart of a $k$-dimensional vector bundle $\eta$ is a $U$-vector bundle isomorphism $U \times F^{k} \rightarrow \eta \mid U$.

If $h: \theta(U) \rightarrow \eta \mid U$ is a chart over $U$, and if $V$ is an open subset of $U$, then $h$ restricts to a chart $\theta(V) \rightarrow(\eta \mid U)|V=\eta| V$ of $\eta$ over $V$.
2.2 Proposition. For two charts $h_{1}, h_{2}: \theta(U) \rightarrow \eta \mid U$ of $\eta$ over $U$, there is a map $g: U \rightarrow G$ such that $h_{1}(b, y)=h_{2}(b, g(b) y)$ for each $(b, y) \in U \times Y$. Moreover, this $g$ is unique. For two charts of n-dimensional vector bundles, the map $g$ is defined $U \rightarrow \mathbf{G L}(n, F)$.

Proof. By (1.2), the automorphism $h_{2}^{-1} h_{1}: \theta(U) \rightarrow \theta(U)$ has the form $h_{2}^{-1} h_{1}(b, y)=(b, g(b) y)$, and we have $h_{1}(b, y)=h_{2}(b, g(b) y)$.
2.3 Definition. An atlas of charts for a fibre (vector) bundle $\eta$ is a family of pairs $\left\{\left(h_{i}, V_{i}\right)\right\}$ for $i \in I$ such that $h_{i}$ is a chart of $\eta$ over $V_{i}$ and the family of open sets $\left\{V_{i}\right\}$ covers $B$. An atlas is complete provided it includes all charts of the bundle.

A fibre bundle is locally trivial if and only if it has an atlas of charts. Then it has a unique complete atlas. The covering associated with the atlas $\left\{\left(h_{i}, V_{i}\right)\right\}$ is the open covering $\left\{V_{i}\right\}$. A vector bundle is defined in terms having an atlas of charts [see 3(1.1)].

Let $\left\{\left(h_{i}, V_{i}\right)\right\}$ with $i \in I$ be an atlas for a fibre (vector) bundle $\eta$. We restrict $h_{i}$ and $h_{j}$ to $V_{i} \cap V_{j}$ and apply Proposition (2.2). There exists a unique map $g_{i, j}: V_{i} \cap V_{j} \rightarrow G$ such that $h_{j}(b, y)=h_{i}\left(b, g_{i, j}(b) y\right)$ for $(b, y) \in\left(V_{i} \cap V_{j}\right) \times Y$. The functions $g_{i, j}$ on $V_{i} \cap V_{j}$ have the following properties:
(T1) For each $b \in V_{i} \cap V_{j} \cap V_{k}$, the relation $g_{i, k}(b)=g_{i, j}(b) g_{j, k}(b)$ holds.
(T2) For each $b \in V_{i}$, the map $g_{i, i}(b)$ is equal to the identity in $G$.
(T3) For each $b \in V_{i} \cap V_{j}$, the relation $g_{i, j}(b)=g_{j, i}(b)$ holds.
Properties (T1) to (T3) follow from the fact that $g_{i, j}$ is the only map satisfying the relation $h_{j}(b, y)=h_{i}\left(b, g_{i, j}(b) y\right)$.
2.4 Definition. A system of transition functions on a space $B$ relative to an open covering $\left\{V_{i}\right\}$ with $i \in I$ of $B$ is a family of maps $g_{i, j}: V_{i} \cap V_{j} \rightarrow G$ for each $i, j \in I$ such that propertyy ( T 1 ) is satisfied.

Since $g_{i, i}(b) g_{i, i}(b)=g_{i, i}(b)$ for $b \in V_{j}$, it follows that (T2), and similarly (T3), is satisfied for a system of transition functions.

From the above discussion, there is a natural system of transition functions $\left\{g_{i, j}\right\}$ associated with each atlas $\left\{\left(h_{i}, V_{i}\right)\right\}$ of a fibre (vector) bundle $\eta$, namely, those functions defined by the relations $h_{j}(b, y)=h_{i}\left(b, g_{i, j}(b) y\right)$.
2.5 Proposition. Let $\left\{\left(h_{i}, V_{i}\right)\right\}$ and $\left.\left\{h_{i}^{\prime}, V_{i}\right)\right\}$ be two atlases for a fibre (vector) bundle $\eta$ with the same associated covering $\left\{V_{i}\right\}$ for $i \in I$ and with systems of transition functions $\left\{g_{i, j}\right\}$ and $\left\{g_{i, j}^{\prime}\right\}$. Let $r_{i}: V_{i} \rightarrow G$ be the unique maps such that $h_{i}^{\prime}(b, y)=h_{i}\left(b, r_{i}(b) y\right)$ for $b \in V_{i}$ and $y \in Y$. Then $g_{i, j}^{\prime}(b)=r_{i}(b)^{-1} g_{i, j}(b) r_{j}(b)$ for each $b \in V_{i} \cap V_{j}$.

Proof. We compute $h_{j}^{\prime}(b, y)=h_{j}\left(b, r_{j}(b) y\right)=h_{i}\left(b, g_{i, j}(b) r_{j}(b) y\right) \quad$ and $h_{i}^{\prime}\left(b, g_{i, j}^{\prime}(b) y\right)=h_{i}\left(b, r_{i}(b) g_{i, j}^{\prime}(b) y\right)$. Since $h_{j}^{\prime}(b, y)=h_{i}^{\prime}\left(b, g_{i, j}^{\prime}(b) y\right)$, we have $r_{i}(b) g_{i, j}^{\prime}(b)=g_{i, j}(b) r_{j}(b)$ or $g_{i, j}^{\prime}(b)=r_{i}(b)^{-1} g_{i, j}(b) r_{j}(b)$.

This proposition leads to the next definition.
2.6 Definition. Two systems of transition functions $\left\{g_{i, j}\right\}$ and $\left\{g_{i, j}^{\prime}\right\}$ relative to the same open covering $\left\{V_{i}\right\}$ of a space $B$ are equivalent provided there exist maps $r_{i}: V_{i} \rightarrow G$ satisfying the relation $(E): g_{i, j}^{\prime}(b)=r_{i}(b)^{-1} g_{i, j}(b) r_{j}(b)$ for each $b \in V_{i} \cap V_{j}$.

The reader can easily verify that this relation is an equivalence relation.
2.7 Theorem. Let $\eta$ and $\eta^{\prime}$ be two fibre bundles with fibre $F$ and structure group $G$ over a space $B$ or two vector bundles of dimension $k$ with $G=$ $\mathbf{G L}(k, F)$. Let $\left\{\left(V_{i}, h_{i}\right)\right\}$ be an atlas of $\eta$ with transition functions $\left\{g_{i, j}^{\prime}\right\}$, and let
$\left\{\left(V_{i}, h_{i}^{\prime}\right)\right\}$ be an atlas of $\eta^{\prime}$ with transition functions $\left\{g_{i, j}^{\prime}\right\}$. Then $\eta$ and $\eta^{\prime}$ are isomorphic over $B$ if and only if $\left\{g_{i, j}\right\}$ and $\left\{g_{i, j}^{\prime}\right\}$ are equivalent systems of transition functions.

Proof. Let $f: \eta \rightarrow \eta^{\prime}$ be an isomorphism of fibre bundles or vector bundles. From the relation $h_{j}(b, y)=h_{i}\left(b, g_{i, j}(b) y\right)$, it follows that $f h_{j}(b, y)=$ $f h_{i}\left(b, g_{i, j}(b) y\right)$, and $\left\{\left(V_{i}, f h_{i}\right)\right\}$ is an atlas for $\eta^{\prime}$ with transition functions $\left\{g_{i, j}\right\}$. By applying Proposition (2.5) to the atlases $\left\{V_{i}, h_{i}^{\prime}\right\}$ and $\left\{\left(V_{i}, f h_{i}\right)\right\}$, we find that $\left\{g_{i, j}^{\prime}\right\}$ and $\left\{g_{i, j}\right\}$ are equivalent sets of transition functions.

Conversely, let $g_{i, j}^{\prime}(b)=r_{i}(b)^{-1} g_{i, j}(b) r_{j}(b)$ for each $b \in V_{i} \cap V_{j}$. We define $f_{i}$ : $V_{i} \times Y \rightarrow V_{i} \times Y$ by $f_{i}(b, y)=\left(b, r_{i}(b)^{-1} y\right)$, and we define $f: \eta \rightarrow \eta^{\prime}$ by requiring that $f \mid\left(\eta \mid V_{i}\right)=h_{i}^{\prime} f_{i} h_{i}^{-1}$ or $h_{i}^{\prime} f_{i}=f h_{i}$ on $V_{i} \times Y$. For $b \in V_{i} \cap V_{j}$ the two definitions of $f$ lead to the same map. To see this, we choose $(b, y) \in\left(V_{i} \cap V_{j}\right) \times Y$ and prove that $h_{j}^{\prime} f_{j}(b, y)=f h_{j}(b, y)$ implies $h_{i}^{\prime} f_{i}(b, y)=f h_{i}(b, y)$. For this we make the following calculation: $h_{j}^{\prime} f_{j}(b, y)=h_{j}^{\prime}\left(b, r_{j}(b)^{-1} y\right)=$ $h_{i}^{\prime}\left(b, g_{i, j}^{\prime}(b) r_{j}(b)^{-1} y\right)=h_{i}^{\prime}\left(b, r_{i}^{-1}(b) g_{i, j}(b) y\right)=h_{i}^{\prime} f_{i}\left(b, g_{i, j}(b) y\right)$. Using $f h_{j}(b, y)=$ $f h_{i}\left(b, g_{i, j}(b) y\right)$, we have $f h_{i}\left(b, g_{i, j}(b) y\right)=h_{i}^{\prime} f_{i}\left(b, g_{i, j}(b) y\right)$ or $f h_{i}=h_{i}^{\prime} f_{i}$. Therefore, $f$ is a well-defined map that is locally, and consequently globally, an isomorphism.
2.8 Remark. Isomorphism classes of $k$-dimensional vector bundles and fibre bundles with fibre $F^{k}$ and group $\mathbf{G L}(k, F)$ are determined by transition functions that have values in $\mathbf{G L}(k, F)$. In the next section we see that a bijection can be constructed between these two sets of isomorphism classes.

The discussion up to this point has been relative to a given covering $\left\{V_{i}\right\}$ such that $\eta \mid V_{i}$ is trivial. If $\left\{V_{j}^{\prime}\right\}$ is a second open covering such that $\eta \mid V_{j}^{\prime}$ is trivial, by working with $\left\{V_{i} \cap V_{j}^{\prime}\right\}$ we get an open covering for which charts over $V_{i}$ and $V_{j}$ can be compared.

## 3. Construction of Bundles with Given Transition Functions

3.1 Remark. Let $\eta=\xi[Y]$ be a fibre bundle with fibre $Y$, structure group $G$, and base space $B$. If $\left\{\left(V_{i}, k_{i}\right)\right\}$ is an atlas of $\eta$ with transition functions $\left\{g_{i, j}\right\}$, there is an atlas $\left\{\left(V_{i}, h_{i}\right)\right\}$ of $\xi$ with transition functions $\left\{g_{i, j}\right\}$, where $h_{i}([Y])=k_{i}$.
3.2 Theorem. Let $\left\{V_{i}\right\}$ with $i \in I$ be an open covering of a space $B$, let $G$ be a topological group, let $Y$ be a left $G$-space, and let $\left\{g_{i, j}\right\}$ be a system of transition functions associated with the open covering $\left\{V_{i}\right\}$. Then there exist a fibre bundle $\eta=\xi[Y]$ and an atlas $\left\{\left(V_{i}, h_{i}\right)\right\}$ for $\eta$ such that the set of transition functions of this atlas is $\left\{g_{i, j}\right\}$. Moreover, if $Y=F^{k}$ and if $G$ is a closed subgroup of $\mathbf{G L}(k, F)$, then $\eta$ admits the structure of a vector bundle. Finally, $\eta$ is unique up to B-isomorphism.

Proof. By Theorem (2.7), if $\eta$ exists, it is unique. We begin by constructing $\xi$. For this, let $Z$ be the sum space (i.e., coproduct or disjoint union) of the family $\left\{V_{i} \times G\right\}$ for $i \in I$. An element of $Z$ is of the form $(b, s, i)$, where $b \in V_{i}$ and $s \in G$. The inclusion maps $q_{i}: V_{i} \times G \rightarrow Z$ are defined by the relation $q_{i}(b, s)=(b, s, i)$, and $Z$ has the larget topology such that all the $q_{i}$ are continuous.

On the space $Z$, we define an equivalence relation $R$ by the requirement that $(b, s, i)$ and $\left(b^{\prime}, s^{\prime}, j\right)$ are $R$-related provided $b=b^{\prime}$ and $s^{\prime}=g_{j, i}(b)$. From properties (T1) to (T3) for transition functions we see that $R$ is an equivalence relation. Let $X$ be the quotient space $Z \bmod R$, let $q: Z \rightarrow X$ be the canonical quotient map, and let $h_{i}=q q_{i}$ for each $i \in I$. We denote by $\langle b, s, i\rangle$ the class of $(b, s, i)$ in the space $X$.

We define $p: X \rightarrow B$ by $p(\langle b, s, i\rangle)=b$. Since $p$ is a quotient of a projection, it is an open map. For $b \in V_{i}$, we have $p h_{i}(b, s)=b$, and $h_{i}: V_{i} \times G \rightarrow X$ is a continuous injection.

The group acts on $Z$ by the requirement that $(b, s, i) t=(b, s t, i)$. If $(b, s, i)$ and $\left(b, s^{\prime}, j\right)$ are $R$-related, then $(b, s t, i)$ and $\left(b, s^{\prime} t, j\right)$ are $R$-related. Therefore, $X$ becomes a $G$-space under the action of $G$ defined by $\langle b, s, i\rangle t=\langle b, s t, i\rangle$. Clearly, we have $p(x)=p\left(x^{\prime}\right)$ if and only if $x t=x^{\prime}$ for some $t \in G$, and $x t=x$ implies that $t=1$. The translation function $\tau\left(\left\langle b, s_{1}, i\right\rangle,\left\langle b, s_{2}, j\right\rangle\right)=$ $\tau\left(\left\langle b, s_{1}, i\right\rangle,\left\langle b, g_{i, j}(b) s_{2}, i\right\rangle\right)=s_{1}^{-1} g_{i, j}(b) s_{2}$ is continuous. Consequently, ( $X, p, B$ ) is a principal $G$-bundle since $p$ is an open map.

Since $h_{i}(b, s) t=\langle b, s, i\rangle t=\langle b, s t, i\rangle=h_{i}(b, s t)$, the maps $h_{i}: V_{i} \times G \rightarrow \xi \mid V_{i}$ are $G$-isomorphisms. From the relation $h_{i}\left(b, g_{i, j}(b) s\right)=\left\langle b, g_{i, j}(b) s, i\right\rangle=$ $\langle b, s, j\rangle=h_{j}(b, s)$, the set of functions $\left\{g_{i, j}\right\}$ is the set of transition functions for the atlas $\left\{\left(V_{i}, h_{i}\right)\right\}$.

Finally, to define a vector bundle structure on $\eta=\xi\left[F^{k}\right]$, we require $a(x, y) \bmod G+a^{\prime}\left(x, y^{\prime}\right) \bmod G=\left(x, a y+a^{\prime} y^{\prime}\right) \bmod G$. If $k_{i}: V_{i} \times F^{k} \rightarrow p^{-1}\left(V_{i}\right)$ is the chart given by the relation $k_{i}(b, y)=((b, 1, i) y) \bmod G$, then $k_{i}$ is a $V_{i}$-isomorphism of vector bundles.
3.3 Remark. There is a bijection between isomorphism classes of fibre bundles with fibre $F^{k}$ and $\operatorname{group} \mathbf{G L}(k, F)$ and isomorphism classes of $k$ dimensional vector bundles. In both cases these isomorphism classes are determined by an equivalence class of transition functions associated with a complete atlas of a member of the isomorphism class. Moreover, if $\xi$ is a principal $G L(k, F)$-bundle, then $\xi\left[F^{k}\right]$ is a vector bundle where the vector space operations on $F^{k}$ determine the vector space operations on the fibres of $\xi\left[F^{k}\right]$.

## 4. Transition Functions and Induced Bundles

In this next proposition we calculate the transition functions of induced bundles.
4.1 Proposition. Let $\eta=\xi[Y]$ be a fibre bundle over $B$ with group $G$ and fibre $Y$, let $f: B_{1} \rightarrow B$ be a map, and let $\left\{\left(V_{i}, h_{i}\right)\right\}$ be an atlas for $\eta$ with transition functions $\left\{g_{i, j}\right\}$. Then $\left\{\left(f^{-1}\left(V_{i}\right), f^{*}\left(h_{i}\right)\right)\right\}$ is an atlas for $f^{*}(\eta)=f^{*}(\xi)[Y]$ with transition functions $\left\{g_{i, j} f\right\}$.

Proof. By 4(4.2) and 4(6.3) the morphism $f^{*}\left(h_{i}\right): \theta\left(f^{-1}\left(V_{i}\right)\right) \rightarrow f^{*}(\eta) \mid f^{-1}\left(V_{i}\right)$ is an isomorphism given by $f^{*}\left(h_{i}\right)\left(b_{1}, y\right)=\left(b_{1}, h_{i}\left(f\left(b_{1}\right), y\right)\right)$. If $h_{i}\left(b, g_{i, j}(b) y\right)=$ $h_{j}(b, y)$, we have $f^{*}\left(h_{i}\right)\left(b_{1}, g_{i, j}\left(f\left(b_{1}\right)\right) y\right)=f^{*}\left(h_{j}\right)\left(b_{1}, y\right)$, and $\left\{g_{i, j} f\right\}$ is the set of transition functions for $f^{*}(\eta)$.

## 5. Local Representation of Vector Bundle Morphisms

Let $\xi=(X, p, B), \eta=\left(X^{\prime}, p^{\prime}, B\right)$, and $\zeta=\left(X^{\prime \prime}, p^{\prime \prime}, B\right)$ be three vector bundles over $B$ with atlases $\left\{\left(U_{a}, h_{a}\right)\right\}$ for $a \in A,\left\{\left(V_{i}, h_{i}^{\prime}\right)\right\}$ for $i \in I$, and $\left\{\left(W_{r}, h_{r}^{\prime \prime}\right)\right\}$ for $r \in R$, respectively. Let $\left\{g_{a, b}\right\}$ for $a, b \in A,\left\{g_{i, j}^{\prime}\right\}$ for $i, j \in I$, and $\left\{g_{r, s}^{\prime \prime}\right\}$ for $r$, $s \in R$ be the transition functions for $\xi, \eta$, and $\zeta$, respectively.

Let $u: \xi \rightarrow \eta$ be a vector bundle morphism. Over the open set $U_{a} \cap V_{i}$, there are the following vector bundle morphisms:

$$
\left(U_{a} \cap V_{i}\right) \times F^{n} \xrightarrow{h_{a}} \xi\left|\left(U_{a} \cap V_{i}\right) \xrightarrow{u} \eta\right|\left(U_{a} \cap V_{i}\right) \xrightarrow{\left(h_{i}^{\prime}\right)^{-1}}\left(U_{a} \cap V_{i}\right) \times F^{m}
$$

The composition of these morphisms has the form $(z, x) \mapsto\left(z, u_{i, a}(z) x\right)$, where $u_{i, a}: U_{a} \cap V_{i} \rightarrow \mathbf{L}\left(F^{n}, F^{m}\right)$ is a map.
5.1 Proposition. With the above notations, there is a bijection between the set of vector bundle morphisms $u: \xi \rightarrow \eta$ and sets of maps $\left\{u_{i, a}\right\}$, where $i \in I, a \in A$, and $u_{i, a}: U_{a} \cap V_{i} \rightarrow \mathbf{L}\left(F^{n}, F^{m}\right)$ such that for $z \in U_{a} \cap U_{b} \cap V_{i} \cap V_{j}$

$$
(C): u_{j, b}(z)=g_{j, i}^{\prime}(z) u_{i, a}(z) g_{a, b}(z)
$$

Moreover, the maps $u_{i, a}$ corresponding to $u$ are given by $h_{i}^{\prime-1} u h_{a}(z, x)=$ $\left(z, u_{i, a}(z) x\right)$.

Proof. For given $u: \xi \rightarrow \eta$ we begin by verifying the relation ( $C$ ) of compatibility. For this, we calculate

$$
\begin{aligned}
h_{j}^{\prime}\left(z, u_{j, b}(z) x\right) & =u h_{b}(z, x)=u h_{a}\left(z, g_{a, b}(z) x\right)=h_{i}^{\prime}\left(z, u_{i, a}(z) g_{a, b}(z) x\right) \\
& =h_{j}^{\prime}\left(z, g_{j, i}^{\prime}(z) u_{i, a}(z) g_{a, b}(z) x\right)
\end{aligned}
$$

Since $h_{j}^{\prime}$ is an isomorphism, we have the desired relation.
Conversely, for each family $\left\{u_{i, a}\right\}$ of maps satisfying $(C)$, a corresponding morphism $u: \xi \rightarrow \eta$ is defined uniquely by the relation $u h_{a}(z, x)=$ $h_{i}^{\prime}\left(z, u_{i, a}(z) x\right)$. Observe that the images of $h_{a}$ cover $X$ and the compatibility relation (C) says that $u$ is uniquely determined where the images of $h_{a}$ and of $h_{b}$ intersect. This proves the proposition.

For $\xi=\eta$ and the same local charts for each vector bundle, we observe that $u=1$ if and only if $u_{i, a}(z)=1$ for each $z \in U_{i} \cap V_{a}$ and $i \in I, a \in A$. We speak of the family $\left\{u_{i, a}\right\}$ representing $u: \xi \rightarrow \eta$ with respect to the charts $\left\{\left(U_{a}, h_{a}\right)\right\}$ of $\xi$ and $\left\{\left(V_{i}, h_{i}^{\prime}\right)\right\}$ of $\eta$.
5.2 Proposition. With the above notations, let $\left\{u_{i, a}\right\}$ represent the morphism $u: \xi \rightarrow \eta$, let $\left\{v_{r, i}\right\}$ represent the morphism $v: \eta \rightarrow \zeta$, and let $\left\{w_{r, a}\right\}$ represent the morphism uv: $\xi \rightarrow \zeta$. Then for $z \in U_{a} \cap V_{i} \cap W_{r}$ we have the relation $w_{r, a}(z)=$ $v_{r, i}(z) u_{i, a}(z)$.

Proof. For $z \in U_{a} \cap V_{i} \cap W_{r}$, we have $\left(z, w_{r, a}(z) x\right)=\left(h_{r}^{\prime \prime}\right)^{-1} v u h_{a}(z, x)=$ $\left(\left(h_{r}^{\prime \prime}\right)^{-1} v h_{i}^{\prime}\right)\left(\left(h_{i}^{\prime}\right)^{-1} u h_{a}\right)(z, x)=\left(\left(h_{r}^{\prime \prime}\right)^{-1} v h_{i}^{\prime}\right)\left(z, u_{i, a}(z) x\right)=\left(z, v_{r, i}(z) u_{i, a}(z) x\right)$. This proves the desired result.

In (5.2), the $w_{r, a}: U_{a} \cap W_{r} \rightarrow \mathbf{L}\left(F^{n}, F^{q}\right)$ are determined by the relation $w_{r, a}(z)=v_{r, i}(z) u_{i, a}(z)$ for $z \in U_{a} \cap V_{i} \cap W_{r}$.

The result $3(2.5)$ is an immediate corollary of the analsis in (5.1) and (5.2).

## 6. Operations on Vector Bundles

We wish to prove that every (continuous) operation on vector spaces defines a corresponding operation on vector bundles. This will allow us to speak of the direct sum $\xi \oplus \eta$ of two vector bundles, which is the Whitney sum; the tensor product $\xi \otimes \eta$; the vector bundle $\operatorname{Hom}(\xi, \eta)$; and the $r$ th exterior power $\Lambda^{r} \xi$, to mention a few examples.

Recall the notation $\mathbf{V B}_{B}$ for the category of all vector bundles over a space $B$. For $B$ equal to a point, the category $\mathbf{V B}_{B}$ can be viewed as the category of vector space. Let $\mathbf{V B}_{B}(p, q)$ denote the product category consisting of $p$ copies of $\mathbf{V B}_{B}$ and $q$ copies of $\mathbf{V B}_{B}^{*}$, the dual category of $\mathbf{V B}_{B}$. In the next definition we make precise the definition of a continuous operation.
6.1 Definition. Let 0 denote the one-point space. A functor $F: \mathbf{V B}_{0}(p, q) \rightarrow$ $\mathbf{V B}_{0}$ is called continuous provided for each family of maps $u_{i}: Z \rightarrow \mathbf{L}\left(V_{i}, W_{i}\right)$, where $1 \leq i \leq p+q$, the function $z \mapsto F\left(u_{1}, \ldots, u_{p+q}\right)$ is a map

$$
Z \rightarrow \mathbf{L}\left(F\left(V_{1}, \ldots, V_{p}, W_{p+1}, \ldots, W_{p+q}\right), F\left(W_{1}, \ldots, W_{p}, V_{p+1}, \ldots, V_{p+q}\right)\right)
$$

The following functors are continuous: $V \oplus W, V \otimes W$, and $\operatorname{Hom}(V, W)$.
In the next theorem we see that a continuous functor on $\mathbf{V B}_{0}$ defines a functor on each $\mathbf{V B}_{B}$.
6.2 Theorem. For each continuous functor $F: \mathbf{V B}_{0}(p, q) \rightarrow \mathbf{V B}_{0}$ there exists a family of functors $F_{B}: \mathbf{V B}_{B}(p, q) \rightarrow \mathbf{V B}_{B}$, one for each space $B$, such that $F_{B_{1}}\left(f^{*}\left(\xi_{1}\right), \ldots, f^{*}\left(\xi_{p+q}\right)\right)$ and $f^{*} F_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right)$ are $B_{1}$-isomorphic bundles for each map $f: B_{1} \rightarrow B$. Moreover, it is required that $F=F_{0}$.

Proof. We carry out the proof for the case $p=q=1$. Let $\xi$ and $\xi^{\prime}$ be two vector bundles over $B$ with local coordinate charts $\left\{\left(U_{a}, h_{a}\right)\right\}$ and $\left\{\left(U_{a}, k_{a}\right)\right\}$ with transition functions $\left\{g_{a, b}\right\}$ and $\left\{f_{a, b}\right\}$ for $a, b \in A$. We define $F_{B}\left(\xi, \xi^{\prime}\right)$ to be a vector bundle with the (continuous) transition functions $\left\{F_{B}\left(g_{a, b}, f_{b, a}\right)\right\}$ for $a, b \in A$.

If $u: \xi \rightarrow \eta$ and $u^{\prime}: \eta^{\prime} \rightarrow \xi^{\prime}$ are morphisms, they are represented by $\left\{u_{i, a}\right\}$ and $\left\{u_{i, a}^{\prime}\right\}$, respectively, where $\left\{\left(V_{i}, h_{i}^{\prime}\right)\right\}$ and $\left\{\left(V_{i}, k_{i}^{\prime}\right)\right\}$ are atlases of $\eta$ and $\eta^{\prime}$, respectively. Then the family of maps $F\left(u_{i, a}, u_{i, a}^{\prime}\right)$ defines a morphism $F_{B}\left(\xi, \xi^{\prime}\right) \rightarrow F_{B}\left(\eta, \eta^{\prime}\right)$, by $(5.1)$, which is denoted $F_{B}\left(u, u^{\prime}\right)$. Since $F$ is a functor, it preserves the compatibility condition ( $C$ ) of Proposition (5.1). Clearly, $F_{B}(1,1)=1$ by the remark following Proposition (5.1). With Proposition (5.2), we see that $F_{B}\left(v u, u^{\prime} v^{\prime}\right)=F_{B}\left(v, v^{\prime}\right) F_{B}\left(u, u^{\prime}\right)$ by applying $F$ to the local morphisms representing $u, u^{\prime}, v$, and $v^{\prime}$, where $v: \eta \rightarrow \zeta$ and $v^{\prime}: \zeta^{\prime} \rightarrow \eta^{\prime}$ are morphisms.

Finally, for a map $f: B_{1} \rightarrow B$ we find that $F_{B_{1}}\left(f^{*}\left(\xi^{\prime}\right), f^{*}\left(\xi^{\prime}\right)\right)$ and $f^{*}\left(F_{B}\left(\xi, \xi^{\prime}\right)\right)$ are $B_{1}$-isomorphic. For this, observe that $\left\{F\left(g_{a, b} f, f_{b, a} f\right)\right\}$ for $a$, $b \in A$ is a set of transition functions for both $f^{*}\left(F_{B}\left(\xi, \xi^{\prime}\right)\right)$ and $F_{B_{1}}\left(f^{*}(\xi), f^{*}\left(\xi^{\prime}\right)\right)$ with respect to the open covering $\left\{f^{-1}\left(U_{a}\right)\right\}$, where $a \in A$ by Proposition (4.1).

In the next theorem we investigate to what extent the functors $F_{B}$ are uniquely determined by $F$.
6.3 Theorem. Let $F, G: \mathbf{V B}_{0}(p, q) \rightarrow \mathbf{V B}_{0}$ be two continuous functors, and let $\phi: F \rightarrow G$ be a morphism of functors. Then for each space $B$ there exists $a$ morphism $\phi_{B}: F_{B} \rightarrow G_{B}$ of functors defined in (6.2), where $\phi_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right)$ : $F_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right) \rightarrow G_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right)$ restricted to the fibre over $z \in B$ is just

$$
\phi\left(\xi_{1, z}, \ldots, \xi_{p+q, z}\right): F\left(\xi_{1, z}, \ldots, \xi_{p+q, z}\right) \rightarrow G\left(\xi_{1, z}, \ldots, \xi_{p+q, z}\right)
$$

With respect to this property, $\phi_{B}$ is unique.
Proof. For product vector bundles $\xi_{i}$ of dimension $r(i)$, we have $\phi_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right)=1_{B} \times \phi\left(F^{r(1)}, \ldots, F^{r(p+q)}\right)$. Since every vector bundle is locally trivial, the $\phi_{B}\left(\xi_{1}, \ldots, \xi_{p+q}\right)$ are well-defined morphisms by the above requirement. The uniqueness is clear.
6.4 Corollary. If $\psi: G \rightarrow H$ is a second morphism in (6.3), then $(\psi \phi)_{B}=\psi_{B} \phi_{B}$. If $\phi: F \rightarrow F$ is the identity, $\phi_{B}: F_{B} \rightarrow F_{B}$ is an isomorphism. If $\phi: F \rightarrow G$ is an isomorphism, then $\phi_{B}: F_{B} \rightarrow G_{B}$ is an isomorphism.

Proof. This results from the uniqueness statement in (6.3).
6.5 Remark. The functors $F_{B}$ in (6.2) are unique up to isomorphism. Now we discuss the following examples.
6.6 Example. If $\xi$ and $\eta$ are two vector bundles over $B$, the Whitney sum $\xi \oplus \eta$ is the prolongation to vector bundles of the direct sum functor. This follows from the fact that the fibre of $\xi \oplus \eta$ over a point of $B$ is the direct sum of the fibres of $\xi$ and of $\eta$. The usual properties of direct sums of vector spaces prolong to Whitney sums of vector bundles, by (6.3) and (6.4). There are the following isomorphisms, for example:

$$
\xi \oplus \eta \cong \eta \oplus \xi \quad \text { and } \quad \xi \oplus(\eta \oplus \zeta) \cong(\xi \oplus \eta) \oplus \zeta
$$

6.7 Example. The tensor product functor is continuous and, in view of (6.2), we may define the tensor product $\xi \otimes \eta$ of two vector bundles over $B$. If $u: \xi \oplus \eta \rightarrow \zeta$ is a bundle map that is bilinear on each fibre $b \in B$, then $u$ defines a vector bundle morphism $v: \xi \otimes \eta \rightarrow \zeta$ which is the usual factorization of bilinear maps through the tensor product on each fibre. Using (6.3) and (6.4), we have the following isomorphisms:

$$
\begin{array}{rll}
\xi \otimes \eta \cong \eta \otimes \xi & \xi \otimes(\eta \otimes \zeta) \cong(\xi \otimes \eta) \otimes \zeta \\
\xi \otimes \theta^{1} \cong \xi & \text { and } & \xi \otimes(\eta \oplus \zeta) \cong(\xi \otimes \eta) \oplus(\xi \otimes \zeta)
\end{array}
$$

where $\xi, \eta, \zeta$ are vector bundles over $B$ and $\theta^{1}$ is the trivial line bundle over $B$. This discussion holds for real and complex vector bundles.
6.8 Example. The homomorphism functor $\operatorname{Hom}(V, W)$ is continuous, and in view of (6.2), we may define the homomorphism vector bundle $\operatorname{Hom}(\xi, \eta)$. The fibre over $b \in B$ is the vector space of homomorphisms $\xi_{b} \rightarrow \eta_{b}$, where $\xi_{b}$ and $\eta_{b}$ are the fibres of $\xi$ and $\eta$ over $b \in B$, respectively. A cross section $s$ of $\operatorname{Hom}(\xi, \eta)$ is just a vector bundle morphism $u: \xi \rightarrow \eta$. The continuity of $s$ and the continuity of $u$ are equivalent to each other.
6.9 Example. The $r$ th exterior power functor $\Lambda^{r} V$ is continuous, and, in view of (6.2), we may define the $r$ th exterior power of $\Lambda^{r} \xi$ of a vector bundle $\xi$. In the next proposition we relate the functors in (6.6), (6.7), and (6.9).
6.10 Proposition. Let $\xi=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$ be the Whitney sum of $n$ line bundles. Then for $r \leqq n$ there is an isomorphism

$$
\Lambda^{r}\left(\lambda_{1} \oplus \cdots \oplus \lambda_{n}\right) \cong \sum_{i(1)<\cdots<i(r)}\left(\lambda_{i(1)} \otimes \cdots \otimes \lambda_{i(r)}\right)
$$

Proof. The above relation holds for vector spaces, and by (6.4) it holds for vector bundles.

## 7. Transition Functions for Bundles with Metrics

The following subgroups of the full linear group will play a very important role in subsequent developments. For $x \in \mathbf{R}$, the real numbers let $\bar{x}=x$; for $x \in \mathbf{C}$, the complex numbers, let $\bar{x}=x_{1}-i x_{2}$, where $x=x_{1}+i x_{2}$; and for
$x \in \mathbf{H}$, the quaternions of Hamilton, let $\bar{x}=x_{0}-i x_{1}-j x_{2}-k x_{3}$, where $x=$ $x_{0}+i x_{1}+j x_{2}+k x_{3}$. Let $F$ equal $\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$. On the vector space $F^{n}$ we define the inner product $(x \mid y)=x_{1} \bar{y}_{1}+\cdots+x_{n} \bar{y}_{n}$ and the norm $\|x\|=$ $(x \mid x)^{1 / 2}$ for $x=\left(x_{1}, \ldots, x_{n}\right), y=\left(y_{1}, \ldots, y_{n}\right) \in F^{n}$.
7.1 Definition. The orthogonal group in $k$ dimensions, denoted $O(k)$, is the subgroup of $u \in \mathbf{G L}(k, \mathbf{R})$ such that $(u(x) \mid u(y))=(x \mid y)$ for each $x, y \in \mathbf{R}^{k}$. The unitary group in $k$ dimensions, denoted $U(k)$, is the subgroup of $u \in \mathbf{G L}(k, \mathbf{C})$ such that $(u(x) \mid u(y))=(x \mid y)$ for each $x, y \in \mathbf{C}^{k}$. The symplectic group in $k$ dimensions, denoted $S p(k)$, is the subgroup of $u \in \mathbf{G L}(k, \mathbf{H})$ such that $(u(x) \mid u(y))=(x \mid y)$ for each $x, y \in \mathbf{H}^{k}$.

In each case, $O(k), U(k)$, and $S p(k)$ are closed and bounded subsets of the space of matrices. Therefore, they are compact (topological) groups. There are important subgroups of $O(k)$ and $U(k)$.
7.2 Definition. The special orthogonal group in $k$ dimensions, denoted $S O(k)$, is the closed subgroup of $u \in O(k)$ with det $u=+1$. The special unitary group in $k$ dimensions, denoted $S U(k)$, is the closed subgroup of $u \in U(k)$ with $\operatorname{det} u=+1$.

Further properties of $O(k), S O(k), U(k), S U(k)$, and $S p(k)$ are developed in later chapters. These groups are referred to as the classical groups.

In the next proposition, we see that a standard orthonormalization process can be applied to cross sections of vector bundles with a metric.
7.3 Proposition. Let $\xi$ be a vector bundle over $B$ with a metric $\beta$, and let $s_{1}, \ldots$, $s_{m}$ be cross sections of $\xi$ such that $s_{1}(b), \ldots, s_{m}(b)$ are linearly independent. Then there exist cross sections $s_{1}^{*}, \ldots, s_{m}^{*}$ of $\xi$ which are linear combinations of $s_{1}, \ldots$, $s_{m}$ with continuous scalar-valued functions as scalars such that $\beta\left(s_{i}^{*}, s_{j}^{*}\right)=\delta_{i, j}$.

Proof. Let $s_{1}^{*}(b)$ equal $s_{1}(b)$ divided by its length $\beta\left(s_{1}(b), s_{1}(b)\right)^{1 / 2}$ (which is $>0)$ at each $b \in B$. If the $s_{1}^{*}, \ldots, s_{k-1}^{*}$ have been chosen with $\beta\left(s_{i}^{*}, s_{j}^{*}\right)=\delta_{i, j}$, $1 \leqq i, j \leqq k-1$, we define $s_{k}^{*}(b)$ to be $s_{k}(b)-\sum_{1 \leqq j \leqq k-1}\left(s_{k}(b) \mid s_{j}^{*}(b)\right) s_{j}^{*}(b)$ divided by its length. In this way we define $s_{1}^{*}, \ldots, s_{m}^{*}$ with the desired properties.

The following theorem says that vector bundles over a paracompact space have the orthogonal (unitary or symplectic) group as the structure group.
7.4 Theorem. Let $\xi$ be a vector bundle over $B$ with a metric $\beta$. Then $\xi$ has an atlas $\left\{\left(V_{i}, h_{i}^{*}\right)\right\}$ of charts such that $(x \mid y)=\beta\left(h_{i}^{*}(b, x), h_{i}^{*}(b, y)\right)$ for each $x, y \in F^{n}$ and $b \in V_{i}$. The transition functors $\left\{g_{i, j}\right\}$ of this atlas have their values in $O(n)$, the real case with $F=\mathbf{R} ; U(n)$, the complex case with $F=\mathbf{C}$; and $\operatorname{Sp}(n)$, the quaternionic case with $F=\mathbf{H}$.

Proof. Let $\left\{\left(V_{i}, h_{i}\right)\right\}$ be an atlas of $\xi$. Then there are cross sections $h_{i}\left(b, e_{j}\right)=$ $s_{j}(b)$ for $1 \leqq j \leqq n$ of $\xi$ over $V_{i}$ which are a base of the fibre over each $b \in V_{i}$. By Proposition (7.3) there are $n$ cross sections $s_{1}^{*}, \ldots, s_{n}^{*}$ of $\xi$ over $V_{i}$ such that $\beta\left(s_{i}^{*}, s_{j}^{*}\right)$ equals 1 for $i=j$ and 0 for $i \neq j$ at each $b \in V_{i}$. We define $h_{i}^{*}: V_{i} \times$ $F^{n} \rightarrow \xi \mid V_{i}$ by $h_{i}^{*}\left(b, a_{1}, \ldots, a_{n}\right)=a_{1} s_{1}^{*}(b)+\cdots+a_{n} s_{n}^{*}(b)$. Then $h_{i}^{*}$ is a chart of $\xi$ over $V_{i}$, and $\left\{\left(V_{i}, h_{i}^{*}\right)\right\}$ is an atlas with the desired property.

For the last statement, we recall that $h_{i}\left(b, g_{i, j}(b) x\right)=h_{j}(b, x)$ for $b \in V_{i} \cap V_{j}$ and $x \in F^{n}$. For $b \in V_{i} \cap V_{j}$ we have $(x \mid y)=\beta\left(h_{j}^{*}(b, x), h_{j}^{*}(b, y)\right)=$ $\beta\left(h_{i}^{*}\left(b, g_{i, j}(b) x\right), h_{j}^{*}\left(b, g_{i, j}(b) x\right)\right)=\left(g_{i, j}(b) x \mid g_{i, j}(b) y\right)$. Consequently, the last statement follows for $F=\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$.
7.5 Remark. By $3(9.5$ ) every vector bundle over a paracompact space has a metric $\beta$, and therefore Theorem (7.4) applies. This theorem applies to the real, complex, and quaternionic cases.
7.6 Definition. Let $\xi$ be a vector bundle. Then the conjugate bundle to $\xi$, denoted $\bar{\xi}$, has the same underlying structure ( $E, p, B$ ) and addition morphism $E \oplus E \rightarrow E$. The scalar multiplication map is given by ax equal to $\bar{a} x$ in $\xi$.

For a real vector bundle, $\xi=\bar{\xi}$.
7.7 Definition. A line bundle is a one-dimensional vector bundle.
7.8 Theorem. Let $\xi$ be a real or complex line bundle with a metric (riemannian or hermitian). Then $\xi \otimes \bar{\xi}$ is a trivial line bundle.

Proof. A metric $\beta: \xi \oplus \xi \rightarrow F$, where $F=\mathbf{R}$ or $\mathbf{C}$, defines a vector bundle morphism $u: \xi \otimes \bar{\xi} \rightarrow B \times F$. Since $u$ is a surjective morphism of onedimensional vector bundles, $u$ is an isomorphism by $3(2.5)$. This proves the theorem.
7.9 Remark. Theorem (7.8) holds over every paracompact space.

## Exercises

1. In Theorem (1.1) and Corollary (1.2) determine to what extent $g \mapsto h_{g}$ is a homeomorphism of $\operatorname{Map}(B, G)$ onto $\operatorname{Hom}_{G}(B \times G, B \times G)$, where $\operatorname{Hom}_{G}(B \times G$, $B \times G)$ has the subspace topology from Map $(B \times G, B \times G)$.
2. Let $\eta$ be a locally trivial fibre bundle with group $G$ and transition functions $\left\{g_{i, j}\right\}$, for $i, j \in I$, defined with respect to an open covering $\left\{V_{i}\right\}$ of the base space. Prove that $\eta$ is trivial if and only if there exist maps $r_{i}: V_{i} \rightarrow G$ with $g_{i, j}(b)=r_{i}(b)^{-1} r_{j}(b)$ for $b \in V_{i} \cap V_{j}$.
3. For the canonical principal bundles $p: S^{n} \rightarrow R P^{n}$ and $p: S^{2 n+1} \rightarrow C P^{n}$ determine an atlas and compute the transition functions.
4. Let $U$ and $V$ be two open subsets of a space $B$ such that $B=U \cup V$ and $U \cap V=$ $W_{1} \cup \cdots \cup W_{k}$, the connected components of $U \cap V$. Determine, up to isomorphism, all principal $G$-bundles $\xi$ over $B$ for $G$, a discrete group such that $\xi \mid U$ and $\xi \mid V$ are trivial.
5. Let $\xi$ be a $k$-dimensional vector bundle with atlas $\left\{\left(V_{i}, h_{i}\right)\right\}$ and transition functions $\left\{g_{i, j}\right\}$, where $g_{i, j}(b) \in O(k)$ for each $b \in V_{i} \cap V_{j}$. Prove that $\xi$ has a metric $\beta$ and, moreover, that the metric $\beta$ is unique under the requirement that each $h_{i}$ is metric preserving.

## CHAPTER 6

## Change of Structure Group in Fibre Bundles

In this chapter we consider the relation between principal H -bundles and principal $G$-bundles, where $H$ is a closed subgroup of $G$. We do this for general principal bundles and then describe the relation, using the classifying spaces and the local coordinate description. This is a generalization of the process in Chap. 5, Sec. 7.

## 1. Fibre Bundles with Homogeneous Spaces as Fibres

Let $\xi=(X, p, B)$ be a principal $G$-bundle, and let $H$ be a closed subgroup of $G$. Then the relation on $X$ defined by the action of the group $H$ is compatible with the projection $p: X \rightarrow B$. Therefore, there is a bundle $\xi \bmod H=$ $(X \bmod H, q, B)$, where $q$ is the result of factoring $p$ by the canonical map $X \rightarrow X \bmod H$.
1.1 Theorem. Let $\xi=(X, p, B)$ be a principal $G$-bundle, and let $H$ be a closed subgroup of $G$. Then there is a canonical B-isomorphism of bundles $\xi \bmod H \rightarrow$ $\xi[G \bmod H]$, where the fibre $G \bmod H$ is the homogeneous space of right cosets of $H$ in $G$.

Proof. Let $h: X \bmod H \rightarrow X_{G \bmod H}$ be defined by the relation $h(x H)=$ $(x, e H) G$. For $v \in H$, we have $h(x H)=h(x v H)=(x v, e H) G=\left(x v, v^{-1} e H\right) G=$ $(x, e H) G$, and $h$ is a well-defined function. Since $X \bmod H$ has the quotient topology, $h$ is continuous. For each $u \in G$, we have $(x, u H) G=(x u, e H) G$, and $h$ is surjective. For $h(x H)=h\left(x^{\prime} H\right)$, we have $(x, e H) G=\left(x^{\prime}, e H\right) G$ and $x^{\prime}=x v$ for $v \in H$. Consequently, $h$ is injective.

Finally, we prove that $h^{-1}$ is continuous. The functions $g_{1}: X \times G \rightarrow X$ and $g_{2}: X \times(G \bmod H) \rightarrow X \bmod H$ given by the relations $g_{1}(x, u)=x u$ and $g_{2}(x, u H)=x u H$ are continuous. Since $g_{2}(x, u H)=g_{2}\left(x v, v^{-1} u H\right)$, the map $g_{2}$ induces a $\operatorname{map}(X \times(G \bmod H)) \bmod G \rightarrow X \bmod H$ which is $h^{-1}$. This proves the theorem.
1.2 Corollary. The principal $G$-bundle $\xi$ and the fibre bundle $\xi[G]$, where $G$ acts on $G$ by left multiplication, are isomorphic as bundles over $B$.

The corollary can be seen easily by a direct argument.

## 2. Prolongation and Restriction of Principal Bundles

2.1 Definition. For a closed subgroup $H$ of $G$, let $\xi=(X, p, B)$ be a principal $G$-bundle, and $\eta=(Y, q, B)$ a principal $H$-bundle. Let $f: Y \rightarrow f(Y) \subset X$ be a homeomorphism onto a closed subset $f(Y)$ such that $f(y s)=f(y) s$ for $y \in Y$ and $s \in H$. Then $\eta$ is called a restriction of $\xi$, and $\xi$ is a prolongation of $\eta$.

In other words, $\eta$ is the result of restricting the structure group $G$ of $\xi$ to $H$, and $\xi$ is the result of prolonging the structure group $H$ of $\eta$ to $G$. In the next two theorems the possibility of restriction and prolongation is discussed.
2.2 Theorem. Let $H$ be a closed subgroup of $G$. Every principal $H$-bundle $\eta=(Y, q, B)$ has a prolongation $\xi=(X, p, B)$ with structure group $G$. Moreover, if $\eta$ is trivial, locally trivial, or numerable, $\xi$ is trivial, locally, trivial, or numerable, respectively.

Proof. Since $H$ acts on the left of $G$ by multiplication in the group, we can form $\eta[G]=\xi$, where $\xi=(X, p, B)$ and $X=(Y \times G) \bmod H$. Then $G$ acts on the right of $X$ by the relation $x t=((y, s) H) t=(y, s t) H$, which is compatible with $\left(h r, r^{-1} s\right) H=(y, s) H$ for each $r \in H$. Moreover, the relation $f(y)=$ $(y, e) H$ defines a homeomorphism $f: Y \rightarrow f(Y) \subset X$. Since the set $Y \times$ $(G-H)$ is open in $Y \times G$, its projection $X-f(Y)$ is open in $X$ and $f(Y)$ is closed in $X$. The action of $H$ is preserved by $f$ because $f(y r)=(y r, e) H=$ $\left(y r, r^{-1} e\right) H r=(y, e) H r=f(y) r$ for $r \in H$. The translation function $\tau$ for $\xi$ is given by the relation $\tau\left((y, s) H,\left(y^{\prime}, s^{\prime}\right) H\right)=s^{-1} \tau_{1}\left(y, y^{\prime}\right) s^{\prime}$, which is continuous by properties of quotient topologies. Clearly, the prolongation of a trivial bundle is trivial. The last statement of the theorem follows from 4(6.4).
2.3 Theorem. Let $H$ be a closed subgroup of $G$. A principal $G$-bundle $\xi=$ $(X, p, B)$ has a restriction to a principal $H$-bundle $\eta=(Y, q, B)$ if and only if $\xi \bmod H($ or $\xi[G \bmod H])$ has a cross section. Moreover, if $\xi$ is trivial or locally trivial, and if the principal $H$-bundle associated with $G$ is trivial or locally trivial, then $\eta$ is trivial or locally trivial, respectively. If $\xi$ is numerable and if the principal $H$-bundle associated with $G$ is locally trivial, then $\eta$ is numerable.

Proof. Let $f: Y \rightarrow X$ be a map defining a restriction of principal bundles. Then the composition of $f: Y \rightarrow X$ and the quotient map $X \rightarrow X \bmod H$ is a map $\sigma^{*}$ such that $\sigma^{*}(y s)=\sigma^{*}(y) s$ for each $s \in H$. This map $\sigma^{*}$ defines a cross section of $\xi \bmod H(\operatorname{or} \xi[G \bmod H])$.

Conversely, a cross section $\sigma$ of $\xi[G \bmod H]$ defines a map $g: X \rightarrow$ $G \bmod H$ such that $g(x s)=s^{-1} g(x)=g(x) s$ for each $s \in G$ by Theorem $4(8.1)$. Let $Y$ be the closed subset $g^{-1}(e H)$ of $X$, let $q$ be the restriction $p \mid Y$, and let $\eta=(Y, q, B)$. Let $y_{1}, y_{2} \in Y$ such that $q\left(y_{1}\right)=q\left(y_{2}\right)$. For some $s \in G$ we have $y_{2}=y_{1} s, e H=g\left(y_{2}\right)=g\left(y_{1} s\right)=s^{-1} g\left(y_{1}\right)=s^{-1} e H$, and $s \in H$. Finally, the restriction of the translation function of the principal $G$-space $X$ is the translation function of the principal $H$-space $Y$.

If $\xi$ is trivial, we have $H$-morphisms $Y \rightarrow X, X \rightarrow G$, and $G \rightarrow H$ which compose to an $H$-morphism $Y \rightarrow H$, and $\eta$ is trivial by $4(8.3)$. For the statement concerning local triviality we can use 4(6.4).
2.4 Corollary. Let $B$ be a $C W$-complex, and let $\pi_{i}(G \bmod H)=0$ for each $i<\operatorname{dim} B$. Then every principal $G$-bundle has a restriction to a principal H-bundle.

Proof. The corollary follows from (2.3) by using Theorem 2(7.1) under hypothesis (H1).

## 3. Restriction and Prolongation of Structure Group for Fibre Bundles

The next theorem says that fibre bundles remain unchanged as bundles under restriction or prolongation of the structure group.
3.1 Theorem. Let $H$ be a closed subgroup of $G$, let $F$ be a left $G$-space that is also a left $H$-space, and let $\xi$ be a principal $G$-bundle with $\eta$ as restriction to the subgroup $H$. Then there is a natural isomorphism $g: \eta[F] \rightarrow \xi[F]$ of bundles over B.

Proof. Let $f: Y \rightarrow X$ be the map defining the restriction of the principal bundles. We define $g: Y_{F} \rightarrow X_{F}$ by the relation $g((y, z) H)=(f(y), z) G$. Then $g$ is a map since it is the quotient of $f \times 1_{F}$.

Since every element of $X_{F}$ has the form $(x, z) G$, where $x \in f(Y)$, the map $g$ is surjective. Since the relation on $X \times F$ determined by the action of $G$ induces the relation on $f(Y) \times F$ determined by the action of $H$, the map $g$ is injective.

Finally, we must show that $g$ is an open map. Let $g\left(\left(y_{0}, z_{0}\right) H\right)=$ $\left(f\left(y_{0}\right), z_{0}\right) G$ and $x_{0}=f\left(y_{0}\right)$. Let $W$ be an open set containing $\left(y_{0}, z_{0}\right) H$ in $Y_{F}$, let $q_{1}: Y \times F \rightarrow Y_{F}$ and $p_{1}: X \times F \rightarrow X_{F}$ denote the natural projections, and
let $W_{1}$ be the open neighborhood of $y_{0} \in Y$ and $W_{2}$ of $z_{0} \in F$ such that $q_{1}\left(W_{1} \times W_{2}\right) \subset W$. There exists a symmetric open neighborhood $N$ of $1 \in G$ and a neighborhood $V$ of $z_{0}$ in $F$ such that $N V \subset W_{2}$. Let $U$ be an open neighborhood of $x_{0}$ in $X$ such that $p(U) \subset q\left(W_{1}\right)$ and $r\left((U \times U) \cap X^{*}\right) \subset N$. We replace $W_{1}$ by $W_{1} \cap q^{-1}(p(U)) \cap f^{-1}(U)$ and $U$ by $p^{-1}(q(W)) \cap U$. Then we have $p(U)=q\left(W_{1}\right)$ and $f\left(W_{1}\right) \subset U$. For each $(x, z) \in U \times V$, there exists $y \in W_{1}$ such that $f(y) \in U$ and $f(y)=x$. This means that $s \in N$, and $g\left(\left(y, s^{-1} z\right) H\right)=\left(f(y), s^{-1} z\right) G=(x, z) G$. Therefore, we have $g(W) \supset$ $g\left(q_{1}\left(W_{1} \times W_{2}\right)\right) \supset p_{1}(U \times V)$, and $g(W)$ is an open set. This proves the theorem.
3.2 Corollary. With the notations of (3.1), the bundles $\eta[G]$ and $\xi$ are isomorphic as bundles over $B$, and there is a map $g: Y_{G} \rightarrow X_{G}=X$ that is a $G$-space isomorphism.

Proof. We need prove only that $g$ commutes with the action of $G$. Since $g((y, s) H) t=((f(y), s) G) t=(f(y), s t) G=g((y, s t) H)$, it follows that $g$ is a $G$-morphism.

## 4. Local Coordinate Description of Change of Structure Group

Theorem (2.3) has the following interpretation for locally trivial bundles and their local coordinate transformations.
4.1 Theorem. Let $H$ be a closed subgroup of $G$, let $\xi=(X, p, B)$ be a locally trivial principal $G$-bundle, and let $\left\{h_{i}, V_{i}\right\}$ for $i \in I$ be an atlas of charts for $\xi$ with transition functions $\left\{g_{i, j}\right\}$. The bundle $\xi$ has a restriction to a principal $H$-bundle if and only if there exist maps $r_{i}: V_{i} \rightarrow G$ such that the transition functions $g_{i, j}^{\prime}(b)=r_{i}(b)^{-1} g_{i, j}(b) r_{j}(b)$ have values in $H$ for each $b \in V_{i} \cap V_{j}$.

Proof. By Corollary (3.2) and Theorem 5(2.7) the maps $r_{i}$ must exist because $\xi$ and $\eta[G]$ are $G$-isomorphic. For the converse, by Theorem 5(3.2), the transition functions describe the principal $H$-bundle $\eta=(Y, q, B)$ and the principal $G$-bundle $\xi$. The natural inclusion $V_{i} \times H \rightarrow V_{i} \times G$ defines a map $f: Y \rightarrow X$ which defines the restriction of $\xi$ to $\eta$.

Theorem (4.1) says that if the transition functions have values in a subgroup $H$ of $G$, where $G$ is the structure group of a fibre bundle $\xi[F]$, this fibre bundle is isomorphic to $\eta[F]$, where $H$ is the structure group of $\eta$.

The restriction process in this form has been carried through for vector bundles over a paracompact space; see Chap. 5, Sec. 7.

## 5. Classifying Spaces and the Reduction of Structure Group

Let $H$ be a closed subgroup of $G$, let $\omega_{H}=\left(Y_{0}, q_{0}, B_{H}\right)$ be a universal bundle for $H$, and let $\omega_{G}=\left(X_{0}, p_{0}, B_{G}\right)$ be a universal bundle for $G$. By Corollary (3.2), $\omega_{H}[G]$ is a numerable principal $G$-bundle over $B_{H}$. By the classification theorem 4(12.2), there is a principal $G$-bundle morphism $\left(h_{0}, f_{0}\right): \omega_{H}[G] \rightarrow$ $\omega_{G}$, where $f_{0}^{*}\left(\omega_{G}\right)$ and $\omega_{H}[G]$ are isomorphic over $B_{H}$.
5.1 Theorem. With the above notations, let $\xi=(X, p, B)$ be a numerable principal $G$-bundle over $B$ with classifying map $f: B \rightarrow B_{G} ;$ that is, $f^{*}\left(\omega_{G}\right)$ and $\xi$ are $B$-isomorphic. Then the restrictions $\eta=(Y, q, B)$ of $\xi$ are in bijective correspondence with homotopy classes of maps $g: B \rightarrow B_{H}$ such that $f_{0} g$ and $f$ are homotopic. We have the following diagram:


Proof. Let $\eta$ be a restriction of $\xi$. Then there is a unique homotopy class determined by a map $g: B \rightarrow B_{H}$ such that $g^{*}\left(\omega_{H}\right)$ and $\eta$ are isomorphic. Consequently, $\eta[G]$ and $g^{*}\left(\omega_{H}[G]\right)$ are isomorphic. From the above discussion we know that $\eta[G]$ is $B$-isomorphic to $g^{*}\left(f_{0}^{*}\left(\omega_{G}\right)\right)$, and $\xi$ is $B$ isomorphic to $f^{*}\left(\omega_{G}\right)$. Since, by Corollary (3.2), $\eta[G]$ and $\xi$ are isomorphic, the classification theorem 4(11.2) implies that $f$ and $f_{0} g$ are homotopic.

Conversely, if $g$ exists, let $\eta$ denote $g^{*}\left(\omega_{H}\right)$, where $\eta=(Y, q, B)$. We have an $H$-morphism $h^{\prime}: Y_{0} \rightarrow X_{1}$, where $f_{0}^{*}\left(\omega_{G}\right)=\left(X_{1}, p, B_{H}\right)$ which is the composition of the quotient $\bmod H$ of the inclusion $Y_{0} \times H \rightarrow Y_{0} \times G$ and the isomorphism $\omega_{H}[G] \rightarrow f_{0}^{*}\left(\omega_{G}\right)$. Under the induced bundle functor $g^{*}$, this defines an $H$-morphism $h^{\prime \prime}=g^{*}\left(h^{\prime}\right)$ of $Y$ into the total space of $g^{*}\left(f_{0}^{*}\left(\omega_{G}\right)\right)$. The $H$-morphism $h^{\prime \prime}$ when composed with the isomorphism $g^{*}\left(f_{0}^{*}\left(\omega_{G}\right)\right) \rightarrow \xi$ over $B$ defines a restriction morphism $h: Y \rightarrow X$ which commutes with the action of $H$. This proves the theorem.

In the case of the universal bundle $\omega_{G}$ defined by the Milnor construction, an inclusion $H \subset G$ defines a natural inclusion $E_{H} \subset E_{G}$. This inclusion induces a natural map $B_{H} \rightarrow B_{G}$ and morphism $\omega_{H} \rightarrow \omega_{G}$.

## Exercises

1. Prove that a principal $G$-bundle $\xi$ has a restriction to the subgroup 1 if and only if $\xi$ is trivial.
2. For a subgroup $H$ of $G$, prove that every principal $G$-bundle restricts to a principal $H$-bundle if and only if the map $f_{0}: B_{H} \rightarrow B_{G}$ has a right (homotopy) inverse $g_{0}$.
$B_{G} \rightarrow B_{H}$, that is, $f_{0} g_{0} \simeq 1$. Give a homotopy criterion for the restriction always to be unique when $g_{0}$ exists.
3. Define restriction and prolongation of principal bundles for a (continuous) group morphism $h: H \rightarrow G$. In what sense do (2.2), (2.3), (3.1), (4.1), and (5.1) have analogues for this more general situation?

## CHAPTER 7

## The Gauge Group of a Principal Bundle

The gauge group of a principal bundle is simply its automorphism group with a topology coming from the mapping space topology. The mapping space topology (called the compact open topology) will not be considered in detail but will be outlined in the first section.

The classifying space $B \operatorname{Aut}_{B}(P)$ of the gauge $\operatorname{Aut}_{B}(P)$ of a principal bundle $P$ over $B$ with structure group $G$ enables us to describe the mapping space $\operatorname{Map}(B, B G)$, whose connected components indexed by $[B, B G]$ are just the isomorphism classes of principal $G$-bundles over $B$. The fact that $[B, B G]$ is naturally the set of isomorphism classes of principal bundles is the homotopy classification of principal bundles, see chapter 3. This chapter can be viewed as an extension of chapter 3 and as background for the applications of the gauge group to differential geometry and mathematical physics.

## 1. Definition of the Gauge Group

1.1 Definition. Let $p: P \rightarrow B$ be a principal $G$-bundle. The gauge $\operatorname{Aut}_{B}(P)$ of $P$ is the subspace of $u \in \operatorname{Map}(P, P)$ such that

$$
p u=p \quad \text { and } \quad u(x s)=u(x) s \quad \text { for } s \in G, x \in P .
$$

Thus, an element of the gauge group is $G$-equivariant and preserves the projection to $B$, and this is why we denote it by $\operatorname{Aut}_{B}(P)$. From 3(3.2) we know that if $u \in \operatorname{Aut}_{B}(P)$, then the inverse $u^{-1}: P \rightarrow P$ is defined and $u^{-1} \in \operatorname{Aut}_{B}(B)$.

We give $\operatorname{Aut}_{B}(P)$ the subspace topology from the mapping space Map $(P, P)$. A general reference for mapping spaces is Bourbaki, General to-
pology, Chapter 10. From general mapping space theory we know that composition in $\operatorname{Aut}_{B}(P)$ is continuous, but there remains the question as to whether or not $u \mapsto u^{-1}$ defined $\operatorname{Aut}_{B}(P) \rightarrow \operatorname{Aut}_{B}(P)$ is continuous. We will leave this question unanswered for the moment, for it will be resolved in the context of other descriptions of the gauge group.
1.2 Remark. Let $P$ denote a principal $G$-bundle over $B$. To each $u \in \operatorname{Aut}_{B}(P)$, we assign the continuous function $\phi_{u}: P \rightarrow G$ defined by the relation $u(x)=$ $x \phi_{u}(x)$ or by the formula $\phi_{u}(x)=\tau(x, u(x))$ where $\tau: P \times{ }_{B} P \rightarrow G$ is the translation function of the principal bundle $P$. Next, observe that the relation $u(x s)=u(x) s$ is equivalent to the functional relation $\phi_{u}(x s)=s^{-1} \phi_{u}(x) s$ for all $x \in P, s \in G$.
1.3 Notation. For a topological group $G$ we denote by $\operatorname{Ad}(G)$ the right $G$ space $G$ with right adjoint $G$-action given by $x . s=s^{-1} x s$. Here the operation $s^{-1} x s$ is multiplication in $G$. In addition, $\operatorname{Ad}(G)$ is a $G$-group because the topological group structure on $G$ is preserved by the right $G$-action. For $X$ and $Y$, two right $G$-spaces, we denote by $\operatorname{Map}_{G}(X, Y)$ the subspace of all $f \in \operatorname{Map}(X, Y)$ satisfying $f(x s)=f(x) s$ for all $s \in G, x \in X$.

In particular, we have that $\operatorname{Aut}_{B}(P)$ is a subspace of $\operatorname{Map}_{G}(P, P)$.
1.4 Remark. The function which assigns to an automorphism $u \in \operatorname{Aut}_{B}(P)$ the function $\phi_{u} \in \operatorname{Map}_{G}(P, \operatorname{Ad}(G))$ given by $\phi_{u}(x)=\tau(x, u(x))$ is a continuous bijection. If $\phi \in \operatorname{Map}_{G}(P, \operatorname{Ad}(G))$, then we form

$$
u(x)=x \phi(x) \in \operatorname{Aut}_{G}(P)
$$

and this gauge transformation $u$ satisfies $\phi=\phi_{u}$. This formula shows that this mapping $\operatorname{Aut}_{B}(P) \rightarrow \operatorname{Map}_{G}(P, \operatorname{Ad}(G))$ is a homeomorphism. In this context, we see that we have a topological group where for $\phi, \phi^{\prime} \in \operatorname{Map}_{G}(P, \operatorname{Ad}(G))$ the product is given by the relation $\phi \phi^{\prime}(x)=\phi(x) \phi^{\prime}(x)$ in $G$ and the inverse by $\phi^{-1}(x)=\phi(x)^{-1}$ in $G$.

Now we have a third description in terms of cross sections of a fibre bundle.
1.5 Notation. For a bundle $p: E \rightarrow B$ we denote by $\Gamma(E / B)$ the subspace of cross sections $s \in \operatorname{Map}(B, E)$. For a principal $G$-bundle $P$ over $B$ we denote by $\operatorname{Ad}(P)$ the fibre bundle with fibre $\operatorname{Ad}(G)$ sometimes denoted $P[\operatorname{Ad}(G)]$ or $P \times{ }^{G} \operatorname{Ad}(G)$. The fibre bundle $\operatorname{Ad}(P)$ is a bundle of groups since the group structure on $\operatorname{Ad}(G)$ is $G$-equivariant, and the space $\Gamma[\operatorname{Ad}(P) / B]$ is a topological group.
1.6 Remark. In 3(8.1) cross sections of a fibre bundle are described by mappings of the principal bundle into the fibre, and thus we have the following bijection $\operatorname{Map}_{G}(P, \operatorname{Ad}(G)) \rightarrow \Gamma[\operatorname{Ad}(P) / B]$ given by the function which assigns
to the $G$-map $\phi: P \rightarrow \operatorname{Ad}(G)$ the cross section $s_{\phi}: B \rightarrow \operatorname{Ad}(P)$ where $s_{\phi}(b)=$ $(x, \phi(x)) \bmod G$ for $x \in P_{b}$ an arbitrary element of the fibre $P_{b}$ over $b \in B$. In chapter 3 we did not take up the question of the continuity of this bijection or its inverse, and we will not need it here since we use only the first two descriptions of the gauge group.

Finally, we close with the following calculations of the gauge group.
1.7 Proposition. Let $P$ be a principal $G$-bundle. If either $P$ is trivial or if $G$ is abelian, then the topological group $\operatorname{Aut}_{B}(P)$ is isomorphic to the topological group $\operatorname{Map}(B, G)$.

Proof. In the first case $\operatorname{Map}_{G}(B \times G, G)=\operatorname{Map}(B, G)$ since $f(b, s)$ with $f\left(b, s s^{\prime}\right)=f(b, s) s^{\prime}$ is of the form $f(b, s)=f(b, 1) s$ for $s \in G, b \in B$, and in the second case, $\operatorname{Map}_{G}(P, \operatorname{Ad}(G))=\operatorname{Map}(B, G)$ because $f(x s)=f(x)$ since the action of $G$ on $\operatorname{Ad}(G)$ is trivial. This proves the preposition.

## 2. The Universal Standard Principal Bundle of the Gauge Group

2.1 Notation. Let $p: P \rightarrow B$ be a principal $G$-bundle, and let $E_{G} \rightarrow B_{G}$ denote a universal bundle for $G$.
(1) Let $\operatorname{Map}_{G}\left(P, E_{G}\right)$ denote the subspace of $w \in \operatorname{Map}_{G}\left(P, E_{G}\right)$ such that $w(x s)=w(x) s$ for all $x \in P, s \in G$.
(2) Let $\operatorname{Map}_{P}\left(B, B_{G}\right)$ denote the subspace of $f \in \operatorname{Map}\left(B, B_{G}\right)$ such that $P$ and $f^{*}\left(E_{G}\right)$ are isomorphic.
(3) Let $p_{P}: \operatorname{Map}_{G}\left(P, E_{G}\right) \rightarrow \operatorname{Map}_{P}\left(B, E_{G}\right)$ denote the function which assigns to $w \in \operatorname{Map}_{G}\left(P, E_{G}\right)$ the quotient map $f \in \operatorname{Map}_{G}\left(P, B_{G}\right)$ on the base spaces of the bundles. The diagram related to this situation is the following

2.2. Remark. The gauge group $\operatorname{Aut}_{B}(P)$ acts on the right of $\operatorname{Map}_{G}\left(E, E_{G}\right)$ by composition of bundle morphisms, that is, if $u \in \operatorname{Aut}_{B}(P)$ and $w \in \operatorname{Map}_{G}\left(P, E_{G}\right)$, then we have $w u \in \operatorname{Map}_{G}\left(P, E_{G}\right)$. Moreover, if $w, w^{\prime} \in \operatorname{Map}_{G}\left(P, E_{G}\right)$ such that $p_{P}(w)=p_{P}\left(w^{\prime}\right)$, then we have $\tau\left(w, w^{\prime}\right)=w^{-1} w^{\prime} \in \operatorname{Aut}_{B}(P)$ with $w \tau\left(w, w^{\prime}\right)=w^{\prime}$ which is a translation function. This function

$$
\tau: \operatorname{Map}_{G}\left(P, E_{G}\right) \times_{\operatorname{Map}_{P}\left(B, B_{G}\right)} \operatorname{Map}_{G}\left(P, E_{G}\right) \rightarrow \operatorname{Aut}_{B}(P)
$$

is continuous being composition and inverse functions. In particular, we have a principal bundle for the gauge group $\mathrm{Aut}_{B}(P)$.
2.3 Definition. Let $p: P \rightarrow B$ be a principal $G$-bundle. The standard principal bundle for the gauge group $\operatorname{Aut}_{B}(P)$ is

$$
p_{P}: \operatorname{Map}_{G}\left(P, E_{G}\right) \rightarrow \operatorname{Map}_{P}\left(B, B_{G}\right) .
$$

Now we consider this construction for the product principal bundle $\mathrm{pr}_{1}: B \times G \rightarrow B$. Then the function which assigns to a $G$-map $w: B \times G \rightarrow$ $E_{G}$ the map $w^{\prime}: B \rightarrow E_{G}$ given by $w^{\prime}(b)=w(b, 1)$ is a homeomorphism $\operatorname{Map}_{G}\left(B \times G, E_{G}\right) \rightarrow \operatorname{Map}\left(B, E_{G}\right)$; with this notation we have $p_{P}(w)=p_{G} w^{\prime}$ where $p_{G}: E_{G} \rightarrow B_{G}$ is the projection in the universal bundle. This homeomorphism is right $\operatorname{Map}(B, G)$ equivariant where $\operatorname{Map}(B, G)$ is $\operatorname{Aut}_{B}(P)$ for the product bundle $B \times G$ over $B$. The result is the following.
2.4 Remark. The standard principal bundle for the gauge group $\operatorname{Aut}_{B}(B \times G)=\operatorname{Map}(B, G)$ of the product bundle is isomorphic to

$$
p_{G}: \operatorname{Map}\left(B, E_{G}\right) \rightarrow \operatorname{Map}_{0}\left(B, B_{G}\right)
$$

where $p_{G}$ denotes composition by $p_{G}$ on the left and $\operatorname{Map}_{0}\left(B, B_{G}\right)$ denotes the subspace of null homotopic maps $B \rightarrow B_{G}$.

Note that for this last statement we make use of the homotopy classification of bundles to assert that $\operatorname{Map}_{B \times G}\left(B, B_{G}\right)$ is the subspace of null homotopic maps. For the homotopy theory to be valid we must consider only locally trivial bundles.
2.5 Convention. Locally trivial bundles are always trivial bundles over the open sets of a numerical covering, i.e. a covering with a subordinate partition of unity.

## 3. The Standard Principal Bundle as a Universal Bundle

3.1 Definition. Let $p: P \rightarrow B$ be a principal $G$-bundle. Then the product of $P$ with $Y$ is the principal $G$-bundle $q: P \times Y \rightarrow B \times Y$ where $P \times Y$ has the action of $G$ given by

$$
(x, y) s=(x s, y) \quad \text { for } s \in G, x \in X, y \in Y .
$$

Note that if $P$ is a locally trivial bundle, then so $P \times Y \rightarrow B \times Y$ the product with a space $Y$.
3.2 Remark. Let $P$ be a locally trivial bundle over a space $B_{0} \times[0,1]$. Form the restriction $P \mid B_{0} \times\{0\}=P_{0}$. Then the first step in the homotopy classification asserts that $P$ is isomorphic to $P_{0} \times[0,1]$ over $B_{0} \times[0,1]$, see 3(9.8).

The next proposition is a direct corollary of the homotopy classification theory of principal bundles.
3.3 Proposition. Let $P$ be a locally trivial principal $G$-bundle. Then the space $\operatorname{Map}_{G}\left(P, E_{G}\right)$ is nonempty and path connected, and $M a p_{P}\left(B, B_{G}\right)$ is the path component of $f: B \rightarrow B_{G}$ with $f^{*}\left(E_{G}\right)$ isomorphic to $P$.

Proof. The fact that the space is nonempty is equivalent to the assertion that $P$ is isomorphic to $f^{*}\left(E_{G}\right)$ for some map $f: B \rightarrow B_{G}$, see $3(12.3)$, which in turn is part of a bundle morphism $u: P \rightarrow E_{G}$ inducing $f$. Thus, $u \in \operatorname{Map}_{G}\left(P, E_{G}\right)$ and the space is nonempty. To see that it is path connected, we consider two elements $u, u^{\prime} \in \operatorname{Map}_{G}\left(P, E_{G}\right)$ inducing maps $f, f^{\prime}: B \rightarrow B_{G}$ where $P$ is isomorphic to both $f^{*}\left(E_{G}\right)$ and $f^{\prime *}\left(E_{G}\right)$. Hence, $f$ and $f^{\prime}$ are homotopic with a morphism of bundles $(w, h): P \times[0,1] \rightarrow E_{G}$ such that $w(x, 0)=u(x)$ and $w(x, 1)=u^{\prime}(x)$, see $3(12.4)$. Thus, $w$ defines a path from $u$ to $u^{\prime}$ in $\operatorname{Map}_{G}\left(P, E_{G}\right)$, and proves the last statement. This proves the proposition.

Now we can prove more if we have the "exponential law" for mapping space, namely a homeomorphism

$$
\operatorname{Map}(P \times Y, Z) \rightarrow \operatorname{Map}(Y, \operatorname{Map}(P, Z))
$$

given by assigning to $f(x, y)$ the map $y \mapsto f(y)(x)=f(x, y)$. The exponential law holds for $P$ a locally compact space or in the general simplicial setting.
3.4 Theorem. Let $P$ be a principal bundle over $B$ such that $P$ is a locally compact space. Then $\operatorname{Map}_{G}\left(P, E_{G}\right)$ is a contractible space.

Proof. Applying the exponential law for any space $Y$ we have a homeomorphism $\operatorname{Map}_{G}\left(P \times Y, E_{G}\right) \rightarrow \operatorname{Map}\left(Y, \operatorname{Map}_{G}\left(P, E_{G}\right)\right)$ between two path connected spaces. We apply this to $Y=\operatorname{Map}_{G}\left(P, E_{G}\right)$ where the identity and the constant are connected by a path, that is, by a contracting homotopy. This proves the theorem.
3.5 Corollary. For a principal bundle $P$ as in (3.4) the classifying space of the gauge group $\operatorname{Aut}_{B}(P)$ is $\operatorname{Map}_{P}\left(B, B_{G}\right)$ with universal bundle the standard principal bundle for the gauge group

$$
\operatorname{Map}_{G}\left(P, E_{G}\right) \rightarrow \operatorname{Map}_{P}\left(B, B_{G}\right)=B \operatorname{Aut}_{B}(P) .
$$

## 4. Abelian Gauge Groups and the Künneth Formula

We begin with two general results in algebraic topology and tie these results to gauge group, see Spanier, Algebraic topology.
(4.1) Definition. A space $X$ is called a $K(\Pi, n)$, or Eilenberg-MacLane space, provided the homotopy groups of this space are given by

$$
\pi_{i}(X)= \begin{cases}\Pi & \text { for } i=n \\ 0 & \text { for } i \neq n\end{cases}
$$

In other words, there is one nonvanishing homotopy group and it is degree $n$. This means that $\Pi$ must be abelian for $n>1$, but $\Pi$ can be any group for $n=1$, and for $n=0$ we can choose $\Pi$ to be any set. Since a $K(\Pi, n)$ is path connected, we can use any base point for $n>0$.
4.2 Remark. For any abelian group $\Pi$ and any $n \geq 0$ there exists an abelian topological group $A$ which is a $K(\Pi, n)$ as a space. Moreover, the classifying space $B(A)=B K(\Pi, n)=K(\Pi, n+1)$, which gives an inductive construction of $K(\Pi, n)$ as an abelian group using a classifying space construction which preserves products, and the loop space $\Omega K(\Pi, n)=K(\Pi, n-1)$ from the homotopy exact triangle for a fibre sequence. Note that we have used the symbol $K(\Pi, n)$ for both the space and the type of space that it is.
4.3 Remark. Any abelian topological group $A$ is a product of $K(\Pi, n)$ spaces as a commutative $H$-space up to homotopy, and indeed up to higher homotopies. This is a theorem of J. C. Moore which was proved in the simplicial set/group context, see H. Cartan Seminaire 1954-55. This is also a reference for (4.2).
4.4 Remark. The first nonzero reduced cohomology group of a $K(\Pi, n)$ is in degree $n$ where $H^{n}(K(\Pi, n), \Pi)=\operatorname{Hom}(\Pi, \Pi)$ which has a canonical element $l_{n}$ corresponding to the identity on $\Pi$. Using $l_{n}$, we define a natural morphism of abelian group valued functors on the category of spaces and homotopy classes of maps

$$
[X, K(\Pi, n)] \rightarrow H^{n}(X, \Pi)
$$

by assigning to a homotopy class of maps [ $f$ ]: $X \rightarrow K(\Pi, n)$ the element $H^{n}(f)\left(l_{n}\right) \in H^{n}(X, \Pi)$. On the subcategory of spaces with the homotopy type of a $C W$-complex or on the category of simplicial sets this morphism of functors is an isomorphism of functors.
4.5 Remark. From bundle theory using the fact that

$$
K(\Pi, n)=B K(\Pi, n-1),
$$

we see that the homotopy set $[X, K(\Pi, n)]$, interpreted as cohomology in the previous remark, can also be interpreted as isomorphism classes of principal $K(\Pi, n-1)$-bundles over $X$. In line with the topic of this chapter we study the gauge group of one of these bundles. Since the structure is abelian, by (1.7), the gauge group is independent of which principal bundle over $X$ and isomorphic to the mapping space $\operatorname{Map}(X, K(\Pi, n-1))$.

This leads us to the study of mapping spaces into $K(\Pi, n)$ spaces which begins with the connected components $[X, K(\Pi, n)]$ of $\operatorname{Map}(X, K(\Pi, n))$. An
application of the theorem of J. C. Moore cited in (4.3) applied to the abelian group structure defined by multiplication of the abelian group valued functions gives that this space is a product of $K(\Pi, q)$ spaces. The groups arising are given in the following theorem of René Thom.
4.6 Theorem. The space $\operatorname{Map}(X, K(\Pi, n))$ is homotopy equivalent to the product $\prod_{0 \leq q \leq n} K\left(H^{n-q}(X, \Pi), q\right)$.

Proof. We give two proofs of this theorem. The first is by induction on $n$. The case $n=0$ is clear since $K(\Pi, 0)=\Pi$ is a discrete space. Next we apply the inductive hypothesis for $n-1$ to describe using (3.5) and (4.2). The connected components of $\operatorname{Map}(X, Y)$ are indexed by $[X, Y]$ the homotopy classes of maps $X \rightarrow Y$

$$
\operatorname{Map}(X, K(\Pi, n))=\prod_{[X, K(\Pi, n)]} B(\operatorname{Map}(X, K(\Pi, n-1)))
$$

where each connected component is the classifying space

$$
B(\operatorname{Map}(X, K(\Pi, n-1)))
$$

of the gauge group of the $K(\Pi, n-1)$ bundles over $X$. Now we use the inductive hypothesis to rewrite this expression for $\operatorname{Map}(X, K(\Pi, n))$

$$
\begin{aligned}
\operatorname{Map}(X, K(\Pi, n)) & =K\left(H^{n}(X, \Pi), 0\right) \times B\left(\prod_{0 \leq p \leq n-1} K\left(H^{n-p-1}(X, \Pi), p\right)\right) \\
& =\prod_{0 \leq q \leq n} K\left(H^{n-q}(X, \Pi), q\right) \quad \text { for } p+1=q
\end{aligned}
$$

This completes the inductive step and proves the theorem.
For another proof we start with the evaluation map $e(f)=f(*)$ at a base point $* \in X$. This is a fibration $e: \operatorname{Map}(X, K(\Pi, n)) \rightarrow K(\Pi, n)$ with fibre $\operatorname{Map}_{0}(X, K(\Pi, n))$. Now the homotopy groups $\pi_{g}\left(\operatorname{Map}_{0}(X, K(\Pi, n))\right.$ can be calculated using loop space properties of $K(\Pi, n)$ spaces and the homotopy groups

$$
\begin{aligned}
\pi_{q}\left(\operatorname{Map}_{0}(X, K(\Pi, n))\right. & =\pi_{0}\left(\Omega^{q} \operatorname{Map}_{0}(X, K(\Pi, n))\right) \\
& =\left[X, \Omega^{q} K(\Pi, n)\right]_{0} \\
& =[X, K(\Pi, n-q)]_{0} \\
& =\bar{H}^{n-q}(X, \Pi) \quad \text { by }(4.4)
\end{aligned}
$$

and this is $\pi_{q}(\operatorname{Map}(X, K(\Pi, n))$ for $q<n$ and for $q=n$ we get an extra factor of $\Pi$ from $\pi_{n}(K(\Pi, n))=\Pi$ in the fibre sequence. After knowing that the bundle is trivial, we have another proof of the theorem.

Now we consider the relation of this decomposition of $\operatorname{Map}(Y, K(\Pi, n))$ to a Künneth formula for cohomology.
4.7 Theorem. Let $X$ and $Y$ be two spaces with the homotopy type of $C W$ complexes. Then we have the following direct sum decomposition of the cohomology

$$
H^{n}(X \times Y, \Pi)=\bigoplus_{0 \leq q \leq n} H^{q}\left(X, H^{n-q}(Y, \Pi)\right) .
$$

Proof. We use the description of cohomology as homotopy classes of maps as given in (4.4) to calculate

$$
\begin{aligned}
H^{n}(X \times Y, \Pi) & =[X \times Y, K(\Pi, n)] \\
& =[X, \operatorname{Map}(Y, K(\Pi, n)] \\
& =\prod_{0 \leq q \leq n}\left[X, K\left(H^{n-q}(Y, \Pi), q\right)\right] \\
& =\bigoplus_{0 \leq q \leq n} H^{q}\left(X, H^{n-q}(Y, \Pi)\right) .
\end{aligned}
$$

The proves the theorem on the Künneth formula.
Observe that the Künneth formula is equivalent to the mapping space decomposition of (4.6), and from the Künneth formula we obtain another proof of the decomposition (4.6).

## CHAPTER 8

## Calculations Involving the Classical Groups

In this chapter we consider fibre bundles with the classical groups as fibre. By studying these bundles, we are able to calculate homotopy groups of the Stiefel varieties and classical groups. In the course of the development, we derive a homotopy classification for general fibre bundles over a suspension. Using this classification theorem and the homotopy groups of the classical groups, we are able to classify all vector bundles over a sphere of dimension $\leqq 4$.

## 1. Stiefel Varieties and the Classical Groups

In $5(7.1)$ and $5(7.2)$ we defined the five classical groups $S O(k), O(k), S U(k)$, $U(k)$, and $S p(k)$. For discussing the common properties of these groups it is convenient to unify the notation connected with them. Let $F$ denote $\mathbf{R}, \mathbf{C}$, or H. Let $U_{F}(k)$ denote $O(k)$ for $F=\mathbf{R}, U(k)$ for $F=\mathbf{C}$, and $S p(k)$ for $F=\mathbf{H}$. Let $S U_{F}(k)$ denote $S O(k)$ for $F=\mathbf{R}$, and $S U(k)$ for $F=\mathbf{C}$. Consequently, $U_{F}(k)$ is the group of linear transformations $u: F^{k} \rightarrow F^{k}$ such that $(u(x) \mid u(y))=$ (x|y) for $x, y \in F^{k}$, and $S U_{F}(k)$ is the closed subgroup of $u \in U_{F}(k)$ such that $\operatorname{det} u=+1$.

As a vector subspace, we can consider $F^{k} \subset F^{k+1}$, where a vector in $F^{k}$ has zero in its $(k+1)$-coordinate when viewed in $F^{k+1}$. Consequently, there exist natural inclusions $U_{F}(k) \subset U_{F}(k+1)$ and $S U_{F}(k) \subset S U_{F}(k+1)$ because $(x \mid y)$ is the same for $x, y \in F^{k}$ or $x, y$ viewed in $F^{k+1}$. The groups $U_{F}(k)$ and $S U_{F}(k)$ are the subgroups of elements $u$, where $u \in U_{F}(k+1)$ and $u \in$ $S U_{F}(k+1)$, respectively, such that $u\left(e_{k+1}\right)=e_{k+1}$. As usual, we denote $e_{i}=$ ${ }^{(i)}$
$(0, \ldots, 0,1,0, \ldots, 0)$.

With the inclusions $F^{1} \subset F^{2} \subset \cdots \subset F^{k} \subset F^{k+1} \subset \cdots$, we are able to give $F^{\infty}=\bigcup_{1 \leqq k} F^{k}$ the inductive topology [see 1(1.1)]. The vector space $F^{\infty}$ has the inner product induced by the inner product on each $F^{k}$.
1.1 Definition. The infinite classical groups are the union $\bigcup_{1 \leqq k} U_{F}(k)$, denoted $U_{F}\left(\right.$ or $\left.U_{F}(\infty)\right)$, with the inductive topology and the union $\bigcup_{1 \leqq k} S U_{F}(k)$, denoted $S U_{F}$ (or $S U_{F}(\infty)$ ), with the inductive topology.

In special cases, we use the notation $U_{F}=0$ and $S U_{F}=S O$ for $F=\mathbf{R}$, $U_{F}=U$ and $S U_{F}=S U$ for $F=\mathbf{C}$, and $U_{F}=S p$ for $F=\mathbf{H}$.

We recall that $V_{k}\left(F^{n}\right)$ is the subspace of $F^{k n}$ consisting of $k$-tuples $\left(v_{1}, \ldots, v_{k}\right)$, where $\left(v_{i} \mid v_{j}\right)=\delta_{i, j}$ for $1 \leqq i, j \leqq k$. Here we may have $n=\infty$, in which case $V_{k}\left(F^{\infty}\right)$ has the inductive topology defined by the following subsets:

$$
V_{k}\left(F^{k}\right) \subset V_{k}\left(F^{k+1}\right) \subset \cdots \subset V_{k}\left(F^{n}\right) \subset \cdots \subset V_{k}\left(F^{\infty}\right)=\bigcup_{k \leqq n} V_{k}\left(F^{n}\right)
$$

We define a map $\eta_{k}^{n}$ or just $\eta: U_{F}(n) \rightarrow V_{k}\left(F^{n}\right)$ by the relation $\eta(u)=$ $\left(u\left(e_{1}\right), \ldots, u\left(e_{k}\right)\right)$. The map $\eta$ is a continuous surjection. Moreover, the following diagram is commutative.


The vertical maps are inclusions.
There are two embeddings of $U_{F}(m)$ in $U_{F}(n)$ for $m \leqq n$. First, $U_{F}(m)$ acts on $e_{1}, \ldots, e_{m}$, yielding an embeading denoted $U_{F}(m) \subset U_{F}(n)$; second, $U_{F}(m)$ acts on $e_{n-m+1}, \ldots, e_{n}$, yielding an embedding denoted $1_{n-m} \times U_{F}(m) \subset U_{F}(n)$. The first embedding was used for Definition (1.1).
1.2 Proposition. For $u, v \in U_{F}(n)$ we have $\eta_{k}^{n}(u)=\eta_{k}^{n}(v)$ if and only if $u=$ $v w$, where $w \in 1_{k} \times U_{F}(n-k)$. Moreover, $\left(\eta_{k}^{n}\right)^{-1} \eta_{k}^{n}(u)$ equals the coset $u\left(1_{k} \times U_{F}(n-k)\right)$.

Proof. Clearly, $\eta_{k}^{n}(u)=\eta_{k}^{n}(v)$ if and only if $u\left(e_{i}\right)=v\left(e_{i}\right)$ for $1 \leqq i \leqq k$. This is equivalent to $v^{-1} u\left(e_{i}\right)=e_{i}$ for $1 \leqq i \leqq k$, or $v^{-1} u \in 1_{k} \times U_{F}(n-k)$. The second statement is clear.

If $U_{F}(n) \bmod U_{F}(n-k)$ or $U_{F}(n) / U_{F}(n-k)$ denotes the homogeneous space of right cosets modulo $1_{k} \times U_{F}(n-k)$, then $\eta_{k}^{n}$ defines a continuous bijection.

$$
\theta_{k}^{n}: U_{F}(n) \bmod U_{F}(n-k) \rightarrow V_{k}\left(F^{n}\right)
$$

The following theorem results from (1.2) and the fact that the spaces involved are compact.
1.3 Theorem. The map $\theta_{k}^{n}$ given by the relation $\theta_{k}^{n}\left((u)\left(1_{k} \times U_{F}(n-k)\right)=\right.$ $\left(u\left(e_{1}\right), \ldots, u\left(e_{k}\right)\right)$ is a homeomorphism $U_{F}(n) \bmod U_{F}(n-k) \rightarrow V_{k}\left(F^{n}\right)$.

Moreover, where is the following commutative diagram:


The vertical maps are inclusions or are induced by inclusion.
By taking unions we have for $n=+\infty$ a homeomorphism $\theta_{k}$ : $U_{F} \bmod \left(1_{k} \times U_{F}\right) \rightarrow V_{k}\left(F^{\infty}\right)$, where $U_{F} \bmod \left(1_{k} \times U_{F}\right)$ has the inductive topology which, as the reader can easily verify, equals the quotient topology.
1.4 Proposition. For $k \neq n$, and for $F=\mathbf{R}$ or $\mathbf{C}$, the map induced by the inclusion $S U_{F}(n) \bmod S U_{F}(n-k) \rightarrow U_{F}(n) \bmod U_{F}(n-k)$ is a homeomorphism.

Proof. The relation $u=v w$ for $w \in S U_{F}(n-k)$ or $U_{F}(n-k)$ as given in (1.2) determines whether or not $u$ and $v$ determine the same right coset. If $\operatorname{det} u=\operatorname{det} v=1$, we have $\operatorname{det} w=1$, and the above map is an injection. For each $u$ there exist $v$ and $w$ as above, with $\operatorname{det} v=1$, and the above map is a surjection. Since the spaces are compact, the map is a homeomorphism.
1.5 Examples. We have the following identifications, using the above results and some elementary considerations.
(1) For $k=n$,

$$
O(n)=V_{n}\left(\mathbf{R}^{n}\right) \quad U(n)=V_{n}\left(\mathbf{C}^{n}\right) \quad \text { and } \quad S p(n)=V_{n}\left(\mathbf{H}^{n}\right)
$$

(2) For $k<n$,

$$
\begin{gathered}
V_{k}\left(\mathbf{R}^{n}\right)=\frac{O(n)}{O(n-k)}=\frac{S O(n)}{S O(n-k)} \\
V_{k}\left(\mathbf{C}^{n}\right)=\frac{U(n)}{U(n-k)}=\frac{S U(n)}{S U(n-k)} \\
V_{k}\left(\mathbf{H}^{n}\right)=\frac{S p(n)}{S p(n-k)}
\end{gathered}
$$

(3) For $k=1$,

$$
\begin{gathered}
V_{1}\left(\mathbf{R}^{n}\right)=S^{n-1}=\frac{O(n)}{O(n-1)}=\frac{S O(n)}{S O(n-1)} \\
V_{1}\left(\mathbf{C}^{n}\right)=S^{2 n-1}=\frac{U(n)}{U(n-1)}=\frac{S U(n)}{S U(n-1)} \\
V_{1}\left(\mathbf{H}^{n}\right)=S^{4 n-1}=\frac{S p(n)}{S p(n-1)}
\end{gathered}
$$

(4) For $n=1$ or 2 ,

$$
\begin{array}{rlrl}
S O(1) & =S U(1)=1 & & O(1)=Z_{2} \\
U(1) & =S O(2)=S^{1} & & \text { the circle group } \\
S p(1) & =S U(2)=S^{3} & & \text { the multiplicative group of } \\
& & \text { quaternions of length 1 }
\end{array}
$$

(5) For $k=n-1$,

$$
S O(n)=V_{n-1}\left(\mathbf{R}^{n}\right) \quad \text { and } \quad S U(n)=V_{n-1}\left(\mathbf{C}^{n}\right)
$$

(6) For the relation between $S U_{F}$ and $U_{F}$, there are two exact sequences

$$
S O(n) \rightarrow O(n) \xrightarrow{\text { det }} Z_{2} \quad S U(n) \rightarrow U(n) \xrightarrow{\text { det }} S^{1}
$$

## 2. Grassmann Manifolds and the Classical Groups

For $\left(v_{1}, \ldots, v_{k}\right) \in V_{k}\left(F^{n}\right)$ we denote by $\left\langle v_{1}, \ldots, v_{k}\right\rangle$ or $p\left(v_{1}, \ldots, v_{k}\right)$ the $k$ dimensional subspace of $F^{n}$ with base $v_{1}, \ldots, v_{k}$. As before, we let $G_{k}\left(F^{n}\right)$ denote the set of $k$-dimensional subspaces of $F^{n}$ with the largest topology such that $p: V_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n}\right)$ is continuous. Since every subspace of $F^{n}$ has an orthonormal base, $p$ is surjective.

We consider the continuous surjection

$$
p \theta_{k}^{n}: U_{F}(n) / U_{F}(n-k) \rightarrow G_{k}\left(F^{n}\right)
$$

2.1 Proposition. For $u \bmod U_{F}(n-k)$ and $v \bmod U_{F}(n-k)$, we have $p \theta_{k}^{n}(u)=$ $p \theta_{k}^{n}(v)$ if and only if $v=u s_{1} s_{2}$, where $s_{1} \in 1_{k} \times U_{F}(n-k)$ and $s_{2} \in U_{F}(k)$.

Proof. Let $\theta_{k}^{n}(u)=\left(u_{1}, \ldots, u_{k}\right) \in V_{k}\left(F^{n}\right)$ and $\theta_{k}^{n}(v)=\left(v_{1}, \ldots, v_{k}\right) \in V_{k}\left(F^{n}\right)$. We have $\left\langle u_{1}, \ldots, u_{k}\right\rangle=\left\langle v_{1}, \ldots, v_{k}\right\rangle$ if and only if $u_{i}=s\left(v_{i}\right)$, where $s \in U_{F}(k)$. Since $u_{i}=u\left(e_{i}\right)$ and $v_{i}=v\left(e_{i}\right)$, by (1.2) we have $u_{i}=u s_{1}\left(e_{i}\right)$ for $1 \leqq i \leqq k$, and $s\left(v_{i}\right)=u s_{1}\left(e_{i}\right)$ for $k+1 \leqq i \leqq n$, where $s_{1} \in 1_{k} \times U_{F}(n-k)$. Finally, the relation $u_{i}=s\left(v_{i}\right)$ is equivalent to $u s_{1}=v s$ or $v=u s_{1} s^{-1}$.

Consequently, $p \theta_{k}^{n}$ defines a continuous bijection $\psi_{k}^{n}: U_{F}(n) /\left(U_{F}(k) \times\right.$ $\left.U_{F}(n-k)\right) \rightarrow G_{k}\left(F^{n}\right)$. Since the above spaces are compact, we have the next theorem, in view of (2.1).
2.2 Theorem. The function $\psi_{k}^{n}\left(u \bmod U_{F}(k) \times U_{F}(n-k)\right)=\left\langle u\left(e_{1}\right), \ldots, u\left(e_{k}\right)\right\rangle$ defines a homeomorphism

$$
\psi_{k}^{n}: U_{F}(n) /\left(U_{F}(k) \times U_{F}(n-k)\right) \rightarrow G_{k}\left(F^{n}\right)
$$

Moreover, the following diagrams are commutative.


The vertical maps are quotients in the above diagram.


The vertical maps are inclusions in the above diagram.
2.3 Remark. For $F=\mathbf{R}$ or $\mathbf{C}$ we leave it to the reader to discuss the space $S G_{k}\left(F^{n}\right)$ of oriented $k$-subspaces, that is, subspaces together with an equivalence class of orthonormal basis that differ by the action of $S U_{F}(k)$. As above, one defines a homeomorphism

$$
\psi_{k}^{n}: U_{F}(n) /\left(S U_{F}(k) \times U_{F}(n-k)\right) \rightarrow S G_{k}\left(F^{n}\right)
$$

The next theorem follows from the fact that homogeneous spaces of compact groups define principal bundles.
2.4 Theorem. The bundle $\left(V_{k}\left(F^{n}\right), p, G_{k}\left(F^{n}\right)\right)$ is a principal $U_{F}(k)$-bundle, and the bundle $\left(V_{k}\left(F^{n}\right), p, S G_{k}\left(F^{n}\right)\right)$ is a principal $S U_{F}(k)$-bundle.

A map $S G_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n}\right)$ results by "forgetting" orientation. Over each point of $G_{k}\left(\mathbf{R}^{n}\right)$ are precisely two points representing the two orientations of a subspace, and over each point of $G_{k}\left(\mathbf{C}^{n}\right)$ is a circle.
2.5 Examples. We have $S G_{1}\left(\mathbf{R}^{n}\right)=S^{n-1}, G_{1}\left(\mathbf{R}^{n}\right)=R P^{n-1}$, real projective $(n-1)$-space; $S G_{1}\left(\mathbf{C}^{n}\right)=S^{2 n-1}, G_{1}\left(\mathbf{C}^{n}\right)=C P^{n-1}$, complex projective $(n-1)$ space; and $G_{1}\left(H^{n}\right)=H P^{n-1}$, quaternionic projective $(n-1)$-space.

## 3. Local Triviality of Projections from Stiefel Varieties

We begin by considering the action of $U_{F}(k)$ on the right of $V_{k}\left(F^{n}\right)$. For $a=\left[a_{i, j}\right] \in U_{F}(k)$ this action is given by the relation $\left(v_{1}, \ldots, v_{k}\right) a=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$, where $v_{j}^{\prime}=\sum_{1 \leqq i \leqq k} a_{i, j} v_{i}$. Then for $\left(v_{1}, \ldots, v_{k}\right)$ and $\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$, two elements of $V_{k}\left(F^{n}\right)$, it is clear by elementary linear algebra that $\left\langle v_{1}, \ldots, v_{k}\right\rangle=\left\langle v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right\rangle$ if and only if there exists $a \in U_{F}(k)$ with $\left(v_{1}, \ldots, v_{k}\right) a=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$. Moreover, $a$ is unique if it exists.

To justify our definition of orthogonal projection in (3.2), we use the following result.
3.1 Proposition. For each $x \in F^{n}$ and $\left(v_{1}, \ldots, v_{k}\right) a=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$, the relation $\sum_{1 \leqq i \leqq k}\left(x \mid v_{i}\right) v_{i}=\sum_{1 \leqq i \leqq k}\left(x \mid v_{i}^{\prime}\right) v_{i}^{\prime}$ holds.

Proof. We calculate $\sum_{j}\left(x \mid v_{j}^{\prime}\right) v_{j}^{\prime}=\sum_{i, j, m}\left(x \mid a_{i, j} v_{i}\right) a_{m, j} v_{m}=\sum_{i, m}\left(\sum_{j} \bar{a}_{i, j} a_{m, j}\right)\left(x \mid v_{i}\right) v_{m}=$ $\sum_{i, m} \delta_{i, m}\left(x \mid v_{i}\right) v_{m}=\sum_{i}\left(x \mid v_{i}\right) v_{i}$. This proves the proposition.

Let $\pi: V_{k}\left(F^{n}\right) \times F^{n} \rightarrow F^{n}$ be defined by the relation $\pi^{\prime}\left(\left(v_{1}, \ldots, v_{k}\right)\right.$, $=$ $\sum_{1 \leqq i \leqq k}\left(x \mid v_{i}\right) v_{i}$. By $(3.1),\left(v_{i}\right) \mapsto \pi^{\prime}\left(v_{i}\right)(x)$ is constant on the fibre over a point of $G_{k}\left(F^{n}\right)$ of the projection $p: V_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n}\right)$. Therefore, since $F^{n}$ is locally compact, $\pi^{\prime}$ defines a map $\pi$ : $G_{k}\left(F^{n}\right) \times F^{n} \rightarrow F^{n}$ which we write $\pi_{W}(x)$ for $W \in$ $G_{k}\left(F^{n}\right)$ and $x \in F^{n}$. If $W=\left\langle v_{1}, \ldots, v_{k}\right\rangle$, then $\pi_{W}(x)$ equals $\pi^{\prime}\left(v_{i}\right)(x)$, and we have $\left\langle v_{i} \mid x-\pi_{W}(x)\right\rangle=0$ for each $i$ with $1 \leqq i \leqq k$. Let $v_{W}(x)$ denote $x-$ $\pi_{W}(x)$. With these notations we state the following definition.
3.2 Definition. The orthogonal projection of $x \in F^{n}$ on $W \in G_{k}\left(F^{n}\right)$ is $\pi_{W}(x)$, and the normal projection of $x \in F^{n}$ to $W \in G_{k}(F)$ is $v_{W}(x)$.

We define a function $\sigma^{\prime}: V_{k}\left(F^{n}\right) \times V_{k}\left(F^{n}\right) \rightarrow \mathbf{R}$ by the relation $\sigma^{\prime}\left(\left(v_{1}, \ldots, v_{k}\right)\right.$, $\left.\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)\right)=\left\|\operatorname{det}\left[\left(v_{i} \mid v_{j}^{\prime}\right)\right]\right\|$. Since the determinant of an element of $U_{F}(k)$ is a unit, we have $\sigma^{\prime}\left(\left(v_{1}, \ldots, v_{k}\right) a,\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right) b\right)=\sigma^{\prime}\left(\left(v_{1}, \ldots, v_{k}\right),\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)\right)$. Consequently, $\sigma^{\prime}$ defines a map $\sigma: G_{k}\left(F^{n}\right) \times G_{k}\left(F^{n}\right) \rightarrow \mathbf{R}$, where $\sigma\left(W, W^{\prime}\right) \geqq 0$. In the next proposition we determine what it means for $\sigma\left(W, W^{\prime}\right)>0$. For a subset $S \subset F^{n}$, let $S^{*}$ denote the subspace of all $v \in F^{n}$ with $(v \mid S)=0$.
3.3 Proposition. Let $W, W^{\prime} \in G_{k}\left(F^{n}\right)$. Then the following statements are equivalent.
(1) $\sigma\left(W, W^{\prime}\right)>0$.
(2) $\pi_{W^{\prime}}(W)=W^{\prime}$.
(2') $\pi_{W}\left(W^{\prime}\right)=W$.
(3) $W \cap W^{\prime *}=0$.
(3') $W^{\prime} \cap W^{*}=0$.
Two $k$-subspaces $W$ and $W^{\prime}$ are called related provided they satisfy the above five conditions.

Proof. For reasons of symmetry, it suffices to prove that (1), (2), and (3) are equivalent. The fact that $\sigma\left(W, W^{\prime}\right)>0$ is equivalent to the statement that $\pi_{W^{\prime}}\left(v_{1}\right), \ldots, \pi_{W^{\prime}}\left(v_{k}\right)$ is a base of $W^{\prime}$ where $W=\left\langle v_{1}, \ldots, v_{k}\right\rangle$. This statement, in turn, is equivalent to (2). For $\pi_{W^{\prime}}(W)=W^{\prime}$ we have $v_{W^{\prime}}(x) \neq x$ for each $x \in W$ and $\left(x \mid W^{\prime}\right) \neq 0$. This is a restatement of (3). This proves the proposition.
3.4 Corollary. Let $W$ and $W^{\prime}$ be two related elements of $G_{k}\left(F^{n}\right)$. Then there exist neighborhoods $N$ of $W$ and $N^{\prime}$ of $W^{\prime}$ such that $V$ and $V^{\prime}$ are related for each pair $\left(V, V^{\prime}\right) \in N \times N^{\prime}$.
3.5 Definition. Let $\tilde{V}_{k}\left(F^{n}\right)$ be the subspace of $\left(F^{n}\right)^{k}$ consisting of linearly independent $k$-tuples in $F^{n}$. The Gram-Schmidt map $G S: \widetilde{V}_{k}\left(F^{n}\right) \rightarrow V_{k}\left(F^{n}\right)$ is given by $G S\left(y_{1}, \ldots, y_{k}\right)=\left(v_{1}, \ldots, v_{k}\right)$, where $v_{1}$ equals $y_{1}$ divided by $\left\|y_{1}\right\|$ and $v_{j}$ equals $y_{j}-\sum_{i<j}\left(y_{j} \mid v_{i}\right) v_{i}$ divided by

$$
\left\|y_{j}-\sum_{i<j}\left(y_{j} \mid v_{i}\right) v_{i}\right\|
$$

For $W \in G_{k}\left(F^{n}\right)$, let $O(W)$ denote the open set of all $W^{\prime}$ related to $W$. For $W=\left\langle v_{1}, \ldots, v_{k}\right\rangle$ we define a linear inner product preserving map

$$
f_{\left(v_{1}, \ldots, v_{k}\right), W^{\prime}}: W \rightarrow F^{n}
$$

where $f_{\left(v_{1}, \ldots, v_{k}\right) W^{\prime}}(W)=W^{\prime}$, and the map $f$ is continuous in $\left(v_{1}, \ldots, v_{k}\right) \in$ $V_{k}\left(F^{n}\right)$ and $W^{\prime} \in O(W)$. This s done by requiring $f_{\left(v_{1}, \ldots, v_{k}\right), W^{\prime}}\left(v_{i}\right)=v_{i}^{\prime}$, where $\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)=G S\left(\pi_{W^{\prime}}\left(v_{1}\right), \ldots, \pi_{W^{\prime}}\left(v_{k}\right)\right)$. The above definition is well defined in view of (3.3). With these notations we prove the following theorem.
3.6 Theorem. The projection p: $V_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n}\right)$ is locally trivial, and $\left(V_{k}\left(F^{n}\right), p, G_{k}\left(F^{n}\right)\right)$ is a locally trivial principal bundle with fibre $V_{k}\left(F^{k}\right)=U_{F}(k)$.

Proof. For each subset of $k$ elements $H \subset\{1,2, \ldots, n\}$ or $\{1,2, \ldots\}$ for $n=$ $+\infty$, we define $O_{H}$ to be the open set $O\left(F_{H}\right)$, where $F_{H}=\sum_{i \in H} F e_{i} \subset F^{n}$. We define $j: F^{k} \rightarrow F_{H}$ to be the natural inclusion where $j\left(e_{1}\right)=e_{i(1)}$ and $i(1)$ is the minimum of $i \in H$, etc. Then we have the commutative diagram where $f$ is an $O_{H}$-isomorphism:


We define $f\left(W, v_{1}, \ldots, v_{k}\right)=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$, where $v_{i}^{\prime}=f_{\left(j\left(e_{1}\right), \ldots, j\left(e_{k}\right)\right), W}\left(v_{i}\right)$, with $1 \leqq i \leqq k$. This proves the first statement of the theorem since the $O_{H}$ cover $G_{k}\left(F^{n}\right)$. For the second, observe that $f$ commutes with the action of $U_{F}(k)$ on the right.
3.7 Corollary. The projection $p: V_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n}\right)$ is a fibre map.

Proof. For this, we use (3.6) and 1 (5.2).
3.8 Theorem. The map $q: V_{k+1}\left(F^{n}\right) \rightarrow V_{k}\left(F^{n}\right)$ defined by $q\left(v_{1}, \ldots, v_{k+1}\right)=$ $\left(v_{1}, \ldots, v_{k}\right)$ is locally trivial with fibre $V_{1}\left(F^{n-k}\right)=S^{n-k-1}$.

Proof. Let $H \subset\{1, \ldots, n\}$ be a subset of $k$ elements, and let $H^{\prime}=$ $\{1, \ldots, n\}-H$. Let $F_{H^{\prime}}=\sum_{i \in H^{\prime}} F e_{i}$ as in (3.6). Let $O_{H}^{*}$ denote the open subset $p^{-1}\left(O_{H}\right)$, where $O_{H}$ is defined as in (3.6). Then we have the following commutative diagram, where $g$ is an $O_{H}^{*}$-isomorphism:


We define $g\left(v_{1}, \ldots, v_{k}, x\right)=\left(v_{1}, \ldots, v_{k}, v_{k+1}\right)$, where $v_{k+1}=f_{\left(v_{1}, \ldots, v_{k}\right), W^{*}}(x)$. This proves the theorem.

Observe in (3.8) that the fibre is a sphere, $V_{1}\left(F^{n-k}\right)=S^{n-k-1}$ for $F=\mathbf{R}$, $S^{2 n-2 k-1}$ for $F=\mathbf{C}$, and $S^{4 n-4 k-1}$ for $F=\mathbf{H}$.
3.9. Corollary. The projection $q: V_{k+1}\left(F^{n}\right) \rightarrow V_{k}\left(F^{n}\right)$ is a fibre map.

Proof. For this, we use (3.8) and 1(5.2).
3.10 Remark. Theorems (3.6) and (3.8) are usually proved using deep properties of Lie groups. Our proofs are elementary and geometric in character.

## 4. Stability of the Homotopy Groups of the Classical Groups

Let $F$ denote $\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$, and let $c$ be a corresponding integer, where $c$ equals the dimension of the real vector space $F$ over $\mathbf{R}$. We make use of the following fibre maps $p$.

$$
\begin{aligned}
& U_{F}(n) \rightarrow V_{n+1}\left(F^{n+1}\right)=U_{F}(n+1) \xrightarrow{p} V_{1}\left(F^{n+1}\right)=S^{(n+1) c-1} \\
& S U_{F}(n) \rightarrow V_{n}\left(F^{n+1}\right)=S U_{F}(n+1) \xrightarrow{p} V_{1}\left(F^{n+1}\right)=S^{(n+1) c-1}
\end{aligned}
$$

The above maps $p$ (the second is defined only for $F=\mathbf{R}$ or $\mathbf{C}$ ) are compositions of the fibre maps $V_{k+1}\left(F^{n+1}\right) \rightarrow V_{k}\left(F^{n+1}\right)$ considered in (3.8). Now the next theorem is an easy consequence of the homotopy sequence of a fibre map.
4.1 Theorem. The natural inclusions $U_{F}(n) \rightarrow U_{F}(n+q)$ and $S U_{F}(n) \rightarrow$ $S U_{F}(n+q)$ induce morphisms $\pi_{i}\left(U_{F}(n)\right) \rightarrow \pi_{i}\left(U_{F}(n+q)\right)$ and $\pi_{i}\left(S U_{F}(n)\right) \rightarrow$ $\pi_{i}\left(S U_{F}(n+q)\right)$ which are isomorphisms for $i \leqq c(n+1)-3$ and epimorphisms for $i \leqq c(n+1)-2$.

Proof. If we prove the statement for $q=1$, then by factoring the above inclusion $U_{F}(n) \rightarrow U_{F}(n+1) \rightarrow \cdots \rightarrow U_{F}(n+q)$, we get our result. For $q=+\infty$, we use $1(4.3)$ and observe the hypotheses are easily satisfied.

For $q=1$ we use the above fibre maps and the homotopy sequence [see 1(5.3)]. We have

$$
\pi_{i+1}\left(S^{(n+1) c-1}\right) \rightarrow \pi_{i}\left(U_{F}(n)\right) \rightarrow \pi_{i}\left(U_{F}(n+1)\right) \rightarrow \pi_{i}\left(S^{(n+1) c-1}\right)
$$

and a similar sequence for $S U_{F}(n) \rightarrow S U_{F}(n+1)$. Our morphism is an epimorphism if $\pi_{i}\left(S^{(n+1) c-1}\right)=0$ or $i<(n+1) c-1$ and an isomorphism if, in addition, $\pi_{i+1}\left(S^{(n+1) c-1}\right)=0$ or $i+1<(n+1) c-1$. This proves the theorem.
4.2 Remark. For fixed $i, i \leqq(n+1) c-3$ determines the stable range of $n$, where

$$
\pi_{i}\left(U_{F}(n)\right) \rightarrow \pi_{i}\left(U_{F}\right) \quad \text { or } \quad \pi_{i}\left(S U_{F}(n)\right) \rightarrow \pi_{i}\left(S U_{F}\right)
$$

are isomorphisms. In the real case, this range is $i \leqq n-2$; in the complex case, this range is $i \leqq 2 n-1$; and in the quaternionic case, this range is $i \leqq 4 n+1$.

## 5. Vanishing of Lower Homotopy Groups of Stiefel Varieties

In this section we make use of the following fibre map $p$.

$$
U_{\boldsymbol{F}}(m) \rightarrow U_{\boldsymbol{F}}(k+m) \rightarrow V_{k}\left(F^{k+m}\right)
$$

Again $p$ is the composition of fibre maps $V_{k+1}\left(F^{n}\right) \rightarrow V_{k}\left(F^{n}\right)$ considered in (3.8). The next theorem is an easy consequence of the homotopy sequence of a fibre map.
5.1 Theorem. $\pi_{i}\left(V_{k}\left(F^{k+m}\right)\right)=0$ for $i \leqq(m+1) c-2$.

Proof. Applying the homotopy sequence 1 (5.3) of a fibre map, we have the following exact sequence:

$$
\cdots \rightarrow \pi_{i}\left(U_{F}(m)\right) \xrightarrow{\alpha} \pi_{i}\left(U_{F}(m+k)\right) \rightarrow \pi_{i}\left(V_{k}\left(F^{k+m}\right)\right) \rightarrow \pi_{i-1}\left(U_{F}(m)\right) \xrightarrow{\beta} \cdots
$$

By Theorem (4.1), if $i \leqq c(m+1)-2$, then $\alpha$ is an epimorphism and $\beta$ is an isomorphism, and $\pi_{i}\left(V_{k}\left(F^{k+m}\right)\right)=0$. This proves the theorem.

Observe that $\pi_{i}\left(V_{k}\left(F^{\infty}\right)\right)=0$ for all $i$. In the real case, $\pi_{i}\left(V_{k}\left(\mathbf{R}^{k+m}\right)\right)=0$ for $i \leqq m-1$; in the complex case, $\pi_{i}\left(V_{k}\left(\mathbf{C}^{k+m}\right)\right)=0$ for $i \leqq 2 m$; and in the quaternionic case, $\pi_{i}\left(V_{k}\left(\mathbf{H}^{k+m}\right)\right)=0$ for $i \leqq 4 m+2$.

## 6. Universal Bundles and Classifying Spaces for the Classical Groups

Putting together Theorems (5.1) and (3.6) and definition 4(10.7), we have the next theorem immediately.
6.1 Theorem. For $U_{F}(k)$, the principal bundle $V_{k}\left(F^{k+m}\right) \rightarrow G_{k}\left(F^{k+m}\right)$ is universal in dimensions $\leqq c(m+1)-2$, and $V_{k}\left(F^{\infty}\right) \rightarrow G_{k}\left(F^{\infty}\right)$ is a universal bundle.

For $S U_{F}(k)$, the principal bundle $V_{k}\left(F^{k+m}\right) \rightarrow S G_{k}\left(F^{k+m}\right)$ is universal in dimensions $\leqq c(m+1)-2$, and $V_{k}\left(F^{\infty}\right) \rightarrow S G_{k}\left(F^{\infty}\right)$ is a universal bundle.

We suggest that the reader compare $V_{k}\left(F^{m k}\right)$ and the join $U_{F}(k) * \cdots * U_{F}(k)$. In this way the universal bundle $V_{k}\left(F^{\infty}\right) \rightarrow G_{k}\left(F^{\infty}\right)$ can be mapped naturally into the bundle coming from the Milnor construction.

## 7. Universal Vector Bundles

In Theorem 3(7.2) vector bundles over paracompact spaces were classified using the universal principal bundle $\alpha_{k}^{n}=\left(E, p, G_{k}\left(F^{n}\right)\right)$ when $n=+\infty$. By (6.1), $\alpha_{k}^{n}=\left(V_{k}\left(F^{n}\right), p, G_{k}\left(F^{n}\right)\right)$ is the universal $U_{F}(k)$-bundle in dimensions $\leqq c(n-k+1)-2$. By $5(3.3)$, the fibre bundle $\alpha_{k}^{n}\left[F^{k}\right]$ is a vector bundle. We compare $\alpha_{k}^{n}\left[F^{k}\right]$ and $\gamma_{k^{n}}$ using the bundle map $f: \alpha_{k}^{n}\left[F^{k}\right] \rightarrow \gamma_{k^{n}}$, where

$$
f\left(\left(v_{1}, \ldots, v_{k}, y\right) \bmod U_{F}(k)\right)=\left(\left\langle v_{1}, \ldots, v_{k}\right\rangle, y_{1} v_{1}+\cdots+y_{k} v_{k}\right)
$$

For $a \in U_{F}(k)$, let $\left(v_{1}, \ldots, v_{k}\right) a=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$ and $a y=y^{\prime}$. Then we have $\sum_{m} y_{m}^{\prime} v_{m}=\sum_{m, j} a_{m, j} y_{j} v_{m}=\sum_{j} y_{j} v_{j}^{\prime}$, and $u$ is a well-defined bundle morphism.
7.1 Proposition. The bundle morphism $f: \alpha_{k}^{n}\left[F^{k}\right] \rightarrow \gamma_{k^{n}}$ is a vector bundle isomorphism.

Proof. From the definition of the vector bundle structure on $\alpha_{k}^{n}\left[F^{k}\right.$ ] [see $5(3.3)]$, and the definition of $f$, it follows that $f$ is a vector bundle morphism which is an isomorphism on each fibre. By $3(2.5), f$ is an isomorphism.

Theorem (6.1) has an interpretation for vector bundles in view of (7.1) and Remark 5(3.3).
7.2 Theorem. Let $X$ be an n-dimensional $C W$-complex. The function that assigns to each homotopy class [f]: $X \rightarrow G_{k}\left(F^{k+m}\right)$ the isomorphism class of the $k$-dimensional vector bundle $f^{*}\left(\gamma_{k}^{k+m}\right)$ over $X$ is a bijection when $n \leqq$ $c(m+1)-2$.
7.3 Remark. We can reverse the process in (7.1) and get a description of the associated principal $U(k)$-bundle, denoted $\operatorname{Pr} \xi$, for any vector bundle $\xi$. The total space of $\operatorname{Pr} \xi$ is the subspace of the total space of $\xi \oplus \stackrel{(k)}{\oplus} \oplus \xi$ consisting of orthonormal $k$-tuples $\left(v_{1}, \ldots, v_{k}\right)$ of vectors (of necessity all in the same fibre). Then $U(k)$ acts on the total space of $\operatorname{Pr} \xi$ by $\left(v_{1}, \ldots, v_{k}\right) a=\left(v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right)$, where $v_{j}^{\prime}=\sum_{i} a_{i, j} v_{i}$. If $\xi$ is trivial, $\operatorname{Pr} \xi$ is a trivial principal $U(k)$-bundle, and the operation $\xi \mapsto \operatorname{Pr} \xi$ commutes with restriction. Therefore, $\operatorname{Pr} \xi$ is a principal $U(k)$-bundle, and, as above, it has the appropriate transition functions.

The reader can investigate to what extent $\operatorname{Pr}$ is a functor. The process described above can be thought of as the analogue for vector bundles of
$F^{k} \mapsto V_{k}\left(F^{k}\right)$ for vector spaces. We could take the operation $F^{k} \mapsto V_{m}\left(F^{k}\right)$ and define the bundle of $m$-frames in a $k$-dimensional vector bundle or $F^{k} \mapsto$ $V_{m}\left(F^{k}\right)$ and define the bundle of $m$-dimensional subspaces in a $k$-dimensional vector bundle. We explore these constructions further in Chap. 15.
7.4 Example. For $\tau\left(S^{n}\right), \operatorname{Pr} \tau\left(S^{n}\right)$ is just $V_{k+1}\left(\mathbf{R}^{n+1}\right) \rightarrow V_{1}\left(\mathbf{R}^{n+1}\right)$. Similarly, for $k$-frames on $S^{n}=V_{1}\left(\mathbf{R}^{n+1}\right)$ the bundle $V_{k+1}\left(\mathbf{R}^{n+1}\right) \rightarrow V_{1}\left(\mathbf{R}^{n+1}\right)$ is used.

## 8. Description of all Locally Trivial Fibre Bundles over Suspensions

We view the nonreduced suspension $S X$ of a space $X$ as the quotient of $X \times[-1,+1]$ with $X \times\{-1\}$ identified to one point, $X \times\{+1\}$ identified to a second point, and no further identifications. For $J \subset[-1,+1]$, we denote by $X J$ the image of $X \times J$ in $S X$. For $x \in X, t \in[-1,+1]$, let $\langle x, t\rangle$ denote the point in $S X$ corresponding to $(x, t) \in X \times[-1,+1]$. Let $S X_{+}$ denote $X[0,1]$ and $S X_{-}$denote $X[-1,0]$. Both the upper cone $S X_{+}$and the lower cone $S X_{-}$are contractible.
8.1 Definition. A bundle $\xi$ over a suspension $S B$ is regular provided, for some $\varepsilon>0, \xi \mid B(-\varepsilon,+1]$ and $\xi \mid B[-1,+\varepsilon)$ are trivial.

Every numerable principal $G$-bundle is regular over $S B$.
If $\left\{\left(B(-\varepsilon,+1], h_{1}\right),\left(B[-1,+\varepsilon), h_{2}\right)\right\}$ is an atlas for a regular principal $G$-bundle $\xi$ over a suspension $S B$, there is just one transition function $g_{1,2}$ : $B(-\varepsilon,+\varepsilon) \rightarrow G$ to consider, where for $\langle b, t\rangle \in B(-\varepsilon,+\varepsilon)$ and $s \in G$ there is the relation $h_{2}(\langle b, t\rangle, s)=h_{1}\left(\langle b, t\rangle, g_{1,2}\langle b, t\rangle s\right)$. We restrict $g_{1,2}$ to $B=$ $B[0] \subset S B$ and denote the resulting map by $c_{\xi}$. In the next theorem, we determine the relation between the isomorphism class of $\xi$ and the map $c_{\xi}$.
8.2 Theorem. Two regular principal $G$-bundles $\xi$ and $\xi^{\prime}$ over SB are isomorphic if and only if there exists $s \in G$ such that $c_{\xi^{\prime}}$ and $s c_{\xi} s^{-1}$ are homotopic.

Proof. If $\xi$ and $\xi^{\prime}$ are isomorphic, there exist $\varepsilon>0$ and maps $r_{1}: B(-\varepsilon,+1] \rightarrow$ $G$ and $r_{2}: B[-1,+\varepsilon) \rightarrow G$ such that $c_{\xi^{\prime}}(b)=r_{1}(b) c_{\xi}(b) r_{2}(b)^{-1}$, where $r_{k}(b)=$ $r_{k}(b, 0)$ for $b \in B$. This statement follows from Theorem 5(2.7). By changing the charts by the constant action of $G$, we can assume that $c_{\xi}\left(b_{0}\right)=c_{\xi^{\prime}}\left(b_{0}\right)=$ 1. Consequently, we have $r_{1}\left(b_{0}\right)=r_{2}\left(b_{0}\right)=s \in G$. Since $r_{1}$ and $r_{2}$ are defined on $B(-\varepsilon,+1]$ and $B[-1,+\varepsilon)$, which are contractible, there exist homotopies $h_{i, t}: B \rightarrow G$ for $i=1,2$ with $h_{i, t}\left(b_{0}\right)=h_{i, 1}(b)=s$ for each $t \in[0,1]$ and $b \in B$ and $h_{i, 0}(b)=r_{i}(b)$ for each $b \in B$. Then $h_{1, t}(b) c_{\xi}(b) h_{2, t}(b)^{-1}$ is a homotopy from $c_{\xi^{\prime}}$, to $s c_{\xi} s^{-1}$.

Conversely, by using $r_{i}(b, t)=s$ on the appropriate domain, we can assume $c_{\xi}$ and $c_{\xi^{\prime}}$ are homotopic. Therefore, the map $c_{\xi^{\prime}} c_{\xi}^{-1}$ is homotopic to the map constantly equal to $1 \in G$. Therefore, we have $r_{1}: B(-\varepsilon, 1] \rightarrow G$ such that
$r_{1} \mid B(-\varepsilon,+\varepsilon)=g_{1,2}^{\prime} g_{1,2}^{-1}$. If we define $r_{2}$ to be constantly equal to $1 \in G$ with domain $B[-1,+\varepsilon)$, we have $g_{1,2}^{\prime}(x)=r_{1}(x) g_{1,2}(x) r_{2}(x)^{-1}$ for $x \in B(-\varepsilon,+\varepsilon)$. Consequently, by Theorem 5(2.7), $\xi$ and $\xi^{\prime}$ are isomorphic.
8.3 Corollary. Let $G$ be a path connected group. The function that assigns to each isomorphism class of regular principal $G$-bundles $\xi$ over $S B$ the homotopy class $\left[c_{\xi}\right] \in[B, G]$ is a bijection.

Proof. In Theorem (8.2), observe that if $u(t)$ is a path from 1 to $s$ then $u(t) c_{\xi} u(t)^{-1}$ is a homotopy from $c_{\xi}$ to $s c_{\xi} s^{-1}$. This remark and Theorem (8.2) demonstrate the corollary.
8.4 Corollary. Let $G$ be a path connected group. The isomorphism classes of locally trivial principal $G$-bundles $\xi$ over $S^{n}$ are classified by elements $\left[c_{\xi}\right]$ of $\pi_{n-1}(G)$.

Proof. Note that $S^{n}=S\left(S^{n-1}\right)$.
8.5 Definition. A map $c_{\xi}: B \rightarrow G$ associated with the principal $G$-bundle $\xi$ over $S B$ as in (8.1) is called a characteristic map of $\xi$.

The above discussion could be carried out for vector bundles of dimension $k$, using $G=U_{F}(k)$.

## 9. Characteristic Map of the Tangent Bundle over $S^{n}$

9.1 Notation. Let $a, b \in S^{n-1}$ and $a \neq-b$. Let $R(b, a)$ denote the rotation in $S O(n)$ with the two defining properties:
(R1) For each $y$ with $(a \mid y)=(b \mid y)=0$ there is the relation $R(b, a) y=y$.
(R2) $R(b, a) a=b$, where the rotation is along the shortest great circle from $a$ to $b$.

The following formula holds:

$$
R(b, a) x=x-\frac{((a+b) \mid x)}{1+(a \mid b)}(a+b)+2(a \mid x) b
$$

By a straightforward calculation, the reader can verify (R1), (R2), and the relation $\left\|R(b, a) e_{i}\right\|=1$ for $0 \leqq i \leqq n-1$.
9.2 Principal Bundle of $\tau\left(S^{n}\right)$. By (7.4) the principal $S O(n)$ bundle associated with $\tau\left(S^{n}\right)$ is $S O(n+1) \xrightarrow{p} S^{n}$, where $p(u)=u\left(e_{n}\right)$. The fibre is $S O(n)$ with natural inclusion. Equivalently, the calculation could be made for $O(n+1) \xrightarrow{p} S^{n}$ with fibre $O(n)$.
9.3 Notation. We define $\phi: S^{n}-\left\{-e_{n}\right\} \rightarrow S O(n+1)$ by the relation $\phi(x)=$ $R\left(x, e_{n}\right)$, where $R$ is defined in (9.1). Let $r(x)=\phi\left(e_{n-1}\right)^{2}(x)$. We can calculate $\phi\left(e_{n-1}\right)\left(x_{0}, \ldots, x_{n}\right)=\left(x_{0}, \ldots, x_{n-2}, x_{n},-x_{n-1}\right)$, and consequently we have $r\left(x_{0}, \ldots, x_{n}\right)=\left(x_{0}, \ldots, x_{n-2},-x_{n-1},-x_{n}\right)$ and $r^{2}=1$.
9.4 Local Charts for $\boldsymbol{S O}(\boldsymbol{n}+\mathbf{1}) \rightarrow \boldsymbol{S}^{\boldsymbol{n}}$. We define maps $h_{1}:\left(S^{\boldsymbol{n}}-\left\{-e_{n}\right\}\right) \times$ $S O(n) \rightarrow S O(n+1)$ and $h_{2}:\left(S^{n}-\left\{e_{n}\right\}\right) \times S O(n) \rightarrow S O(n+1)$ by the relations $h_{1}(x, u)=\phi(x) u$ and $h_{2}(x, u)=r \phi(r(x)) u$, where the following diagrams are commutative.


Observe that $p(\phi(x) u)=\phi(x) u\left(e_{n}\right)=\phi(x) e_{n}=x$ and $p h_{2}(x, u)=r \phi(r(x)) u\left(e_{n}\right)=$ $r \phi(r(x)) e_{n}=r(r(x))=x$ by (9.3). Clearly, $h_{1}$ and $h_{2}$ commute with the action of $S O(n)$ on the right. The transition map $g_{1,2}: S^{n}-\left\{e_{n},-e_{n}\right\} \rightarrow S O(n)$ satisfies the relation $h_{1}\left(x, g_{1,2}(x) u\right)=h_{2}(x, u)$. Therefore, we have $g_{1,2}(x)=$ $(\phi(x))^{-1} r \phi(r(x))$, and, restricting to $S^{n-1}$, we have $c_{n}(x)=(\phi(x))^{-1} r \phi(r(x))$, where $c_{n}$ denotes the characteristic map of the principal bundle $S O(n+1) \rightarrow$ $S^{n}$.
9.5 Theorem. The characteristic map of $\tau\left(S^{n}\right)$ has the form $c_{n}(x)=R\left(x, e_{n-1}\right)^{2}$ for $x \in S^{n-1}$.

Proof. First, we compute $c_{n}\left(e_{n-1}\right)=\left(\phi\left(e_{n-1}\right)\right)^{-1} r \phi\left(-e_{n-1}\right)=\left(\phi\left(e_{n-1}\right)\right)^{-1} \phi\left(e_{n-1}\right)=$ $R\left(e_{n-1}, e_{n-1}\right)^{2}$. For $x \neq e_{n-1}$, we parametrize the intersection of $R e_{n} \oplus$ $R e_{n-1} \oplus R x$ with $S^{n}$ by spherical coordinates ( $\theta, \phi$ ); see Fig. 4. Then $e_{n}=$ $(0, \pi / 2), e_{n-1}=(0,0)$, and $x=(\theta, 0)$. If $y \in S^{n-1}$ is such that $(y \mid x)=\left(y \mid e_{n-1}\right)=$ 0 , then $c_{n}(x) y=y=R\left(x, e_{n-1}\right)^{2} y$, and so we consider what happens in the 2-sphere $\left(R e_{n} \oplus R e_{n-1} \oplus R x\right) \cap S^{n}$. Since $c_{n}(x) e_{n}=e_{n}=R\left(x, e_{n-1}\right)^{2} e_{n}$, we need prove only that $R\left(x, e_{n}\right) R\left(x, e_{n-1}\right)^{2} e_{n-1}=r R\left(r(x), e_{n}\right) e_{n-1}$.

First, we do the calculation for $0 \leqq \theta \leqq \pi / 2$ as in Fig. 4. We have $R\left(x, e_{n-1}\right)^{2}(0,0)=(2 \theta, 0)$. Since $R\left(x, e_{n}\right)$ is a $90^{\circ}$ rotation from $e_{n}$ to $x$ around the axis $(\theta+\pi / 2,0)$ and $2 \theta \leqq \theta+\pi / 2$, we have $R\left(x, e_{n}\right)(2 \theta, 0)=$ $(\theta+\pi / 2, \theta-\pi / 2)$. For the other side of the relation, we observe first that $r(\theta, \phi)=(\pi-\theta,-\phi)$ for $0 \leqq \theta \leqq \pi$. Then $R\left(r(x), e_{n}\right)$ is a $90^{\circ}$ rotation from $e_{n}$ to $(\pi-\theta, 0)$ around the axis $(\pi / 2-\theta, 0)$, and we have $R\left(r(x), e_{n}\right)(0,0)=$ $(\pi / 2-\theta, \pi / 2-\theta)$. Finally, we have $r R\left(r(x), e_{n}\right)(0,0)=r(\pi / 2-\theta, \pi / 2-\theta)=$ $(\pi / 2+\theta, \theta-\pi / 2)$.


Figure 4

Second, we do the calculation for $\pi / 2 \leqq \theta \leqq \pi$. We have $R\left(x, e_{n-1}\right)^{2}(0,0)=$ ( $2 \theta-2 \pi, 0$ ). Since $R\left(x, e_{n}\right)$ is a $90^{\circ}$ rotation from $e_{n}$ to $x$ around the axis $(\theta-3 \pi / 2,0)$ and $\theta-3 \pi / 2 \leqq 2 \theta-2 \pi$, we have $R\left(x, e_{n}\right)(2 \theta-2 \pi, 0)=$ $(\theta-3 \pi / 2, \theta-\pi / 2)$. For the other side of the relation, we observe also that $r(\theta, \phi)=(-\pi-\theta,-\phi)$ for $-\pi \leqq \theta \leqq 0$. Then $R\left(r(x), e_{n}\right)$ is a $90^{\circ}$ rotation from $e_{n}$ to $(\pi-\theta, 0)$ around the axis $(\pi / 2-\theta, 0)$, and we have $R\left(r(x), e_{n}\right)(0,0)=$ $(\pi / 2-\theta, \pi / 2-\theta)$. Finally, we have $r R\left(r(x), e_{n}\right)(0,0)=r(\pi / 2-\theta, \pi / 2-\theta)=$ $(\theta-3 \pi / 2, \theta-\pi / 2)$. This proves the theorem since a rotation is determined by its image on two points $x$ and $y$ with $x \neq y$ and $x \neq-y$.
9.6 Corollary. The relation $c_{r\left(S^{n}\right)}(-x)=c_{r\left(S^{n}\right)}(x)$ is satisfied for each $x \in S^{n-1}$.

Proof. We must prove that $R\left(-x, e_{n-1}\right)^{2}=R\left(x, e_{n-1}\right)^{2}$. In the $\left(e_{n-1}, x\right)$-plane, where $e_{n-1}$ is represented by 0 and $x$ by $\theta, 0 \leqq \theta-\pi$, we have $-x$ represented by $\theta-\pi$. Then $R\left(x, e_{n-1}\right)^{2}$ is a rotation by $2 \theta$, and $R\left(x, e_{n-1}\right)^{2}$ is a rotation by $2 \theta-2 \pi$ or that which is the same as $2 \theta$.
9.7 Representations of the Characteristic Map. Let $\alpha: S^{n-1} \rightarrow O(n)$ be the map defined by the requirement that $\alpha(x)$ be a reflection through the hyperplane orthogonal to $x$. For $y \in S^{n-1}$, we have $y=(y \mid x) x+(y-(y \mid x) x)$, and
consequently $\alpha(x) y=y-2(y \mid x) x$. Let $\beta: S^{n-1} \rightarrow O(n)$ be the map defined by the requirement that $\beta(x)$ is a "rotation" by $180^{\circ}$ around the axis $x$. For $y \in S^{n-1}$, we have $\beta(x) y=2(y \mid x) x-y$. Note that $\alpha(x) y=-\beta(x) y$, and $\alpha(x) y=y$ or $\beta(x) y=-y$ if and only if $(x \mid y)=0$. We summarize further properties of $\alpha$ and $\beta$ in the next proposition.
9.8 Proposition. The relation $R\left(x_{1}, x_{2}\right)^{2}=\alpha\left(x_{1}\right) \alpha\left(x_{2}\right)=\beta\left(x_{1}\right) \beta\left(x_{2}\right)$ holds.

Proof. Clearly, $\alpha\left(x_{1}\right) \alpha\left(x_{2}\right)=\beta\left(x_{1}\right) \beta\left(x_{2}\right)$. Moreover, if $y$ is orthogonal to $x_{1}$ and $x_{2}$, we have $R\left(x_{1}, x_{2}\right)^{2} y=\alpha\left(x_{1}\right) \alpha\left(x_{2}\right) y=\beta\left(x_{1}\right) \beta\left(x_{2}\right) y=y$. It suffices to show that $R\left(x_{1}, x_{2}\right)^{2} x_{2}=\beta\left(x_{1}\right) \beta\left(x_{2}\right) x_{2}=\beta\left(x_{1}\right) x_{2}$ equal the image of $x_{2}$ by a rotation of $180^{\circ}$ around $x_{1}$. But this is the image of $x_{2}$ under a rotation through $x_{1}$ by an angle twice the angle between $x_{1}$ and $x_{2}$.
9.9 Corollary. The relation $c_{n}(x)=R\left(x, e_{n-1}\right)^{2}=\alpha(x) \alpha\left(e_{n-1}\right)=\beta(x) \beta\left(e_{n-1}\right)$ holds.

## 10. Homotopy Properties of Characteristic Maps

For a list of properties of the degree of a map $S^{n} \rightarrow S^{n}$, see Eilenberg and Steenrod [1].
10.1 Theorem. Let $p: S O(n) \rightarrow S^{n-1}$ be the projection $p(u)=u\left(e_{n-1}\right)$, and let $c_{n-1}: S^{n-1} \rightarrow S O(n)$ be the characteristic map. Then the degree of $p c_{n-1}$ is $(+1)+(-1)^{n}$.

Proof. Let $H_{ \pm}^{n-1}$ be the closed subspace of $x \in S^{n-1}$ with $\pm x_{n-1} \geqq 0$. Then $p c_{n-1}: H_{ \pm}^{n-1}-S^{n-2} \rightarrow S^{n-1}-\left\{-e_{n-1}\right\}$ is a homeomorphism, and $p c_{n-1}$ defines a map $f_{1}: H_{+}^{n-1} / S^{n-2} \rightarrow S^{n-1}$ of degree +1 . Since $c_{n-1}(x)=c_{n-1}(-x)$, we have a homeomorphism $p c_{n-1}: H_{+}^{n-1} / S^{n-2} \rightarrow S^{n-1}$, and $p c_{n-1}$ defines a map $f_{2}: H_{-}^{n-1} / S^{n-2} \rightarrow S^{n-1}$ of degree equal to the degree of $x \mapsto-x$, which is $(-1)^{n}$ on $S^{n-1}$.

We have the following commutative diagram.


Consequently, the relation $\operatorname{deg} p c_{n-1}=+1+(-1)^{n}$ holds, and this proves the theorem.

Therefore, $\operatorname{deg} p c_{n-1}$ is 2 for $n$ even and 0 for $n$ odd. For a map $f: S^{n-1} \times$ $S^{n-1} \rightarrow S^{n-1}$ there is a bidegree $(a, b) \in \mathbf{Z} \times \mathbf{Z}$ associated with it, where $a$ is the
degree of $x \rightarrow f\left(x, y_{0}\right)$ and $b$ is the degree of $y \rightarrow f\left(x_{0}, y\right)$. The pair $(a, b)$ is independent of the pair $\left(x_{0}, y_{0}\right)$.
10.2 Corollary. The bidegree of $(x, y) \mapsto \alpha(x) y$ of $S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is $\left(+1+(-1)^{n},-1\right)$.

Proof. By (10.1) $x \mapsto \alpha(x) \alpha\left(e_{n-1}\right) y$ has degree $1+(-1)^{n}$ and is independent of $\alpha\left(e_{n-1}\right) y \in S^{n-1}$. Moreover, the map $y \mapsto \alpha(x) y$ is a reflection through a hyperplane. It has degree -1 .
10.3 Corollary. The bidegree of $(x, y) \mapsto \beta(x) y$ of $S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is $\left(+1+(-1)^{n},-(-1)^{n}\right)$.

Proof. Since $\beta(x) y=-\alpha(x) y$, the degree of $x \mapsto-x$ which is $(-1)^{n}$ multiplied by the bidegree of $(x, y) \mapsto \alpha(x) y$ yields the bidegree of $\beta(x) y$.

The following theorem is very useful in making calculations of homotopy groups.
10.4 Theorem. Let $\xi[F]=\left(E_{F}, p_{F}, S^{n}\right)$ be a fibre bundle with structure group $G$ and fibre $F$. Let $c_{\xi}: S^{n-1} \rightarrow G$ be the characteristic map of $\xi$, and for $y_{0} \in F$, let $c_{F}: S^{n-1} \rightarrow F$ be the map defined by $c_{F}(x)=c_{\xi}(x) y_{0}$. Then $\operatorname{im} \partial=\operatorname{ker} \alpha$ is generated by $\left[c_{F}\right]$ in the exact sequence

$$
\mathbf{Z}=\pi_{n}\left(S^{n}\right) \xrightarrow{\hat{\imath}} \pi_{n-1}\left(F, y_{0}\right) \xrightarrow{\alpha} \pi_{n-1}\left(E_{F}\right) \rightarrow 0
$$

Proof. We need only show that $\partial([f])=\left[c_{F}\right]$, where $\operatorname{deg} f= \pm 1$. Let $f(x)=$ $R\left(x, e_{n}\right)^{2}\left(e_{n}\right)$, where we consider $f:\left(H^{+}, S^{n-1}\right) \rightarrow\left(S^{n},\left\{-e_{n}\right\}\right)$, and the induced map $f: H^{+} / S^{n-1} \rightarrow S^{n}$ has degree +1 . For $x \in H^{+}$with $x \neq e_{n}$, let $h(x)$ be the point in $S^{n-1}$ where the great circle from $e_{n}$ to $x$ intersects $S^{n-1}$.

Let $h_{1}: H^{-} \times F \rightarrow p_{F}^{-1}\left(H^{-}\right)$and $h_{2}: H^{+} \times F \rightarrow p_{F}^{-1}\left(H^{+}\right)$be the restriction of charts where $h_{2}(x, y)=h_{1}\left(x, c_{\xi}(x) y\right)$ for $x \in H^{+} \cap H^{-}$. We define $g$ : $\left(H^{+}, S^{n-1}\right) \rightarrow\left(E_{F}, F\right)$, where

$$
g(x)= \begin{cases}h_{2}\left(f(x), y_{0}\right) & \text { for } f(x) \in H^{+} \\ h_{1}\left(f(x), c_{\xi}(h(x)) y_{0}\right) & \text { for } f(x) \in H^{-}\end{cases}
$$

If $f(x)=h(x)=x^{\prime}$, the two definitions of $g$ agree; that is, $h_{1}\left(x^{\prime}, c_{\xi}\left(x^{\prime}\right) y_{0}\right)=$ $h_{2}\left(x^{\prime}, y_{0}\right)$. Clearly, $p g=f$ and $g\left(S^{n-1}\right) \subset F$. For $x \in S^{n-1}$, we have $f(x)=-e_{n}$, $h(x)=x$, and $g(x)=h_{1}\left(-e_{n}, c_{\xi}(x) y_{0}\right)$, which equals $c_{\xi}(x) y_{0}$ viewed with values in $F$. Then $[f]$ generates $\pi_{n}\left(S^{n}\right)$ and $\partial([f])=\left[c_{F}\right]$, which proves the theorem. Here we used an explicit form of $\partial$.

## 11. Homotopy Groups of Stiefel Varieties

Let $j: V_{k}\left(F^{n}\right) \rightarrow V_{k+1}\left(F^{n+1}\right)$ be the map $j\left(v_{1}, \ldots, v_{k}\right)=\left(v_{1}, \ldots, v_{k}, e_{n+1}\right)$. Then $j$ can be viewed as the inclusion of the fibre over $e_{n+1}$ of the map $p: V_{k+1}\left(F^{n+1}\right)$ $\rightarrow V_{1}\left(F^{n+1}\right)$, where $p\left(v_{1}, \ldots, v_{k+1}\right)=v_{k+1}$. From this fibre map, we have the homotopy sequence.

$$
\pi_{i+1}\left(V_{1}\left(F^{n+1}\right)\right) \rightarrow \pi_{i}\left(V_{k}\left(F^{n}\right)\right) \xrightarrow{j_{*}} \pi_{i}\left(V_{k+1}\left(F^{n}\right)\right) \rightarrow \pi_{i}\left(V_{1}\left(F^{n+1}\right)\right)
$$

This yields the next proposition immediately.

### 11.1 Proposition. The homomorphism

$$
j_{*}: \pi_{i}\left(V_{k}\left(F^{n}\right)\right) \rightarrow \pi_{i}\left(V_{k+1}\left(F^{n+1}\right)\right)
$$

is an isomorphism for $i \leqq c(n+1)-3$.
For $c=1$, the inequality has the form $i \leqq n-2$, and $\pi_{i}\left(V_{1}\left(\mathbf{R}^{n}\right)\right)=$ $\pi_{i}\left(S^{n-1}\right)=0$. This yields $\pi_{i}\left(V_{k}\left(\mathbf{R}^{n}\right)\right)=0$ for $i \leqq(n-k)-1$, which is Theorem (5.1). The first nontrivial group is $\pi_{n-k}\left(V_{k}\left(\mathbf{R}^{n}\right)\right)$. This we calculate in the next proposition.
11.2 Proposition. The group $\pi_{n-k}\left(V_{k}\left(\mathbf{R}^{n}\right)\right)$ is $\mathbf{Z}$ for $k=1$ or $n-k$ even and $Z_{2}$ for $k \geqq 2$ and $n-k$ odd.

Proof. For the case $k=1$, we have $\pi_{n-1}\left(V_{1}\left(\mathbf{R}^{n}\right)\right)=\pi_{n-1}\left(S^{n-1}\right)=\mathbf{Z}$. By (11.1) it suffices to prove the result for $k=2$ because $n-2 \leqq(n+1)-3$. For $k=2$, we view $V_{2}\left(\mathbf{R}^{n}\right) \rightarrow S^{n-1}$ as the sphere bundle with fibre $F=S^{n-2}$ associated with $V_{n}\left(\mathbf{R}^{n}\right) \rightarrow S^{n-1}$. Then the characteristic map is $c_{F}(x)=c_{\xi}(x) y=$ $\alpha(x) \alpha\left(e_{n-2}\right) y$ by Theorem (10.4) and Corollary (9.9). By Theorem (10.4) there is the exact sequence

$$
\mathbf{Z}=\pi_{n-1}\left(S^{n-1}\right) \xrightarrow{\imath} \pi_{n-2}\left(\mathrm{~S}^{n-2}\right) \rightarrow \pi_{n-2}\left(V_{2}\left(\mathbf{R}^{n}\right)\right) \rightarrow 0
$$

where $\partial[1]=\left[c_{F}\right]$. By Theorem (10.1), we have $\operatorname{deg} c_{F}=(+1)+(-1)^{n-1}$. Then the above sequence becomes

$$
\mathbf{Z} \xrightarrow{\hat{C}} \mathbf{Z} \xrightarrow{\alpha} \pi_{n-2}\left(V_{2}\left(\mathbf{R}^{n}\right)\right) \rightarrow 0
$$

For $n$ and $n-2$ even, $\partial(1)=0$ and $\pi_{n-2}\left(V_{2}\left(\mathbf{R}^{n}\right)\right)=\mathbf{Z}$, and for $n$ and $n-2$ odd, $\partial(1)=2$ and $\pi_{n-2}\left(V_{2}\left(\mathbf{R}^{n}\right)\right)=Z_{2}$. This proves the proposition.

For $c=2$, the inequality of (4.1) becomes $i \leqq 2 n-1$. Since $\pi_{i}\left(V_{1}\left(\mathbf{C}^{n}\right)\right)=$ $\pi_{i}\left(S^{2 n-1}\right)=0$ for $i \leqq 2 n-2$, we have $\pi_{i}\left(V_{k}\left(\mathbf{C}^{n}\right)\right)=0$ for $i \leqq 2(n-k)$ which is Theorem (5.1). Moreover, $\pi_{2(n-k)+1}\left(V_{k}\left(\mathbf{C}^{n}\right)\right)$ can be calculated $n-k$ from the case $k=1$ because $2(n-1)+1 \leqq 2 n-1$. This yields the next result.
11.3 Proposition. The relation $\pi_{2(n-k)+1}\left(V_{k}\left(\mathbf{C}^{n}\right)\right)=\mathbf{Z}$ holds.

Proof. Note that for $k=1$ we have $\pi_{2 n-1}\left(V_{1}\left(\mathbf{C}^{n}\right)\right)=\pi_{2 n-1}\left(S^{2 n-1}\right)=\mathbf{Z}$, and now we use (11.1).

For $c=4$, the inequality of (11.1) becomes $i \leqq 4 n+1$. Again, $\pi_{i}\left(V_{k}\left(\mathbf{H}^{n}\right)\right)=$ 0 for $i \leqq 4(n-k)+2$. By the same argument as was used in (11.3), we have the next proposition.
11.4 Proposition. The relation $\pi_{4(n-k)+3}\left(V_{k}\left(\mathbf{H}^{n}\right)\right)=\mathbf{Z}$ holds.

## 12. Some of the Homotopy Groups of the Classical Groups

We consider some special calculations of low-dimensional homotopy groups.
$12.1 \pi_{0}$ of the classical groups. The inequality $0 \leqq c(n+1)-3$ holds for all $n \geqq 1$ if $c=2,4$ and for $n \geqq 2$ if $c=1$. Using the elementary calculations of $U_{F}(1), S U_{F}(1), S O(2)$, and $O(2)$, we have $\pi_{0}(O(n))=Z_{2}$ for all $n \geqq 1$ and $\pi_{0}(S O(n))=\pi_{0}(U(n))=\pi_{0}(S U(n))=\pi_{0}(S p(n))=0$ for all $n \geqq 1$.
12.2 Relation Between $\boldsymbol{\pi}_{\boldsymbol{i}}\left(\boldsymbol{U}_{\boldsymbol{F}}(\boldsymbol{n})\right)$ and $\boldsymbol{\pi}_{\boldsymbol{i}}\left(\boldsymbol{S} \boldsymbol{U}_{\boldsymbol{F}}(\boldsymbol{n})\right.$ ). From the fibre sequence $S O(n) \rightarrow O(n) \rightarrow Z_{2}$ we have $0=\pi_{i+1}\left(Z_{2}\right) \rightarrow \pi_{i}(S O(n)) \rightarrow \pi_{i}(O(n)) \rightarrow \pi_{i}\left(Z_{2}\right)$. For $i \geqq 1$, the inclusion $S O(n) \rightarrow O(n)$ induces isomorphisms of the homotopy groups:

$$
\pi_{i}(S O(n)) \rightarrow \pi_{i}(O(n))
$$

From the fibre sequence $S U(n) \rightarrow U(n) \rightarrow S^{1}$ we have

$$
0=\pi_{i+1}\left(S^{1}\right) \rightarrow \pi_{i}(S U(n)) \rightarrow \pi_{i}(U(n)) \rightarrow \pi_{i}\left(S^{1}\right)
$$

For $i \geqq 2$, the inclusion $S U(n) \rightarrow U(n)$ induces isomorphisms of the homotopy groups:

$$
\pi_{i}(S U(n)) \rightarrow \pi_{i}(U(n))
$$

For $i=1$, there is the exact sequence

$$
0 \rightarrow \pi_{1}(S U(n)) \rightarrow \pi_{1}(U(n)) \rightarrow \pi_{1}\left(S^{1}\right)=\mathbf{Z} \rightarrow 0
$$

$12.3 \pi_{1}$ of the Classical Groups. Clearly $\pi_{1}(O(1))=\pi_{1}(S O(1))=0$. Since $U(1)=S O(2)=S^{1}$, since $S p(1)=S^{3}$, and since $1 \leqq c(n+1)-2$ for $c=2$ or 4, we have

$$
\begin{gathered}
\pi_{1}(O(2))=\pi_{1}(S O(2))=\mathbf{Z} \\
\mathbf{Z}=\pi_{1}(U(1))=\pi_{1}(U(n)) \quad \text { for } 1 \leqq n \leqq+\infty \\
0=\pi_{1}(S U(1))=\pi_{1}(S U(n)) \quad \text { for } 1 \leqq n \leqq+\infty
\end{gathered}
$$

$$
0=\pi_{1}(S p(1))=\pi_{1}(S p(n)) \quad \text { for } 1 \leqq n \leqq+\infty
$$

Since $1 \leqq(n+1)-3$ for $n \geqq 3$, we must calculate $\pi_{1}(S O(3))$. For this we prove $S O(3)$ is homeomorphic to $R P^{3}$. This can be seen as follows: An element $u \in S O(3)$ leaves a point $x_{u}$ of the sphere $\|x\|=1$ in $\mathbf{R}^{3}$ invariant and rotates the plane orthogonal to $x_{u}$ by an angle $\theta_{u}$. We associate with $u$ the point $\theta_{u} x_{u}$ in the ball $B(0, \pi)$ in $\mathbf{R}^{3}$ with antipodal points of $\partial B(0, \pi)$ identified. This is $R P^{2}$ with a cell attached in the correct way so that the resulting space is $R P^{3}$. Consequently, we have $Z_{2}=\pi_{1}\left(R P^{3}\right)=\pi_{1}(S O(3))=\pi_{1}(S O(n))=$ $\pi_{1}(O(n))$ for $3 \leqq n \leqq+\infty$.
$12.4 \pi_{2}$ of the Classical Groups. We prove that $\pi_{2}\left(U_{F}(n)\right)=\pi_{2}\left(S U_{F}(n)\right)=0$ for all $n \geqq 1$. Observe that $0=\pi_{2}\left(S^{1}\right)=\pi_{2}(U(1))=\pi_{2}(S U(1))$. Since $\operatorname{Sp}(1)=$ $S U(2)=S^{3}$ and $2 \leqq c(n+1)-3$ for $c=2$ or 4 , we have $0=\pi_{2}(S p(n))=$ $\pi_{2}(U(n))=\pi_{2}(S U(n))$ for $1 \leqq n \leqq+\infty$. From the above representations of $S O(n)$ and $O(n)$ we have $\pi_{2}(S O(n))=\pi_{2}(O(n))$ for $n \leqq 3$. To do the calculation in the stable range, we consider the following fibre sequence:

$$
S O(3) \rightarrow S O(4) \rightarrow S^{3}
$$

From the homotopy sequence, we have

$$
0=\pi_{2}(S O(3)) \rightarrow \pi_{2}(S O(4)) \rightarrow \pi_{2}\left(S^{3}\right)=0
$$

Therefore, we have $0=\pi_{2}(S O(n))=\pi_{2}(O(n))$ for $n \geqq 4$ since $\pi_{2}(S O(3))=$ $\pi_{2}\left(R P^{3}\right)=\pi_{2}\left(S^{3}\right)=0$.

This result concerning $\pi_{2}$ of the classical groups is true of $\pi_{2}$ of an arbitrary compact Lie group.

Using Theorems (10.1) and (10.4), we shall be able to calculate $\pi_{3}$ and $\pi_{4}$. First, we have the following simple results.
12.5 We have $\pi_{i}(O(2))=\pi_{i}(S O(2))=\pi_{i}(U(1))=0$ for $i>1$ and equal to $\mathbf{Z}$ for $i=1$.
$12.6 \pi_{3}$ of Unitary and Symplectic Groups. Again we use the relation $S U(2)=$ $S p(1)=S^{3}$, and we derive the result $\pi_{3}(U(2))=\pi_{3}(S U(2))=\pi_{3}(S p(1))=\mathbf{Z}$. Since $3 \leqq 2 n-1$ when $n \geqq 2$ for the complex case and $3 \leqq 4 n+1$ for the quaternionic case [see (4.1)], we have

$$
\begin{array}{ll}
\mathbf{Z}=\pi_{3}(S p(k)) & \text { for } k \geqq 1 \\
\mathbf{Z}=\pi_{3}(U(k))=\pi_{3}(S U(k)) & \text { for } k \geqq 2
\end{array}
$$

For $k=1, \pi_{3}(U(1))=\pi_{3}(S U(1))=0$.
We view $S^{3}$ as the subspace of $x \in \mathbf{H}$ with $\|x\|=1$, and we define two maps

$$
r: S^{3} \rightarrow S O(4) \quad \text { and } \quad s: S^{3} \rightarrow S O(4)
$$

by $r(x) y=x y x^{-1}$ and $s(x) y=x y$ for $x \in S^{3} \subset \mathbf{H}$ and $y \in \mathbf{R}^{4}=\mathbf{H}$. The properties of these two maps are summarized in the next two propositions. Note the relation with (12.3).
12.7 Proposition. There is a commutative diagram where $r^{\prime}$ is a homeomorphism, $f$ is the natural projection, and $g$ is the natural inclusion, where $g(u) 1=$ $1 \in \mathbf{H}=\mathbf{R}^{4}$ :


Moreover, the map $r^{\prime}$ is uniquely determined by this diagram.
Proof. Since $r(x) 1=1$ and $r(x)=r(-x)$, the map $r^{\prime}$ exists. If $r(x) y=y$ for all $y$, then $x y=y x$ for all $y \in \mathbf{H}$. This happens if and only if $x$ is real, and therefore $x= \pm 1$. This means that $r^{\prime}$ is injective. The formula $r(\cos \theta+i \sin \theta)=$ $j \cos 2 \theta+k \sin 2 \theta$ and the formulas arising from cyclic permutations of $i, j, k$ demonstrate that the image of $r$ includes all rotations about the three axes $i$, $j$, and $k$. Therefore, $r^{\prime}$ is a bijection and a homeomorphism because $R P^{3}$ is compact.
12.8 Corollary. The group $\pi_{3}(S O(3))=\mathbf{Z}$ is an infinite cyclic group generated by $r: S^{3} \rightarrow S O(3)$.

Proof. The induced homomorphisms $\left(r^{\prime}\right)_{*}$ and $f_{*}: \pi_{3}\left(S^{3}\right)=\mathbf{Z} \rightarrow \pi_{3}\left(R P^{3}\right)$ are isomorphisms.

For $p: S O(4) \rightarrow S^{3}$, where $p(u)=u(1)$ in $\mathbf{H}$, we have $p s=1$, and $s$ is a cross section of the principal $S O$ (3)-bundle $p: S O(4) \rightarrow S^{3}$.
12.9 Proposition. The space $S O(4)$ is homeomorphic to $S^{3} \times S O(3)$. Moreover, $\pi_{3}(S O(4))=\mathbf{Z}[r] \oplus \mathbf{Z}[s]$.

Proof. The first statement comes from 4(8.3). The cross section [s] generates the image of $\pi_{3}\left(S^{3}\right) \rightarrow \pi_{3}(S O(4))$ and $[r]$ generates the image of $\pi_{3}(S O(3)) \rightarrow$ $\pi_{3}(S O(4))$. Since $\pi_{3}(S O(4))=\pi_{3}\left(S^{3}\right) \oplus \pi_{3}(S O(3))$, we have the result.
12.10 Proposition. The characteristic map $c_{5}$ of the principal $\operatorname{SO}(4)$-bundle $S O(5) \rightarrow S^{4}$ is given by $c_{5}(x)=r(x)^{-1} s(x)^{2}$.

Proof. Consider $r(x)^{-1} s(x)^{2} y=x^{-1} x^{2} y x=x y x$. If $x$ and $y$ are orthogonal, we have $x y x=y \bar{x} x=y$. If $y$ lies on the circle from 1 to $x$, then $x y=y x$, and the map $y \rightarrow x y x=x^{2} y$ is a rotation in this circle of an angle equal to twice the angle from 1 to $x$. This can be seen immediately by parametrizing the $(1, x)$-plane. Now we use Theorem (9.5).
12.11 Proposition. $\pi_{3}(S O(k))=\mathbf{Z}$ for $5 \leqq k$.

Proof. By (12.10), $\left[c_{5}(x)\right]=-[r(x)]+2[s(x)]$. By Theorem (10.4), there is the exact sequence

$$
\pi_{4}\left(S^{4}\right) \xrightarrow{\hat{c}} \pi_{3}(S O(4)) \rightarrow \pi_{3}(S O(5)) \rightarrow 0
$$

Since the image of $\partial$ is generated by $-[r(x)]+2[s(x)]$, we have $\pi_{3}(S O(5)) \cong$ coker $\partial=\mathbf{Z}$. Since $3 \leqq k-2$ for $k \geqq 5$, we have $\pi_{3}(S O(k))=\mathbf{Z}$ by (4.1).

## Exercises

1. Verify that the formula in (9.1) has the desired properties.
2. Let $f: B_{1} \rightarrow B$ be a map, and let $\xi$ be a principal $G$-bundle over $S(B)$ with characteristic map $c_{\xi}: B \rightarrow G$. Then prove $c_{\xi} f$ is a characteristic map of $S(f)^{*}(\xi)$.
3. Let $\omega_{0}=\left(E_{0}, p_{0}, B_{0}\right)$ be a universal $G$-bundle in dimensions $\leqq n$. Let $c$ denote the characteristic map for $f^{*}\left(\omega_{0}\right)$, where $f: S^{n} \rightarrow B_{0}$ is a map. If $\partial: \pi_{n}\left(B_{0}\right) \rightarrow \pi_{n-1}(G)$ is the boundary map, prove that $\partial[f]=[c]$.
4. Describe the characteristic maps of $U(n) \rightarrow S^{2 n-1}$ and $S p(n) \rightarrow S^{4 n-1}$ as in Sec. 9. Carry through the discussion in Sec. 1 for these bundles and their characteristic maps.
5. By viewing $\mathbf{C}^{2}=\mathbf{H}$, prove that $S U(2)=S p(1)$. Then prove that $\pi_{i}(U(2))=\pi_{i}\left(S^{3}\right)$ for $i \geqq 2$.
6. Using the fact that $\pi_{k+1}\left(S^{k}\right)=Z_{2}$ for $k \geqq 3$, calculate $\pi_{4}(S p(k)), \pi_{4}(U(2)), \pi_{4}(S U(2))$, $\pi_{4}(S O(k))$ for $1 \leqq k \leqq 4$.
7. Calculate $\pi_{2(n-k)+2}\left(V_{k}\left(\mathbf{C}^{n}\right)\right)$ and $\pi_{4(n-k)+4}\left(V_{k}\left(\mathbf{H}^{n}\right)\right)$.
8. Prove that the inclusion $O(n) \rightarrow O(n+1)$ yields the exact sequence $0 \rightarrow \mathbf{Z} \rightarrow$ $\pi_{n-1}(O(n)) \rightarrow \pi_{n-1}(O(n+1)) \rightarrow 0$ for $n$ even and $0 \rightarrow Z_{2} \rightarrow \pi_{n-1}(O(n)) \rightarrow \pi_{n-1}(O(n+1)) \rightarrow$ 0 for $n$ odd.
9. Find all $U_{F}(n)$ principal bundles over $S^{m}$ for $m=1, m=2, m=3$, and $m=4$.

PART II

## ELEMENTS OF $K$-THEORY

## CHAPTER 9

## Stability Properties of Vector Bundles

Two vector bundles $\xi$ and $\eta$ are called $s$-equivalent provided $\xi \oplus \theta^{n}$ and $\eta \oplus \theta^{m}$ are isomorphic for some $n$ and $m$ where $\theta^{m}$ denotes the $m$ dimensional trivial vector bundle. Stable equivalence, or $s$-equivalence, is an equivalence relation, and the stable classes form a ring (over finite-dimensional spaces), with $\oplus$ inducing the addition operation and $\otimes$ the multiplication operation. These are the $\widetilde{K}$-rings of the space. We study the relation between isomorphism and stable equivalence. Also we consider elementary properties of the cofunctor $\tilde{K}$.

## 1. Trivial Summands of Vector Bundles

Let $F$ denote $\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$, and let $c$ denote $\operatorname{dim}_{\mathbf{R}} F$. Using 2(7.1) and the fact that $F^{n}-0$ is (cn-2)-connected, we can decompose high-dimensional vector bundles into the Whitney sum of a trivial bundle and another bundle of lower dimension. For a vector bundle $\xi$, let $\xi_{0}$ denote the subbundle of nonzero vectors. Throughout this section, $X$ denotes an $n$-dimensional $C W$ complex.
1.1 Proposition. If $\xi^{k}$ is a $k$-dimensional vector bundle with $n \leqq c k-1$, then $\xi$ is isomorphic to $\eta \oplus \theta^{1}$ for some vector bundle $\eta$.

Proof. The fibre of $\xi_{0}$ is $F^{k}-\{0\}$ and is (ck-2)-connected. By Theorem $2(7.1)$, under hypothesis (H1), we have a cross section $s$ of $\xi_{0}$. The map $s$ can be viewed as an everywhere-nonzero cross section of $\xi$. This cross section determines a monomorphism $u: \theta^{1} \rightarrow \xi$, where $u(b, a)=a s(b)$ for $(b, a) \in$
$E\left(\theta^{1}\right)$. Let $\eta$ be the coker $u$ which is a vector bundle by $3(8.2)$, and since $X$ is paracompact, by $3(9.6)$, there is an isomorphism between $\xi$ and $\eta \oplus \theta^{1}$. This proves the proposition.

For $x \in \mathbf{R}$, let $\langle x\rangle$ denote the smallest integer $n$ with $x \leqq n$.
1.2 Theorem. Let $m=\langle((n+1) / c)-1\rangle$. Then each $k$-dimensional vector bundle $\xi^{k}$ is isomorphic to $\eta^{m} \oplus \theta^{k-m}$ for some $m$-dimensional vector bundle $\eta$.

Proof. By induction on $k \geqq m$, $\xi^{k}$ is isomorphic to $\eta^{m} \oplus \theta^{k-m}$ for $n \leqq$ $c(m+1)-1$ in view of Proposition (1.1). This inequality also has the form $[(n+1) / c]-1 \leqq m$.

Note: For $c=1$ and real vector bundles, $\xi^{k}$ is isomorphic to $\eta^{n} \oplus \theta^{k-n}$ for some $\eta$. For complex vector bundles, $m$ is approximately $n / 2$ and approximately $n / 4$ for quaternionic bundles.
1.3 Remark. Theorem (1.2) says that a vector bundle over a point is trivial, or, in other words, it has a basis. This theorem can be regarded as the natural generalization to vector bundles of the basis theorem for vector spaces. In the case of vector spaces there is a uniqueness theorem which says that two bases have the same number of elements. Theorem (1.5) can be viewed as the proper generalization of this result to vector bundles.
1.4 Proposition. If $u, v: \theta^{1} \rightarrow \xi^{k}$ are two monomorphisms of vector bundles with $n \leqq c k-2$, then coker $u$ and coker $v$ are isomorphic over $X$.

Proof. As in (1.1), a monomorphism $\theta^{1} \rightarrow \xi$ is completely determined by a cross section of $\xi_{0}$, and a homotopy of monomorphism is determined by a cross section of $\xi_{0} \times I=(\xi \times I)_{0}$ over $X \times\{0,1\}$, where $s \mid(X \times 0)$ corresponds to $u$ and $s \mid(X \times 1)$ to $v$. Since $\operatorname{dim}(X \times I)=n+1 \leqq c k-1$, we have a prolongation of $s$ to $X \times I$ as a cross section of $\xi \times I$. This cross section $s^{*}$ determines a monomorphism $w: \theta^{1} \rightarrow \xi \times I$. Since coker $w \mid(X \times 0)$ is isomorphic to coker $u$ and coker $w \mid(X \times 1)$ is isomorphic to coker $v$, there is an isomorphism between coker $u$ and coker $v$ by 3(4.6).
1.5 Theorem. Let $m=\langle((n+2) / c)-1\rangle$. If $\xi_{1}^{k}$ and $\xi_{2}^{k}$ are two $k$-dimensional vector bundles such that $m \leqq k$ and $\xi_{1} \oplus \theta^{l}$ and $\xi_{2} \oplus \theta^{l}$ are isomorphic for some $l$, then $\xi_{1}$ and $\xi_{2}$ are isomorphic.

Proof. By induction on $l$, it follows that $\xi_{1}$ and $\xi_{2}$ are isomorphic for $n \leqq$ $c(k+1)-2$ in view of Proposition (1.4). This inequality also has the form $((n+2) / c)-1 \leqq k$.
1.6 Remark. Every real vector bundle $\xi^{k}$ with $k \geqq n+1$ is isomorphic to $\eta^{n+1} \oplus \theta^{k-n-1}$, where $\eta$ is uniquely determined by $\xi$ up to isomorphism. The inequality given in (1.5) is the best possible, in general, as can be seen from the isomorphism between $\tau\left(S^{n}\right) \oplus \theta^{1}$ and $\theta^{n} \oplus \theta^{1}=\theta^{n+1}$ given in 2(4.7) and the fact that $\tau\left(S^{n}\right)$ is nontrivial for $n \neq 1,3$, and 7 .

Finally, observe that the methods in this section are elementary in the sense that the general theory of fibre bundles is not used here. These results can be derived from the refined homotopy classification theorem in $4(13.1)$.

## 2. Homotopy Classification and Whitney Sums

2.1 Definition. A classifying map of a vector bundle $\xi$ over a space $X$ is a map $f: X \rightarrow G_{k}\left(F^{k+m}\right)$ such that $\xi$ and $f^{*}\left(\gamma_{k}^{k+m}\right)$ are isomorphic.

We can reformulate the homotopy classification theorem for vector bundles [Theorem 7(7.2)] as follows: Each $k$-dimensional vector bundle over a $C W$-complex $X$ of dimension $n$ with $n \leqq c(m+1)-2$ has a classifying map $f: X \rightarrow G_{k}\left(F^{k+m}\right)$ and $f$ is unique up to homotopy equivalence. To calculate the classifying map of a Whitney sum, we define a morphism $(w, d): \gamma_{k^{n}} \times$ $\gamma_{l}^{m} \rightarrow \gamma_{k+l}^{n+m}$, where $\gamma_{k^{n}}=\left(E_{1}, p_{1}, G_{k}\left(F^{n}\right)\right), \gamma_{l}^{m}=\left(E_{2}, p_{2}, G_{l}\left(F^{m}\right)\right)$, and $\gamma_{k+l}^{n+m}=$ $\left(E, p, G_{k+l}\left(F^{n+m}\right)\right)$. We have the following commutative diagram, where $d\left(W_{1}, W_{2}\right)=W_{1} \oplus W_{2}$ and

$$
\begin{aligned}
& w\left(\left(W_{1}, x_{1}\right),\left(W_{2}, x_{2}\right)\right)=\left(W_{1} \oplus W_{2}, x_{1}+x_{2}\right) \\
& E_{1} \times E_{2} \xrightarrow{w} E \\
& \downarrow p_{1 \times p_{2}} \\
& p \\
& G_{k}\left(F^{n}\right) \times G_{l}\left(F^{m}\right) \xrightarrow{d} G_{k+l}\left(F^{n+m}\right)
\end{aligned}
$$

2.2 Theorem. If $f: X \rightarrow G_{k}\left(F^{n}\right)$ is a classifying map for $\xi$, and if $g: X \rightarrow$ $G_{l}\left(F^{m}\right)$ is a classifying map for $\eta$, then $d(f \times g) \Delta$ is a clasifying map for $\xi \oplus \eta$.

Proof. Consider the vector bundle morphism $h: f^{*}\left(\gamma_{k^{n}}\right) \oplus g^{*}\left(\gamma_{l}^{m}\right) \rightarrow$ $(d(f \times g) \Delta)^{*}\left(\gamma_{k+l}^{n+m}\right)$ defined by the relation $h\left((b, W, y),\left(b, W^{\prime}, y^{\prime}\right)\right)=$ $\left(b, W \oplus W^{\prime}, y+y^{\prime}\right)$. Since $h$ is clearly a bijection, by $3(2.5)$, it is an isomorphism. This proves the proposition.

There are two important special cases of Theorem (2.2).
2.3 Corollary. If $f: X \rightarrow G_{k}\left(F^{n}\right)$ is a classifying map for a vector bundle $\xi$ and if $i: G_{k}\left(F^{n}\right) \rightarrow G_{k}\left(F^{n+m}\right)$ is the natural inclusion, then if is a classifying map for $\xi$.

Proof. The space $G_{0}\left(F^{m}\right)$ is just one point 0 , and $i$ is just $d: G_{k}\left(F^{n}\right) \times$ $G_{0}\left(F^{m}\right) \rightarrow G_{k}\left(F^{n+m}\right)$. For the unique map $g: X \rightarrow G_{0}\left(F^{m}\right)$, we have $g^{*}\left(\gamma_{0}^{m}\right)=0$. Since $\xi \oplus 0$ is $\xi$, we have our result by (2.2).
2.4 Corollary. If $f: X \rightarrow G_{k}\left(F^{n}\right)$ is a classifying map for a vector bundle $\xi$ and if $j: G_{k}\left(F^{n}\right) \rightarrow G_{k+m}\left(F^{n+m}\right)$ is the natural inclusion, where $j(W)=W \oplus F^{m}$, then jf is the classifying map for $\xi \oplus \theta^{m}$, where $\theta^{m}$ is the trivial $m$-dimensional vector bundle.

Proof. The space $G_{m}\left(F^{m}\right)$ has only one point $F^{m}$, and $j$ is just $d: G_{k}\left(F^{n}\right) \times$ $G_{m}\left(F^{m}\right) \rightarrow G_{k+m}\left(F^{n+m}\right)$. For the unique map $g: X \rightarrow G_{m}\left(F^{m}\right)$, we have $g^{*}\left(\gamma_{m}^{m}\right) \cong$ $\theta^{m}$. We have our result by (2.2).
2.5 Remark. Let $\tau: G_{k}\left(F^{n}\right) \rightarrow G_{n-k}\left(F^{n}\right)$ be the map given by $\tau(W)=W^{*}$, the orthogonal complement of $W$. Then, using the notation of (2.3) and (2.4), we have the following commutative diagram for $k+l=n$ :

2.6 Theorem. For a CW-complex $X$ of dimension $n$ with $n \leqq c(m+1)-2$ and $n \leqq c(k+1)-2$, the functions $i_{*}:\left[X, G_{k}\left(F^{k+m}\right)\right] \rightarrow\left[X, G_{k}\left(F^{k+m+1}\right)\right]$ and $j_{*}:\left[X, G_{k}\left(F^{k+m}\right)\right] \rightarrow\left[X, G_{k+1}\left(F^{k+m+1}\right)\right]$ are bijections.

Proof. The statement about $i_{*}$ is Theorem 7(7.2), and the statement about $j_{*}$ follows from the commutative diagram in (2.5) where $\tau$ is a homeomorphism.
2.7 Corollary. With the hypothesis of (2.6), the function $j_{*} i_{*}\left[X, G_{m}\left(F^{2 m}\right)\right] \rightarrow$ $\left[X, G_{m+1}\left(F^{2 m+2}\right)\right]$ is a bijection.

Observe that Theorem (1.5) is a corollary of (2.6). Our proof of (1.5) was elementary in the sense that general fibre theory was not used.

## 3. The $K$ Cofunctors

We begin by describing a general algebraic schema. First, we recall that a semiring is a triple ( $S, \alpha, \mu$ ), where $S$ is a set, $\alpha: S \times S \rightarrow S$ is the addition function usually denoted $\alpha(a, b)=a+b$, and $\mu: S \times S \rightarrow S$ is the multiplication function usually denoted $\mu(a, b)=a b$. A semiring is required to satisfy all the axioms of a ring except the existence of a negative or additive inverse. The natural numbers $\{0,1,2,3, \ldots\}$ with the usual addition and multiplication is an example of a semiring. We speak of semirings with identity and which are
commutative as with rings. Finally we recall that a semigroup is a pair $(S, \alpha)$ satisfying all the axioms for a group except the one on the existence of inverses.
3.1 Example. Let $X$ be a topological space and let $\operatorname{Vect}_{F}(X)$ be the set of isomorphism classes of $F$-vector bundles over $X$ where $F=\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$. These vector bundles need not have the same dimension on each component of $X$. For $F=\mathbf{R}$ or $\mathbf{C}$ the set $\operatorname{Vect}_{F}(X)$ admits a natural commutative semiring structure where $(\xi, \eta) \mapsto \xi \oplus \eta$ is the addition function and $(\xi, \eta) \mapsto \xi \otimes \eta$ is the multiplication function. For $F=\mathbf{H}$, the set $\operatorname{Vect}_{\mathbf{H}}(X)$ admits only a natural commutative semigroup structure, where $(\xi, \eta) \mapsto \xi \oplus \eta$ is the addition function. We used the same symbol for a vector bundle and for its isomorphism class.

Recall that a morphism from a semiring $S$ to a semiring $S^{\prime}$ is a function $f: S \rightarrow S^{\prime}$ of the underlying sets such that $f(a+b)=f(a)+f(b), f(a b)=$ $f(a) f(b)$, and $f(0)=0$.
3.2 Example. For a pointed space $X$ we have a semiring morphism $r k$ : $\operatorname{Vect}_{F}(X) \rightarrow \mathbf{Z}$, the rank or dimension of the vector bundle on the component of $X$ containing the base point. For $\mathbf{H}=F, r k$ is only a semigroup morphism.

Now we consider for general semirings the process of passing from a semiring to a ring in the most efficient way. When applied to the semiring of natural numbers, this process yields the ring of integers. A similar discussion applies to the group completion of commutative semigroups.
3.3 Definition. The ring completion of a semiring $S$ is a pair $\left(S^{*}, \theta\right)$, where $S^{*}$ is a ring and $\theta: S \rightarrow S^{*}$ is a morphism of semirings such that if $f: S \rightarrow R$ is any morphism into a ring there exists a ring morphism $g: S^{*} \rightarrow R$ such that $g \theta=f$. Moreover, $g$ is required to be unique.


For the construction of $S^{*}$ we consider pairs $(a, b) \in S \times S$ and put the following equivalence relation on these pairs; that is, $(a, b)$ and $\left(a^{\prime}, b^{\prime}\right)$ are equivalent provided there exists $c \in S$ with $a+b^{\prime}+c=a^{\prime}+b+c$. The reader can easily verify that this is an equivalence relation. Let $\langle a, b\rangle$ denote the equivalence class of $(a, b)$ (thought of as $\langle a, b\rangle=a-b$ ). Let $S^{*}$ denote the set of equivalence classes $\langle a, b\rangle$. Then we define $\langle a, b\rangle+\langle c, d\rangle=$ $\langle a+c, b+d\rangle$ and $\langle a, b\rangle\langle c, d\rangle=\langle a c+b d, b c+a d\rangle$. The negative of $\langle a, b\rangle$ is $\langle b, a\rangle$ and $0=\langle 0,0\rangle$. Finally, $\theta: S \rightarrow S^{*}$ is defined by $\theta(a)=\langle a, 0\rangle$. We can also view $S^{*}$ as the free abelian group generated by the set $S$ modulo the
subgroup generated by $(a+b)+(-1) a+(-1) b, a, b \in S$. We leave the details to the reader, for example, that multiplication prolongs linearly.

Finally, the uniqueness of $\left(S^{*}, \theta\right)$ follows from a commutative diagram involving a second completion $\left(S_{1}^{*}, \theta_{1}\right)$ of $S$, namely, the following:


Then $g f$ and $f g$ are identities. The situation with the group completion of a semigroup is completely analogous to the above.
3.4 Definition. The $K_{F}(X)$ ring (or group for $F=\mathbf{H}$ ) of a space $X$ is the ring (or group) completion of $\operatorname{Vect}_{F}(X)$.

Observe that $\mathrm{Vect}_{F}$ is a cofunctor from the category of spaces and maps to the category of semirings (or semigroups). If $f: Y \rightarrow X$ is a map, then $\operatorname{Vect}_{F}(f): \operatorname{Vect}_{F}(X) \rightarrow \operatorname{Vect}_{F}(Y)$ is defined by the relation $\operatorname{Vect}_{F}(f)(\xi)$ equals the isomorphism class of $f^{*}(\xi)$ over $Y$. Here $\xi$ denotes both a vector bundle and its isomorphism class.

Similarly, the functions $K_{F}$ define a cofunctor. For a map $f: Y \rightarrow X$ there are the following morphisms:


The requirement of commutativity defines the morphism $K_{F}(f)$. If $g: Z \rightarrow Y$ is a second map, we have $K_{F}(f g)=K_{F}(g) K_{F}(f)$ by the unicity statement in (3.3). Similarly, $K_{F}\left(1_{X}\right)$ is the identity on $K_{F}(X)$. More preciselyy, if $\xi-\eta \in$ $K_{F}(X)$, we have $K_{F}(f)(\xi-\eta)=f^{*}(\xi)-f^{*}(\eta)$.

By (3.3), the morphism $r k: \operatorname{Vect}_{F}(X) \rightarrow \mathbf{Z}$ factors as follows:


More precisely, we have $r k(\xi-\eta)=r k \xi-r k \eta$.
The multiplicative identity, denoted 1 , in $K_{F}(X)$ is represented by the trivial line bundle and $r k(1)=1$. Consequently, there is a morphism $\varepsilon: \mathbf{Z} \rightarrow$ $K_{F}(X)$ such that $(r k) \varepsilon=1_{\mathrm{Z}}$, where $\varepsilon(n)$ is the class of $\theta^{n}$ for $n \geq 0$. For a (pointed) map $f: Y \rightarrow X$, the following diagram is commutative.

3.5 Definition. The reduced $K_{F}$ cofunctor, denoted $\tilde{K}_{F}$, is the $\operatorname{ker}\left(r k: K_{F} \rightarrow \mathbf{Z}\right)$.

From the above diagram, the cofunctor $K_{F}$ splits $K_{F}(X)=\tilde{K}_{F}(X) \oplus \mathbf{Z}$. Moreover, $\tilde{K}_{F}(f)$ for a map $f: Y \rightarrow X$ is the restriction of $K_{F}(f)$, and $\tilde{K}_{F}$ is a cofunctor. The following description of $\widetilde{K}_{F}(X)$ is very useful for future sections. First, we consider a definition.
3.6 Definition. Two vector bundles $\xi$ and $\eta$ over a space $X$ are $s$-equivalent, denoted $\xi \sim \eta$, provided there exists $q$ and $n$ such that $\xi \oplus \theta^{n}$ and $\eta \oplus \theta^{q}$ are isomorphic over $X$. A bundle $\xi$ that is $s$-equivalent to 0 is called $s$-trivial.

Stable equivalence, or $s$-equivalence, is clearly an equivalence relation, and isomorphic vector bundles are $s$-equivalent. Consequently, $s$-equivalence can be thought of as a relation on $\operatorname{Vect}_{F}(X)$.
3.7 Remark. Let $X$ be an $n$-dimensional $C W$-complex. In the language of $s$-equivalence, Theorem (1.2) says that every vector bundle is $s$-equivalent to a $k$-dimensional bundle where $n \leqq c(k+1)-1$, and Theorem (1.5) says that two $k$-dimensional bundles $\xi$ and $\eta$ are isomorphic if and only if they are $s$-equivalent when $n \leqq c(k+1)-2$.

In the next theorem we determine the $s$-equivalence classes of vector bundles over a space.
3.8 Theorem. Let $X$ be a space with the following property (S): For each vector bundle $\xi$ over $X$ there exists a vector bundle $\eta$ over $X$ with $\xi \oplus \eta$ isomorphic to some $\theta^{m}$. Then the function $\alpha: \operatorname{Vect}_{F}(X) \rightarrow \tilde{K}_{F}(X)$ defined by $\alpha(\xi)=\xi-r k(\xi)$ is a surjection, and $\alpha(\xi)=\alpha(\eta)$ if and only if $\xi$ and $\eta$ are $s$-equivalent. To form $\xi-r k(\xi)$, we view $\mathbf{Z} \subset K_{F}(X)$, using $\varepsilon$.

With this theorem, we see that the $s$-equivalence classes can be identified with the elements of $\widetilde{K}_{F}(X)$.

Proof. To prove that $\alpha$ is surjective, let $\xi-\eta \in \tilde{K}_{F}(X)$, where $r k \xi=r k \eta$. Let $\eta^{\prime}$ be a vector bundle such that $\eta \oplus \eta^{\prime}$ is isomorphic to $\theta^{m}$. Then in $\widetilde{K}_{F}(X)$ we have $\quad \xi-\eta=\xi \oplus \eta^{\prime}-\eta \oplus \eta^{\prime}=\xi \oplus \eta^{\prime}-m=\xi \oplus \eta^{\prime}-r k\left(\xi \oplus \eta^{\prime}\right)=$ $\alpha\left(\xi \oplus \eta^{\prime}\right)$. Consequently, $\alpha$ is surjective.

Let $\xi^{n}$ and $\eta^{m}$ be two vector bundles such that $\xi-n=\alpha(\xi)=\alpha(\eta)=$ $\eta-m$. Then there is a bundle $\zeta$ such that $\xi \oplus \theta^{m} \oplus \zeta$ and $\eta \oplus \theta^{n} \oplus \zeta$ are isomorphic. Let $\zeta^{\prime}$ be a vector bundle such that $\zeta \oplus \zeta^{\prime}$ and $\theta^{q}$ are isomorphic.

Then $\xi \oplus \theta^{m} \oplus \theta^{q}=\xi \oplus \theta^{m+q}$ and $\eta \oplus \theta^{n} \oplus \theta^{q}=\eta \oplus \theta^{n+q}$ are isomorphic and $\xi$ and $\eta$ are $s$-equivalent. Conversely, if $\xi \oplus \theta^{n}$ and $\eta \oplus \theta^{m}$ are isomorphic, we have $\alpha\left(\xi \oplus \theta^{n}\right)=\alpha\left(\eta \oplus \theta^{m}\right)$. Since $\alpha\left(\zeta \oplus \theta^{q}\right)=\alpha(\zeta)$, we have $\alpha(\xi)=\alpha(\eta)$. This proves the theorem.
3.9 Example. The tangent bundle $\tau\left(S^{n}\right)$ to $S^{n}$ is trivial only for $n=1,3$, or 7 , and $\tau\left(S^{n}\right)$ is $s$-trivial for all $n$ since $\tau\left(S^{n}\right) \oplus \theta^{l} \cong \theta^{n+1}$.
3.10 Remark. In $4(11.2)$ we classified all fibre bundles with given group $G$ and fibre $F$, and in 3(7.2) we classified all vector bundles of given dimension. In the next secton we classify stability classes of all vector bundles; that is, we represent $\widetilde{K}_{F}(X)$ as homotopy classes $\left[X, B_{F}\right]$, where $B_{F}$ is an $H$-space. This will be proved for $X$, a finite $C W$-complex.

## 4. Corepresentations of $\tilde{K}_{F}$

There are two domains over which $\widetilde{K}_{F}$ has a corepresentation: first, over the category of connected $C W$-complexes of dimension less than a fixed integer and, second, over the category of all finite $C W$-complexes. Neither category includes the other.

We begin by defining a morphism of functors $\phi_{X^{n}}:\left[X, G_{n}\left(F^{2 n}\right)\right] \rightarrow \widetilde{K}_{F}(X)$ by the requirement that $\phi_{X^{n}}([g])$ equal the class of $g^{*}\left(\gamma_{n}^{2 n}\right)-n$ in $\widetilde{K}_{F}(X)$.
4.1 Proposition. For an arbitrary category determined by paracompact spaces $X$, the family of functions $\phi_{X^{n}}:\left[X, G_{n}\left(F^{2 n}\right)\right] \rightarrow \tilde{K}_{F}(X)$ is a morphism of cofunctors.

Proof. Let $f: Y \rightarrow X$ be a map. Then $(g f)^{*}\left(\gamma_{n}^{2 n}\right)$ and $f^{*}\left(g^{*}\left(\gamma_{n}^{2 n}\right)\right)$ are isomorphic. Therefore, the following diagram is commutative:


Therefore, $\phi$ is a morphism of cofunctors.
4.2 Theorem. On the category of connected CW-complexes of dimension $\leqq m$, the morphism $\phi:\left[-, G_{n}\left(F^{2 n}\right)\right] \rightarrow \tilde{K}_{F}(-)$ is an isomorphism for $m \leqq c(n+1)-$ 2.

Proof. By Theorem (3.8), the elements of $\tilde{K}_{F}(X)$ have the form $\xi-r k(\xi)$ and $\xi-r k(\xi)=\eta-r k(\eta)$ if and only if $\xi$ and $\eta$ are $s$-equivalent. By (3.8) the functions $\phi_{X^{n}}$ are surjective. Moreover, if $\phi_{X^{n}}([f])=\phi_{X^{n}}([g])$, then $f^{*}\left(\gamma_{n}^{2 n}\right)$
and $g^{*}\left(\gamma_{n}^{2 n}\right)$ are $s$-equivalent and of the same dimension. By (3.8), this means that $f^{*}\left(\gamma_{n}^{2 n}\right)$ and $g^{*}\left(\gamma_{n}^{2 n}\right)$ are isomorphic over $X$, and, by $7(7.2)$, we have $[f]=[g]$. Therefore, $\phi_{X^{n}}$ is a bijection for each $X$, and $\phi^{n}$ is an isomorphism.
4.3 Definition. Let $B_{(F)}$ denote the $\bigcup_{1 \leq n} G_{n}\left(F^{2 n}\right)$ with the inductive topology.

In the real case, we denote $B_{(F)}$ by $B_{0}$; in the complex case, by $B_{U}$; and in the quaternionic case, by $B_{S p}$.
4.4 Proposition. For each finite connected CW-complex X, there exists a $k$ such that the natural inclusion $G_{q}\left(F^{2 q}\right) \rightarrow B_{(F)}$ induces a bijection $\left[X, G_{q}\left(F^{2 q}\right)\right] \rightarrow\left[X, B_{(F)}\right]$ for $q \geqq k$.

Proof. By (2.7), for $k$ such that $\operatorname{dim} X \leqq c(k+1)-2$, the following bijections are induced by inclusions:

$$
\left[X, G_{k}\left(F^{2 k}\right)\right] \rightarrow \cdots \rightarrow\left[X, G_{q}\left(F^{2 q}\right)\right] \rightarrow \cdots
$$

Since $X$ is compact, every map $f: X \rightarrow B_{(F)}$ has the image $f(X) \subset G_{n}\left(F^{2 n}\right)$ for some $n$ for $k \leqq n$, and the function $\left[X, G_{q}\left(F^{2 q}\right)\right] \rightarrow\left[X, B_{(F)}\right]$ is surjective. Since the image of a homotopy of maps $X \rightarrow B_{(F)}$ lies in some $G_{n}\left(F^{2 n}\right) \subset B_{(F)}$ for some $n$ for $k \leqq n$, the function $\left[X, G_{q}\left(F^{2 q}\right)\right] \rightarrow\left[X, B_{(F)}\right]$ is injective.

On the category of finite $C W$-complexes we define for $q$ with $c(q+1)$ $2 \geqq \operatorname{dim} X$ the following sequence:

$$
\left[X, B_{(F)}\right] \xrightarrow{\alpha_{q}}\left[X, G_{q}\left(F^{2 q}\right)\right] \xrightarrow{\phi q} \tilde{K}_{F}(X)
$$

Here $\alpha_{q}$ is the inverse of the bijection $\left[X, G_{q}\left(F^{2 q}\right)\right] \rightarrow\left[X, B_{(F)}\right]$. We denote the composition by $\theta:\left[-, B_{(F)}\right] \rightarrow \tilde{K}_{F}(-)$; it is independent of $q$ for $k \leqq q$. Since $\theta$ is an isomorphism of cofunctors on each subcategory generated by a finite number of finite $C W$-complexes, $\theta$ is an isomorphism. Consequently, we have the next theorem.
4.5 Theorem. There is an isomorphism of cofunctors, defined on the category of finite connected CW-complexes, $\theta:\left[-, B_{(F)}\right] \rightarrow \widetilde{K}_{F}(-)$. The cofunctors are viewed as having values in the category of sets. Moreover $B_{(F)}$ has an $H$-space structure such that $\theta$ is a morphism of cofunctors with values in the category of abelian groups.

Proof. Only the last statement remains to be proved. For this, we use the following linear functions: $f_{0}: F^{\infty} \rightarrow F^{\infty}$ and $f_{e}: F^{\infty} \rightarrow F^{\infty}$ defined by $f_{0}\left(e_{i}\right)=$ $e_{2 i-1}$ and $f_{e}\left(e_{i}\right)=e_{2 i}$ for $i \geqq 1$. Note that $f_{0}$ and $f_{e}$ are monomorphisms, and $f_{0}\left(F^{n}\right) \subset F^{2 n}$ and $f_{e}\left(F^{n}\right) \subset F^{2 n}$. Therefore, $f_{0}$ and $f_{e}$ induce maps $g_{0}, g_{e}$ : $G_{k}\left(F^{2 n}\right) \rightarrow G_{k}\left(F^{4 n}\right)$, where $g_{0}(W)=f_{0}(W)$ and $g_{e}(W)=f_{e}(W)$. Consequently, there is a map $\psi_{n}: G_{n}\left(F^{2 n}\right) \times G_{n}\left(F^{2 n}\right) \rightarrow G_{2 n}\left(F^{4 n}\right)$ where $\psi_{n}\left(W, W^{\prime}\right)=f_{0}(W)+$ $f_{e}\left(W^{\prime}\right)$. Moreover, it is clear from the construction that $\psi_{n}^{*}\left(\gamma_{2 n}^{4 n}\right)=\gamma_{n}^{2 n} \times \gamma_{n}^{2 n}$. The maps $\psi_{n}$ give rise to the following commutative diagram where the vertical maps are inclusions.

$$
\begin{array}{rll}
G_{n}\left(F^{2 n}\right) \times G_{n}\left(F^{2 n}\right) & \xrightarrow{\psi_{n}} G_{2 n}\left(F^{4 n}\right) \\
G_{n+k}\left(F^{2(n+k)}\right) \times G_{n+k}\left(F^{2(n+k)} \xrightarrow{\psi_{n+k}}\right. & \downarrow \\
G_{2(n+k)} & \left.F^{4(n+k)}\right)
\end{array}
$$

In this way we see that there exists a unique map $\psi: B_{(F)} \times B_{(F)} \rightarrow B_{(F)}$ such that the following diagram is commutative where the vertical maps are inclusions.


For $[f],[g] \in\left[X, B_{(F)}\right]$, there exists an integer $n$ such that we can view $f$, $g: X \rightarrow G_{n}\left(F^{2 n}\right)$. Then $\theta([f])=f^{*}\left(\gamma_{n}^{2 n}\right)-n$ and $\theta([g])=g^{*}\left(\gamma_{n}^{2 n}\right)-n$. Moreover, $\left(\psi_{n}(f \times g) \Delta\right)^{*}\left(\gamma_{2 n}^{4 n}\right)=\Delta^{*}\left(f^{*}\left(\gamma_{n}^{2 n}\right) \times g^{*}\left(\gamma_{n}^{2 n}\right)\right)=f^{*}\left(\gamma_{n}^{2 n}\right) \oplus g^{*}\left(\gamma_{n}^{2 n}\right)$. Therefore, in $\tilde{K}_{F}(X)$ we have $\theta\left(\left[\psi_{n}(f \times g) \Delta\right]\right)=f^{*}\left(\gamma_{n}^{2 n}\right) \oplus g^{*}\left(\gamma_{n}^{2 n}\right)-2 n=$ $\left(f^{*}\left(\gamma_{n}^{2 n}\right)-n\right)+\left(g^{*}\left(\gamma_{n}^{2 n}\right)-n\right)=\theta([f])+\theta([g])$. This proves the theorem.
4.6 Remark. In view of the natural splitting $K_{F}(X)=\widetilde{K}_{F}(X) \oplus \mathbf{Z}$, there is an isomorphism $\theta:\left[-, B_{(F)} \times \mathbf{Z}\right] \rightarrow K_{F}(-)$ for connected finite $C W$-complexes.
4.7 Remark. For a connected space $X$ we can replace $\left[X, B_{(F)}\right]$ by $\left[X, B_{(F)}\right]_{0}$ in the isomorphism $\theta:\left[X, B_{(F)}\right] \rightarrow K_{F}(X)$. This amounts to working with $s$ equivalent bundles each with a fixed trivialization at the base point. The reader can easily verify that the same equivalence classes result. The $H$-space structure $\psi: B_{(F)} \times B_{(F)} \rightarrow B_{(F)}$ is with respect to the base point which is the image in $B_{(F)}$ of $\sum_{1 \leqq i \leqq n} F e_{i}$ in $G_{n}\left(F^{2 n}\right)$.
4.8 Remark. For a contractible paracompact space $X$ we have $\tilde{K}_{F}(X)=0$, and for $S^{0}$, we have $\tilde{K}_{F}\left(S^{0}\right)=\mathbf{Z}$.

## 5. Homotopy Groups of Classical Groups and $\widetilde{K}_{F}\left(S^{i}\right)$

The following theorem is useful in calculating $\widetilde{K}_{F}\left(S^{i}\right)$.
5.1 Theorem. There is a group isomorphism $\tilde{K}_{F}\left(S^{i}\right) \rightarrow \pi_{i-1}\left(U_{F}\right)$ for $1 \leqq i$.

Proof. By Theorem (4.5) and Remark (4.7) there is an isomorphism $\theta^{-1}: \widetilde{K}_{F}\left(S^{i}\right) \rightarrow\left[S^{i}, B_{(F)}\right]_{0}$. By $1(4.1)$ the group structure on $\left[S^{i}, B_{(F)}\right]_{0}$ can be computed with the coH -space structure of $S^{i}$ or the $H$-space structure of $B_{(F)}$. Using the isomorphism of (4.4), we have $\alpha:\left[S^{i}, G_{n}\left(F^{2 n}\right)\right]_{0} \rightarrow\left[S^{i}, B_{(F)}\right]_{0}$ for some large $n$.

For the principal $U_{F}(n)$-bundle $V_{n}\left(F^{2 n}\right) \rightarrow G_{n}\left(F^{2 n}\right)$, we have the homotopy exact sequence

$$
0=\pi_{i}\left(V_{n}\left(F^{2 n}\right)\right) \rightarrow \pi_{i}\left(G_{n}\left(F^{2 n}\right)\right) \xrightarrow{\hat{c}} \pi_{i-1}\left(U_{F}(n)\right) \rightarrow \pi_{i-1}\left(V_{n}\left(F^{2 n}\right)\right)=0
$$

This holds by $7(5.1)$ for $i<(n+1) c-2$. This yields the isomorphism $\partial: \pi_{i}\left(G_{n}\left(F^{2 n}\right)\right) \rightarrow \pi_{i-1}\left(U_{F}(n)\right)$. By $7(4.1)$ for $i-1<c(n+1)-3$, the inclusion $U_{F}(n) \rightarrow U_{F}$ induces an isomorphism $\pi_{i-1}\left(U_{F}(n)\right) \rightarrow \pi_{i-1}\left(U_{F}\right)$. We have the following sequence of isomorphisms:

$$
\tilde{K}_{F}\left(S^{i}\right) \xrightarrow{\theta-1} \pi_{i}\left(B_{(F)}\right) \xrightarrow{\alpha} \pi_{i}\left(G_{n}\left(F^{2 n}\right)\right) \xrightarrow{\hat{\imath}} \pi_{i-1}\left(U_{F}(n)\right) \rightarrow \pi_{i-1}\left(U_{F}\right)
$$

The composition is an isomorphism $\tilde{K}_{F}\left(S^{i}\right) \rightarrow \pi_{i-1}\left(U_{F}\right)$. This proves the theorem.
5.2 Corollary. The calculations of $\tilde{K}_{F}\left(S^{i}\right)$ are as follows:

$$
\begin{array}{lll}
\tilde{K}_{\mathbf{R}}\left(S^{0}\right)=\mathbf{Z} & \tilde{K}_{\mathbf{C}}\left(S^{0}\right)=\mathbf{Z} & \tilde{K}_{\mathbf{H}}\left(S^{0}\right)=\mathbf{Z} \\
\tilde{K}_{\mathbf{R}}\left(S^{1}\right)=Z_{2} & \tilde{K}_{\mathbf{C}}\left(S^{1}\right)=0 & \tilde{K}_{\mathbf{H}}\left(S^{1}\right)=0 \\
\tilde{K}_{\mathbf{R}}\left(S^{2}\right)=Z_{2} & \tilde{K}_{\mathbf{C}}\left(S^{2}\right)=\mathbf{Z} & \tilde{K}_{\mathbf{H}}\left(S^{2}\right)=0 \\
\tilde{K}_{\mathbf{R}}\left(S^{3}\right)=0 & \tilde{K}_{\mathbf{C}}\left(S^{3}\right)=0 & \tilde{K}_{\mathbf{H}}\left(S^{3}\right)=0 \\
\tilde{K}_{\mathbf{R}}\left(S^{4}\right)=\mathbf{Z} & \tilde{K}_{\mathbf{C}}\left(S^{4}\right)=\mathbf{Z} & \tilde{K}_{\mathbf{H}}\left(S^{4}\right)=\mathbf{Z}
\end{array}
$$

Proof. We apply Theorem (5.1), using (4.8) for $\tilde{K}_{F}\left(S^{0}\right)$, 7(12.1) for $\tilde{K}_{F}\left(S^{1}\right)$, $7(12.3)$ for $\widetilde{K}_{F}\left(S^{2}\right)$, $7(12.4)$ for $\tilde{K}_{F}\left(S^{3}\right)$, and $7(12.6)$ and $7(12.11)$ for $\widetilde{K}_{F}\left(S^{4}\right)$.
5.3 Notation. The groups $\tilde{K}_{\mathrm{C}}$ are frequently denoted by $\tilde{K}$ or $K \tilde{U}$, the groups $\widetilde{K}_{\mathrm{R}}$ by $\widetilde{K O}$, and the groups $\widetilde{K}_{\mathrm{H}}$ by $K \widetilde{S p}$. We make use of both sets of notation.
5.4 Remarks. We will see later in Chapter 11 that $\tilde{K}_{C}\left(S^{n}\right)=\tilde{K}_{C}\left(S^{n+2}\right)$, and also $\tilde{K}_{R}\left(S^{n}\right)=\tilde{K}_{H}\left(S^{n+4}\right)$ and $\tilde{K}_{H}\left(S^{n}\right)=\tilde{K}_{H}\left(S^{m+4}\right)$ holds. This is the Bott periodicity of $K$-theory. With this and 5.2 all the groups $\widetilde{K}_{F}\left(S^{i}\right)$ are determined.

## Exercises

1. Prove that $\theta:\left[-, B_{(F)} \times \mathbf{Z}\right] \rightarrow K_{F}(-)$ is an isomorphism between cofunctors defined on the category of all finite $C W$-complexes.
2. How does the discussion in Secs. 3 and 4 change when we define $K(X)$ using vector bundles of contant dimension?
3. Describe the bundles that determine generators of the groups given in (5.2).

## CHAPTER 10

## Relative $K$-Theory

We define a collapsing or trivialization procedure for bundles over $X$ which yields a bundle over $X / A$ for a closed subset $A$ of $X$. With this construction we are able to give alternative descriptions of $K(X, A)=\tilde{K}(X / A)$. For a finite $C W$-pair ( $X, A$ ) we can define an exact sequence $K(A) \leftarrow K(X) \leftarrow K(X, A) \leftarrow$ $K(S(A)) \leftarrow K(S(X))$, using an appropriate "coboundary operator." With this sequence we see that in some sense the $K$-cofunctor can be used to define a cohomology theory.

## 1. Collapsing of Trivialized Bundles

1.1 Definition. Let $\xi^{n}$ be a vector bundle over a space $X$, and let $A$ be a subset of $X$. A trivialization of $\xi^{n}$ over $A$ is a map $t: E(\xi \mid A) \rightarrow F^{n}$ which is a linear isomorphism $\xi_{b} \rightarrow F^{n}$ upon restriction to a fibre of $\xi \mid A$.

A trivialization is a means for collapsing all the fibres of $\xi$ over $A$ to a single fibre over $*$ in $X / A$.
1.2 Definition. Let $t$ be a trivialization over $A$ of a vector bundle $\xi$ over $X$. The collapsing of $\xi$ with respect to the trivialization $t$ is a triple $(\xi / t, u, r)$, where $\xi / t$ is a vector bundle over $X / A,\left(u, p_{A}\right): \xi \rightarrow \xi / t$ is a vector bundle morphism, and $r:(\xi / t)_{*} \rightarrow F^{n}$ is an isomorphism. It is assumed that the restriction of $u$ to $\xi_{x} \rightarrow(\xi / t)_{p_{A_{1}}(x)}$ is a linear isomorphism and that $r:(\xi / t)_{*} \rightarrow F^{n}$ is an isomorphism such that $t$ equals $r u$ restricted to $E(\xi \mid A)$.

The following proposition states to what extent collapsed bundles exist.
1.3 Proposition. Let $\xi$ be a vector bundle over $X$ with a trivialization $t$ over a closed subset $A$ of $X$. Then there exists a collapsing $(\xi / t, u, r)$ of $\xi$ with respect
to $t$ if and only if there exists a trivialization $t^{\prime}$ of $\xi$ over an open set $U$ constaining $A$ which prolongs $t$. If $\left((\xi / t)^{\prime}, u^{\prime}, r^{\prime}\right)$ is a second collapsing of $\xi$ with respect to $t$, there is a morphism $v: \xi / t \rightarrow(\xi / t)^{\prime}$ such that the following diagram is commutative.


Moreover, $v$ is unique with respect to this property, and $v$ is an isomorphism. Finally, every vector bundle on $X / A$ is isomorphic to $\xi / t$ for some bundle $\xi$ on $X$ with trivialization $t$ over $A$.

Note. The above theorem applies to each $C W$-pair $(X, A)$; that is, $X$ is a $C W$-complex with subcomplex $A$. So $A$ is a neighborhood deformation retract.

Proof. If the quotient $(\xi / t, u, r)$ exists, there are a local coordinate chart $(V, \phi)$, where $* \in V$, and a map $\phi: V \times F^{n} \rightarrow(\xi / t) \mid V$ such that $r$ is the restriction of $\phi^{-1}$ to the fibre of $\xi / t$ over $*$. Let $t^{\prime}=\phi^{-1} u$ on $\xi$ over $p_{A}^{-1}(V)=U$. This construction demonstrates also the last statement of the proposition.

Conversely, we construct $E(\xi / t)$ as the quotient of $E(\xi)$ where $x$ and $x^{\prime}$ are identified provided $t(x)=t\left(x^{\prime}\right)$. There are no further identifications, and $E(\xi / t) \rightarrow X / A$ with the induced projection is a bundle of vector spaces. Let $u: \xi \rightarrow \xi / t$ be the quotient map. It is a fibrewise linear isomorphism. The prolongation $t^{\prime}$ of $t$ defines a trivialization of $\xi / t$ on $p_{A}(V)$, and $\xi / t$ is locally trivial at $*$. The coordinate charts of $\xi \mid(X-A)$ define coordinate charts of $\xi / t$ at other points of $X / A$.

Finally, for uniqueness the isomorphism $v: \xi / t \rightarrow(\xi / t)^{\prime}$ is defined as $u^{\prime} u^{-1}$ over points other than $*$ and by $r^{\prime-1} r$ near $*$, using charts that restrict to $r$ and $r^{\prime}$. This proves the proposition.
1.4 Proposition. Let $\xi$ and $\xi^{\prime}$ be two vector bundles over $X$ and $X^{\prime}$ with trivializations $t$ and $t^{\prime}$ over closed subspaces $A$ and $A^{\prime}$, respectively. Let $(v, f)$ : $\xi \rightarrow \xi^{\prime}$ be a vector bundle morphism such that $f(A) \subset A^{\prime}$ and $t=t^{\prime} v$. Then there exists a vector bundle morphism $(w, g): \xi / t \rightarrow \xi^{\prime} / t^{\prime}$ such that $g$ is the quotient of $f$, and the following diagram is commutative:


Moreover, $(w, g)$ is unique with respect to this property, and if $(v, f)$ is an isomorphism with $f(A)=A^{\prime}$, then $(w, g)$ is an isomorphism.

Proof. The above diagram defines $w$ uniquely. If $(v, f)$ is an isomorphism, the inverse of $(v, f)$ defines the inverse of $(w, g)$.
1.5 Proposition. Let $\xi$ and $\xi^{\prime}$ be two vector bundles over $X$ with trivializations $t$ and $t^{\prime}$ over $A$. Then $(\xi / t) \oplus\left(\xi^{\prime} / t^{\prime}\right)$ and $\left(\xi \oplus \xi^{\prime}\right) /\left(t \oplus t^{\prime}\right)$ are isomorphic, and $(\xi / t) \otimes\left(\xi^{\prime} / t^{\prime}\right)$ and $\left(\xi \otimes \xi^{\prime}\right) /\left(t \otimes t^{\prime}\right)$ are isomorphic.
1.6 Proposition. Let $\xi$ be a vector bundle over $X$, and let $t_{s}: E(\xi / A) \rightarrow F^{n}$ be a homotopy of trivializations of $\xi$ over $A$. Then $\xi / t_{0}$ and $\xi / t_{1}$ are isomorphic over $X / A$.

Proof. We view $t_{s}$ as a trivializaton $t$ of $\xi \times I$ over $A \times I$. Since $(X \times I) /(A \times I)$ and $(X / A) \times I$ are naturally isomorphic, it follows that $\xi / t_{0}$ is isomorphic to $((\xi \times I) / t) \mid(A \times 0)$ and $\xi / t_{1}$ is isomorphic to $((\xi \times I) / t) \mid(A \times 1)$. Since $(\xi \times I) / t$ is isomorphic to $\eta \times I$ for some $\eta$, there is an isomorphism between $\xi / t_{0}$ and $\xi / t_{1}$.
1.7 Remark. In subsequent discussions, it will be convenient occasionally to view a trivialization $t$ of $\xi$ over $A$ as an isomorphism $t: \xi \mid A \rightarrow \theta^{n}$. Moreover, we shall be able to view a trivialization as a vector bundle morphism $t: \xi \rightarrow$ $\theta^{n}$, which is an isomorphism when restricted to $A$, using the next proposition.
1.8 Proposition. Let $\xi_{0}$ and $\xi_{1}$ be two vector bundles over $X$, and let $u: \xi_{0}\left|A \rightarrow \xi_{1}\right| A$ be a vector bundle morphism where $(X, A)$ is a relative $C W$-complex. Then there exists a vector bundle morphism $v: \xi_{0} \rightarrow \xi_{1}$ which prolongs $u$.

Proof. We view $u$ as a cross section of $\operatorname{Hom}\left(\xi_{0}, \xi_{1}\right)$ over $A$. Since the fibre of $\operatorname{Hom}\left(\xi_{0}, \xi_{1}\right)$ is a vector space, which is a contractible space, the cross section $u$ prolongs to a cross section $v$ of $\operatorname{Hom}\left(\xi_{0}, \xi_{1}\right)$ by 2(7.1).

It is easy to give a direct proof of (1.8) by constructing $v$ over each skeleton cell by cell.
1.9 Convention. For a trivialization $t: \xi \mid A \rightarrow \theta^{n}$ of $\xi$ over $A=\phi$, we define $\xi / t$ to be $\xi$ on $X$ and $\theta^{n}$ on the discrete base point $*$ in $X^{+}$outside $X$. Recall that $X^{+}$equals $X \cup\{*\}$, that is, $X / \phi$.

## 2. Exact Sequences in Relative $K$-Theory

All the exact sequences considered in this section arise from the following sequence using standard homotopy constructions. We use the characterization of $\tilde{K}(X)$ given in $8(3.8)$.
2.1 Proposition. Let A be a subcomplex of a finite $C W$-complex $X$. Then the maps $A \rightarrow X \rightarrow X / A$ induce an exact sequence $\tilde{K}(X / A) \xrightarrow{\beta} \tilde{K}(X) \xrightarrow{\boldsymbol{\alpha}} \tilde{K}(A)$. Moreover, if $A$ is contractible, $\beta: \widetilde{K}(X / A) \rightarrow \widetilde{K}(X)$ is an isomorphism.

Proof. Since the composition $A \rightarrow X \rightarrow X / A$ is constant, $\alpha \beta$ is zero. Let $\xi$ be a bundle over $X$ such that $\xi / A$ is $s$-trivial. Then there is an isomorphism $u:\left(\xi \oplus \theta^{k}\right) \mid A \rightarrow \theta^{m}$ which, when composed with the projection $\theta^{m} \rightarrow F^{m}$, defines a trivialization $t$ of $\xi \oplus \theta^{k}$ over $A$. Then $\left(\xi \oplus \theta^{k}\right) / t$ is a vector bundle over $X / A$ whose induced bundle over $X$ by the projection $X \rightarrow X / A$ is $s$-equivalent to $\xi$.

For the last statement, if $A$ is contractible, $\beta: \tilde{K}(X / A) \rightarrow \tilde{K}(X)$ is an epimorphism. Let $\xi$ be a vector bundle over $X / A$ such that $p_{A}^{*}(\xi)$ is $s$-trivial; that is, $p_{A}^{*}\left(\xi \oplus \theta^{k}\right)=p_{A}^{*}(\xi) \oplus \theta^{k}$ is trivial over $X$. Since $\xi \oplus \theta^{k}$ is isomorphic to $p_{A}^{*}\left(\xi \oplus \theta^{k}\right) / t$ for some trivialization $t$ over $A$ and since any two such trivializations are homotopic over $A$, it can be assumed that $t$ is the restriction of a trivialization of $p_{A}^{*}\left(\xi \oplus \theta^{k}\right)$ over $X$. Consequently, $\xi \oplus \theta^{k}$ is trivial over $X / A$, and $\beta$ is an isomorphism.
2.2 Corollary. Since $K(X, A)=\tilde{K}(X / A)$ and since the inclusion $A \rightarrow X$ induces two morphisms $K(X) \rightarrow K(A)$ and $\tilde{K}(X) \rightarrow \tilde{K}(A)$ with the same kernel, the following sequence is exact:

$$
K(X, A) \rightarrow K(X) \rightarrow K(A)
$$

The following homotopy constructions are introduced to help adapt Proposition (2.1) to the situation of a map $f: X \rightarrow Y$.
2.3 Definition. For a base point preserving map $f: X \rightarrow Y$ the mapping cylinder $Z_{f}$ of $f$ is the space $(X \times I)+Y$ modulo the relation $(x, 1) \in X \times I$ equals $f(x)$ in $Y$ and $(*, t)$ equals $*$, and the mapping cone $C_{f}$ of $f$ is the space $C(X)+Y$ modulo the relation $\langle x, 1\rangle \in C(X)$ equals $f(x)$ in $Y$.

If $f: X \rightarrow Y$ is a cellular map between $C W$-complexes, $Z_{f}$ and $C_{f}$ have the structure of a $C W$-complex. We assume for the remaining discussion that $f$ is cellular and $X$ and $Y$ are finite $C W$-complexes.
2.4 We have the following diagram of maps and spaces:


We define $u(x)$ to be the class of $(x, 0)$ and $v(y)$ the class of $y$ in $Z_{f}$. The map $w$ is the projection $Z_{f} \rightarrow Z_{f} / u(X)=C_{f}$, and $a(f)(y)$ is the class of $y$ in $C_{f}$. We define $b(f)(y)=*$ and $b(f)(x, t)=\langle x, t\rangle$ in $S(X)$. We view $C_{a(f)}$ as $C(X)+$ $C(Y)$ modulo the relation $\langle x, 1\rangle$ equals $\langle f(x), 1\rangle$. To define $r$, we require that $r(C(Y))=*$ and that $r \mid C(X): C(X) \rightarrow S(X)$ be the natural projection. The homeomorphism $j$ is defined by the relation $j(\langle x, t\rangle)=\langle x, 1-t\rangle$.
2.5 Proposition. The map $v$ is a homotopy equivalence. The sequence $\tilde{K}\left(C_{f}\right) \rightarrow$ $\widetilde{K}(Y) \rightarrow \widetilde{K}(X)$ derived from the diagram in (2.4) is exact.

Proof. We define a map $v^{\prime}: Z_{f} \rightarrow Y$ by the requirement that $v^{\prime}(y)=y$ and $v^{\prime}(x, t)=f(x)$. Then clearly $v^{\prime} v=1$. We have a homotopy $k_{s}: Z_{f} \rightarrow Z_{f}$ defined by $k_{s}(y)=y$ and $k_{s}(x, t)=(x, 1-s(1-t))$. Then $v v^{\prime}=k_{0}$ and $1=k_{1}$, and this proves the first statement.

In the following diagram, which comes from (2.4), the bottom row is exact, by (2.1), and the vertical morphism is an isomorphism. From this we prove the proposition where $f$ denotes $\widetilde{K}(f)$.

2.6 Proposition. The sequence $\tilde{K}(S(X)) \rightarrow \tilde{K}\left(C_{f}\right) \rightarrow \tilde{K}(Y)$ derived from the diagram in (2.4) is exact.

Proof. The map $a(f)$ is an inclusion map, and the projection $C_{f} \rightarrow$ $C_{f} / a(f)(Y)=S(X)$ is just $b(f)$. The proposition now follows from (2.1).
2.7 Proposition. The following diagram is commutative up to homotopy.


The morphism $\tilde{K}(S(X)) \rightarrow \tilde{K}\left(C_{a(f)}\right)$ is an isomorphism.
Proof. We define $h_{s}: C_{a(f)} \rightarrow S(Y)$ by the relations $h_{s}(x, t)=(f(x),(1-s) t)$ and $h_{s}(y, t)=(y, 1-s t)$. When $(x, 1)$ equals $(y, 1)$, we have $(f(x),(1-s) 1)=$ $(y, 1-1 s)$. This proves the first statement. The map $r$ is a projection arising from pinching $C(Y) \subset C_{a(f)}$ to a point. Since $C(Y)$ is contractible, Proposition (2.1) applies, and $r^{\prime}: \tilde{K}(S(X)) \rightarrow \tilde{K}\left(C_{a(f)}\right)$ is an isomorphism.

Now we summarize the results of the previous propositions.
2.8 Theorem. Let $f: X \rightarrow Y$ be a cellular map between finite $C W$-complexes. The following sequence is exact:

$$
\tilde{K}(S(Y)) \xrightarrow{S(f)^{\prime}} \tilde{K}(S(X)) \xrightarrow{b(f)^{\prime}} \tilde{K}\left(C_{f}\right) \xrightarrow{a\left(f f^{\prime}\right.} \tilde{K}(Y) \xrightarrow{f^{\prime}} \tilde{K}(X)
$$

If A is a subcomplex of a finite $C W$-complex $X$ with inclusion map $j$, there is a morphism $\delta=\left(q^{\prime}\right)^{-1} b(j)^{\prime}: \tilde{K}(S(X)) \rightarrow \tilde{K}(X / A)$ such that the following sequence is exact:

$$
\tilde{K}(S(X)) \rightarrow \tilde{K}(S(A)) \xrightarrow{\delta} \tilde{K}(X / A) \rightarrow \tilde{K}(X) \rightarrow \tilde{K}(A)
$$

Proof. The exactness of $\tilde{K}(S(X)) \rightarrow \tilde{K}\left(C_{f}\right) \rightarrow \tilde{K}(Y) \rightarrow \tilde{K}(X)$ follows from (2.5) and (2.6). From (2.7) we have the following commutative diagram where the top row is exact and the vertical morphism is an isomorphism.


Consequently, the bottom row is exact, and the first sequence in the theorem is exact.

For the second statement, we have the following commutative diagram:


Since $q$ is the projection arising from pinching $C(A)$ to a point, $q^{\prime}: \tilde{K}(X / A) \rightarrow$ $\tilde{K}\left(C_{j}\right)$ is an isomorphism by (2.1). The top row is exact, and the vertical morphism is an isomorphism in the following diagram:


This proves the last statement of the theorem.
2.9 Remark. If $\xi$ is a vector bundle over $S(A)$, then $\xi \mid C(A)_{+}$and $\xi \mid C(A)_{-}$are trivial bundles, and their relation on $A$ defines an automorphism $u: \theta^{n} \rightarrow \theta^{n}$ over $A$. This automorphism defines a trivialization $t: \theta^{n} \mid A \rightarrow F^{n}$. The image of the stability class of $\xi$ under $\delta$ is the stability class of $\theta^{n} / t$ over $X / A$.
2.10 Remark. As in (2.8), the following exact sequence for a subcomplex $A$ of a finite $C W$-complex $X$ holds:

$$
K(S(X)) \rightarrow K(S(A)) \rightarrow K(X, A) \rightarrow K(X) \rightarrow K(A)
$$

If $K$ were equal to $H^{n}$ and $K S$ were equal to $H^{n} S=H^{n-1}$, this would be a portion of the exact sequence for the cohomology theory $\left\{H^{n}\right\}$. This is the reasoning used by Atiyah and Hirzebruch [2] to define the $K^{*}$-cohomology theory.

## 3. Products in $K$-Theory

In this section we deal only with real or complex vector bundles over finite $C W$-complexes.

By the operation of the tensor product of vector bundles we have defined a ring structure on $K(X)$, and $\tilde{K}(X)$ is an ideal in $K(X)$ which is the kernel of $r k: K(X) \rightarrow \mathbf{Z}$. The ring structure on $K(X)$ is a group morphism $K(X) \otimes$ $K(X) \rightarrow K(X)$, where the image of $a \otimes b$ is denoted $a b$.

In the next definition we use $p_{X}: X \times Y \rightarrow X$ and $p_{Y}: X \times Y \rightarrow Y$ to denote the two projections from the product.
3.1 Definition. For two spaces $X$ and $Y$ the external $K$-cup product is a group morphism $K(X) \otimes K(Y) \rightarrow K(X \times Y)$ which assigns to each $a \otimes b \in$ $K(X) \otimes K(Y)$ the element $p_{X}^{!}(a) p_{Y}^{!}(b)$ in $K(X \times Y)$. By abuse of language, $p_{X}^{!}(a) p_{Y}^{\prime}(b)$ is denoted simply by $a b$.

Since $r k\left(p_{X}^{\prime}(a) p_{Y}^{\prime}(b)\right)$ equals $r k(a) r k(b)$, the external $K$-cup product induces an external $\widetilde{K}$-cup product $\widetilde{K}(X) \otimes \widetilde{K}(Y) \rightarrow \widetilde{K}(X \times Y)$ by restriction.

We derive a more precise form of the $\widetilde{K}$-cup product by investigating $\tilde{K}$ on products and coproducts.
3.2 Proposition. For two pointed spaces $X$ and $Y$ let $q_{X}: X \rightarrow X \vee Y$ and $q_{Y}: Y \rightarrow \underset{\sim}{X} \vee Y$ be the two natural inclusions. Then the group morphism $\left(q_{X}^{!}, q_{Y}^{!}\right): \tilde{K}(X \vee Y) \rightarrow \tilde{K}(X)+\widetilde{K}(Y)$ is an isomorphism.

Proof. Since a vector bundle and its stability class on $X \vee Y$ are uniquely determined by their restrictions to $X$ and to $Y$, the morphism $\left(q_{X}^{\prime}, q_{Y}^{!}\right)$is a monomorphism.

For a bundle $\xi$ on $X$ and $\eta$ on $Y$ with $\operatorname{dim} \xi=\operatorname{dim} \eta$, we can define a bundle $\zeta$ on $X \vee Y$ with $\zeta \mid X=\xi$ and $\zeta \mid Y=\eta$, and the morphism $\left(q_{X}^{\prime}, q_{Y}^{\prime}\right)$ is an epimorphism.

The reader can supply a purely functional proof of (3.2), using only the exact sequence in (2.1).

### 3.3 Corollary. The group morphism

$$
\left(q_{1}^{!}, \ldots, q_{n}^{!}\right): \widetilde{K}\left(X_{1} \vee \cdots \vee X_{n}\right) \rightarrow \widetilde{K}\left(X_{1}\right)+\cdots+\widetilde{K}\left(X_{n}\right)
$$

is an isomorphism where $q_{i}: X_{i} \rightarrow X_{1} \vee \cdots \vee X_{n}$ is the natural inclusion.
3.4 Proposition. The inclusion $X \vee Y \subset X \times Y$ defines the following split exact sequence:

$$
0 \rightarrow \tilde{K}(X \wedge Y) \rightarrow \tilde{K}(X \times Y) \rightarrow \tilde{K}(X \vee Y) \rightarrow 0
$$

Proof. By (2.1) the sequence $\tilde{K}(X \wedge Y) \rightarrow \tilde{K}(X \times Y) \rightarrow \tilde{K}(X \vee Y)$ is exact. If $p_{X}: X \times Y \rightarrow X$ and $p_{Y}: X \times Y \rightarrow Y$ are the usual projections, the following diagram is commutative.


Therefore, the morphism $\tilde{K}(X \times Y) \rightarrow \tilde{K}(X \vee Y)$ is an epimorphism with right inverse $\left(p_{X}^{\prime} \oplus p_{Y}^{\prime}\right)\left(q_{X}^{\prime}, q_{Y}^{\prime}\right)$.

Finally, the above discussion applies to $\tilde{K}$ replaced by $\tilde{K} S$, and $\tilde{K}(S(X \times Y)) \rightarrow \tilde{K}(S(X \vee Y))$ is an epimorphism in the following exact sequence of (2.8):

$$
\tilde{K}(S(X \times Y)) \rightarrow \tilde{K}(S(X \vee Y)) \rightarrow \tilde{K}(X \wedge Y) \rightarrow \tilde{K}(X \times Y)
$$

3.5 Proposition. If the first morphism below is the $\tilde{K}$-cup product, the following composition is zero.

$$
\tilde{K}(X) \otimes \tilde{K}(Y) \rightarrow \tilde{K}(X \times Y) \rightarrow \tilde{K}(X \vee Y)
$$

Proof. If $a b$ is a cup product in $\tilde{K}(X \times Y)$, then $a=0$ when projected into $\widetilde{K}(Y)$ from $\widetilde{K}(X \vee Y)=\widetilde{K}(X) \oplus \widetilde{K}(Y)$ and $b=0$ when projected into $\tilde{K}(X)$. Therefore, the product is zero when projected into $\widetilde{K}(X \vee Y)$.
3.6 Remark. In view of (3.5) and (3.4), there is a unique morphism $\tilde{K}(X) \otimes$ $\tilde{K}(Y) \rightarrow \tilde{K}(X \wedge Y)$ which, composed with the monomorphism $\tilde{K}(X \wedge Y) \rightarrow$ $\widetilde{K}(X \times Y)$, is the $\widetilde{K}$-cup product. Now we refer to this morphism $\tilde{K}(X) \otimes$ $\widetilde{K}(Y) \rightarrow \widetilde{K}(X \wedge Y)$ as the $\widetilde{K}$-cup product.
3.7 Definition. Let $(X, A)$ and $(Y, B)$ be two finite $C W$-pairs. Then the relative $K$-cup product is the morphism $K(X, A) \otimes K(Y, B) \rightarrow K(X \times Y,(X \times B) \cup$ $(A \times Y))$ which is the $\widetilde{K}$-cup product.

$$
\tilde{K}(X / A) \otimes \tilde{K}(Y / B) \rightarrow \tilde{K}((X / A) \wedge(Y / B))=\tilde{K}((X \times Y) /(X \times B) \cup(A \times Y))
$$

Recall that $K(X, A)=\widetilde{K}(X / A)$, etc., for the above definition.

## 4. The Cofunctor $L(X, A)$

To study $K(X, A)$, we define a new cofunctor $L(X, A)$ in a manner similar to that used in defining $K(X)$. We use equivalence classes of pairs of vector bundles $\xi_{0}$ and $\xi_{1}$ over $X$ together with an isomorphism $\alpha: \xi_{0}\left|A_{0} \rightarrow \xi_{1}\right| A$.

The following discussion applies to real, complex, or quaternionic vector bundles.
4.1 Definition. Let $(X, A)$ be a pair of spaces. A difference isomorphism (over $(X, A)$ ) is a vector bundle morphism $\alpha: \xi_{0} \rightarrow \xi_{1}$ such that the retriction $\alpha$ : $\xi_{0}\left|A \rightarrow \xi_{1}\right| A$ is an isomorphism. Two difference isomorphisms $\alpha: \xi_{0} \rightarrow \xi_{1}$ and $\beta: \eta_{0} \rightarrow \eta_{1}$ are isomorphic provided there exist isomorphisms $u_{i}: \xi_{i} \rightarrow \eta_{i}$ (over $X$ ) for $i=0,1$ such that the following diagram of isomorphisms is commutative.

4.2 Notation. Let $S(X, A)$ [or, more precisely, $S_{F}(X, A)$ ] denote the semigroup of isomorphism classes of difference isomorphisms of $F$-vector bundles over $(X, A)$. We define a commutative semigroup structure on $S(X, A)$, using the quotient function of the Whitney sum operation defined as usual by $\alpha \oplus \beta: \xi_{0} \oplus \eta_{0} \rightarrow \xi_{1} \oplus \eta_{1}$ for $\alpha: \xi_{0} \rightarrow \xi_{1}$ and $\beta: \eta_{0} \rightarrow \eta_{1}$. If $f:(Y, B) \rightarrow(X, A)$ is a map, and if $\alpha: \xi_{0} \rightarrow \xi_{1}$ is a difference isomorphism, then $f^{*}(\alpha): f^{*}\left(\xi_{0}\right) \rightarrow$ $f^{*}\left(\xi_{1}\right)$ is a difference isomorphism over $(Y, B)$. This operation is compatible with isomorphisms and Whitney sums, and therefore it defines a semigroup morphism $f^{*}: S(X, A) \rightarrow S(Y, B)$. With these definitions the following proposition is clear.
4.3 Proposition. The semigroups $S(X, A)$ and induced morphisms $f^{*}$ collect to define a cofunctor from pairs of spaces and maps to commutative semigroups and semigroup morphisms.

The identities $1: \xi \rightarrow \xi$ define special elements in $S(X, A)$. In the next proposition we consider difference isomorphisms which are isomorphic to $1: \xi \rightarrow \xi$.
4.4 Proposition. Let $\alpha: \xi_{0} \rightarrow \xi_{1}$ be a difference isomorphism over $(X, A)$. The restriction $\alpha: \xi_{0}\left|A \rightarrow \xi_{1}\right|$ A prolongs to an isomorphism if and only if $\alpha: \xi_{0} \rightarrow \xi_{1}$ is isomorphic to $1: \xi \rightarrow \xi$. Observe that in this situation $\xi$ is isomorphic to both $\xi_{0}$ and $\xi_{1}$.

Proof. If $u: \xi_{0} \rightarrow \xi_{1}$ is an isomorphism prolonging $\alpha$, then $(u, 1)$ is an isomorphism from $\alpha: \xi_{0} \rightarrow \xi_{1}$ to $1: \xi_{1} \rightarrow \xi_{1}$. Conversely, if $\left(u_{0}, u_{1}\right)$ is an isomorphism from $\alpha: \xi_{0} \rightarrow \xi_{1}$ to $1: \xi \rightarrow \xi$, the $u_{1}^{-1} u_{0}$ is an isomorphism prolonging $\alpha: \xi_{0}\left|A \rightarrow \xi_{1}\right| A$.
4.5 Definition. Let $L(X, A)$ [or, more precisely, $\left.L_{F}(X, A)\right]$ denote the quotient semigroup of $S(X, A)$ defined by the equivalence relation where $\alpha: \xi_{0} \rightarrow$ $\xi_{1}$ and $\beta: \eta_{0} \rightarrow \eta_{1}$ are related provided $\alpha \oplus 1: \xi_{0} \oplus \zeta \rightarrow \xi_{1} \oplus \zeta$ and
$\beta \oplus 1: \eta_{0} \oplus \zeta^{\prime} \rightarrow \eta_{1} \oplus \zeta^{\prime}$ are equal in $S_{F}(X, A)$. Let $\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]$ denote the element in $L(X, A)$ determined by $\alpha: \xi_{0} \rightarrow \xi_{1}$.

Clearly, this is an equivalence relation compatible with the semigroup structure on $S(X, A)$, and $L(X, A)$ is a commuative semigroup. Moreover, this relation is preserved under induced morphisms $f^{*}: S(X, A) \rightarrow S(Y, B)$ defined by maps $f:(Y, B) \rightarrow(X, A)$. From this, there is a quotient semigroup morphism $f^{*}: L(X, A) \rightarrow L(Y, B)$. The next proposition is immediate.
4.6 Proposition. The semigroups $L(X, A)$ and the induced morphisms $f^{*}$ collect to define a cofunctor $L(X, A)$ from the category of pairs of spaces to the category of semigroups.
4.7 Remark. The zero element of $L(X, A)$ is the class consisting of all isomorphisms $\alpha: \xi_{0} \rightarrow \xi_{1}$ defined over $X$.
4.8 Special case. We calculate $L(X, \phi)$. In this case $S(X, \phi)=\operatorname{Vect}_{F}(X) \times$ $\operatorname{Vect}_{F}(X)$, that is, pairs of isomorphism classes of vector bundles. Two pairs $\left(\xi_{0}, \xi_{1}\right)$ and $\left(\eta_{0}, \eta_{1}\right)$ determine the same element in $L(X, \phi)$ if and only if there exist $\zeta_{1}$ and $\zeta_{2}$ with $\xi_{i} \oplus \zeta_{1}$ isomorphic to $\eta_{i} \oplus \zeta_{2}$ for $i=1$, 2. This implies that $\xi_{0} \oplus \eta_{1} \oplus\left(\zeta_{1} \oplus \zeta_{2}\right)$ and $\xi_{1} \oplus \eta_{0} \oplus\left(\zeta_{1} \oplus \zeta_{2}\right)$ are isomorphic, and the two pairs $\left(\xi_{0}, \xi_{1}\right)$ and ( $\eta_{0}, \eta_{1}$ ) determine the same element in $K(X)$. Conversely, if $\xi_{0} \oplus \eta_{1} \oplus \zeta$ and $\eta_{0} \oplus \xi_{1} \oplus \zeta$ are isomorphic, that is, $\xi_{0}-\xi_{1}=\eta_{0}-\eta_{1}$ in $K(X)$, then for $\zeta_{1}=\eta_{1} \oplus \zeta$ and $\zeta_{2}=\xi_{1} \oplus \zeta$ the bundle $\xi_{i} \oplus \zeta_{1}$ is isomorphic to $\eta_{i} \oplus \zeta_{2}$ for $i=1,2$. As a quotient of the semigroups $\operatorname{Vect}_{F}(X) \times \operatorname{Vect}_{F}(X)$, we have $L(X, \phi)=K(X)$.
4.9 Remark. For a relative $C W$-complex $(X, A)$ every $\alpha: \xi_{0}\left|A \rightarrow \xi_{1}\right| A$ (in particular, every isomorphism) prolongs to a morphism $\alpha^{\prime}: \xi_{0} \rightarrow \xi_{1}$ by (1.8). Difference isomorphisms could be defined as triples $\left(\xi_{0}, \alpha, \xi_{1}\right)$, where $\alpha$ : $\xi_{0}\left|A \rightarrow \xi_{1}\right| A$ is an isomorphism.

## 5. The Difference Morphism

We wish to define an isomorphism $\Delta: L(X, A) \rightarrow K(X, A)$ of cofunctors which reduces to the identity on $L(X, \phi)=K(X, \phi)=K(X)$ for $A=\phi$. We demonstrated the equality $L(X, \phi)=K(X, \phi)$ in (4.8). All pairs in this section are finite $C W$-pairs.
5.1 Theorem. For each pair $(X, A)$ there is a function $\Delta: L(X, A) \rightarrow K(X, A)$ such that $\Delta\left(\left[\alpha: \xi \rightarrow \theta^{n}\right]\right)=\{\xi / \alpha\}-n$, the class of $\xi / \alpha$ in $K(X, A)=\tilde{K}(X / A)$. This function $\Delta$ is unique with respect to this property, and for $A=\phi$ it is the identity. Moreover, the set of $\Delta$ for various $(X, A)$ defined an isomorphism $L(X, A) \rightarrow K(X, A)$ of commutative group-valued cofunctors.

Proof. For the first statement, each difference isomorphism $\alpha: \xi_{0} \rightarrow \xi_{1}$ is equivalent in $L(X, A)$ to $\alpha \oplus 1: \xi_{0} \oplus \zeta \rightarrow \xi_{1} \oplus \zeta$. If $\zeta$ has the property that $\xi_{1} \oplus \zeta$ and $\theta^{m}$ are isomorphic, the property $\Delta\left(\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]\right)=\left\{\left(\xi_{0} \oplus \zeta\right) /\right.$ $(\alpha \oplus 1)\}-m$ proves that $\Delta$ is uniquely defined. To prove that this relation can serve as a definition of $\Delta$, we consider $\left[\alpha: \xi \rightarrow \theta^{m}\right]=\left[\beta: \eta \rightarrow \theta^{n}\right]$. There exist vector bundles $\zeta_{1}$ and $\zeta_{2}$ with $\alpha \oplus 1: \xi \oplus \zeta_{1} \rightarrow \theta^{m} \oplus \zeta_{1}$ isomorphic to $\beta \oplus 1: \eta \oplus \zeta_{2} \rightarrow \theta^{n} \oplus \zeta_{2}$. Since $\zeta_{1}$ and $\zeta_{2}$ are $s$-equivalent, there exists a vector bundle $\zeta$ with $\zeta_{1} \oplus \zeta$ isomorphic to $\theta^{p}, \zeta_{2} \oplus \zeta$ isomorphic to $\theta^{q}$, and $m+p=n+q=k$. Then $\alpha \oplus 1: \xi \oplus \theta^{p} \rightarrow \theta^{k}$ and $\beta \oplus 1: \eta \oplus \theta^{q} \rightarrow \theta^{k}$ are isomorphic, and in $K(X, A)$ we have $\{\xi / \alpha\}-m=\left\{\left(\xi \oplus \theta^{p}\right) /(\alpha \oplus 1)\right\}-k=$ $\left\{\left(\eta \oplus \theta^{q}\right) /(\beta \oplus 1)\right\}-k=\{\eta / \beta\}-m$. Consequently, $\Delta$ is a well-defined function by the above relation.

If $\alpha: \xi \rightarrow \theta^{m}$ and $\beta: \eta \rightarrow \theta^{n}$ are difference isomorphisms, then $(\xi \oplus \eta) /$ $(\alpha \oplus \beta)$ and $(\xi / \alpha) \oplus(\eta / \beta)$ are isomorphic by (1.5). Consequently, we have $\Delta(a)+\Delta(b)=\Delta(a+b)$, for $a=\left[\alpha: \xi \rightarrow \theta^{m}\right], b=\left[\beta: \eta \rightarrow \theta^{n}\right]$, and $a+b=$ $\left[\alpha \oplus \beta: \xi \oplus \eta \rightarrow \theta^{n+m}\right]$.

If $f:(Y, B) \rightarrow(X, A)$ is a map, $f^{*}(\xi / \alpha)$ and $f^{*}(\xi) / f^{*}(\alpha)$ are isomorphic from (2.4), and the relation $f^{\prime}(\{\xi / \alpha\}-m)=\left\{f^{*}(\xi) / f^{*}(\alpha)\right\}-m$ or $f^{\prime} \Delta=\Delta f^{*}$ holds. Consequently, $\Delta$ is a morphism of group-valued cofunctors.

The function $\Delta: L(X, A) \rightarrow K(X, A)$ is surjective because each element of $K(X / A)=\tilde{K}(X / A)$ has the form $\{\eta\}-m$, where $\eta$ is a vector bundle over $X / A$. By (1.3) the vector bundle $\eta$ is isomorphic to $\xi / \alpha$ for some difference isomorphism $\alpha: \xi \rightarrow \theta^{m}$ over $A$. If $\{\xi / \alpha\}-m$ equals $\{\eta / \beta\}-n$ in $K(X, A)$, then $(\xi / \alpha) \oplus \theta^{p} \cong\left(\xi \oplus \theta^{p}\right) /(\alpha \oplus 1)$ and $(\eta / \beta) \oplus \theta^{q} \cong\left(\eta \oplus \theta^{q}\right) /(\beta \oplus 1)$ are isomorphic over $X / A$. By (1.3), the objects $\alpha \oplus 1: \xi \oplus \theta^{p} \rightarrow \theta^{p+m}$ and $\beta \oplus 1: \eta \oplus$ $\theta^{q} \rightarrow \theta^{q+n}$ are isomorphic. In $L(X, A)$ we have $\left[\alpha: \xi \rightarrow \theta^{m}\right]=\left[\beta: \eta \rightarrow \theta^{n}\right]$, and $\Delta$ is injective. This proves the theorem.
5.2 Corollary. Let $j: X \rightarrow(X, A)$ be the inclusion map, and let $\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]$ be a member of $L(X, A)$. Then $j^{\prime} \Delta\left(\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]\right)=\left\{\xi_{0}\right\}-\left\{\xi_{1}\right\}$.
5.3 Corollary. Let $\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]$ be a member of $L(X, *)$. Then $\Delta([\alpha:$ $\left.\left.\xi_{0} \rightarrow \xi_{1}\right]\right)=\left\{\xi_{0}\right\}-\left\{\xi_{1}\right\} \in K(X, *)=\tilde{K}(X)$.

Proof. Let $j: X \rightarrow(X, *)$ be the natural inclusion inducing the inclusion $j^{\prime}$ : $\tilde{K}(X)=K(X, *) \rightarrow K(X)$, and apply (5.2).
5.4 Corollary. Let $\alpha_{1}: \xi_{0} \rightarrow \xi_{1}$ be a homotopy of difference isomorphisms over A. Then $\left[\alpha_{0}: \xi_{0} \rightarrow \xi_{1}\right]=\left[\alpha_{1}: \xi_{0} \rightarrow \xi_{1}\right]$ in $L(X, A)$.

Proof. We apply (1.6) to $\alpha_{t} \oplus 1: \xi_{0} \oplus \zeta \rightarrow \xi_{1} \oplus \zeta$, where $\xi_{1} \oplus \zeta$ is trivial, and the fact that $\Delta$ is injective.
5.5 Corollary. Let $\alpha: \xi_{0} \rightarrow \xi_{1}$ and $\beta: \xi_{1} \rightarrow \xi_{0}$ be two difference isomorphisms over $A$. If $\beta \mid A$ equals $(\alpha \mid A)^{-1}$, or if $\beta$ equals $\alpha^{*}$, the adjoint morphism for some
riemannian metric on $\xi_{0}$ and $\xi_{1}$ defined fibrewise, then in $L(X, A)$ we have $\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]=-\left[\beta: \xi_{1} \rightarrow \xi_{0}\right]$.

Proof. The result is true for $A=\phi$ or $A=$ point by a direct inspection. In general, we use the natural isomorphism $L(X / A, *) \rightarrow L(X, A)$ given by the commutative diagram of isomorphisms.


## 6. Products in $L(X, A)$

We make use of the following lemma on vector spaces which is a special case of the Künneth formula.
6.1 Lemma. Let $\alpha: U \rightarrow U^{\prime}$ and $\beta: V \rightarrow V^{\prime}$ be two linear transformations such that one is an isomorphism. The following sequence is exact.

$$
0 \rightarrow U \otimes V \xrightarrow{(\alpha \otimes 1,1 \otimes \beta)}\left(U^{\prime} \otimes V\right) \oplus\left(U \otimes V^{\prime}\right) \xrightarrow{1 \otimes \beta-\alpha \otimes 1} U^{\prime} \otimes V^{\prime} \rightarrow 0
$$

Proof. Suppose that $\alpha$ is an isomorphism, and let $\left\{e_{i}\right\}$ be a basis of $U$ for $i \in I$. Clearly, $(\alpha \otimes 1,1 \otimes \beta)$ is a monomorphism, $1 \otimes \beta-\alpha \otimes 1$ is an epimorphism, and $(1 \otimes \beta-\alpha \otimes 1)(\alpha \otimes 1,1 \otimes \beta)=0$. If $\sum_{i} \alpha\left(e_{i}\right) \otimes y_{i}+\sum_{i} e_{i} \otimes y_{i}^{\prime} \in$ $\operatorname{ker}(1 \otimes \beta-\alpha \otimes 1)$, we have $\sum_{i} \alpha\left(e_{i}\right) \otimes\left(\beta\left(y_{i}\right)-y_{i}^{\prime}\right)=0$ or $\beta\left(y_{i}\right)=y_{i}^{\prime}$. Consequently, $(\alpha \otimes 1,1 \otimes \beta)\left(\sum_{i} e_{i} \otimes y_{i}\right)=\sum_{i} \alpha\left(e_{i}\right) \otimes y_{i}+\sum_{i} e_{i} \otimes y_{i}^{\prime}$. This proves the lemma.

Recall the notation $\xi \otimes \eta$ for $p_{X}^{*}(\xi) \otimes p_{Y}^{*}(\eta)$, where $p_{X}: X \times Y \rightarrow X$ and $p_{Y}: X \times Y \rightarrow Y$ are projections and $\xi$ is a vector bundle over $X$ and $\eta$ over $Y$.

Let $\alpha: \xi_{0} \rightarrow \xi_{1}$ be a difference isomorphism over $(X, A)$ and $\beta: \eta_{0} \rightarrow \eta_{1}$ over $(Y, B)$. We form the following sequence:

$$
(\alpha, \beta): 0 \rightarrow \xi_{0} \otimes \eta_{0} \xrightarrow{(1 \otimes \beta, \alpha \otimes 1)}\left(\xi_{0} \otimes \eta_{1}\right) \oplus\left(\xi_{1} \otimes \eta_{0}\right) \xrightarrow{-\alpha \otimes 1+1 \otimes \beta} \xi_{1} \otimes \eta_{1} \rightarrow 0
$$

By Lemma (6.1) this sequence is exact on $(X \times B) \cup(A \times Y)$. For riemannian metrics on $\xi_{0}, \xi_{1}, \eta_{0}$, and $\eta_{1}$, we form the following difference isomorphism on $(X \times Y,(X \times B) \cup(A \times Y))$ :

$$
\alpha \beta=\left[\begin{array}{cc}
1 \otimes \beta & -\alpha^{*} \otimes 1 \\
\alpha \otimes 1 & 1 \otimes \beta^{*}
\end{array}\right]:\left(\xi_{0} \otimes \eta_{0}\right) \oplus\left(\xi_{1} \otimes \eta_{1}\right) \rightarrow\left(\xi_{0} \otimes \eta_{1}\right) \oplus\left(\xi_{1} \otimes \eta_{0}\right)
$$

6.2 Proposition. The product $\alpha \beta$ is compatible with the equivalence relation yielding $L(X, A)$ and defines an L-cup product

$$
L(X, A) \otimes L(Y, B) \rightarrow L(X \times Y,(A \times Y) \cup(X \times B))
$$

Proof. If either $\alpha: \xi_{0} \rightarrow \xi_{1}$ is an isomorphism over $X$ or $\beta: \eta_{0} \rightarrow \eta_{1}$ over $Y$, the sequences $(\alpha, \beta),\left(\alpha^{*}, \beta\right)$, and $\left(-\alpha, \beta^{*}\right)$ above are exact over $X \times Y$, and $\alpha \beta$ is an isomorphism over $X \times Y$. Consequently, if $\alpha=0$ in $L(X, A)$ or $\beta=0$ in $L(Y, B)$, then $a \beta=0$ in $L(X \times Y,(X \times B) \cup(A \times Y))$. This proves the proposition.
6.3 Definition. The $L$-cup product of $\left[\alpha: \xi_{0} \rightarrow \xi_{1}\right]$ and $\left[\beta: \eta_{0} \rightarrow \eta_{1}\right]$ is defined to be the class of $\alpha \beta$ in $L(X \times Y,(A \times Y) \cup(X \times B))$.

Similarly there is the $K$-cup product

$$
K(X, A) \otimes K(Y, B) \xrightarrow{K \text {-cup }} K(X \times Y,(A \times Y) \cup(X \times B))
$$

[see (3.7)].
6.4 Theorem. The following diagram is commutative.


Proof. For $A=B=\phi$, the above diagram is commutative because in $K(X \times Y)$ we have $\left(\left\{\xi_{0}\right\}-\left\{\xi_{1}\right\}\right)\left(\left\{\eta_{0}\right\}-\left\{\eta_{1}\right\}\right)=\left\{\left(\xi_{0} \otimes \eta_{0}\right) \oplus\left(\xi_{1} \otimes \eta_{1}\right)\right\}-$ $\left\{\left(\xi_{0} \otimes \eta_{1}\right) \oplus\left(\xi_{1} \otimes \eta_{0}\right)\right\}$. For $A=*$ or $\phi$ and $B=*$ or $\phi$, we have a monomorphism $K(X \times Y,(A \times Y) \cup(X \times B)) \rightarrow K(X \times Y)$, and commutativity holds in $K(X \times Y)$. Finally, in general, $K(X, A)=\tilde{K}(X / A), K(Y, B)=$ $\tilde{K}(Y / B)$, and $K(X \times Y,(A \times Y) \cup(X \times B))=\tilde{K}((X / A) \times(Y / B))$, and the $L$ cup induced on $K(X, A) \otimes K(Y, B)$ by $\Delta \otimes \Delta$ and $\Delta$ is the $K$-cup product. This proves the theorem.

## 7. The Clutching Construction

A triad ( $X ; X_{1}, X_{0}$ ) is referred to as a $C W$-triad provided $X_{1}$ and $X_{0}$ are subcomplexes of the $C W$-complex $X$ with $X=X_{0} \cup X_{1}$. With the result of the next proposition it is possible to "glue" a vector bundle (real or complex) $\xi_{1}$ over $X_{1}$ to a vector bundle $\xi_{0}$ over $X_{0}$ with an isomorphism $\xi_{1}\left|\left(X_{0} \cap X_{1}\right) \rightarrow \xi_{0}\right|\left(X_{0} \cap X_{1}\right)$.
7.1 Proposition. Let $\left(X ; X_{1}, X_{0}\right)$ be a CW-triad with $A=X_{1} \cap X_{0}$, let $\xi_{i}$ be a vector bundle over $X_{i}$ for $i=0,1$, and let $\alpha: \xi_{1}\left|A \rightarrow \xi_{0}\right| A$ be a vector bundle
isomorphism. Then there exists a triple $\left(\xi, u_{1}, u_{0}\right)$ such that $\xi$ is a vector bundle over $X, u_{i}: \xi_{i} \rightarrow \xi \mid X_{i}$ is an isomorphism for $i=0,1$, and $u_{0} \alpha=u_{1}$ over $A$. Moreover, if $\left(\eta, v_{1}, v_{0}\right)$ is a second triple with the above properties, there is an isomorphism $w: \eta \rightarrow \xi$ with $u_{i}=w v_{i}$ for $i=0,1$.

Proof. Let $E(\xi)$ be the space resulting from the identification of $x \in$ $E\left(\xi_{1} \mid A\right) \subset E\left(\xi_{1}\right)$ with $\alpha(x) \in E\left(\xi_{0} \mid A\right) \subset E\left(\xi_{0}\right)$. There is a natural projection $E(\xi) \rightarrow X$ resulting from the projections of $\xi_{i}$, a natural vector space structure on each fibre of $\xi$, and natural bundle isomorphisms $u_{i}: \xi_{i} \rightarrow \xi \mid X_{i}$ for $i=0,1$.

To prove local triviality of $\xi$, we have only to find charts of $\xi$ near points $x \in A$. For $x \notin A$ the existence of local charts is clear. Let $U$ be an open neighborhood of $x$ in $X$ such that there is a retraction $r: U \cap X_{0} \rightarrow U \cap A$ and such that there are maps $\phi_{i}:\left(U \cap X_{i}\right) \times F^{n} \rightarrow \xi_{i} \mid\left(U \cap X_{i}\right)$ which are local coordinate charts of $\xi_{i}$ over $U \cap X_{i}$. Over the set $U \cap A$ we have $\alpha \phi_{1}(x, v)=$ $\phi_{0}(x, f(x) v)$, where $f: U \cap A \rightarrow G L\left(F^{n}\right)$ is a map. Replacing $\phi_{0}(x, v)$ by $\phi_{0}(x, f(r(x)) v)$ for $(x, v) \in\left(U \cap X_{0}\right) \times F^{n}$, we can assume that $\alpha \phi_{1}(x, v)=$ $\phi_{0}(x, v)$ for $(x, v) \in(U \cap A) \times F^{n}$. Consequently, there is a local chart $\phi$ : $U \times F^{n} \rightarrow \xi \mid U$ such that $u_{i} \phi_{i}=\phi \mid\left(\left(U \cap X_{i}\right) \times F^{n}\right)$. This proves the existence statement.

For the uniqueness statement, let $w: \eta \rightarrow \xi$ be the isomorphism that is $u_{i} v_{i}^{-1}: \eta\left|X_{i} \rightarrow \xi\right| X_{i}$. Since $E(\eta)$ is the union of the closed subsets $E\left(\eta \mid X_{1}\right)$ and $E\left(\eta \mid X_{0}\right), w$ is a well-defined homeomorphism.
7.2 Notation. The bundle $\xi$ in (7.1) is denoted by $\xi_{1} \bigcup_{\alpha} \xi_{0}$. It is unique up to isomorphism in the sense of (7.1), and it is called the result of clutching $\xi_{1}$ and $\xi_{0}$ along $A$. The triple ( $\xi_{1}, \alpha, \xi_{0}$ ) is called clutching data over $\left(X ; X_{0}, X_{1}\right)$, and $\alpha$ is called a clutching function.

From the uniqueness statment we have the following results immediately for a $C W$ - $\operatorname{triad}\left(X ; X_{0}, X_{1}\right)$ and $A=X_{0} \cap X_{1}$.
7.3 Proposition. Let $\xi$ be a bundle over $X$. Then $\left(\xi \mid X_{1}\right) \bigcup_{1}\left(\xi \mid X_{0}\right)$ and $\xi$ are isomorphic.
7.4 Proposition. Let $\left(\xi_{1}, \alpha, \xi_{0}\right)$ and $\left(\eta_{1}, \beta, \eta_{0}\right)$ be two sets of clutching data, and let $\left(w_{i}, f_{i}\right): \xi_{i} \rightarrow \eta_{i}$ be vector bundle morphisms for $i=0,1$ such that $w_{0} \alpha=\beta w_{1}$ over $A$ and $f_{i}=f \mid X_{i}$ for $f:\left(X, X_{i}\right) \rightarrow\left(Y, Y_{i}\right)$. Then there exists a vector bundle morphism ( $w, f$ ): $\xi_{1} \bigcup_{\alpha} \xi_{0} \rightarrow \eta_{1} \bigcup_{\beta} \eta_{0}$ such that the following diagram is commutative.

$$
\begin{aligned}
& \xi_{i} \xrightarrow{\left(w_{i}, f_{i}\right)} \eta_{i} \\
& \eta_{i} \\
& \xi_{1} \bigcup_{\alpha} \xi_{0} \xrightarrow{\left(v_{i}, 1\right)} \\
& \eta_{1} \bigcup_{\beta} \eta_{0}
\end{aligned}
$$

The morphism $w$ is unique with respect to this property. If $w_{0}$ and $w_{1}$ are isomorphisms, $w$ is an isomorphism.

Proof. The existence and uniqueness of $w$ follow immediately from the definition of $E\left(\xi_{1} \bigcup_{\alpha} \xi_{0}\right)$.

From the uniqueness statement in (7.1) we have the next proposition.
7.5 Proposition. Let $\left(\xi_{1}, \alpha, \xi_{0}\right)$ and ( $\eta_{1}, \beta, \eta_{0}$ ) be two sets of clutching data. Then $\left(\xi_{1} \oplus \eta_{1}\right) \bigcup_{\alpha \oplus \beta}\left(\xi_{0} \oplus \eta_{0}\right)$ and $\left(\xi_{1} \bigcup_{\alpha} \xi_{0}\right) \oplus\left(\eta_{1} \bigcup_{\beta} \eta_{0}\right)$ are isomorphic, and $\left(\xi_{1} \otimes \eta_{1}\right) \bigcup_{\alpha \otimes \beta}\left(\xi_{0} \otimes \eta_{0}\right)$ and $\left(\xi_{1} \bigcup_{\alpha} \xi_{0}\right) \otimes\left(\eta_{1} \bigcup_{\beta} \eta_{0}\right)$ are isomorphic.

There is a similar formula for duality.
7.6 Proposition. Let $\xi_{i}$ be a bundle over $X_{i}$, and let $\alpha_{t}: \xi_{1}\left|A \rightarrow \xi_{0}\right| A$ be a homotopy of clutching functions. Then $\xi_{1} \bigcup_{\alpha_{0}} \xi_{0}$ and $\xi_{1} \bigcup_{\alpha_{1}} \xi_{0}$ are isomorphic.

Proof. We view $a_{t}$ as a clutching function $\alpha::\left(\xi_{1} \times I\right)\left|(A \times I) \rightarrow\left(\xi_{0} \times I\right)\right|$ $(A \times I)$. Then $\xi_{1} \bigcup_{\alpha_{0}} \xi_{0}$ is isomorphic to $\left[\left(\xi_{1} \times I\right) \bigcup_{\alpha}\left(\xi_{0} \times I\right)\right] \mid(A \times 0)$ and $\xi_{1} \bigcup_{\alpha_{1}} \xi_{0}$ to $\left[\left(\xi_{1} \times I\right) \bigcup_{\alpha}\left(\xi_{0} \times I\right)\right] \mid(A \times 1)$. Since $\left(\xi_{1} \times I\right) \bigcup_{\alpha}\left(\xi_{0} \times I\right)$ is isomorphic to $\eta \times I$ for some $\eta$, there is an isomorphism between $\xi_{1} \bigcup_{\alpha_{0}} \xi_{0}$ and $\xi_{1} \bigcup_{\alpha_{1}} \xi_{0}$.

In the next two sections, we outline the theory of $L_{n}(X, A)$ and the elementary properties of half-exact cofunctors. The details are left as exercises for the reader.

## 8. The Cofunctor $L_{n}(X, A)$

In this section we consider in outline form a generalization of the results of Secs. 4 to 6.

We consider complexes of length $n$ consisting of vector bundles over $X$ which are exact when restricted to $A$ and denoted

$$
\xi: 0 \rightarrow \xi_{0} \xrightarrow{\alpha_{1}} \xi_{1} \xrightarrow{\alpha_{2}} \xi_{2} \rightarrow \cdots \rightarrow \xi_{n} \rightarrow 0
$$

An isomorphism from a complex $\xi$ to a complex $\eta$ is a sequence of isomorphisms $u_{i}: \xi_{i} \rightarrow \eta_{i}$ for $0 \leqq i \leqq n$ such that the following diagram is commutative.

8.1 Notations. Let $S_{n}(X, A)$ denote the set of isomorphism classes of complexes of length $n$ defined over $X$ and acyclic over $A$. We define a commutative semigroup structure on $S_{n}(X, A)$, using the quotient function induced by the Whitney sum of two complexes. The induced complex defines a semigroup morphism $f^{*}: S_{n}(X, A) \rightarrow S_{n}(Y, B)$ for each map $f:(Y, B) \rightarrow(X, A)$, from which it follows that $S_{n}(X, A)$ is a cofunctor.

An elementary complex is a complex $0 \rightarrow \xi_{0} \xrightarrow{\alpha_{1}} \xi_{1} \rightarrow \cdots \rightarrow \xi_{n} \rightarrow 0$ such that $\xi_{i}=0$ for $i \neq k-1, k$, and $\alpha_{k}: \xi_{k-1} \rightarrow \xi_{k}$ is an isomorphism over $X$. Two complexes $\xi$ and $\eta$ are said to be equivalent provided there are elementary complexes $\delta_{1}, \ldots, \delta_{p}$ and $\varepsilon_{1}, \ldots, \varepsilon_{q}$ such that $\xi \oplus \delta_{1} \oplus \cdots \oplus \delta_{p}$ equals $\eta \oplus$ $\varepsilon_{1} \oplus \cdots \oplus \varepsilon_{q}$ in $S_{n}(X, A)$.
8.2 Definition. We denote by $L_{n}(X, A)$ the quotient semigroup cofunctor of $S_{n}(X, A)$ under the above relation on elements of $S_{n}(X, A)$.

Observe that $L_{1}(X, A)$ is just $L(X, A)$ of Sec. 4. One can prove that $\xi$ defines the zero element in $L_{n}(X, A)$ if $\xi$ is acyclic on $X$.

By viewing a complex of length $n$ as a complex of length $n+1$, we define a natural morphism $L_{n}(X, A) \rightarrow L_{n+1}(X, A)$. By composition there are natural morphisms $L_{1}(X, A) \rightarrow L_{m}(X, A)$.

For finite $C W$-pairs we have the following result which is left to the reader.
8.3 Theorem. The natural morphism $L_{1}(X, A) \rightarrow L_{m}(X, A)$ is an isomorphism.

This theorem is dependent upon the following result which follows from 2(7.1) or Lemma 7.2, Atiyah, Bott, and Shapiro [1].
8.4 Lemma. Let $\xi$ and $\eta$ be vector bundles over $X$, and let $u: \xi|A \rightarrow \eta| A$ be $a$ monomorphism. If $\operatorname{dim} \eta \rightarrow \operatorname{dim} \xi+\operatorname{dim} X$, there exists a prolongation of $u$ to a monomorphism $\xi \rightarrow \eta$.

As in Sec. 5, we consider morphisms $L_{n}(X, A) \rightarrow K(X, A)$.
8.5 Definition. An Euler characteristic for $L_{n}(X, A)$ is a morphism of cofunctors $\chi: L_{n} \rightarrow K$ such that for empty $A$ there is the relation $\chi(\xi)=$ $\sum_{0 \leqq i \leqq n}(-1)^{i} \xi_{i}$.

The following theorem is proved by using Theorems (8.3) and (5.1).
8.6 Theorem. A unique Euler characteristic exists for $L_{n}$, and it is an isomorphism of cofunctors.

As corollaries of this theorem there are the following results. Recall that two complexes $\xi$ and $\eta$ are homotopic on $(X, A)$ provided there is a complex $\zeta$ on $(X \times I, A \times I)$ such that $\xi=\zeta \mid(X \times 0, A \times 0)$ and $\eta=\zeta \mid(X \times 1, A \times 1)$.
8.7 Corollary. Two homotopic complexes determine the same element in $L_{n}(X, A)$.

We construct an inverse to the isomorphism $L_{1}(X, A) \rightarrow L_{n}(X, A)$. For $\xi \in$ $S_{n}(X, A)$ we can put riemannian metrics on $\xi_{i}$ and define $\alpha_{i}^{*}: \xi_{i} \rightarrow \xi_{i-1}$. We consider $\eta=\left(0 \rightarrow \eta_{0} \xrightarrow{\beta} \eta_{1} \rightarrow 0\right)$, where $\eta_{0}=\sum_{i} \xi_{2 i}$ and $\eta_{1}=\sum_{i} \xi_{2 i+1}$ and $\beta\left(x_{0}, x_{2}, x_{4}, \ldots\right)=\left(\alpha_{1}\left(x_{0}\right), \alpha_{2}^{*}\left(x_{2}\right)+\alpha_{3}\left(x_{2}\right), \alpha_{4}^{*}\left(x_{4}\right)+\alpha_{5}\left(x_{4}\right), \ldots\right) . \quad$ Since $\xi_{2 i+1}=\alpha_{2 i}\left(\xi_{2 i}\right) \oplus \alpha_{2 i+1}^{*}\left(\xi_{2 i+2}\right)$ over $A$, the element $\eta$ defines a class in $S_{1}(X, A)$. If $\xi \in S_{1}(X, A)$, then $\xi$ equals $\eta$. This is easily seen to define an inverse $L_{n}(X, A) \rightarrow L_{1}(X, A)$, by (8.6) and (8.7).
8.8 Products. If $\xi \in S_{n}(X, A)$ and if $\eta \in S_{m}(Y, B)$, then the tensor product $\xi \otimes$ $\eta \in S_{n+m}(X \times Y,(X \times B) \cup(A \times Y))$ by the Künneth formula.

This defines a biadditive pairing $L_{n}(X, A) \otimes L_{m}(T, B) \rightarrow L_{n+m}(X \times Y$, $(X \times B) \cup(A \times Y))$ such that $\chi(a b)=\chi(a) \chi(b)$, where $\chi$ is the Euler characteristic.

## 9. Half-Exact Cofunctors

The following notion is due to Dold [5]. Again we give only an outline of the results.
9.1 Definition. Let $\mathbf{W}$ denote the category of finite $C W$-complexes with base points and homotopy classes of maps preserving base points. A half-exact cofunctor $U$ is a cofunctor defined on $\mathbf{W}$ with values in the category of abelian groups such that for each subcomplex $A$ of $X$ the following sequence is exact:

$$
U(A) \leftarrow U(X) \leftarrow U(X / A)
$$

9.2 Example. Ordinary reduced singular cohomology $\tilde{H}^{n}(-; G)$ is a halfexact cofunctor. The natural quotient map $X \rightarrow X / A$ defines an isomorphism $\tilde{H}^{n}(X / A ; G) \rightarrow H^{n}(X, A ; G)$. The half-exactness property is derived from this and the exact sequence for cohomology.
9.3 Example. Real, complex, and quaternionic $\widetilde{K}$-group cofunctors are half exact by (2.1).
9.4 Example. Let $H$ be a homotopy associative and commutative $H$-space. Then $U_{H}=[-, H]_{0}$ is a half-exact cofunctor.
9.5 Example. Let $U$ be an arbitrary half-exact cofunctor, and let $Z$ be a (finite) cell complex. Then the functions that assign to $X$ the group $U(X \wedge Z)$ and to $f: Y \rightarrow X$ the group morphism $U\left(f \wedge 1_{Z}\right)$ collect to define a half-exact cofunctor.
9.6 Proposition. Let $U$ be a half-exact cofunctor. If $X$ is a point, $U(X)$ equals 0 . If $f$ is null homotopic, then $U(f)$ equals 0 .

The discussion in Secs. 2 and 3 applies to half-exact functors, and we have the following theorems.
9.7 Theorem. Let $f: X \rightarrow Y$ be a cellular map of finite CW-complexes. Then, with the notations of Sec. 2, there is the following exact sequence:

$$
U(X) \stackrel{U(f)}{\longleftrightarrow} U(Y) \stackrel{U(a(f))}{\leftrightarrows} U\left(C_{f}\right) \stackrel{U(b(f))}{\leftrightarrows} U(S(X)) \stackrel{U(S(f))}{\leftrightarrows} U(S(Y))
$$

This theorem corresponds to (2.8), and corresponding to (2.10) is the next remark.
9.8 Remark. For a subcomplex $A$ of $X$ there is a coboundary morphism $U(S(A)) \rightarrow U(X / A)$ such that the following sequence is exact.

$$
U(A) \leftarrow U(X) \leftarrow U(X / A) \leftarrow U(S(A)) \leftarrow U(S(X))
$$

We leave it to the reader to state and verify (3.2) to (3.4) for half-exact cofunctors.

The next theorem is an important uniqueness theorem which can be used in giving a general $K$-theory setting for the periodicity theorem of Bott. It is useful in comparing rational $K$-theory and rational cohomology theory.
9.9 Theorem. Let $\phi: U \rightarrow V$ be a morphism of half-exact cofunctors. If $\phi\left(S^{m}\right)$ is an isomorphism for each $m \geqq 0$, then $\phi$ is an isomorphism.

This theorem is proved by induction on the number of cells of $X$ for $\phi(X)$.
Finally, (2.6) and (9.7) are related to the following basic result known as the Puppe mapping sequence (see Puppe [1]). We use the notations of (2.6) and (9.7). Everything is for base point preserving maps.
9.10 Theorem. Let $f: X \rightarrow Y$ be a map, and let $Z$ be a space. Then the following sequence is exact as a sequence of sets with base points.

$$
[X, Z]_{0}{ }^{f^{*}} \leftrightarrows[Y, Z]_{0} \stackrel{a(f)^{*}}{\leftrightarrows}\left[C_{f}, Z\right]_{0} \stackrel{b(f)^{*}}{\leftrightarrows}[S X, Z]_{0} \stackrel{S f^{*}}{\leftrightarrows}[S Y, Z]_{0}
$$

## Exercises

1. Develop the results of this chapter for vector bundles over a pair $(X, A)$ where $X$ is a compact space and $A$ is a closed subspace.
2. Fill in the details in Secs. 8 and 9 .

## CHAPTER 11

## Bott Periodicity in the Complex Case

Using elementary methods in analysis and vector bundle theory, we present the Atiyah-Bott proof of the complex periodicity theorem. In this setting we see the role of the Hopf bundle in defining the periodicity isomorphism.

## 1. K-Theory Interpretation of the Periodicity Result

Ket $k=2$ for complex $K$-theory $K$ and $k=8$ for real $K$-theory $K O$. From the sequence of spaces

$$
X \vee S^{k} \rightarrow X \times S^{k} \rightarrow X \wedge S^{k}
$$

there is the following exact sequence in either real or complex $K$-theory:

$$
0 \rightarrow \tilde{K}\left(X \wedge S^{k}\right) \rightarrow \tilde{K}\left(X \times S^{k}\right) \rightarrow \tilde{K}\left(X \vee S^{k}\right) \rightarrow 0
$$

The external cup product or tensor product yields a morphism

$$
K(X) \otimes K\left(S^{k}\right) \rightarrow K\left(X \times S^{k}\right)
$$

From this we have the following commutative diagram:


The morphism cup restricted to $\tilde{K}(X) \oplus \tilde{K}\left(S^{k}\right) \oplus \mathbf{Z}$ is the identity when restricted to the last three summands. This leads to the following result.
1.1 Proposition. The external cup product $K(X) \otimes K\left(S^{k}\right) \rightarrow K\left(X \times S^{k}\right)$ is an isomorphism if and only if the external cup product $\tilde{K}(X) \otimes \tilde{K}\left(S^{k}\right) \rightarrow$ $\tilde{K}\left(X \wedge S^{k}\right)$ is an isomorphism.

Now we state the $K$-theory formulation of Bott periodicity.
1.2 Theorem. Let $X$ be a compact space. The external cup products $K(X) \otimes$ $K\left(S^{2}\right) \rightarrow K\left(X \times S^{2}\right) \quad$ in complex $\quad K$-theory and $K O(X) \otimes K O\left(S^{8}\right) \rightarrow$ $K O\left(X \times S^{8}\right)$ in real $K$-theory are isomorphisms. In addition, $K\left(S^{2}\right)$ is a free abelian group on two generators 1 and $\eta$ class of the complex Hopf bundle, and $K O\left(S^{8}\right)$ is the free abelian group on two generators 1 and $\eta_{8}$, where $\eta_{8}$ is the class of the real eight-dimensional Hopf bundle.

In view of Proposition (1.1), Theorem (1.2) is equivalent to:
1.3 Theorem. Let $X$ be a compact space. The function that assigns to $a \in$ $\widetilde{K}(X)$ the element $a \otimes(\eta-1)$ in $\widetilde{K}\left(X \wedge S^{2}\right)$ is a cofunctor isomorphism, and the function that assigns to $a \in \widetilde{K O}(X)$ the element $a \otimes\left(\eta_{8}-8\right)$ in $\widetilde{K O}\left(X \wedge S^{8}\right)$ is a cofunctor isomorphism.

We shall prove Theorem (1.2) for complex vector bundles.

## 2. Complex Vector Bundles Over $X \times S^{2}$

2.1 Notations. We view $S^{2}$ as the Riemann sphere of complex numbers and the point at infinity. Let $D_{0}$ denote the disk of $z$ with $|z| \leqq 1$, and let $D_{\infty}$ denote the disk of $z$ with $|z| \geqq 1$. Then $D_{0} \cap D_{\infty}$ equals $S^{1}$, the unit circle.
2.2 Notations. For a compact space $X$ we denote the natural projections on $X$ by $\pi_{0}: X \times D_{0} \rightarrow X, \pi_{\infty}: X \times D_{\infty} \rightarrow X$, and $\pi: X \times S^{1} \rightarrow X$. Observe that we have $\left(X \times D_{0}\right) \cup\left(X \times D_{\infty}\right)=X \times S^{2}$ and $\left(X \times D_{0}\right) \cap\left(X \times D_{\infty}\right)=X \times S^{1}$. Let $s$ : $X \rightarrow X \times S^{2}$ be the map defined by the relation $s(x)=(x, 1)$. We use these notations throughout this chapter.

Using the clutching construction of Chap. 10, Sec. 7, we are able to give a description of complex vector bundles over $X \times S^{2}$.
2.3 Proposition. Let $\xi$ be a complex vector bundle over $X \times S^{2}$, and let $\zeta$ equal $s^{*}(\xi)$. Then there is an automorphism $u: \pi^{*}(\zeta) \rightarrow \pi^{*}(\zeta)$ such that $\xi$ and $\pi_{0}^{*}(\zeta) \bigcup_{u} \pi_{1}^{*}(\zeta)$ are isomorphic and $u: \zeta|X \times 1 \rightarrow \zeta| X \times 1$ is homotopic to the identity in the space of automorphisms. Moreover, $u$ is unique with respect to the above properties.

Proof. We consider s: $X \rightarrow X \times D_{0}$ or $X \times D_{\infty}$. The compositions $s \pi_{0}: X \times$ $D_{0} \rightarrow X \times D_{0}$ and $s \pi_{\infty}: X \times D_{\infty} \rightarrow X \times D_{\infty}$ are homotopy equivalences. Consequently, the natural isomorphism $\xi\left|(X \times 1) \rightarrow \pi^{*}(\zeta)\right|(X \times 1)$ prolongs to two isomorphisms $u_{0}: \xi \mid\left(X \times D_{0}\right) \rightarrow \pi_{0}^{*}(\zeta)$ and $u_{\infty}: \xi \mid\left(X \times D_{\infty}\right) \rightarrow \pi_{\infty}^{*}(\zeta)$.

Two such extensions over $X \times D_{0}$ or over $X \times D_{\infty}$ differ by an automorphism over $X \times D_{0}$ or over $X \times D_{\infty}$, which is the identity on $X \times 1$. Then $u=u_{\infty}^{-1} u_{0}$ is the desired automorphism, for by Proposition $10(7.1)$ there is an isomorphism between $\xi$ and $\pi_{0}^{*}(\zeta) \bigcup_{u} \pi_{\infty}^{*}(\zeta)$. This proves the proposition.

The task in the following sections is to consider clutching automorphisms $u: \pi^{*}(\zeta) \rightarrow \pi^{*}(\zeta)$ for vector bundles $\zeta$ over $X$ and the projection $\pi: X \times S^{1} \rightarrow$ $X$. Such a clutching map $u$ is given by a continuous family of automorphisms $u(x, z): \zeta_{x} \rightarrow \zeta_{x}$ for $x \in X$ and $|z|=1$.
2.4 Definition. A Laurent polynomial clutching map $u$ for $\zeta$ is a clutching map of the form

$$
u(x, z)=\sum_{|k| \leqq n} a_{k}(x) z^{k}
$$

where $a_{k}: \zeta \rightarrow \zeta$ is a morphism of $\zeta$. A Laurent polynomial clutching map $u$ is a polynomial clutching map provided $u(x, z)=a_{0}(x)+a_{1}(x) z+\cdots+a_{n}(x) z^{n}$ and is a linear clutching map provided $u(x, z)=a(x)+b(x) z$.

In the next proposition we see that any complex vector bundle $\xi$ over $X \times S^{2}$ is isomorphic to $\pi_{0}^{*}(\zeta) \bigcup_{u} \pi_{\infty}^{*}(\zeta)$, where $u$ is a Laurent polynomial clutching map.
2.5 Proposition. Let $\xi$ be a complex vector bundle over $X \times S^{2}$, and let $\zeta$ equal $s^{*}(\xi)$. Then $\xi$ is isomorphic to $\pi_{0}^{*}(\zeta) \bigcup_{v} \pi_{\infty}^{*}(\zeta)$, where $v$ is a Laurent polynomial clutching map.

Proof. Let $\xi$ be isomorphic to $\pi_{0}^{*}(\zeta) \bigcup_{u} \pi_{\infty}^{*}(\zeta)$ as in Proposition (2.3), where $u$ is an arbitrary clutching map. Let $a_{k}: \zeta \rightarrow \zeta$ be the morphism defined by the integral

$$
a_{k}(x)=\frac{1}{2 \pi i} \int_{S^{1}} z^{-k} u(x, z) \frac{d z}{z}
$$

We define $s_{k}(x, z)$ to be $\sum_{|j| j k} a_{j}(x) z^{j}$ and $u_{n}(x, z)$ to be $1 /(n+1) \sum_{0 \leqq k \leqq n} s_{k}(x, z)$. Then $u_{n}(x, z)$ is the $n$th partial Cesaro sum of a Fourier series, and by an extension of Fejer's theorem $u_{n}$ converges uniformly in $x$ and $z$ to $u$.

Let $v=u_{n}$ for large $n$, where $u_{n}$ is so close to $u$ that it is a clutching map homotopic to $u$. This is possible because homotopy classes of clutching maps are open sets in the uniform topology. Then there is an isomorphism between $\xi$ and $\pi_{0}^{*}(\zeta) \bigcup_{v} \pi_{\infty}^{*}(\zeta)$. This proves the proposition.
2.6 Example. Let $\gamma$ denote the canonical line bundle over $S^{2}=C P^{1}$, and let $\eta$ denote the dual line bundle of $\gamma$. Then $\gamma$ is isomorphic to the bundle obtained by clutching two trivial line bundles over $D_{0}$ and $D_{\infty}$ with the clutching map
$u(z)=z$, and $\eta$ is isomorphic to the bundle obtained with the clutching map $u(z)=z^{-1}$. To see this, we recall that $E(\gamma)$ is the subspace of $\left(\left\langle z_{0}, z_{1}\right\rangle\right.$, $\left.\left(w_{0}, w_{1}\right)\right) \in C P^{1} \times \mathbf{C}^{2}$. If $V_{i}$ denotes the open set of $\left\langle z_{0}, z_{1}\right\rangle$ with $z_{i} \neq 0$ for $i=0$, 1, we have charts $h_{i}: V_{i} \times \mathbf{C} \rightarrow E\left(\gamma \mid V_{i}\right)$, where $h_{0}\left(\left\langle z_{0}, z_{1}\right\rangle, a\right)=$ $\left(\left\langle z_{0}, z_{1}\right\rangle,\left(a, z_{1} a / z_{0}\right)\right)$ and $h_{1}\left(\left\langle z_{0}, z_{1}\right\rangle, a\right)=\left(\left\langle z_{0}, z_{1}\right\rangle,\left(z_{0} a / z_{1}, a\right)\right)$. Since the clutching map $u(z)$ for $|z|=1$ has the property that $h_{0}(z, a)=h_{1}(z, u(z) a)$ for $z=z_{1} / z_{0}$, we have $u(z)=z$. Similarly for the dual bundle the clutching map is $u(z)=z^{-1}$ from the tensor product property of clutching maps, see $10(7.4)$, and of dual bundles.
2.7 Notation. Let $\zeta$ be a complex vector bundle over $X$, and let $u$ be a clutching map $\pi^{*}(\zeta) \rightarrow \pi^{*}(\zeta)$. Then $\pi_{0}^{*}(\zeta) \bigcup_{u} \pi_{\infty}^{*}(\zeta)$ is denoted by $[\zeta, u]$. Denote $\gamma=\left[\theta^{1}, z\right]$ and $\eta=\left[\theta^{1}, z^{-1}\right]$.
2.8 Proposition. Let $\xi$ be isomorphic to $[\zeta, u]$ over $X \times S^{2}$. Then $\left[\zeta, u z^{n}\right]$ is isomorphic to $\xi \hat{\otimes} \gamma^{n}$ or $\xi \hat{\otimes} \eta^{-n}$, where $\gamma^{n}$ denotes the $n$-fold tensor product of $\gamma$ and $\hat{\otimes}$ is the external tensor product.

Proof. This follows from tensor product properties of clutching maps 10(7.4); that is, $\pi_{0}^{*}(\zeta) \bigcup_{u z^{n}} \pi_{\infty}^{*}(\zeta)$ is isomorphic to $\left(\pi_{\infty}^{*}(\zeta) \otimes \theta^{1}\right) \bigcup_{u \otimes z^{n}}\left(\pi_{\infty}^{*}(\zeta) \otimes \theta^{1}\right)$ which in turn is isomorphic to $\zeta \hat{\otimes} \gamma^{n}$.

By (2.8) we have a complete picture of vector bundles over $X \times S^{2}$ whose clutching map is a monomial; that is, $\left[\zeta, a z^{n}\right]$ is isomorphic to $\zeta \hat{\otimes} \gamma^{n}$.

## 3. Analysis of Polynomial Clutching Maps

By (2.5) every complex vector bundle $\xi$ over $X \times S^{2}$ is isomorphic to $\left[\zeta, z^{-n} p\right]$, where $p$ is a polynomial clutching function. By (2.8), $\left[\zeta, z^{-n} p\right]$ is isomorphic to $[\zeta, p] \hat{\otimes} \eta^{n}$ over $X \times S^{2}$. In this section we linearize polynomial clutching functions in a manner analogous to the transformation used in reducing $n$ th-order differential equations to linear differential equations.
3.1 Notation. Let $p=\sum_{0 \leqq k \leqq n} p_{k} z^{k}$ be a polynomial clutching function for a complex vector bundle $\zeta$ over $X$. Let $L^{n}(p)$ denote the linear polynomial clutching function for the complex vector bundle $L^{n}(\zeta)=\zeta \oplus^{(n+1)} \oplus \zeta$ given by the following matrix.

$$
L^{n}(p)=\left[\begin{array}{cccccc}
p_{0} & p_{1} & p_{2} & \cdots & p_{n-1} & p_{n} \\
-z & 1 & 0 & \cdots & 0 & 0 \\
0 & -z & 1 & \cdots & 0 & 0 \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{array}\right] .
$$

Observe that $L^{n}(p)$ is the product of three matrices where $p_{r}^{*}(z)=\sum_{r \leqq k \leqq n} p_{k} z^{k-r}$ and $p_{r}^{*}(z)-z p_{r+1}^{*}(z)=p_{r}$.

Consequently, $L^{n}(p)=\left(1+N_{1}\right)\left(p \oplus 1_{n}\right)\left(1+N_{2}\right)$, where $N_{1}$ and $N_{2}$ are nilpotent. Then $L_{t}^{n}(p)=\left(1+t N_{1}\right)\left(p \oplus 1_{n}\right)\left(1+t N_{2}\right)$ is a homotopy of clutching functions of $L^{n}(\zeta)$. This yields the following result.

### 3.2 Proposition. For a polynomial clutching map

$$
p(z)=\sum_{0 \leqq k \leqq n} p_{k} z^{k} \text { for } \zeta \text { over } X
$$

$\left[L^{n}(\zeta), L^{n}(p)\right]$ and $\left[L^{n}(\zeta), p \oplus 1_{n}\right]$ are isomorphic vector bundles over $X \times S^{2}$.
Using these notations, we have the following two propositions for a polynomial clutching map $p(z)=\sum_{0 \leqq k \leqq n} p_{k} z^{k}$ for $\zeta$ over $X$. We may view $p(z)$ as a polynomial of degree $n+1$.
3.3 Proposition. There is an isomorphism between $\left[L^{n+1}(\zeta), L^{n+1}(p)\right]$ and $\left[L^{n}(\zeta), L^{n}(p)\right] \oplus[\zeta, 1]$.

Proof. We use the following homotopy of clutching maps:

$$
\left[\begin{array}{cccccc}
p_{0} & p_{1} & \cdots & p_{n-1} & p_{n} & 0 \\
-z & 1 & \cdots & 0 & 0 & 0 \\
\cdots \cdots & \cdots & \cdots & \cdots \cdots & \cdots \cdots \cdots \cdots & \cdots \\
0 & 0 & \cdots & 1 & 0 & 0 \\
0 & 0 & \cdots & -z & 1 & 0 \\
0 & 0 & \cdots & 0 & -(1-t) z & 1
\end{array}\right]
$$

For $t=0$ we have $\left[L^{n+1}(\zeta), L^{n+1}(p)\right]$ and for $t=1,\left[L^{n}(\zeta), L^{n}(p)\right] \oplus[\zeta, 1]$.
3.4 Proposition. There is an isomorphism between $\left[L^{n+1}(\zeta), L^{n+1}(z p)\right]$ and $\left[L^{n}(\zeta), L^{n}(p)\right] \oplus[\zeta, z]$.

Proof. We use the following homotopy of clutching maps.

$$
\left[\begin{array}{cccccc}
0 & p_{0} & p_{1} & \cdots & p_{n-1} & p_{n} \\
-z & 1-t & 0 & \cdots & 0 & 0 \\
0 & -z & 1 & \cdots & 0 & 0 \\
\cdots \cdots & \cdots & \cdots & \cdots & \cdots \cdots & \cdots \\
0 & 0 & 0 & \cdots & 1 & 0 \\
0 & 0 & 0 & \cdots & -z & 1
\end{array}\right]
$$

For $t=0$ we have $\left[L^{n+1}(\zeta), L^{n+1}(z p)\right]$, and for $t=1$ we have $\left[L^{n}(\zeta), L^{n}(p)\right] \oplus$ [ $\zeta, z]$.

As a corollary we get two relations involving each of the Hopf bundles $\gamma$ an $d \eta$.
3.5 Corollary. There is an isomorphism between $\gamma^{2} \oplus \theta^{1}$ and $\gamma \oplus \gamma$, or between $\eta^{-2} \oplus 1$ and $\eta^{-1} \oplus \eta^{-1}$.

Proof. By (3.4) there is an isomorphism between $\left[\theta^{2}, z^{2}\right]=\left[L^{2}\left(\theta^{1}\right), z^{2}\right]$ and $\left[\theta^{1}, z\right] \oplus\left[\theta^{1}, z\right]=\gamma \oplus \gamma$, and by (3.2) there is an isomorphism between $\left[\theta^{2}, z^{2}\right]$ and $\left[\theta^{1}, z^{2}\right] \oplus\left[\theta^{1}, 1\right]=\gamma^{2} \oplus 1$.

The proof of Corollary (3.5) follows directly from the following homotopy of clutching maps.

$$
\left[\begin{array}{ll}
z & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\cos (\pi t / 2) & -\sin (\pi t / 2) \\
\sin (\pi t / 2) & \cos (\pi t / 2)
\end{array}\right]\left[\begin{array}{ll}
z & 0 \\
0 & 1
\end{array}\right]\left[\begin{array}{cc}
\cos (\pi t / 2) & \sin (\pi t / 2) \\
-\sin (\pi t / 2) & \cos (\pi t / 2)
\end{array}\right]
$$

This map is $\left[\begin{array}{cc}z^{2} & 0 \\ 0 & 1\end{array}\right]$ for $t=0$ and $\left[\begin{array}{ll}z & 0 \\ 0 & z\end{array}\right]$ for $t=1$.

## 4. Analysis of Linear Clutching Maps

Let $p(x, z)=a(x) z+b(x)$ be a linear clutching map for a bundle $\zeta$ over $X$. We wish to prove that $\zeta$ decomposes into a Whitney sum $\zeta_{+}^{0} \oplus \zeta_{-}^{0}$ such that $p \mid \zeta_{+}^{0}: \zeta_{+}^{0} \rightarrow \zeta_{+}^{\infty}$ is nonsingular for all $z$ with $|z| \geqq 1$ and $p \mid \zeta^{0}: \zeta_{-}^{0} \rightarrow \zeta_{-}^{\infty}$ is nonsingular for all $z$ with $|z| \leqq 1$. Then the bundle $[\zeta, a(x) z+b(x)]$ is isomorphic to $\left[\zeta_{+}^{0}, z\right] \oplus\left[\zeta_{-}^{0}, 1\right]$.

If $p(x, z)$ has the form $z+b(x)$, the fibre of $\zeta_{+}$at $x$ will be the sum of the eigenspaces of $b(x)$ for values $\lambda$ with $|\lambda|<1$, and the fibre of $\zeta_{-}$at $x$ will be the sum of the eigenspaces of $b(x)$ for value $\lambda$ with $|\lambda|>1$.

The following treatment of this case was pointed out by J. F. Adams. The author is very grateful for his permission to use it here.
4.1 Notations. The linear clutching map $a(x) z+b(x)=p(x, z): \zeta \rightarrow \zeta$ is nonsingular for $|z|=1$ and all $x$. By the compactness of the base space, the map $p(x, z)$ is nonsingular for all $z$ with $1-\varepsilon \leqq|z| \leqq 1+\varepsilon$ and all $x \in X$. Form

$$
p_{0}(x)=\frac{1}{2 \pi i} \int_{|z|=1}(a(x) z+b(x))^{-1} a(x) d z
$$

and

$$
p_{\infty}(x)=\frac{1}{2 \pi i} \int_{|z|=1} a(x)(a(x) z+b(x))^{-1} d z
$$

where $p_{0}, p_{\infty}: \zeta \rightarrow \zeta$ are bundle morphisms independent of $z$.
The main properties of $p_{0}$ and $p_{\infty}$ are contained in the next proposition.
4.2 Proposition. We have $p(x, z) p_{0}(x)=p_{\infty}(x) p(x, z)$ for all $x \in X$ and $|z|=1$, and $p_{0}(x)$ and $p_{\infty}(z)$ are each projections; that is, $p_{0}(x) p_{0}(x)=p_{0}(x)$ and $p_{\infty}(x) p_{\infty}(x)=p_{\infty}(x)$.

Proof. First, there is the following relation for $z \neq w$.

$$
\begin{align*}
(a w+b)^{-1} a(a z+b)^{-1} & =(a z+b)^{-1} a(a w+b)^{-1} \\
& =\frac{(a z+b)^{-1}}{w-z}+\frac{(a w+b)^{-1}}{z-w} \tag{R}
\end{align*}
$$

To see this, we make the following calculation:

$$
\begin{aligned}
\frac{(a z+b)^{-1}}{w-z}+\frac{(a w+b)^{-1}}{z-w}= & (a w+b)^{-1} \frac{a w+b}{w-z}(a z+b)^{-1} \\
& +(a w+b)^{-1} \frac{a z+b}{z-w}(a z+b)^{-1} \\
= & (a w+b)^{-1} a(a z+b)^{-1}
\end{aligned}
$$

Now we use the symmetry between $z$ and $w$. It should be noted that the first equality in relation $(R)$ holds also for $z=w$.

To derive the relation $p(x, z) p_{0}(x)=p_{\infty}(x) p(x, z)$, we multiply relation $(R)$ by $a z+b$ on the left and right and then integrate. We get

$$
\begin{aligned}
(a z+b) p_{0} & =\frac{1}{2 \pi i} \int_{|z|=1}(a z+b)(a w+b)^{-1} a d w \\
& =\frac{1}{2 \pi i} \int_{|z|=1} a(a w+b)^{-1}(a z+b) d w \\
& =p_{\infty}(a z+b)
\end{aligned}
$$

To prove that $p_{0} p_{0}=p_{0}$, we choose $r_{1}$ and $r_{2}$ with $1-\varepsilon<r_{2}<r_{1}<1+\varepsilon$. Then we calculate the following expression, using relation $(R)$.

$$
\begin{aligned}
p_{0} p_{0} & =\frac{1}{(2 \pi i)^{2}} \int_{|z|=r_{1}} \int_{|w|=r_{2}}(a z+b)^{-1} a(a w+b)^{-1} a d z d w \\
& =\frac{1}{(2 \pi i)^{2}} \int_{|z|=r_{1}} \int_{|w|=r_{2}}\left[\frac{1}{w-z}(a z+b)^{-1} a+\frac{1}{z-w}(a w+b)^{-1} a\right] d z d w
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2 \pi i} \int_{|w|=\boldsymbol{r}_{2}}(a w+b)^{-1} a d w \\
& =p_{0}
\end{aligned}
$$

Observe that

$$
\int_{|w|=r_{2}} \frac{d w}{w-z}=0 \quad \text { for }|z|=r_{1}>r_{2}
$$

A similar calculation yields the relation $p_{\infty} p_{\infty}=p_{\infty}$. This proves the proposition.
4.3 Remark. The vector bundle projections $p_{0}: \zeta \rightarrow \zeta$ and $p_{\infty}: \zeta \rightarrow \zeta$ are of constant rank. This is a general property of projections and is easily seen by considering local cross sections $s_{1}, \ldots, s_{n}$ of $\zeta$ such that $s_{1}(x), \ldots, s_{r}(x)$ is a basis of $\operatorname{ker}\left(p_{0}\right)_{x}$ and $s_{r+1}(x), \ldots, s_{n}(x)$ is a basis of $\operatorname{im}\left(p_{0}\right)_{x}$. Then $\left(1-p_{0}\right) s_{1}(y)$, $\ldots,\left(1-p_{0}\right) s_{r}(y)$ is a basis of $\operatorname{ker}\left(p_{0}\right)_{y}$ near $x$, and $p_{0} s_{r+1}(y), \ldots, p_{0} s_{n}(y)$ is a basis of $\operatorname{im}\left(p_{0}\right)_{y}$ for $y$ near $x$ in the base space of $\zeta$.
4.4 Notations. We denote the vector bundle im $p_{0}$ by $\zeta_{+}^{0}, \operatorname{im} p_{\infty}$ by $\zeta_{+}^{\infty}, \operatorname{ker} p_{0}$ by $\zeta_{-}^{0}$, and $\operatorname{ker} p_{\infty}$ by $\zeta_{-}^{\infty}$. The relation $p(x, z) p_{0}(x)=p_{\infty}(x) p(x, z)$ implies that the following restrictions of $p(x, z)$ are defined:

$$
\begin{aligned}
& p_{+}(-, z): \zeta_{+}^{0} \rightarrow \zeta_{+}^{\infty} \\
& p_{-}(-, z): \zeta_{-}^{0} \rightarrow \zeta_{-}^{\infty}
\end{aligned}
$$

4.5 Proposition. The restriction $p_{+}(-, z): \zeta_{+}^{1} \rightarrow \zeta_{+}^{\infty}$ is an isomorphism for $|z| \geqq$ 1 , and the restriction $p_{-}(-, z): \zeta_{-}^{0} \rightarrow \zeta_{-}^{\infty}$ is an isomorphism for $|z| \leqq 1$.

Proof. Let $v$ be in the fibre of $\zeta$ over $x$ such that $(a(x) w+b(x)) v=0$ for $|w| \neq 1$. Then $(a(x) z+b(x)) v=(z-w) a(x) v$ and $(a(x) z+b(x))^{-1} a(x) v=$ $(z-w)^{-1} v$ for $|z|=1$. If we integrate over the circle $|z|=1$, we get the relation

$$
p_{0}(x) v= \begin{cases}v & \text { for }|w|<1 \\ 0 & \text { for }|w|>1\end{cases}
$$

If $v \in \operatorname{ker}(a(x) w+b(x))$ and $|w|<1$, then $v \in \zeta_{+}^{0}$ and $p_{-}(x, z)$ is a monomorphism for $|z| \leqq 1$. If $v \in \operatorname{ker}(a(x) w+b(x))$ and $|w|>1$, then $v \in \zeta_{-}^{0}$ and $p_{+}(x, z)$ is a monomorphism for $|z| \geqq 1$. For reasons of dimension, $p_{+}$and $p_{-}$are isomorphisms for $|z| \geqq 1$ or $|z| \leqq 1$, respectively. This proves the proposition.
4.6 Proposition. Let $p_{+}=a_{+} z+b_{+}$and $p_{-}=a_{-} z+b_{-}$where $p_{+}$and $p_{-}$are defined as in (4.4), and let $p^{t}=p_{+}^{t}+p_{-}^{t}$, where $p_{+}^{t}=a_{+} z+t b_{+}$and $p_{-}^{t}=$ $t a_{-} z+b_{-}$for $0 \leqq t \leqq 1$. Then $p^{t}$ is a homotopy of linear clutching maps from
$a_{+} z+b_{-}$to $p$. Moreover, the bundles $[\zeta, p]$ and $\left[\zeta_{+}^{0}, z\right] \oplus\left[\zeta_{-}^{0}, 1\right]$ are isomorphic.

Proof. By (4.5), $p_{+}^{t}$ and $p_{-}^{t}$ are isomorphisms onto their images for all $t$, $0 \leqq t \leqq 1$. Then $[\zeta, p]$ and $\left(\zeta_{+}^{0} \bigcup_{a_{+} z} \zeta_{+}^{\infty}\right) \oplus\left(\zeta_{-}^{0} \bigcup_{b} \zeta_{-}^{\infty}\right)$ are isomorphic bundles over $X \times S^{2}$. Since $a_{+}: \zeta_{+}^{0} \rightarrow \zeta_{+}^{\infty}$ and $b_{-}: \zeta_{-}^{0} \rightarrow \zeta_{-}^{\infty}$ are isomorphisms, there are isomorphisms between $\left[\zeta_{+}^{0}, z\right]$ and $\zeta_{+}^{0} \bigcup_{a_{+}} \zeta_{+}^{\infty}$ and between $\left[\zeta_{-}^{0}, 1\right]$ and $\zeta_{-}^{0} \bigcup_{b} \zeta_{-}^{\infty}$. This proves the proposition.
4.7 Notation. Let $p$ be a polynomial clutching map for $\zeta$ of degree $\leqq n$. Then the bundle $L^{n}(\zeta)=(n+1) \zeta$ decomposes with respect to the linear clutching map $L^{n}(p)$, as in (4.6). We denote this as follows:

$$
L^{n}(\zeta)=L^{n}(\zeta, p)_{+} \oplus L^{n}(\zeta, p)_{-}
$$

Then (4.6) says that the bundles $\left[L^{n}(\zeta), L^{n}(p)\right]$ and $\left[L^{n}(\zeta, p)_{+}, z\right] \oplus\left[L^{n}(\zeta, p)_{-}, 1\right]$ are isomorphic.

From the results of (3.3) and (3.4) and the above analysis, we have the following result.
4.8 Proposition. Let $p(x, z)$ be a polynomial clutching map of degree less than $n$ for a vector bundle $\zeta$. For $L^{n+1}(p)$, there are the following isomorphisms:

$$
L^{n+1}(\zeta, p)_{+} \cong L^{n}(\zeta, p)_{+} \quad \text { and } \quad L^{n+1}(\zeta, p)_{-} \cong L^{n+1}(\zeta, p)_{-} \oplus \zeta
$$

For $L^{n+1}(z p)$, there are the following isomorphisms:

$$
L^{n+1}(\zeta, z p)_{+} \cong L^{n}(\zeta, p)_{+} \oplus \zeta \quad \text { and } \quad L^{n+1}(\zeta, z p)_{-} \cong L^{n}(\zeta, p)_{-}
$$

## 5. The Inverse to the Periodicity Isomorphism

The periodicity morphism $\mu: K(X) \otimes K\left(S^{2}\right) \rightarrow K\left(X \times S^{2}\right)$ is just the external $K$-cup product. We wish to define an inverse morphism $v: K\left(X \times S^{2}\right) \rightarrow$ $K(X) \otimes K\left(S^{2}\right)$. For a vector bundle $\xi$ over $X$, the element of $K(X)$ determined by $\xi$ is also denoted by $\xi$.
5.1 Notations. Let $u$ be a clutching map for a vector bundle $\zeta$ over $X$. By (2.4), there is a Laurent polynomial clutching map $z^{-n} p_{n}(x, z)$ arbitrarily close and, therefore, homotopic to $u$ for large $n$. Here $p_{n}(x, z)$ is a polynomial clutching map where $\operatorname{deg} p_{n}(x, z) \leqq 2 n$. In $K(X) \otimes K\left(S^{2}\right)$, we consider the following element:

$$
v_{n}(\zeta, u)=L^{2 n}\left(\zeta, p_{n}\right)_{+} \otimes\left(\eta^{n-1}-\eta^{n}\right)+\zeta \otimes \eta^{n}
$$

Since $(1-\eta) \eta=1-\eta$ in $K\left(S^{2}\right)$, by (3.5), we have

$$
v_{n}(\zeta, u)=L^{2 n}\left(\zeta, p_{n}\right)_{+} \otimes(1-\eta)+\zeta \otimes \eta^{n}
$$

5.2 Proposition. With the above notation, we have $v_{n}(\zeta, u)=v_{n+1}(\zeta, u)$.

Proof. Using (4.8), we have the following relations in $K(X)$ :

$$
L^{2 n+2}\left(\zeta, p_{n+1}\right)_{+}=L^{2 n+2}\left(\zeta, z p_{n+1}\right)_{+}=L^{2 n+1}\left(\zeta, z p_{n}\right)_{+}=L^{2 n}\left(\zeta, p_{n}\right)_{+} \oplus \zeta
$$

From this we have

$$
\begin{aligned}
v_{n+1}(\zeta, u) & =L^{2 n+2}\left(\zeta, p_{n+1}\right)_{+} \otimes\left(\eta^{n}-\eta^{n+1}\right)+\zeta \otimes \eta^{n+1} \\
& =L^{2 n}\left(\zeta, p_{n}\right)_{+} \otimes(1-\eta)+\zeta \otimes\left(\eta^{n}-\eta^{n+1}\right)+\zeta \otimes \eta^{n+1} \\
& =L^{2 n}\left(\zeta, p_{n}\right)_{+} \otimes\left(\eta^{n-1}-\eta^{n}\right)+\zeta \otimes \eta^{n} \\
& =v_{n}(\zeta, u)
\end{aligned}
$$

This proves the proposition.
5.3 Remarks. In view of (5.2), $v(\zeta, u)$ may be written for $v_{n}(\zeta, u)$, since $v$ is independent of $n$. If $u^{\prime}$ is a second clutching map near $u$, the line segment joining $p_{n}=z^{n} f_{n}$ to $q_{n}=z^{n} g_{n}$ is a homotopy of clutching maps, where $f_{n}$ approximates $u$ and $g_{n}$ approximates $u^{\prime}$. Consequently, we have $v(\zeta, u)=$ $v\left(\zeta, u^{\prime}\right)$ and $v(\xi)$ equal to $v(\zeta, u)$, where $\xi=[\zeta, u]$ is well defined. Observe that $v\left(\xi \oplus \xi^{\prime}\right)=v(\xi)+v\left(\xi^{\prime}\right)$ for vector bundles on $X \times S^{2}$. Consequently, a morphism $v: K\left(X \times S^{2}\right) \rightarrow K(X) \otimes K\left(S^{2}\right)$ is defined.

Now we are in a position to prove the complex periodicity theorem.
5.4 Theorem. The external $K$-cup product $\mu: K(X) \otimes K\left(S^{2}\right) \rightarrow K\left(X \times S^{2}\right)$ is an isomorphism with $v$ as its inverse.

Proof. First, we show that $v \mu=1$. For this it suffices to prove that $v \mu\left(\zeta \otimes \eta^{n}\right)=\zeta \otimes \eta^{n}$, where $\zeta$ is a vector bundle. Since $\mu\left(\zeta \otimes \eta^{n}\right)=\left[\zeta, z^{-n}\right]$, we calculate

$$
v_{n}\left(\left[\zeta, z^{-n}\right]\right)=L^{2 n}(\zeta, 1)_{+} \otimes\left(\eta^{n-1}-\eta^{n}\right)+\zeta \otimes \eta^{n}=\zeta \otimes \eta^{n}
$$

This follows from the fact that $L^{2 n}(\zeta, 1)_{+}=L^{0}(\zeta, 1)_{+}=0$. We have $v \mu=1$.
To prove $\mu \nu=1$, we make use of two relations. The first comes from (4.6).

$$
\begin{align*}
{\left[L^{2 n}\left(\zeta, p_{n}\right)_{+}, z\right] } & \left.=\left[L^{2 n}(\zeta), L^{2 n}\left(p_{n}\right)\right]-L^{2 n}\left(\zeta, p_{n}\right)_{-}, 1\right] \\
{\left[L^{2 n}\left(\zeta, p_{n}\right)_{-}, z^{1-n}\right] } & =\left[L^{2 n}(\zeta), L^{2 n}\left(p_{n}\right)\right] \otimes \eta^{n}-\left[L^{2 n}\left(\zeta, p_{n}\right)_{-}, 1\right] \otimes \eta^{n} \tag{a}
\end{align*}
$$

The second comes from (3.2).

$$
\begin{equation*}
\left[L^{2 n}(\zeta), L^{2 n}\left(p_{n}\right)\right]=\left[\zeta, p_{n}(x, z)\right]+2 n \zeta \tag{b}
\end{equation*}
$$

For $v(\xi)=v([\zeta, u])=v\left(\left[\zeta, z^{-n} p_{n}\right]\right)=L^{2 n}\left(\zeta, p_{n}\right)_{+} \otimes\left(\eta^{n-1}-\eta^{n}\right)+\zeta \otimes \eta^{n}$, we make the following calculation:

$$
\begin{aligned}
\mu \nu(\xi)= & {\left[L^{2 n}\left(\zeta, p_{n}\right)_{+}, z^{1-n}\right]-\left[L^{2 n}\left(\zeta, p_{n}\right)_{+}, z^{-n}\right]+\left[\zeta, z^{-n}\right] } \\
= & {\left[L^{2 n}(\zeta), L^{2 n}\left(p_{n}\right)\right] \otimes \eta^{n}-\left[L^{2 n}\left(\zeta, p_{n}\right)_{-}, 1\right] \otimes \eta^{n}-\left[L^{2 n}\left(\zeta, p_{n}\right)_{+}, 1\right] \otimes \eta^{n} } \\
& +\left[\zeta, z^{-n}\right] \quad \text { by }(a) \\
= & 2 n\left(\zeta \otimes \eta^{n}\right)+\left[\zeta, z^{-n} p_{n}\right]-\left[L^{2 n}(\zeta), 1\right] \otimes \eta^{n}+\zeta \otimes \eta^{n} \quad \text { by }(b) \\
= & {\left[\zeta, z^{-n} p_{n}(x, z)\right] } \\
= & \xi
\end{aligned}
$$

This proves the complex periodicity theorem.
As a corollary of the periodicity theorem, we can calculate $\tilde{K}\left(S^{m}\right)$.
5.5 Theorem. There is a relation $\tilde{K}\left(S^{2 n+1}\right)=0$, and $\widetilde{K}\left(S^{2 n}\right)$ is infinite cyclic with generator $\beta_{2 n}$, where the ring structure is given by $\beta_{2 n}^{2}=0$. Moreover, the natural map $S^{2} \times \stackrel{(n)}{\bullet} \times S^{2} \rightarrow S^{2 n}$ induces a monomorphism $\tilde{K}\left(S^{2 n}\right) \rightarrow \tilde{K}\left(S^{2} \times\right.$ $\left.\stackrel{(n)}{\bullet} \times S^{2}\right)$ and the image of $\beta_{2 n}$ in $\tilde{K}\left(S^{2} \times \stackrel{(n)}{\bullet} \times S^{2}\right)$ equals a product $a_{1} \cdots a_{n}$, where $a_{i}=\left\{\zeta_{i}\right\}-1$ such that $\zeta_{i}$ is a line bundle on $S^{2} \times \stackrel{(n)}{\cdots} \times S^{2}$.

Proof. Since the external cup product with $\beta_{2}$ yields an isomorphism $\widetilde{K}\left(S^{i}\right) \rightarrow \widetilde{K}\left(S^{i} \wedge S^{2}\right)$, we have the result on the additive structure from the relations $\tilde{K}\left(S^{0}\right)=\mathbf{Z}$ and $\tilde{K}\left(S^{1}\right)=0$ of $9(5.2)$.

The induced morphism $\tilde{K}\left(S^{2 n}\right) \rightarrow \tilde{K}\left(S^{2} \times \stackrel{(n)}{\bullet} \times S^{2}\right)$ is a monomorphism by 9(3.4). The image $\beta_{2 n}$ in $\tilde{K}\left(S^{2} \times \stackrel{(n)}{ } \times S^{2}\right)$ equals the image of the $\widetilde{K}$-cup product of $\beta_{2 n-2}$ and $\beta_{2}$ under the monomorphism $\widetilde{K}\left(S^{2 n-2} \times S^{2}\right) \rightarrow$ $\widetilde{K}\left(S^{2} \times \stackrel{(n)}{(n)} \times S^{2}\right)$. Since $\beta_{2}$ equals $\left\{\zeta_{i}\right\}-1$, where $\zeta_{i}$ is a line bundle induced from $S^{2}$ to $S^{2} \times \stackrel{(n)}{\cdots} \times S^{2}$, and since $\beta_{2}^{2}=0$ from the relation $\beta_{2}^{2}=$ $\left(\left\{\zeta_{i}\right\}-1\right)^{2}=\left\{\zeta_{i}\right\}^{2}+1-2\left\{\zeta_{i}\right\}=0$, we have the last statement of the theorem.

The relation $\beta_{2 n}^{2}=0$ follows from the fact that the image of $\beta_{2 n}$ in $K\left(S^{2} \times \cdots \times S^{2}\right)$ has a square that is zero.
5.6 Remark. The above proof of the periodicity theorem was given by Atiyah and Bott in Acta Mathematica, vol. 112, 1964. This proof was modivated by their work on complex elliptic boundary value problems. In the spring of 1966 , motivated by the study of real elliptic operators, Atiyah gave a proof of the real periodicity theorem similar in character to the above proof of the complex periodicity theorem.

The first proof of the periodicity theorem was given by Bott in [3] using geometric arguments. Soon after, J. C. Moore proved the periodicity theorem using homology theory; see the H. Cartan Seminaire, 1959-1960.

## CHAPTER 12

## Clifford Algebras

Using methods from the theory of quadratic forms, one is able to construct vector bundles over spheres and projective spaces. We develop some general properties of Clifford algebras and completely calculate the Clifford algebras that arise in topology. Apart from constructing vector fields on a sphere, the topological applications are left to later chapters. Using Clifford algebras, we can give a concrete description of $\operatorname{Spin}(n)$.

## 1. Unit Tangent Vector Fields on Spheres: I

In this section we consider the very classical problem of determining when a sphere $S^{n}$ has a single unit tangent vector field on it. Our first means of constructing vector fields is contained in the next proposition.
1.1 Proposition. If $S^{n-1}$ has $k$ orthonormal tangent vector fields $v_{1}, \ldots, v_{k}$, then $S^{n q-1}$ has $k$ orthonormal tangent vector fields $v_{1}^{*}, \ldots, v_{k}^{*}$.

Proof. We can view $v_{i}: S^{n-1} \rightarrow \mathbf{R}^{n}$ such that $\left(x \mid v_{i}(x)\right)=0$ and $\left(v_{i}(x) \mid v_{j}(x)\right)=$ $\delta_{i, j}$ for all $x \in S^{n-1}$ and $1 \leqq i, j \leqq k$. Next, the sphere $S^{n q-1}$ can be considered as the join of $q$ spheres $S^{n-1}$; that is, for $x \in S^{n q-1}$ we can write $x=$ $(\alpha(1) x(1), \ldots, \alpha(q) x(q))$, where $x(i) \in S^{n-1}$ and $\sum_{i} \alpha(i)^{2}=1, \alpha(i) \geqq 0$. We define $v_{i}^{*}: S^{n q-1} \rightarrow \mathbf{R}^{n q}$ by the relation $v_{i}^{*}(\alpha(1) x(1), \ldots, \alpha(q) x(q))=\alpha(1) v_{i}(x(1))+$ $\cdots+\alpha(q) v_{i}(x(q))$. Then we have $\left(x \mid v_{i}^{*}(x)\right)=0$ and $\left(v_{i}^{*}(x) \mid v_{j}^{*}(x)\right)=\delta_{i, j}$ for $1 \leqq$ $i, j \leqq k$ by a direct calculation, using $(x(i) \mid x(j))=0$ for $i \neq j$.
1.2 Corollary. Every odd-dimensional sphere $S^{m-1}$ has a nonzero vector field on it.

Proof. Since $m=2 q$, it suffices, in view of (1.1), to prove that $S^{1}$ has a unit vector field defined on it. Let $v\left(x_{1}, x_{2}\right)=\left(-x_{2}, x_{1}\right)$. Then $(x \mid v(x))=0$ and $\|v(x)\|=1$ for each $x=\left(x_{1}, x_{2}\right) \in S^{1}$. The map $v$ is a $90^{\circ}$ rotation.

See Exercise 1 for a similar application.
In the next proposition we derive a property of $S^{n}$ with unit vector fields.
1.3 Proposition. Let $S^{n}$ be a sphere with a unit tangent vector field $v(x)$. Then the antipodal map $x \mapsto-x$ is homotopic to the identity.

Proof. Let $h_{t}(x)=(\cos \pi t) x+(\sin \pi t) v(x)$. Then $h_{t}: S^{n} \rightarrow S^{n}$ is a homotopy with $h_{0}(x)=x$ and $h_{1}(x)=-x$. This deformation is on the great circle from $x$ to $-x$ in the direction of $v(x)$.

The degree of $x \rightarrow-x$ as a map $S^{n} \rightarrow S^{n}$ is $(-1)^{n+1}$. From (1.2) and (1.3) and this remark we get the following equivalences.
1.4 Theorem. For a sphere $S^{n}$ the following are equivalent.
(1) $n$ is odd.
(2) $x \mapsto-x$ is of degree 1 .
(3) $x \mapsto-x$ is homotopic to the identity.
(4) $S^{n}$ has a unit tangent vector field.

By negation, the following statements are also equivalent properties of $S^{n}$.
(1) $n$ is even.
(2) $x \mapsto-x$ is of degree -1 .
(3) $x \mapsto-x$ is not homotopic to the identity.
(4) $S^{n}$ has no unit tangent vector field.

## 2. Orthogonal Multiplications

In this section we see that orthogonal multiplications give rise to orthonormal vector fields on a sphere. The problem of the existence of orthogonal multiplications is a purely algebraic problem.
2.1 Definition. A function $\mu: \mathbf{R}^{k} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is called an orthogonal multiplication provided $\mu$ is bilinear and $\|\mu(y, x)\|=\|y\|\|x\|$ for each $y \in \mathbf{R}^{k}$ and $x \in \mathbf{R}^{n}$.

For $y \in S^{k-1} \subset \mathbf{R}^{k}$, the function $x \rightarrow \mu(y, x)$ is an orthogonal transformation, and for $x \in S^{n-1} \subset \mathbf{R}^{n}$ the function $y \rightarrow \mu(y, x)$ is an isometry; i.e., it is inner product preserving since $(x \mid y)=(1 / 2)(\|x+y\|-\|x\|-\|y\|)$.

An orthogonal multiplication $\mu$ is normalized provided $\mu\left(e_{k}, x\right)=x$ for each $x \in \mathbf{R}^{n}$, where $e_{k}=(0, \ldots, 0,1)$. If $\mu\left(e_{k}, x\right)=u(x)$, then $\mu\left(y, u^{-1}(x)\right)$ is a normalized orthonormal multiplication.

In the next theorem we can see how orthogonal multiplications can be used to define vector fields on spheres.
2.2 Theorem. If there exists an orthogonal multiplication $\mu: \mathbf{R}^{k} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, there exist $k-1$ orthonormal vector fields on $S^{n-1}$.

Proof. By the above remark, we can assume that $\mu$ is normalized. Then, for each $x \in S^{n-1}$, the vectors $\mu\left(e_{1}, x\right), \ldots, \mu\left(e_{k-1}, x\right), x=\mu\left(e_{k}, x\right)$ are orthonormal. Then the $v_{1}(x)=\mu\left(e_{i}, x\right)$, where $1 \leqq i \leqq k-1$ orthonormal vector fields on $S^{n-1}$.
2.3 Remarks. The existence of vector fields is closely related to the existence of orthogonal multiplications. Observe that $v_{i}(-x)=-v_{i}(x)$ in Theorem (2.2), and therefore $v_{1}(x), \ldots, v_{k-1}(x)$ define vector fields on $R P^{n-1}$ which are orthonormal. Scalar multiplication $\mathbf{C} \times \mathbf{C}^{n} \rightarrow \mathbf{C}^{n}$ defines an orthogonal multiplication $\mathbf{R}^{2} \times \mathbf{R}^{2 n} \rightarrow \mathbf{R}^{2 n}$. Corollary (1.2) follows also from (2.2).

In the next theorem we derive an algebraic version of the notion of orthogonal multiplication. This leads to the study of Clifford algebras in the following sections.
2.4 Theorem. The set of normalized orthogonal multiplications $\mu: \mathbf{R}^{k} \times \mathbf{R}^{n} \rightarrow$ $\mathbf{R}^{n}$ are in bijective correspondence with sets of $u_{1}, \ldots, u_{k-1} \in O(n)$ such that $u_{i}^{2}=-1$ and $u_{i} u_{j}+u_{j} u_{i}=0$ for $i \neq j$. The correspondence is achieved by defining $u_{i}(x)=\mu\left(e_{i}, x\right)$ for given $\mu$.

Proof. Clearly, normalized bilinear $\mu$ are in bijective correspondence with linear transformations $u_{1}, \ldots, u_{k-1}$. To check the orthogonality condition it is necessary to prove only that $\|\mu(y, x)\|=1$ if $\|x\|=\|y\|=1$. Let $u_{k}=1$. The condition of orthogonality reduces to showing that $\sum_{i} a_{i} u_{i} \in O(n)$ if and only if $\left(a_{1}, \ldots, a_{k}\right) \in S^{k-1}$.

Recall for a linear $v: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ that $v \in O(n)$ if and only if $v v^{*}=1$, where $v^{*}$ is the transpose of $v$. The orthogonality property of $\mu$ is equivalent to

$$
1=\left(\sum_{i} a_{i} u_{i}\right)\left(\sum_{j} a_{j} u_{j}^{*}\right)=\sum_{i} a_{i}^{2} u_{i} u_{i}^{*}+\sum_{i<j} a_{i} a_{j}\left(u_{i} u_{j}^{*}+u_{j} u_{i}^{*}\right)
$$

Since $u_{i} u_{i}^{*}=1$, since $\sum_{i} a_{i}^{2}=1$, and since $\left(a_{i}\right)$ are arbitrary on $S^{k-1}$, the orthogonality property of $\mu$ is equivalent to the relation $u_{i} u_{j}^{*}+u_{j} u_{i}^{*}=0$ for $i<j$. For $j=k$ we have $u_{k}=1$ and $u_{i}=-u_{i}^{*}=-u_{1}^{-1}$. Therefore, we have $u_{i}^{2}=$ -1 . For $i<j<k$, we have $u_{i}\left(-u_{j}\right)+u_{j}\left(-u_{i}\right)=0$ or $u_{i} u_{j}+u_{j} u_{i}=0$ for $i \neq j$. Conversely, these two conditions on the $u_{i}$ 's imply $u_{i} u_{j}^{*}+u_{j} u_{i}^{*}=0$ for $i<j$. This proves the theorem.

In the general theory of Clifford algebras we shall derive properties of algebras which have a set of generators $e_{1}, \ldots, e_{k}$ and satisfy the relations $e_{i}^{2}=-1$ and $e_{i} e_{j}+e_{j} e_{i}=0$ for $i \neq j$.

If $u_{1}, \ldots, u_{k-1}$ are linear transformations of a real vector space $M$ onto itself such that $u_{i}^{2}=-1$ and $u_{i} u_{j}+u_{j} u_{i}=0$ for $i \neq j$, there is an inner product $(x \mid y)$ on $M$ such that $\left(u_{i}(x) \mid u_{i}(y)\right)=(x \mid y)$ for each $x, y \in M$.

In effect, let $\Gamma_{k-1}$ be the group generated by $\pm u_{i}$ for $1 \leqq i \leqq k-1$. An element of $\Gamma_{k-1}$ is of the form $\pm u_{i(1)}, \ldots, u_{i(r)}$, where $i(1)<\cdots<i(r)$, and $\Gamma_{k-1}$ is a group with $2^{k}$ elements. Let $\langle x \mid y\rangle$ be any inner product on $M$, and form $(x \mid y)=2^{-k} \sum_{\sigma \in \Gamma_{k 1}}\langle\sigma(x) \mid \sigma(y)\rangle$. Since $u_{i} \in \Gamma_{k-1}$, we have $\left(u_{i}(x) \mid u_{i}(y)\right)=(x \mid y)$ for each $i$.
2.5 Remark. The above discussion demonstrates that every module over a Clifford algebra arises from an orthogonal multiplication.

## 3. Generalities on Quadratic Forms

Let $R$ denote a general commutative ring with 1 . All modules $M$ are unitary, that is, $1 x=x$ for each $x \in M$. We use the following definition.
3.1 Definition. A quadratic form is a pair $(M, f)$, where $M$ is an $R$-module and $f: M \times M \rightarrow R$ is a symmetric bilinear form; i.e., the following relations hold.
(1) $f\left(a x+a^{\prime} x^{\prime}, y\right)=a f(x, y)+a^{\prime} f\left(x^{\prime}, y\right)$ for $a, a^{\prime} \in R$ and $x, x^{\prime}, y \in M$.
(2) $f\left(x, b y+b^{\prime} y^{\prime}\right)=b f(x, y)+b^{\prime} f\left(x, y^{\prime}\right)$ for $b, b^{\prime} \in R$ and $x, y, y^{\prime} \in M$.
(3) $f(x, y)=f(y, x)$ for $x, y \in M$.

Much of the following discussion can be carried through for antisymmetric forms where axiom (3) is replaced by $f(x, y)=-f(y, x)$ for $x, y \in M$ and for sesquilinear forms over $\mathbf{C}$ where axiom (3) is replaced by $f(x, y)=$ $\overline{f(y, x)}$ for all $x, y \in M$ and axiom (2) is replaced by $f(x, b y)=\bar{b} f(x, y)$ for $x$, $y \in M$ and $b \in \mathbf{C}$.
3.2 Remark. There is a second definition of a quadratic form $(M, Q)$, where $Q: M \rightarrow R$ is a function such that $Q(a x)=a^{2} Q(x)$ and $f_{Q}(x, y)=Q(x+y)-$ $Q(x)-Q(y)$ is a symmetric bilinear form. If $1 / 2 \in R$, these two notions are equivalent, and $f(x, y)=(1 / 2)(f(x+y, x+y)-f(x, x)-f(y, y))$.

Let $\langle x, u\rangle=u(x)$ be the canonical pairing $M \times M^{+} \rightarrow R$, where $M^{+}$is the dual of $M$. For each quadratic form $(M, f)$ its correlation is the unique homomorphism $c_{f}: M \rightarrow M^{+}$such that $\left\langle x, c_{f}(y)\right\rangle=f(x, y)$ for each $x, y \in M$. For sesquilinear forms, $M^{+}$denotes the conjugate dual of conjugate linear functionals.
3.3 Definition. A quadratic form $(M, f)$ is nondegenerate provided its correlation $c_{f}$ is a monomorphism and is nonsingular provided $c_{f}$ is an isomorphism.

A quadratic form $(M, f)$ is nondegenerate if and only if $f(x, y)=0$ for all $y \in M$ implies that $x=0$. A quadratic form $(M, f)$ is nonsingular if and only if for each linear form $u: M \rightarrow R$ there exists a unique $y \in M$ such that $u(x)=$ $f(x, y)$ for all $x \in M$. The two notions are equivalent if $R$ is a field.

If $e_{1}, \ldots, e_{n}$ is a basis of $M$, the elements $f\left(e_{i}, e_{j}\right)$ completely determine $f$. For $x=\sum_{i} x_{i} e_{i}$ and $y=\sum_{j} y_{j} e_{j}$, we have $f(x, y)=f\left(\sum x_{i} e_{i}, \sum y_{j} e_{j}\right)=$ $\sum_{i, j} f\left(e_{i} e_{j}\right) x_{i} y_{j}$. Moreover, the symmetry of $f$ is equivalent to $f\left(e_{i}, e_{j}\right)=f\left(e_{j}, e_{i}\right)$ for all $i, j$. When $R$ is an integral domain, $(M, f)$ is nondegenerate if and only if $\operatorname{det}\left[f\left(e_{i}, e_{j}\right)\right] \neq 0$, and it is nonsingular if and only if $\operatorname{det}\left[f\left(e_{i}, e_{j}\right)\right]$ is a unit.
3.4 Examples. On $\mathbf{R}^{n}, n$-dimensional euclidean space, $(x \mid y)$ and $-(x \mid y)$ are two very useful quadratic forms.
3.5 Example. If $(M, f)$ is a quadratic form and if $E$ is a subspace of $M$, then $\left(E, f_{E}\right)$, where $f_{E}=f \mid E \times E$, is a quadratic form.
3.6 Definition. An orthogonal splitting of a quadratic form ( $M, f$ ), denoted $M=E_{1} \perp \cdots \perp E_{r}$, is a direct sum decomposition of $M=E_{1} \oplus \cdots \oplus E_{r}$ such that $f(x, y)=0$ for $x \in E_{i}$ and $y \in E_{j}$, where $i \neq j, 1 \leqq i, j \leqq r$.

The following splitting result is very general and useful.
3.7 Proposition. Let $(M, f)$ be a quadratic form and $E$ a subspace of $M$ such that $\left(E, f_{E}\right)$ is nonsingular. If $E^{*}$ is the subspace of all $y \in M$ with $f(x, y)=0$ for each $x \in E$, then $M=E \perp E^{*}$ is an orthogonal splitting. If $M$ is nonsingular, then $E^{*}$ is nonsingular.

Proof. It suffices to show $M=E \oplus E^{*}$. Since $E$ is nonsingular, $f(E, y)=0$ for $y \in E$ implies $y=0$, and consequently we have $E \cap E^{*}=0$. If $x \in M$, then $y \mapsto f(x, y)$ is a linear functional on $E$. By nonsingularity it is of the form $f\left(x_{1}, y\right)$, where $x_{1} \in E$. Then $f(x, y)=f\left(x_{1}, y\right)$ or $f\left(x-x_{1}, y\right)=0$ for each $y \in E$. Therefore, $x-x_{1}=x_{2} \in E^{*}$ and $M=E \oplus E^{*}$.

For the second statement, let $u: E^{*} \rightarrow R$ be a linear functional. We prolong $u$ to $M$ by $u(E)=0$. There exists a unique $y \in M$ with $f(x, y)=\langle x, u\rangle$. Since $f(x, y)=0$ for $x \in E$, we have $y \in E^{*}$. This proves the proposition.
3.8 Example. Let $(M, f)$ be a quadratic form, where $M=R e$ has a single basic element. We have $f(x e, y e)=f(e, e) x y$. Then $f$ is nondegenerate if and only if $f(e, e)$ is not a zero divisor and nonsingular if and only if $f(e, e)$ is a unit. In the next theorem, we consider a case where a quadratic form is an orthogonal sum of one-dimensional forms.
3.9 Theorem. Let $(M, f)$ be a quadratic form over a field $R$ with $2 \neq 0$. Then $M=E_{1} \perp \cdots \perp E_{r}$, where $E_{i}$ is one-dimensional for $1 \leqq i \leqq r$.

Proof. If $f(x, y)=0$ for all $y \in M$, where $x \neq 0$, let $L$ be a supplementary subspace to $x$ in $M$. Then $M=L \perp R x$. If no such $x$ exists, $M$ is nonsingular and $f(x, x) \neq 0$ for some $x$; otherwise $f(x+y, x+y)=f(x, x)+2 f(x, y)+$ $f(y, y)=0$ would hold for all $x, y \in M$, and $f$ would be zero. If $f(x, x) \neq 0$, then $R x$ is nonsingular and $M=L \perp R x$, where $L=R x^{*}$ by (3.7). Now the inductive hypothesis is applied to $L$.

In terms of bases, Theorem (3.9) says that there is a basis $e_{1}, \ldots, e_{r}$ of $M$ such that $f\left(e_{i}, e_{j}\right)=0$ for $i \neq j$. If $R=\mathbf{C}$, the complex numbers, we replace $e_{i}$ by $e_{i}$ divided by $f\left(e_{i}, e_{i}\right)^{1 / 2}$ when $f\left(e_{i}, e_{i}\right) \neq 0$. If $R=\mathbf{R}$, the field of real numbers, we replace $e_{i}$ by $e_{i}$ divided by $f\left(e_{i}, e_{i}\right)^{1 / 2}$ for $f\left(e_{i}, e_{i}\right)>0$ and by $e_{i}$ divided by $\left(-f\left(e_{i}, e_{i}\right)\right)^{1 / 2}$ for $f\left(e_{i}, e_{i}\right)<0$. In summary, we have the following result.
3.10 Theorem. Every quadratic form $(M, f)$ over $\mathbf{C}$ has a basis $e_{1}, \ldots, e_{n} \in M$ such that with respect to this basis $f(x, y)=x_{1} y_{1}+\cdots+x_{r} y_{r}$, where $x=$ $x_{1} e_{1}+\cdots+x_{n} e_{n}$ and $y=y_{1} e_{1}+\cdots+y_{n} e_{n}$. Every quadratic form $(M, f)$ over $\mathbf{R}$ has a basis $e_{1}, \ldots, e_{n} \in M$ such that $f(x, y)=-x_{1} y_{1}-\cdots-x_{k} y_{k}+$ $x_{k+1} y_{k+1}+\cdots+x_{r} y_{r}$, where $k$ is the dimension of the largest subspace $E$ such that $f(x, x)<0$ for $x \in E, x \neq 0$.

The integer $k$ is called the index of $f$. The index is independent of the basis $e_{1}, \ldots, e_{n}$ that is used. This is an exercise.

## 4. Clifford Algebra of a Quadratic Form

For a quadratic form $(M, f)$, we consider linear functions $u: M \rightarrow A$, where $A$ is an $R$-algebra such that $u(x)^{2}=f(x, x) 1$. The Clifford algebra is universal with respect to such linear functions.
4.1 Definition. The Clifford algebra of a quadratic form $(M, f)$ is a pair $(C(f), \theta)$, where $C(f)$ is an $R$-algebra, and $\theta: M \rightarrow C(f)$ is a linear function such that $\theta(x)^{2}=f(x, x) 1$ for each $x \in M$. We assume the following universal property: For all linear functions $u: M \rightarrow A$ with $u(x)^{2}=f(x, x) 1$ there exists an algebra morphism $u^{\prime}: C(f) \rightarrow A$ such that $u^{\prime} \theta=u$ and $u^{\prime}$ is unique with respect to this property.

4.2 Theorem. A Clifford algebra $(C(f), \theta)$ exists for each quadratic form $(M, f)$. If $(C(f), \theta)$ and $\left(C(f)^{\prime}, \theta^{\prime}\right)$ are two Clifford algebras, there is an algebra morphism $u: C(f) \rightarrow C(f)^{\prime}$ such that $\theta^{\prime}=u \theta$. Moreover, $u$ is an isomorphism and is unique.

Proof. For the first part, let $C(f)$ be the tensor algebra $T(M)=\sum_{0 \leqq k} T^{k}(M)$ modulo the ideal generated by $x \otimes x-f(x, x) 1$. Here $T^{k}(M)$ is the $k$-fold tensor product of $M$. Let $\theta$ be the composition of the injection $M \rightarrow T^{1}(M) \subset$ $T(M)$ and the projection $T(M) \rightarrow C(f)$. If $u: M \rightarrow A$ is a linear function with $u(x)^{2}=f(x, x) 1$, then $u$ factors as $M \rightarrow T(M) \xrightarrow{u^{\prime \prime}} A$ and as $M \xrightarrow{\theta} C(f) \xrightarrow{u^{\prime}} A$. Moreover, $u^{\prime}$ is unique because im $\theta$ generates $C(f)$.

Finally, the uniqueness of $(C(f), \theta)$ follows from the existence of two algebra morphisms $u: C(f) \rightarrow C(f)^{\prime}$ and $v: C(f)^{\prime} \rightarrow C(f)$ with $\theta^{\prime}=u \theta$ and $\theta=$ $v \theta^{\prime}$. This implies that $\theta=v u \theta$ and $\theta^{\prime}=u v \theta^{\prime}$. From the uniqueness property of factorizations, $1=v u$ and $1=u v$. This proves the theorem.
4.3 The $\boldsymbol{Z}_{2}$-Grading of $C(f)$. The algebra morphism $-\theta: M \rightarrow C(f)$ determines an involution $\beta: C(f) \rightarrow C(f)$ with $\beta \theta(x)=-\theta(x)$. Usually, we write $\beta(x)=\bar{x}$. Then we denote the subalgebra of $x \in C(f)$ with $\bar{x}=x$ by $C(f)^{0}$ and the submodule of $x \in C(f)$ with $\bar{x}=-x$ by $C(f)^{1}$. Then $C(f)^{0}$ is the image of $\sum_{0 \leqq k} T^{2 k}(M)$ in $C(f)$, and $C(f)^{1}$ is the image of $\sum_{0 \leqq k} T^{2 k+1}(M)$ in $C(f)$.
Finally, we have $C(f)=C(f)^{0} \oplus C(f)^{1}$, which is a $Z_{2}$-grading.
4.4 $Z_{2}$-Graded Algebras. An algebra $A$ is $Z_{2}$-graded provided $A=A^{0} \oplus A^{1}$, where $Z_{2}=\{0,1\}$, and $A^{i} A^{j} \subset A^{i+j}$. A morphism $f: A \rightarrow B$ between two $Z_{2}$ graded algebras is an algebra morphism such that $f\left(A^{i}\right) \subset B^{i}$. The tensor product of two $Z_{2}$-graded algebras $A$ and $B$, denoted $A \hat{\otimes} B$, is the tensor product of the underlying modules with $\left(A^{0} \otimes B^{0}\right) \oplus\left(A^{1} \otimes B^{1}\right)=$ $(A \hat{\otimes} B)^{0}$ and $\left(A^{1} \otimes B^{0}\right) \oplus\left(A^{0} \otimes B^{1}\right)=(A \hat{\otimes} B)^{1}$ and multiplication given by $(x \hat{\otimes} y)\left(x^{\prime} \hat{\otimes} y^{\prime}\right)=(-1)^{i j}\left(x x^{\prime}\right) \hat{\otimes}\left(y y^{\prime}\right)$ for $x^{\prime} \in A^{i}$ and $y \in B^{j}$. Finally, two elements $x \in A^{i}$ and $y \in A^{j}$ commute (in the $Z_{2}$-graded sense) provided $x y=$ $(-1)^{i j} y x$, and, in general, two elements $x, y \in A$ commute provided their homogeneous components commute. Note that $C(f)$ is not graded commutative.
4.5 Example. Let $u: M \rightarrow N$ be a morphism where ( $M, f$ ) and ( $N, g$ ) are quadratic forms such that $f\left(x, x^{\prime}\right)=g\left(u(x), u\left(x^{\prime}\right)\right)$ for each pair $x, x^{\prime} \in M$. Then $u$ defines morphism $C(u): C(f) \rightarrow C(g)$ of $Z_{2}$-graded algebras.
4.6 Proposition. Let $f: A \rightarrow C$ and $g: B \rightarrow C$ be two $Z_{2}$-algebra morphisms of $Z_{2}$-graded algebras such that $f(x)$ commutes with $g(y)$ for each $x \in A, y \in B$. Then the module homomorphism $h: A \otimes B \rightarrow C$ defined by $h(x \otimes y)=f(x) g(y)$ is a morphism of $Z_{2}$-graded algebras.

Proof. Since $(x, y) \rightarrow f(x) g(y)$ is a bilinear map $A \times B \rightarrow C, h$ is defined as a $Z_{2}$-graded module homomorphism. Let $x \otimes y_{i} \in A \otimes B^{i}$ and $x_{j} \otimes y \in A^{j} \otimes B$, and compute $h\left(\left(x \otimes y_{i}\right)\left(x_{j} \otimes y\right)\right)=(-1)^{i} h\left(\left(\left(x x_{j}\right) \otimes\left(y_{i} y\right)\right)=\right.$ $(-1)^{i j} f(x) f\left(x_{j}\right) g\left(y_{i}\right) g(y)=f(x) g\left(y_{i}\right) f\left(x_{j}\right) g(y)=h\left(x \otimes y_{i}\right) h\left(x_{j} \otimes y\right)$. This proves the proposition.

Let ( $M, f$ ) be a quadratic form, and let $M=E_{1} \perp E_{2}$. We denote the restriction $f \mid E_{i}$ by $f_{i}$ for $i=1$ or 2 . Let $\left(C\left(f_{i}\right), \theta_{i}\right)$ be the Clifford algebra for $\left(E_{i}, f_{i}\right)$ and define $\phi: M \rightarrow C\left(f_{1}\right) \hat{\otimes} C\left(f_{2}\right)$ by the relation $\phi\left(x_{1}, x_{2}\right)=$ $\left(\theta_{1}\left(x_{1}\right) \hat{\otimes} 1\right)+\left(1 \hat{\otimes} \theta_{2}\left(x_{2}\right)\right)$. Now we calculate $\phi\left(x_{1}, x_{2}\right)^{2}=\theta_{1}\left(x_{1}\right)^{2} \hat{\otimes} 1+$ $\theta_{1}\left(x_{1}\right) \hat{\otimes} \theta_{2}\left(x_{2}\right)-\theta_{1}\left(x_{1}\right) \hat{\otimes} \theta_{2}\left(x_{2}\right)+1 \hat{\otimes} \theta_{2}\left(x_{2}\right)^{2}=\theta_{1}\left(x_{1}\right)^{2} \hat{\otimes} 1+$ $1 \hat{\otimes} \theta_{2}\left(x_{2}\right)^{2}=f_{1}\left(x_{1}, x_{1}\right)+f_{2}\left(x_{2}, x_{2}\right)=f\left(\left(x_{1}, x_{2}\right),\left(x_{1}, x_{2}\right)\right)$. Therefore, there exists an algebra morphism $u: C(f) \rightarrow C\left(f_{1}\right) \hat{\otimes} C\left(f_{2}\right)$ such that the following diagram is commutative.

4.7 Theorem. The above algebra morphism $u$ is an isomorphism.

Proof. We construct $v: C\left(f_{1}\right) \otimes C\left(f_{2}\right) \rightarrow C(f)$, an inverse of $u$. Let $q_{1}: E_{i} \rightarrow$ $M$ be the inclusion morphisms $q_{1}\left(x_{1}\right)=\left(x_{1}, 0\right)$ and $q_{2}\left(x_{2}\right)=\left(0, x_{2}\right)$ which define $Z_{2}$-graded algebra morphisms $C\left(q_{i}\right): C\left(f_{i}\right) \rightarrow C(f)$ for $i=1,2$. If $f\left(z, z^{\prime}\right)=0$ in $M$, we have $\theta(z) \theta\left(z^{\prime}\right)+\theta\left(z^{\prime}\right) \theta(z)=0$, since $\left(\theta(z)+\theta\left(z^{\prime}\right)\right)^{2}=$ $f\left(z+z^{\prime}, z+z^{\prime}\right)=f(z, z)+f\left(z^{\prime}, z^{\prime}\right)=\theta(z)^{2}+\theta\left(z^{\prime}\right)^{2}$. Therefore, we have $C\left(q_{1}\right)\left(x_{1}\right) C\left(q_{2}\right)\left(x_{2}\right)=-C\left(q_{2}\right)\left(x_{2}\right) C\left(q_{1}\right)\left(x_{1}\right)$ for $x_{i}=\theta_{i}\left(y_{i}\right)$ with $y_{i} \in E_{i}$ and $i=1,2$, and the hypothesis of Proposition (4.6) is satisfied on the generators im $\theta_{1}$ of $C\left(f_{1}\right)$ and $\operatorname{im} \theta_{2}$ of $C\left(f_{2}\right)$. Therefore, there is a $Z_{2}$-graded algebra morphism of $v: C\left(f_{1}\right) \hat{\otimes} C\left(f_{2}\right) \rightarrow C(f)$ such that $v\left(x_{1} \hat{\otimes} x_{2}\right)=$ $C\left(f_{1}\right)\left(x_{1}\right) C\left(f_{2}\right)\left(x_{2}\right)$.

The elements of the form $\theta\left(x_{1}, 0\right)$ and $\theta\left(0, x_{2}\right)$ generate $C(f)$. For these elements, we have $v u \theta\left(x_{1}, 0\right)=v \phi\left(x_{1}, 0\right)=v\left(\theta_{1}\left(x_{1}\right)\right)=\theta\left(x_{1}, 0\right)$ and similarly $v u \theta\left(0, x_{2}\right)=\theta\left(0, x_{2}\right)$. Consequently, the relation $v u=1$ holds. The elements of the form $\theta_{1}\left(x_{1}\right) \otimes 1$ and $1 \otimes \theta_{2}\left(x_{2}\right)$ generate the tensor product $C\left(f_{1}\right) \hat{\otimes}$ $C\left(f_{2}\right)$. We compute $u v\left(\theta_{1}\left(x_{1}\right) \hat{\otimes} 1\right)=u \theta\left(x_{1}, 0\right)=\phi\left(x_{1}, 0\right)=\theta_{1}\left(x_{1}\right) \hat{\otimes} 1$, and similarly we have $u v\left(1 \hat{\otimes} \theta_{2}\left(x_{2}\right)\right)=1 \hat{\otimes} \theta_{2}\left(x_{2}\right)$. Therefore, $v$ is the inverse of $u$, and $u$ is an isomorphism.

Let $(M, f)$ be a quadratic form, and let $M=E_{1} \perp \cdots \perp E_{r}$.
4.8. Corollary. There is an isomorphism $u: C(f) \rightarrow C\left(f_{1}\right) \hat{\otimes} \cdots \hat{\otimes} C\left(f_{r}\right)$ such that $u\left(\theta\left(0, \ldots, 0, x_{j}, 0, \ldots, 0\right)\right)=1 \hat{\otimes} \cdots \hat{\otimes} \theta_{j}\left(x_{j}\right) \hat{\otimes} \cdots \hat{\otimes} 1$ for $1<j<r$.

## 5. Calculations of Clifford Algebras

5.1 Proposition. Let $(M, f)$ be a quadratic form, where $M$ has one basis element $e$ and $a=f(e, e)$. Then $C(f)=R 1 \oplus R e$ with the relation $e^{2}=a$.

Proof. The tensor algebra is freely generated by $e$, and the relation $e^{2}=a$ holds in the Clifford algebra.

The reader can easily verify the universal property for $C(f)=R 1 \oplus R e$. Note that $\operatorname{dim}_{R} C(f)=2$. Moreover, $C(f)^{0}=R 1$ and $C(f)^{1}=R e$.
5.2 Theorem. Let $(M, f)$ be a quadratic form where $M$ has a basis $e_{1}, \ldots, e_{r}$ with $f\left(e_{i}, e_{j}\right)=0$ for $i \neq j$ and $a_{i}=f\left(e_{i}, e_{i}\right)$. Then $C(f)$ is generated by $e_{1}, \ldots$, $e_{r}$ with relations $e_{i}^{2}=a_{i}$ and $e_{i} e_{j}+e_{j} e_{i}=0$ for $i \neq j$. The elements $e_{i(1)} \cdots e_{i(s)}$, where $i(1)<\cdots<i(s)$ and $1 \leqq s \leqq r$, together with 1 form a base of $C(f)$. The dimension of $C(f)$ is $2^{r}$.

Proof. The first statement is immediate, and the relation $e_{i}^{2}=a_{i}$ clearly holds. As in the proof of (4.7), we have $e_{i} e_{j}+e_{j} e_{i}=0$ since $f\left(e_{i}, e_{j}\right)=0$. From the isomorphism $u: C(f) \rightarrow C\left(f_{1}\right) \hat{\otimes} \cdots \hat{\otimes} C\left(f_{r}\right)$, we have $u\left(e_{i(1)} \cdots e_{i(\mathrm{~s})}\right)=$ $x_{1} \hat{\otimes} \cdots \hat{\otimes} x_{r}$, where $x_{i}=e_{i(j)}$ for $i=i(j)$ and $x_{i}=1$ for $i \neq i(j)$, all $j$ with $1 \leqq j \leqq s$. The elements of the form $u\left(e_{i(1)} \cdots e_{i(s)}\right)$ and 1 form a base of $C\left(f_{1}\right) \hat{\otimes} \cdots \hat{\otimes} C\left(f_{r}\right)$. This proves the theorem.
5.3 Notation. Let $C_{k}$ denote $C(-(x \mid y))$, where $-(x \mid y)$ is a form on $\mathbf{R}^{k}$, and let $C_{k}^{\prime}$ denote $C((x \mid y))$, where $(x \mid y)$ is a form on $\mathbf{R}^{k}$. There are two real algebras of dimension $2^{k}$. Let $C_{k}^{c}$ be the complexification $C_{k} \otimes \mathbf{C}=C_{k}^{\prime} \otimes \mathbf{C}$. Then $C_{k}^{c}=C(-(z \mid w))=C((z \mid w))$, where $-(z \mid w)$ is a form on $\mathbf{C}^{k}$.

We wish to calculate the algebras $C_{k}, C_{k}^{\prime}$, and $C_{k}^{c}$. The next proposition is the first step. We use the notation $F(n)$ for the algebra of $n \times n$ matrices with coefficients in $F$.
5.4 Proposition. As algebras over $\mathbf{R}$, there are the relations $C_{1} \cong \mathbf{C}, C_{2} \cong \mathbf{H}$, $C_{1}^{\prime} \cong \mathbf{R} \oplus \mathbf{R}$, and $C_{2}^{\prime} \cong \mathbf{R}(2)$, and as algebras over $\mathbf{C}$, there are $C_{1}^{c} \cong \mathbf{C} \oplus \mathbf{C}$ and $C_{2}^{c} \cong \mathbf{C}(2)$.

Proof. First, $C_{1}$ is two-dimensional over $\mathbf{R}$ with basis elements 1 and $e$, where $e^{2}=-1$, and this is $\mathbf{C}$. Also, $C_{2}$ is four-dimensional over $\mathbf{R}$ with basis elements $1, e_{1}, e_{2}$ and $e_{1} e_{2}$, where $e_{1}^{2}=e_{2}^{2}=-1$ and $e_{1} e_{2}=-e_{2} e_{1}$. If we map 1 to $1, e_{1}$ to $i, e_{2}$ to $j$, and $e_{1} e_{2}$ to $k$ and prolong to $C_{2} \rightarrow \mathbf{H}$, we get an algebra isomorphism.

For $C_{1}^{\prime}$ there are two basis elements 1 and $e$, where $e^{2}=1$. If we map $1 \rightarrow(1,1)$ and $e \rightarrow(1,-1)$ and prolong to $C_{1}^{\prime} \rightarrow \mathbf{R} \oplus \mathbf{R}$, we get an algebra isomorphism. For $C_{2}^{\prime}$ there are four basis elements $1, e_{1}, e_{2}$ and $e_{1} e_{2}$, where $e_{1}^{2}=e_{2}^{2}=1$ and $e_{1} e_{2}=-e_{2} e_{1}$. If we map

$$
e_{1} \rightarrow\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] \quad \text { and } \quad e_{2} \rightarrow\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

and prolong by linearity, we get an algebra isomorphism $C_{2}^{\prime} \rightarrow \mathbf{R}(2)$.

For the last statement we use the relations $F \otimes \mathbf{R}(n)=F(n)$ for $F=\mathbf{C}$ or $\mathbf{H}$ and $F \otimes(\mathbf{R} \oplus \mathbf{R})=F \oplus F$.

The next calculations will be useful.
5.5 Proposition. There are isomorphisms $\mathbf{C} \underset{\mathbf{R}}{\otimes} \mathbf{C} \cong \mathbf{C} \oplus \mathbf{C}, \mathbf{C} \underset{\mathbf{R}}{\bigotimes} \mathbf{H} \cong \mathbf{C}(2)$, and $\mathbf{H} \underset{\mathrm{R}}{\bigotimes} \mathbf{H} \cong \mathbf{R}(4)$.

Proof. The first two follow from $\mathbf{C} \otimes C_{k} \cong \mathbf{C} \otimes C_{k}^{\prime}$ for $k=1,2$ in Proposition (5.4). For the third, we define an isomorphism $w: \underset{\mathbf{R}}{\bigotimes} \mathbf{H} \rightarrow$ $\operatorname{Hom}_{\mathbf{R}}(\mathbf{H}, \mathbf{H})=\mathbf{R}(4)$ by the relation $w\left(x_{1} \otimes x_{2}\right) x=x_{1} x \bar{x}_{2}$. Then $w$ is an algebra morphism, and it suffices to show $w$ is epimorphic since $\operatorname{dim} \mathbf{H} \bigotimes_{\mathbf{R}} \mathbf{H}=$ $16=\operatorname{dim} \mathbf{R}(4)$. First, note that $w(1 \otimes 1)=1$ and $w(i \otimes i) 1=1, w(i \otimes i) i=i$, $w(i \otimes i) j=-j$, and $w(i \otimes i) k=-k$. Similar relations hold for $w(j \otimes j)$ and $w(k \otimes k)$. Consequently, $w((1 \otimes 1+i \otimes i+j \otimes j+k \otimes k) / 4)$ projects 1 on 1 and $i, j, k$ onto 0 . Moreover, we calculate $w(i \otimes j) 1=k, w(i \otimes j) i=j$, $w(i \otimes j) j=i, w(i \otimes j) k=-1$, and a similar calculation holds for $w(j \otimes k)$ and $w(i \otimes k)$. Consequently, every matrix with only one nonzero entry is in $\operatorname{im} w$. These generate $\mathbf{R ( 4 )}$, and therefore $w$ is epimorphic.

The following periodicity result is basic for the calculation of $C_{k}$ and $C_{k}^{\prime}$.
5.6 Theorem. There exist isomorphisms $u: C_{k+2} \rightarrow C_{k}^{\prime} \otimes C_{2}$ and $v: C_{k+2}^{\prime} \rightarrow$ $C_{k} \otimes C_{2}^{\prime}$.

Proof. Let $e_{1}, \ldots, e_{k}$ be the basic generators of $C_{k}$ and $e_{1}^{\prime}, \ldots, e_{k}^{\prime}$ for $C_{k}^{\prime}$. We define $u^{\prime}: \mathbf{R}^{k+2} \rightarrow C_{k}^{\prime} \otimes C_{2}$ by $u^{\prime}\left(e_{i}\right)=1 \otimes e_{i}$ for $1 \leqq i \leqq 2$, and $u^{\prime}\left(e_{i}\right)=e_{i-2}^{\prime} \otimes$ $e_{1} e_{2}$ for $3 \leqq i \leqq k+2$. We calculate $u^{\prime}\left(e_{i}\right)^{2}=\left(1 \otimes e_{i}\right)\left(1 \otimes e_{i}\right)=1 \otimes e_{i}^{2}=$ -1 for $i \leqq 2$ and $u^{\prime}\left(e_{i}\right)^{2}=e_{i-2}^{\prime 2} \otimes e_{1} e_{2} e_{1} e_{2}=1 \otimes 1(-1)=-1$. Also note that $u^{\prime}\left(e_{i}\right) u^{\prime}\left(e_{j}\right)+u^{\prime}\left(e_{j}\right) u^{\prime}\left(e_{i}\right)=0$ for $i \neq j$. Therefore, $u^{\prime}$ prolongs to $u: C_{k+2} \rightarrow$ $C_{k}^{\prime} \otimes C_{2}$. Since $u$ carries distinct basis elements into distinct basis elements, $u$ is injective. For reasons of dimension it is an isomorphism.

For $v$ we require $v\left(e_{i}^{\prime}\right)=1 \otimes e_{i}^{\prime}$ for $1 \leqq i \leqq 2$ and $v\left(e_{2}^{\prime}\right)=e_{i-2} \otimes e_{1}^{\prime} e_{2}^{\prime}$ for $3 \leqq i \leqq k+2$. Then, as in the previous case, $v$ is an isomorphism. This proves the theorem.
5.7 Corollary. There are isomorphisms $C_{k+4} \rightarrow C_{k} \bigotimes_{\mathrm{R}} C_{4}$ and $C_{k+4}^{\prime} \rightarrow C_{k}^{\prime} \bigotimes_{\mathrm{R}}$ $C_{4}^{\prime}$, where $C_{4} \cong C_{4}^{\prime} \cong C_{2} \otimes C_{2}^{\prime} \cong \mathbf{H}(2)$.

Proof. Let $k=2$ in (5.6); then there are isomorphisms $C_{4} \cong C_{2} \otimes C_{2}^{\prime} \cong$ $C_{4}^{\prime}$ and $C_{2} \otimes C_{2}^{\prime}=\mathbf{H} \otimes \mathbf{R}(2)=\mathbf{H}(2)$. For the first part, we have isomorphisms $C_{k+4} \rightarrow C_{k+2}^{\prime} \otimes C_{2} \rightarrow C_{k} \otimes\left(C_{2}^{\prime} \otimes C_{2}\right)=C_{k} \otimes C_{4}$ and similarly $C_{k+4}^{\prime} \rightarrow$ $C_{k+2} \otimes C_{2}^{\prime} \rightarrow C_{k}^{\prime} \otimes C_{4}^{\prime}$.
5.8 Corollary. There are isomorphisms $C_{k+8} \rightarrow C_{k} \otimes \mathbf{R}(16)$ and $C_{k+8}^{\prime} \rightarrow C_{k}^{\prime} \otimes$ R(16).

Proof. We iterate (5.7) and use $\mathbf{H}(2) \otimes \mathbf{H}(2)=\mathbf{H} \otimes \mathbf{H} \otimes \mathbf{R}(2) \otimes \mathbf{R}(2) \cong$ $\mathbf{R}(4) \otimes \mathbf{R}(4) \cong \mathbf{R}(16)$.
5.9 Corollary. There is an isomorphism $C_{k+2}^{c} \rightarrow C_{k}^{c} \bigotimes_{\mathrm{C}}^{\bigotimes} \mathbf{C}(2)$.

Proof. From (5.6) there is an isomorphism $C_{k+2} \underset{\mathbf{R}}{\bigotimes} \mathbf{C}=C_{k+2}^{c} \rightarrow$ $C_{k}^{\prime} \bigotimes_{\mathbf{R}} \underset{\mathbf{C}}{\mathbf{C}} \underset{\mathbf{R}}{\bigotimes} C_{2}=\left(C_{k}^{\prime} \bigotimes_{\mathbf{R}} \mathbf{C}\right) \bigotimes_{\mathbf{C}}^{\otimes}\left(C_{2} \bigotimes_{\mathbf{R}} \bigotimes_{\mathbf{C}}\right)=C_{k}^{c} \bigotimes_{\mathbf{C}} \underset{\mathbf{C}}{ }(2)$.
5.10. Table of Clifford algebras.

| $k$ | $C_{k}$ | $C_{k}^{\prime}$ | $C_{k}^{c}$ |
| :--- | :---: | :---: | :---: |
| 1 | $\mathbf{C}$ | $\mathbf{R} \oplus \mathbf{R}$ | $\mathbf{C} \oplus \mathbf{C}$ |
| 2 | $\mathbf{H}$ | $\mathbf{R}(2)$ | $\mathbf{C}(2)$ |
| 3 | $\mathbf{H} \oplus \mathbf{H}$ | $\mathbf{C}(2)$ | $\mathbf{C}(2) \oplus \mathbf{C}(2)$ |
| 4 | $\mathbf{H}(2)$ | $\mathbf{H}(2)$ | $\mathbf{C}(4)$ |
| 5 | $\mathbf{C}(4)$ | $\mathbf{H}(2) \oplus \mathbf{H}(2)$ | $\mathbf{C}(4) \oplus \mathbf{C}(4)$ |
| 6 | $\mathbf{R}(8)$ | $\mathbf{H}(4)$ | $\mathbf{C}(8)$ |
| 7 | $\mathbf{R}(8) \oplus \mathbf{R}(8)$ | $\mathbf{C}(8)$ | $\mathbf{C}(8) \oplus \mathbf{C}(8)$ |
| 8 | $\mathbf{R}(16)$ | $\mathbf{R}(16)$ | $\mathbf{C}(16)$ |

Our success in calculating the algebras $C_{k}, C_{k}^{\prime}$, and $C_{k}^{c}$ depended on the fact that in certain cases the graded tensor product could be replaced by the ordinary tensor product, for example, $C_{k} \oplus C_{4}=C_{k+4}=C_{k} \oplus C_{4}$ and $C_{k}^{c} \otimes C_{2}^{c}=C_{k+2}^{c}$.

## 6. Clifford Modules

6.1 Definition. A $Z_{2}$-graded module $M$ over a $Z_{2}$-graded algebra $A$ is an $A$-module $M$ with $M=M^{0} \oplus M^{1}$ such that $A^{i} M^{j} \subset M^{i+j}$ for $i, j \in Z_{2}$. A Clifford module is a $Z_{2}$-graded module $M$ over a Clifford algebra $C(f)$.

We are particularly interested in Clifford modules over the algebras $C_{k}$ and $C_{k}^{c}$. In the next two propositions we reduce the study of Clifford modules to ordinary (ungraded) modules.
6.2 Proposition. The function $\phi(x)=e_{0} \otimes x$ for $x \in C(f)$ prolongs to an (ungraded) algebra isomorphism $\phi: C(f) \rightarrow C^{0}(-x y \oplus f)$, where $C^{0}(-x y \oplus f) \subset$
$C(-x y \oplus f)=C(-x y) \hat{\otimes} C(f)$ and $e_{0}$ is the generator of $C(-x y)$ such that $e_{0}^{2}=-1$.

Proof. Let $e_{1}, \ldots, e_{n}$ be a basis of $M$ for the form ( $M, f$ ) with $f\left(e_{i}, e_{j}\right)=0$ for $i \neq j$. We calculate $\phi\left(e_{i}\right)^{2}=\left(e_{0} \otimes e_{i}\right)\left(e_{0} \otimes e_{i}\right)=-e_{0}^{2} \otimes e_{i}^{2}=e_{i}^{2}$. Therefore, the prolongation exists and is a monomorphism since distinct basis elements are carried into distinct basis elements. Since $\operatorname{dim} C(f)=\operatorname{dim} C^{0}(-x y+f)$, $\phi$ is an isomorphism.

A direct picture of the isomorphism $\phi: C_{k-1} \rightarrow C_{k}^{0}$ is given by the formula $\phi\left(x_{0}+x_{1}\right)=x_{0}+e_{k} x_{1}$ for $x_{0}+x_{1} \in C_{k-1}^{0} \oplus C_{k-1}^{1}$. Here $\phi$ is a vector space isomorphism, and the multiplicative character follows from the relation $\phi\left(x_{0}+x_{1}\right) \phi\left(y_{0}+y_{1}\right)=\left(x_{0}+e_{k} x_{1}\right)\left(y_{0}+e_{k} y_{1}\right)=x_{0} y_{0}+e_{k} x_{1} e_{k} y_{1}+$ $e_{k}\left(x_{1} y_{0}+x_{0} y_{1}\right)=\left(x_{0} y_{0}+x_{1} y_{1}\right)+e_{k}\left(x_{1} y_{0}+x_{0} y_{1}\right)=\phi\left(\left(x_{0}+x_{1}\right)\left(y_{0}+y_{1}\right)\right)$.

Let $A$ be a $Z_{2}$-graded algebra. Let $M(A)$ denote the free abelian group with irreducible $Z_{2}$-graded $A$-modules (e.g., modules with no submodules) as free generators, and let $N(A)$ denote the free abelian group with irreducible $A$-modules as free generators.
6.3 Proposition. Let $(M, f)$ be a quadratic form. The functor $R$, which assigns to each graded $C(f)$ module $M=M^{0}+M^{1}$ the $C(f)^{0}$ module $M^{0}$, induces a group isomorphism $M(C(f)) \rightarrow N\left(C(f)^{0}\right)$.

Proof. Let $S$ be the functor that assigns to each $C(f)$ module $L$ the graded $C(f)^{0}$-module $C(f) \otimes L$.

$$
c_{(f)^{0}}
$$

An isomorphism $S R \rightarrow 1$ of functors is given by the scalar multiplication $C(f) \underset{c(f)^{0}}{\otimes} M^{0} \rightarrow M$ in the module, and an isomorphism $1 \rightarrow R S$ is given by $L \rightarrow 1 \otimes L$. This proves the proposition.

Let $M_{k}$ denote $M\left(C_{k}\right), M_{k}^{c}$ denote $M\left(C_{k}^{c}\right), N_{k}$ denote $N\left(C_{k}\right)$, and $N_{k}^{c}$ denote $N\left(C_{k}^{c}\right)$. Using (6.1) and (6.3), we have group isomorphisms $M\left(C_{k}\right) \rightarrow N\left(C_{k}^{0}\right) \rightarrow$ $N\left(C_{k-1}\right)$ and $M\left(C_{k}^{c}\right) \rightarrow N\left(C_{k}^{c o}\right) \rightarrow N\left(C_{k-1}^{c}\right)$. In summary we have the next proposition.
6.4 Proposition. There are group isomorphisms $M_{k} \rightarrow N_{k-1}$ and $M_{k}^{c} \rightarrow N_{k-1}^{c}$.

From general properties of matrix algebras we know the irreducible modules over $F(n)$ and $F(n) \oplus F(n)$. In the case of $F(n)$, there is only one, namely, the action of $F(n)$ on $F^{n}$, and its dimension (over $F$ ) is $n$. In the case of $F(n) \oplus F(n)$, there are two, namely, the two projections $F(n) \oplus F(n) \rightarrow F(n)$ followed by the action of $F(n)$ on $F^{n}$, and both have dimension $n$ (over $F$ ).

Finally, if $a_{k}$ denotes the dimension of $M^{0}$ over $\mathbf{R}$, where $M$ is an irreducible $\mathrm{Z}_{2}$-graded $C_{k}$-module, and $a_{k}^{c}$ of $M^{0}$ over $\mathbf{C}$, where $M$ is an irreducible $Z_{2}$-graded $C_{k}^{c}$-module, then we have Table 6.5.

Table 6.5. Table of Clifford modules.

| $k$ | $C_{k}$ | $N_{k}$ | $M_{k}$ | $a_{k}$ | $C_{k}^{c}$ | $N_{k}^{c}$ | $M_{k}^{c}$ | $a_{k}^{c}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{C}$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 1 | $\mathbf{C} \oplus \mathbf{C}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 1 |
| 2 | $\mathbf{H}$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 2 | $\mathbf{C}(2)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 1 |
| 3 | $\mathbf{H} \oplus \mathbf{H}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 4 | $\mathbf{C}(2) \oplus \mathbf{C}(2)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 2 |
| 4 | $\mathbf{H}(2)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 4 | $\mathbf{C}(4)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 2 |
| 5 | $\mathbf{C}(4)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 8 | $\mathbf{C}(4) \oplus \mathbf{C}(4)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 4 |
| 6 | $\mathbf{R}(8)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 8 | $\mathbf{C}(8)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 4 |
| 7 | $\mathbf{R}(8) \oplus \mathbf{R}(8)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 8 | $\mathbf{C}(8) \oplus \mathbf{C}(8)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 8 |
| 8 | $\mathbf{R}(16)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 8 | $\mathbf{C}(16)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | 8 |

Then $N_{k+8} \cong N_{k}, M_{k+8} \cong M_{k}, a_{k+8}=16 a_{k}, N_{k+2}^{c} \cong N_{k}^{c}, M_{k+8}^{c} \cong M_{k}^{c}$, and $a_{k+2}^{c}=2 a_{k}^{c}$.

For the next calculation we need the center of $C_{k}$, that is, the set of elements commuting with every element of $C_{k}$.
6.6 Proposition. The center of $C_{k}$ is $\mathbf{R} 1$ for $k=2 r$ and $\mathbf{R} 1+\mathbf{R} e_{1} \cdots e_{k}$ for $k=2 r+1$. The center of $C_{k}^{0}$ is $\mathbf{R} 1$ for $k=2 r-1$ and $\mathbf{R} 1+\mathbf{R} e_{1} \cdots e_{k}$ for $k=2 r$.

Proof. An element $x \in C_{k}$ is in the center of $C_{k}$ if and only if $e_{i} x=x e_{i}$ for each $i, 1 \leqq i \leqq k$. Since $e_{i}^{-1}=-e_{i}$, we must have $e_{i} x e_{i}=-x$. Let

$$
x=\sum a_{i(1), \ldots, i(k)} e_{1}^{i(1)} \cdots e_{k}^{i(k)}
$$

Then we have

$$
e_{s} x e_{s}^{-1}=\sum(-1)^{i(s)} a_{i(1), \ldots, i(k)} e_{1}^{i(1)} \cdots e_{k}^{i(k)}+\sum(-1)^{i(s)+1} a_{i(1), \ldots, i(k)} e_{1}^{i(1)} \cdots e_{k}^{i(k)}
$$

where the first sum is for indices with $i(1)+\cdots+i(k)$ even and the second sum is for $i(1)+\cdots+i(k)$ odd. Therefore, $e_{s} x e_{s}^{-1}=x$ for each $s, 1 \leqq s \leqq k$, if and only if $a_{i(1), \ldots, i(k)}=0$ for $(i(1), \ldots, i(k)) \neq(0, \ldots, 0)$ and $k$ even and $a_{i(1), \ldots, i(k)}=0$ for $(i(1), \ldots, i(k)) \neq(0, \ldots, 0)$ and $(1, \ldots, 1)$ and $k$ odd. For the statement about $C_{k}^{0}$ we use in addition the isomorphism $C_{k} \rightarrow C_{k+1}^{0}$ of (6.2). This proves the proposition.
6.7 Confunctor Properties of $M$ and $N$. Let $u: A \rightarrow B$ be an algebra morphism of semisimple algebras; i.e., all modules over these algebras are direct sums of irreducible modules. Then we define $u^{*}: N(B) \rightarrow N(A)$ by requiring, for each $B$-module $L$, the scalar multiplication of the $A$-module $u^{*}(L)$ to be given by the relation that $a x$ in $u^{*}(L)$ is $u(a) x$ in $L$. The rest of the structure of $L$ is unchanged. If, in addition, $u: A \rightarrow B$ is a $Z_{2}$-graded morphism, then $u^{*}: M(B) \rightarrow M(A)$ is defined as above.
6.8 Examples. We consider the following isomorphisms for a quadratic form ( $M, f$ ).
(1) For $b \in M-\{0\} \subset C(f), \alpha_{b}: C(f) \rightarrow C(f)$ is the inner automorphism $\alpha_{b}(a)=b a b^{-1}$, and its restriction to $C(f)^{0}, \alpha_{b} \mid C(f)^{0}$, is denoted $\alpha_{b}^{0}$.
(2) We have $\beta: C(f) \rightarrow C(f)$, where $\beta\left(x_{0}+x_{1}\right)=x_{0}-x_{1}$ for $x_{0} \in C(f)^{0}$ and $x_{1} \in C(f)^{1}$.
(3) By (6.2) there is an isomorphism $\phi: C_{k} \rightarrow C_{k+1}^{0}$ given by $\phi\left(x_{0}+x_{1}\right)=$ $x_{0}+e_{k+1} x_{1}$ for $x_{0} \in C_{k}^{0}$ and $x_{1} \in C_{k}^{1}$.
Finally, we have an involution $c$ of $M(C(f))$, where $c(M)^{0}=M^{1}$ and $c(M)^{1}=M^{0}$.
6.9 Proposition. The following diagrams of isomorphisms are commutative, using the above notations.


Proof. For the first square, observe that multiplication by $b$ is an isomorphism $M^{0} \rightarrow M^{1}$ and $M^{1} \rightarrow M^{0}$. The second square is commutative by the definition of $\alpha_{b}^{0}$ from $\alpha_{b}$. For the last square we compute $\alpha_{e_{k+1}} \phi\left(x_{0}+x_{1}\right)=$ $e_{k+1}\left(x_{0}+e_{k+1} x_{1}\right)\left(-e_{k+1}\right)=-e_{k+1}^{2} x_{0}+e_{k+1}^{3} x_{1}=x_{0}-e_{k+1} x_{1}=\beta \phi\left(x_{0}+x_{1}\right)$. Therefore, $\phi^{*} \beta^{*}=\alpha_{e_{k+1}}^{*} \phi^{*}$. This proves the proposition.
6.10 Proposition. Let $m_{1}$ and $m_{2}$ correspond to the two distinct irreducible graded modules in $M_{4 m}$ or $M_{2 m}^{\mathrm{c}}$. Then $c\left(m_{1}\right)=m_{2}$ and $c\left(m_{2}\right)=m_{1}$.

Proof. By (6.9), the action of $c$ on $M_{4 m}$ corresponds to the action of $\beta^{*}$ on $N_{4 m-1}$. By (6.6), the center of $C_{4 m-1}$ has a basis 1 and $\omega=e_{1} \cdots e_{4 m-1}$, where $\omega^{2}=1$. Then multiplication by $(1+\omega) / 2$ and by $(1-\omega) 2$ is a projection of $C_{4 m-1}$ on two ideals which are direct summands. Since $\beta(\omega)=\omega$, the automorphism interchanges these two ideals, and $\beta^{*}$ interchanges the two irreducible $C_{4 m-1}$ modules. The above argument applies to $C_{2 m-1}^{c}$ with $\omega=$ $i^{m} e_{1} \cdots e_{2 m-1}$.

The results in (6.6) to (6.10) are preliminary to the calculation of $L_{k}=$ coker ( $i^{*}: M_{k+1} \rightarrow M_{k}$ ), where $i^{*}: M_{k+1} \rightarrow M_{k}$ is induced by the inclusion $i$ : $C_{k} \rightarrow C_{k+1}$. Similarly, we denote by $L_{k}^{c}$ the coker ( $i^{*}: M_{k+1}^{c} \rightarrow M_{k}^{c}$ ).
6.11 Proposition. The following diagrams are commutative where $\pi$ : $C_{k+1} \rightarrow$ $C_{k+1}$ is the automorphism with $\pi\left(e_{i}\right)=e_{i}$ for $i \leqq k-1, \pi\left(e_{k}\right)=e_{k+1}$, and $\pi\left(e_{k+1}\right)=e_{k}$.


The similar diagram in the complex case is also commutative.
Proof. Using the following commutative diagram, we have the result by applying the cofunctor $N$.


Here $j\left(e_{i}\right)=e_{i}$ for $i \leqq k-1$ and $j\left(e_{k}\right)=e_{k+1}$. Moreover, we use the following commutative diagram:


The proposition is proved by putting these two diagrams together.
6.12. Table of $L_{k}$ and $L_{k}^{c}$

| $k$ | $C_{k}$ | $N_{k}$ | $M_{k}$ | $L_{k}$ | $a_{k}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{C}(1)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | $\mathbf{Z}_{2}$ | 1 |
| 2 | $\mathbf{H}(1)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | $\mathbf{Z}_{2}$ | 2 |
| 3 | $\mathbf{H}(1) \oplus \mathbf{H}(1)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 0 | 4 |
| 4 | $\mathbf{H}(2)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 4 |
| 5 | $\mathbf{C}(4)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 0 | 8 |
| 6 | $\mathbf{R}(8)$ | $\mathbf{Z}$ | $\mathbf{Z}$ | 0 | 8 |
| 7 | $\mathbf{R}(8) \oplus \mathbf{R}(8)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 0 | 8 |
| 8 | $\mathbf{R}(16)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 8 |

Moreover, we have $C_{k+8}=C_{k} \otimes C_{8}, N_{k+8}=N_{k}, M_{k+8}=M_{k}$, and $a_{k+8}=$ $16 a_{k}$.

| $k$ | $C_{k}^{c}$ | $N_{k}^{c}$ | $M_{k}^{c}$ | $L_{k}^{c}$ | $a_{k}^{c}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| 1 | $\mathbf{C}(1) \oplus \mathbf{C}(1)$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 0 | 1 |
| 2 | $\mathbf{C}(2)$ | $\mathbf{Z}$ | $\mathbf{Z} \oplus \mathbf{Z}$ | $\mathbf{Z}$ | 1 |

Moreover, we have $C_{k+2}^{c}=C_{k}^{c} \bigotimes_{\mathrm{C}} \mathbf{C}(2), N_{k+2}^{c}=N_{k}^{c}, M_{k+2}^{c}=M_{k}^{c}, L_{k+2}^{c}=K_{k}^{c}$, and $a_{k+2}^{a}=2 a_{k}^{c}$.

To prove the above statements, for $k=1,2$ we have $L_{1} \cong \operatorname{coker}\left(N_{1} \rightarrow N_{0}\right)$ and $L_{2} \cong \operatorname{coker}\left(N_{2} \rightarrow N_{1}\right)$, which are defined by the restriction to $\mathbf{R}$ of $\mathbf{C}$ acting on $\mathbf{C}$ and to $\mathbf{C}$ of $\mathbf{H}$ acting on $\mathbf{H}$, respectively. Two components result, and the cokernel is $Z_{2}$.

For $k=5,6$, we have $L_{5} \cong \operatorname{coker}\left(N_{5} \rightarrow N_{4}\right)$ and $L_{6} \cong \operatorname{coker}\left(N_{6} \rightarrow N_{5}\right)$, which are defined by restricting $\mathbf{C}(4)$ to $\mathbf{H}(2)$ acting on $\mathbf{H}^{2}$ and $\mathbf{R}(8)$ to $\mathbf{C}(4)$ acting on $\mathbf{C}^{4}$. Irreducible modules go into irreducible modules, and $L_{5}=$ $L_{6}=0$.

For $k=3$, 7 , we have $L_{3} \cong \operatorname{coker}\left(N_{3} \rightarrow N_{2}\right)$ and $L_{7} \cong \operatorname{coker}\left(N_{7} \rightarrow N_{6}\right)$ which are defined by restriction of $\mathbf{H}(1) \oplus \mathbf{H}(1)$ and of $\mathbf{R}(8) \oplus \mathbf{R}(8)$ to the first factor. Then $N_{3} \rightarrow N_{2}$ and $N_{7} \rightarrow N_{6}$ are epimorphisms, and $L_{3}=L_{7}=0$.

For $k=4,8$, we have $L_{4} \cong \operatorname{coker}\left(M_{5} \rightarrow M_{4}\right)$ and $L_{8} \cong \operatorname{coker}\left(M_{9} \rightarrow M_{8}\right)$. Since there is only one generator $z$ of $M_{4 m+1}$ we have $c(z)=z$. Then its image in $M_{4 m}$ also has this property. Consequently, $z$ projects to $m_{1}+m_{2}$ which is invariant under $c$ by (6.10) for reasons of dimension. Then coker $\left(M_{4 m+1} \rightarrow M_{4 m}\right)=\mathbf{Z}$.

The reasoning used in the last two paragraphs applies to the complex case. This verifies the tables.

## 7. Tensor Products of Clifford Modules

An isomorphism $\phi_{k, l}: C_{k+l} \rightarrow C_{k} \hat{\otimes} C_{l}$ is defined by the relations $\phi_{k, l}\left(e_{i}\right)=$ $e_{i} \hat{\otimes} 1$ for $1 \leqq i \leqq k$ and $\phi_{k, l}\left(e_{i}\right)=1 \hat{\otimes} e_{i-k}$ for $k+1 \leqq i \leqq k+l$.
7.1 Definition. Let $M$ be a $Z_{2}$-graded $A$-module, and let $N$ be a $Z_{2}$ graded $B$-module. The $Z_{2}$-graded tensor product, denoted $M \hat{\otimes} N$, is the ordinary tensor product with the following grading $(M \hat{\otimes} N)^{0}=\left(M^{0} \otimes N^{0}\right) \oplus$ $\left(M^{1} \otimes N^{1}\right)$ and $(M \hat{\otimes} N)^{1}=\left(M^{1} \otimes N^{0}\right) \oplus\left(M^{0} \otimes N^{1}\right)$ and with the following scalar multiplication by $A \hat{\otimes} B$.

$$
(a \hat{\otimes} b)(x \hat{\otimes} y)=(-1)^{i j}(a x \hat{\otimes} b y) \quad \text { for } b \in B^{i} \text { and } x \in M^{j}
$$

The operation $(M, N) \mapsto \phi_{k, l}^{*}(M \hat{\otimes} N)$ is a bilinear map and defines a group morphism

$$
M_{k} \bigotimes_{Z} M_{l} \rightarrow M_{k+l}
$$

Similarly, there is a morphism $M_{k}^{c} \bigotimes_{Z} M_{l}^{c} \rightarrow M_{k+l}^{c}$. Therefore, $M_{*}=\sum_{0 \leq k} M_{k}$ becomes a graded ring, and similarly $M_{*}^{c}=\sum_{0 \leqq k} M_{k}^{c}$ is a graded ring.
7.2 Proposition. For $u \in M_{k}\left(\right.$ or $\left.M_{k}^{c}\right), v \in M_{l}\left(\right.$ or $\left.M_{l}^{c}\right)$, and $w \in M_{m}\left(\right.$ or $\left.M_{m}^{c}\right)$, there are the following relations:
(1) $u(v w)=(u v) w$.
(2) $c(u v)=u c(v)$.
(3) For the inclusions $i: C_{k-1} \rightarrow C_{k}$ and $i^{*}: M_{k} \rightarrow M_{k-1}$, there is the relation $\left(u i^{*}(v)\right)=i^{*}(u v)$.
(4) $u v=v u$ for $k l$ even and $u v=c(v u)$ for $k l$ odd.

Proof. Statements (1) to (3) follow easily from the definitions. For the last statements, we have the following diagram:


Here $T\left(x_{p} \hat{\otimes} y_{q}\right)=(-1)^{p q} y_{q} \hat{\otimes} x_{p}$ for $x_{p} \in C_{k}^{p}$ and $y_{q} \in C_{l}^{q}$. Let $\sigma=\phi_{l, k}^{-1} T \phi_{k, l}$ which is an automorphism of $C_{k+l}$. Observe that $\sigma\left(e_{i}\right)=e_{l+i}$ for $1 \leqq i \leqq k$ and $\sigma\left(e_{i}\right)=e_{i-k}$ for $k+1 \leqq i \leqq k+l$. Then $\sigma$ is a composition of $k l$ inner automorphisms $\alpha_{b}$, where $b \in R^{k}-0$. For example, $\alpha_{b}$ where $b=\left(e_{1}+e_{2}\right) / \sqrt{2}$ interchanges $e_{1}$ and $e_{2}$. By (6.9) this is $k l$ applications of $c$ when applied to $M_{k+l}$. Since $T^{*}(N \hat{\otimes} M)=M \hat{\otimes} N$ and since $\sigma^{*} \phi_{l, k}^{*}=\phi_{k, l}^{*} T^{*}$, we have $\phi_{k, l}^{*}(N \widehat{\otimes} M)=c^{p q} \phi_{l, k}^{*}(M \hat{\otimes} N)$. This proves (4).

As an application of (7.2), we have the following proposition and theorem.
7.3 Proposition. Let $\lambda$ denote the class of an irreducible graded module over $C_{8}$. Then multiplication by $\lambda$ defines an isomorphism $M_{k} \rightarrow M_{k+8}$. If $\mu$ denotes the class of an irreducible graded module over $C_{2}^{c}$, multiplication by $\mu$ defines an isomorphism $M_{k}^{c} \rightarrow M_{k+2}^{c}$.

Proof. By the table for $a_{k}$, the result follows from reasons of dimension for $k \neq 4 m$. For $k=4 m$ there are two generators $m_{1}$ and $m_{2}$ of $C_{4 m}$ with $c\left(m_{1}\right)=$ $m_{2}$ and $c\left(m_{2}\right)=m_{1}$, as in (6.10).

By (2) in (7.2) we have $\lambda m_{2}=\lambda c\left(m_{1}\right)=c\left(\lambda n_{1}\right)$. For reasons of dimension and by (6.10), $\lambda m_{1}$ and $\lambda m_{2}$ are the two generators of $M_{4 m+8}$. This argument applies to the complex case. This proves the proposition.

By (3) in (7.2), the image $i^{*}: M_{*} \rightarrow M_{*}$ is an ideal, and the quotient graded ring $L_{*}=\sum_{0 \leqq k} L_{k}$ is defined as in (6.11). Let the image of $\lambda$ in $L_{8}$ be denoted by $\lambda_{8}$. Similarly for $L_{*}^{c}$ we have an induced ring structure, and $\mu$ generates $L_{2}^{c}$.
7.4 Theorem. One can choose generators $1 \in L_{0}, \lambda_{1} \in L_{1}, \lambda_{4} \in L_{4}$, and $\lambda_{8} \in$ $L_{8}$ of the graded ring $L_{*}$ satisfying the relations $2 \lambda_{1}=0, \lambda_{1}^{3}=0, \lambda_{1} \lambda_{4}=0$, $\lambda_{4}^{2}=4 \lambda_{8}$, and 1 is the unit of $L_{*}$. One can choose generators $1 \in L_{0}^{c}$ and $\mu \in L_{2}^{c}$ of the graded ring $L_{*}^{c}$ where 1 is the unit. The ring homomorphism $c: L_{*} \rightarrow L_{*}^{c}$
given by complexification is defined by $c\left(\lambda_{1}\right)=0, c\left(\lambda_{4}\right)=2 \mu^{1}$, and $c\left(\lambda_{8}\right)=\mu^{4}$, and the group homomorphism $r: L_{*}^{c} \rightarrow L_{*}$ given by restriction from $C_{k}^{c}$ to $C_{k}$ is defined by $r(\mu)=r\left(\mu^{3}\right)=0, r\left(\mu^{2}\right)=\lambda_{4}$, and $r\left(\mu^{4}\right)=2 \lambda_{8}$.

Proof. Since $L_{1}=Z / 2 Z$, it is generated by $\lambda_{1}$ with $2 \lambda_{1}=0$. Since $a_{1}=1$, $a_{2}=2$, it follows that $\lambda_{1}^{2}$ generates $L_{2}=Z / 2 Z$.

Let $\omega=e_{1} \cdots e_{k}$ in $C_{k}$. For $k=2 q$ we have $\omega^{2}=(-1)^{q}$ and $k=4 m$ we have $\omega^{2}=1$. If $M$ is an irreducible graded $C_{k}$-module, $\omega$ acts on $M^{0}$ as the scalar $\varepsilon= \pm 1$, and the $\varepsilon$-module corresponds to the action of $\omega$ equal to multiplication by $\varepsilon$. Since $e_{i} \omega=-\omega e_{i}$, if $M$ is an $\varepsilon$-module, $c(M)$ is a $(-\varepsilon)$ module. If $M$ is an $\varepsilon$-module and if $N$ is an $\varepsilon^{\prime}$-module, then $M \hat{\otimes} N$ is an $\varepsilon \varepsilon^{\prime}$-module.

Let $\lambda_{4}$ be the class of an irreducible $C_{4}$-module $M$ in $L_{4}$ which is a $(-1)$ module. Then $M \hat{\otimes} M$ is of the type $\varepsilon^{2}=+1$ in cases over $C_{8}$. Let $\lambda_{8}$ be the class of the $(+1)$-module $W$ of $C_{8}$. Then we have $M \hat{\otimes} M=W^{4}$; for reasons of dimension, $8^{2}=4 \cdot 16$, we have $\mu^{2}=4 \lambda$. This proves the statement for the real case.

For $k=2 q$ we have $\omega^{2}=(-1)^{q}$. If $M$ is an irreducible graded $C_{k}^{c}$-module, $\omega$ acts like $\pm i^{q}$ on $M^{0}$. Again $M$ is called an $\varepsilon$-module if $\omega$ acts by scalar multiplication by $\varepsilon$ on $M^{0}$. Let $\mu_{q}^{c} \in M_{2 q}^{c}$ denote the generator corresponding to an irreducible $i^{q}$-module. Then we have $\mu_{q}^{c}=\left(\mu_{1}^{c}\right)^{8}$ by considering dimensions of modules in the class. This proves the statement for the complex case.

For the relation between the real and complex cases, let $M$ be a real $\varepsilon$-module for $C_{4 m}$. Then $M \underset{\mathrm{R}}{\bigotimes} \mathbf{C}$ is a complex $(-1)^{m} \varepsilon$-module for $C_{4 m}^{c}$. The complexification $L_{k} \rightarrow L_{k}^{c}$ is given by $\lambda_{4} \rightarrow 2_{\mu}^{2}$ for reasons of dimension.

For the statement about $r$ we use the relations $r c(y)=2 y$ and $\operatorname{cr}(x)=$ $x+\bar{x}$, where $\bar{x}$ is the conjugate of $x$. Observe that $z=-\xi$. This proves the theorem.
7.5 Remark. In the paper of Atiyah, Bott, and Shapiro [1], group morphisms

$$
L_{k} \rightarrow \widetilde{K O}\left(S^{k}\right) \quad \text { and } \quad L_{k}^{c} \rightarrow \tilde{K}\left(S^{k}\right)
$$

are defined. These morphisms are proved to be isomorphisms using the graded ring structure of $L_{*}$ and $L_{*}^{c}$ described in (7.4) and the Bott periodicity.

## 8. Unit Tangent Vector Fields on Spheres: II

Let $\rho(n)$ be the number such that there exist $(\rho(n)-1)$ orthonormal tangent vector fields on $S^{n-1}$ by Clifford algebra constructions, see Theorem (2.2) and Remarks (2.3). There exists an orthogonal multiplication $\mathbf{R}^{k} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ if and only if $\mathbf{R}^{n}$ is a $C_{k-1}$-module, by (2.5).
8.1 Table of Irreducible Modules Over $C_{k-1}$. Let $b_{k}$ be the minimum dimension $n$ such that $\mathbf{R}^{n}$ has the structure of a $C_{k-1}$-module.
8.1 Table of Irreducible Modules Over $\boldsymbol{C}_{k-1}$. Let $b_{k}$ be the minimum dimension $n$ such that $\mathbf{R}^{n}$ has the structure of an irreducible $C_{k-1}$-module.

| $k$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{k-1}$ | $\mathbf{R}$ | $\mathbf{C}$ | $\mathbf{H}$ | $\mathbf{H} \oplus \mathbf{H}$ | $\mathbf{H}(2)$ | $\mathbf{C}(4)$ | $\mathbf{R}(8)$ | $\mathbf{R}(8) \oplus \mathbf{R}(8)$ | $\mathbf{R}(16)$ |
| $b_{k}$ | 1 | 2 | 4 | 4 | 8 | 8 | 8 | 8 | 16 |

Moreover, $b_{k+8}=16 b_{k}$. Note that if $\mathbf{R}^{n}$ admits the structure of an irreducible $C_{k}$-module, then $S^{n-1}$ has $k$ orthonormal tangent vector fields.
8.2 Theorem. If $n=($ odd $) 2^{c(n)} 16^{d(n)}$, where $0 \leqq c(n) \leqq 3$, then $\rho(n)=2^{c(n)}+$ $8 d(n)$.

Proof. The formula holds by inspection for $1 \leqq n \leqq 8$. For $n \geqq 8$, we use $b_{k+8}=16 b_{k}$ which follows from $C_{k+8}=C_{k} \otimes \mathbf{R}(16)$.

It is a theorem of Adams that there are not $\rho(n)$ orthonormal tangent vector fields on $S^{n-1}$; see Chap. 16.

## 9. The Group $\operatorname{Spin}(k)$

Let $\left(x_{1} \otimes \cdots \otimes x_{p}\right)^{*}=x_{p} \otimes \cdots \otimes x_{1}$ define an operation on $T(M)=$ $\sum_{0 \leq k} T^{k}(M)$. Since $(x \otimes x-f(x, x) 1)^{*}=x \otimes x-f(x, x)$, the linear involution *: $C_{k} \rightarrow C_{k}$ is defined where

$$
\left(e_{i(1)} \cdots e_{i(r)}\right)^{*}=e_{i(r)} \cdots e_{i(1)}=(-1)^{r(r-1) / 2} e_{i(1)} \cdots e_{i(r)}
$$

Moreover, $(x y)^{*}=y^{*} x^{*}$.
9.1 Definition. Let $\operatorname{pin}(k)$ denote the subgroup of the multiplicative group of units in $C_{k}$ generated by $S^{k-1}$ where $S^{k-1} \subset \mathbf{R}^{k} \subset C_{k}$, and let $\operatorname{Spin}(k)$ denote the subgroup $\operatorname{pin}(k) \cap C_{k}^{0}$ of $\operatorname{pin}(k)$.

For $u \in C_{k}$, we have $u \in \operatorname{pin}(k)$ if and only if $u=x_{1} \cdots x_{m}$, where $x_{i} \in S^{k-1}$ for $1 \leqq i \leqq m$. Moreover, we have $u u^{*}=+1$ if and only if $m$ is even, that is, $u \in C_{k}^{0}$, and $u u^{*}=-1$ if and only if $m$ is odd, that is, $u \in C_{k}^{1}$. Consequently, $u u^{*}=+1$ for $u \in \operatorname{Spin}(k)$.

For $u \in \operatorname{pin}(k)$, we define $\phi(u) \in 0(k)$ by the relation $\phi(u) x=u x u^{*}$. Clearly, $\phi(u)$ is linear and satisfies the relation

$$
\|\phi(u) x\|^{2}=\left(u x u^{*}\right)\left(u x u^{*}\right)=u x x u^{*}=-x x=\|x\|^{2}
$$

The properties of $\operatorname{Spin}(k)$ are contained in the next theorem.
9.2 Theorem. The map $\phi: \operatorname{pin}(k) \rightarrow O(k)$ is a continuous group epimorphism with $\phi^{-1}(S O(k))=\operatorname{Spin}(k)$ and $\operatorname{ker} \phi=\{+1,-1\}$ for the restriction $\phi$ : $\operatorname{Spin}(k) \rightarrow S O(k)$. Moreover, for $k \geqq 3$, $\operatorname{Spin}(k)$ is the universal covering group of $S O(n)$ and $\pi_{0}(\operatorname{Spin}(k))=\pi_{1}(\operatorname{Spin}(k))=0$.

Proof. Clearly, $\phi$ is continuous, and the relation $\phi(u v) x=u v x(u v)^{*}=$ $u v x v^{*} u^{*}=u(\phi(v) x) u^{*}=\phi(u) \phi(v) x$ yields the group morphism property of $\phi$.

To prove $\phi$ is surjective, we begin by proving that $\phi(u)$ for $u \in S^{n-1}$ is a reflection through the hyperplane perpendicular to $u$. Let $x=t u+u^{\prime}$, where $\left(u \mid u^{\prime}\right)=0$. Then $\phi(u) x=u\left(t u+u^{\prime}\right) u^{*}=t u u u^{*}+u u^{\prime} u^{*}=$ $-t u-u^{\prime} u u^{*}=-t u+u^{\prime}$. This proves the statement about $\phi(u)$ for $u \in S^{k-1}$. Since these reflections generate $O(k)$, the map $\phi$ is surjective.

For $u \in S^{n-1}$, $\operatorname{det} \phi(u)=-1$ and $\operatorname{det} \phi\left(u_{1} \cdots u_{r}\right)=(-1)^{r}$ for $u_{i} \in S^{n-1}$ and $1 \leqq i \leqq r$. Therefore, $u \in \operatorname{Spin}(k)$ if and only if $\phi(u) \in S O(k)$.

For $u \in \operatorname{ker} \phi$ we have $u e_{i} u^{*}=e_{i}$, or $u e_{i}=e_{i} u$ since $u u^{*}=1$, and, conversely, these conditions imply that $u \in \operatorname{ker} \phi$. This happens if and only if $u$ is in the center of $C_{k}$ intersected with $C_{k}^{0}$, that is, $u \in \mathbf{R} 1$. This is equivalent to $u= \pm 1$ since $u u^{*}=u^{2}=1$.

For the last statement, it suffices to prove that +1 and -1 in $\operatorname{Spin}(k)$ are connected since $\phi: \operatorname{Spin}(k) \rightarrow S O(k)$ is locally trivial. Since the element $\left(e_{1} \cos t+e_{2} \sin t\right)\left(e_{1} \cos t-e_{2} \sin t\right)=-\cos 2 t-e_{1} e_{2} \sin 2 t$ is a member of $\operatorname{Spin}(n)$, we get a path in $\operatorname{Spin}(n)$ from -1 to +1 by varying $t$ from 0 to $\pi / 2$. This construction can be used to prove that $\operatorname{Spin}(k)$ is connected directly.

## Exercises

1. Using the fact that $S^{3}$ has three orthonormal tangent vector fields and that $S^{7}$ has seven orthonormal vector fields, prove that $S^{n-1}$ has $2^{c}-1$ orthonormal tangent vector fields where $n=($ odd $) 2^{c} 16^{d}$ and $c \leqq 3$.
2. A morphism $u:(M, f) \rightarrow(N, g)$ between two quadratic forms is a module morphism $u: M \rightarrow N$ such that $g\left(u(x), u\left(x^{\prime}\right)\right)=f\left(x, x^{\prime}\right)$ for all $x, x^{\prime} \in M$.
3. Describe explicitly $i: C_{k-1} \rightarrow C_{k}$ for the table of $C_{k}$ in (5.10).
4. For $x, y \in S^{k-1} \subset C_{k}$, verify the formula $x y+y x=2(x \mid y)$ directly.
5. Prove that $\pi_{i}(S O(k))=\pi_{i}(\operatorname{Spin}(k))$ for $i \geqq 2$.
6. Calculate the kernel of $\phi: \operatorname{pin}(k) \rightarrow O(k)$.
7. Referring to (4.5), in what sense is $(M, f) \rightarrow C(f)$ a functor?
8. Let 2 be a unit in $R$. Prove that a module morphism $u: M \rightarrow N$ prolongs to an algebra morphism $v: C(M, f) \rightarrow C(N, g)$ if and only if $u$ is a morphism of quadratic forms.

## CHAPTER 13

## The Adams Operations and Representations

Every representation $M$ of a topological group $G$ and every principal bundle $\alpha$ over a space $X$ determine a fibre bundle $\alpha[M]$ over $X$ that admits the structure of a vector bundle. For a given $\alpha$ the function that assigns $\alpha[M]$ to $M$ prolongs to a group morphism $R(G) \rightarrow K(X)$, where $R(G)$ is the representation ring of $G$. We study $K(X)$ using this morphism; in particular, properties of operations in $K(X)$ can be derived from properties of operations in $R(G)$.

## 1. $\lambda$-Rings

1.1 Definition. A $\lambda$-semiring is a (commutative) semiring $R$ together with functions $\lambda^{i}: R \rightarrow R$ for $i \geqq 0$ satisfying the following properties:
(1) $\lambda^{0}(x)=1$ and $\lambda^{1}(x)=x$ for each $x \in R$.
(2) For each $x, y \in R, \lambda^{k}(x+y)=\sum_{i+j=k} \lambda^{i}(x) \lambda^{j}(y)$.

A morphism $u:\left(R, \lambda^{i}\right) \rightarrow\left(R^{\prime}, \lambda^{i}\right)$ between two $\lambda$-semirings is a semiring morphism $u: R \rightarrow R^{\prime}$ such that $\lambda^{i}(u(x))=u\left(\lambda^{i}(x)\right)$ for each $x \in R$ and $i \geqq 0$. A $\lambda$-ring is a $\lambda$-semiring whose underlying semiring is a ring.
1.2 Example. The semiring of isomorphism classes of vector bundles $\operatorname{Vect}_{F}(X)$ is a $\lambda$-semiring for $F=\mathbf{R}$ and $\mathbf{C}$, where we define $\lambda^{i}[\xi]=\left[\Lambda^{i} \xi\right]$, using the $i$ th exterior power which exists by $5(6.9)$. Then axioms (1) and (2) follow from corresponding properties of exterior powers of vector spaces and Theorem 5(6.3).

If $f: Y \rightarrow X$ is a map and if $\xi$ is a vector bundle, by $5(6.9) f^{*}\left(\Lambda^{i} \xi\right)$ and $\Lambda^{i} f *(\xi)$ are $Y$-isomorphic. Consequently, $\operatorname{Vect}_{F}(f): \operatorname{Vect}_{F}(X) \rightarrow \operatorname{Vect}_{F}(Y)$ is a morphism of $\lambda$-semirings.

To define a $\lambda$-ring structure on $K_{F}(X)$, we use the following construction. For a $\lambda$-semiring $R$ with operations $\lambda^{i}$, we define $\lambda_{t}: R \rightarrow 1+R[[t]]^{+}$to be $\lambda_{t}(x)=\sum_{i \geq 0} \lambda^{i}(x) t^{i}$. By axiom (2) we have $\lambda_{t}(x+y)=\lambda_{t}(x) \lambda_{t}(y)$. Here $1+$ $R[[t]]^{+}$denotes the semigroup of power series $1+a_{1} t+a_{2} t^{2}+\cdots$. If $R$ is a ring, then $1+R[[t]]^{+}$is a commutative group.
1.3 Proposition. Let $\tilde{R}$ denote the ring completion of the underlying semiring $R$ of the $\lambda$-semiring $\left(R, \lambda^{i}\right)$. There exists a $\lambda$-ring structure on $\widetilde{R}$ given by operations $\tilde{\lambda}^{i}$ such that the natural morphism $\theta: R \rightarrow \widetilde{R}$ is a $\lambda$-semiring morphism. Moreover, the operations $\tilde{\lambda}^{i}$ are unique with respect to this property.

Proof. The underlying additive group structure of $\tilde{R}$ is the group completion of the underlying semigroup structure of $R$. We consider $\lambda_{t}: R \rightarrow 1+$ $\widetilde{R}[[t]]^{+}$, which is the multiplicative group of power series with 1 as a constant term. This defines to a group morphism $\tilde{\lambda}_{t}: \widetilde{R} \rightarrow 1+\widetilde{R}[[t]]^{+}$such that $\tilde{\lambda}_{t} \theta=\lambda_{t}$. Moreover, $\tilde{\lambda}_{t}$ is unique with respect to this property. Let $\tilde{\lambda}^{i}(x)$ be defined by the relation $\tilde{\lambda}_{t}(x)=\sum_{i \geq 0} \tilde{\lambda}^{i}(x) t^{i}$. Then $\tilde{\lambda}_{i}$ are operations on $\widetilde{R}$ satisfying (1) and (2). From the relation $\tilde{\lambda}_{t} \theta=\lambda_{t}$, the function $\theta$ is a morphism of $\lambda$-semirings. Since $\tilde{\lambda}_{t}$ is unique, $\tilde{\lambda}^{i}$ is uniquely defined.
1.4 Application. The rings $K(X)$ and $K O(X)$ admit a $\lambda$-ring structure such that $\lambda^{i}[\xi]=\left[\Lambda^{i} \xi\right]$ for a vector bundle class $[\xi]$. If $f: Y \rightarrow X$ is a map, then $f^{\prime}: K(X) \rightarrow K(Y)$ and $f^{\prime}: K O(X) \rightarrow K O(Y)$ are $\lambda$-ring morphisms.

## 2. The Adams $\psi$-Operations in $\lambda$-Ring

Associated with the operations $\lambda^{i}$ in a $\lambda$-ring are the Adams operations $\psi^{k}$.
2.1 Definition. Let $\psi_{t}(x)=\sum_{i \geqq 1} \psi^{k}(x) t^{k}$ be given by the relation $\psi_{-t}(x)=$ $-t\left((d / d t) \lambda_{t}(x)\right) / \lambda_{t}(x)$ for a $\lambda$-ring $R$. The functions $\psi^{k}: R \rightarrow R$ are the Adams $\psi$-operations in $R$.

The $\psi$-operations on a $\lambda$-ring $R$ have the following properties.
2.2 Proposition. The function $\psi^{k}: R \rightarrow R$ is additive, and if $u: R \rightarrow R^{\prime}$ is a入-ring morphism, then $u\left(\psi^{k}(x)\right)=\psi^{k}(u(x))$ for $x \in R$.

Proof. We have

$$
\begin{aligned}
\psi_{-t}(x+y) & =-t\left(d(d t) \lambda_{t}(x+y)\right) / \lambda_{t}(x+y) \\
& =-t\left[\left((d / d t) \lambda_{t}(x)\right) \lambda_{t}(y)+\lambda_{t}(x)\left((d / d t) \lambda_{t}(y)\right)\right] / \lambda_{t}(x) \lambda_{t}(y) \\
& =-t\left((d / d t) \lambda_{t}(x)\right) / \lambda_{t}(x)-t\left((d / d t) \lambda_{t}(y)\right) / \lambda_{t}(y) \\
& =\psi_{-t}(x)+\psi_{-t}(y)
\end{aligned}
$$

and therefore, by comparing coefficients, we have $\psi^{k}(x+y)=\psi^{k}(x)+\psi^{k}(y)$. For the last statement, we apply $u$ to the coefficients of $\psi_{t}(x)$ and $\lambda_{t}(x)$.
2.3 Proposition. If $\lambda^{i}(x)=0$ for $i>1$, then $\psi^{k}(x)=x^{k}$.

Proof. We have $\lambda_{t}(x)=1+t x$ and $(d / d t) \lambda_{t}(x)=x$. Then $\psi_{-t}(x)=$ $-t x /(1+t x)$ or $\psi_{t}(x)=t x /(1-t x)=\sum_{k \geqq 1} x^{k} t^{k}$. Since $\psi_{t}(x)=\sum_{k \geqq 1} \psi^{k}(x) t^{k}$, we have $\psi^{k}(x)=x^{k}$.
2.4 Remark. From a universal formula relating symmetric functions we have $\psi^{k}(x)=s_{k}^{n}\left(\lambda_{1}(x), \ldots, \lambda_{n}(x)\right)$ for $n \geqq k$, where $x_{1}^{k}+\cdots+x_{n}^{k}=s_{k}^{n}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ and $\sigma_{i}$ are the elementary symmetric functions; see Proposition (1.8) of the next chapter.
2.5 Proposition. There is the following relation between $\lambda^{i}$ and $\psi^{k}$ for $x \in R$ :

$$
\psi^{k}(x)-\lambda^{1}(x) \psi^{k-1}(x)+\cdots+(-1)^{k-1} \lambda^{k-1}(x) \psi^{1}(x)+(-1)^{k} k \lambda^{k}(x)=0
$$

Proof. From the definition $\lambda_{t}(x) \psi_{-t}(x)+t(d / d t) \lambda_{t}(x)=0$, we have

$$
\begin{gathered}
\left(\sum_{i \geqq 0} \lambda^{i}(x) t^{i}\right)\left(\sum_{i \geqq 1}(-1)^{i} \psi^{i}(x) t^{i}\right)+t \sum_{k \geqq 0}(k+1) \lambda^{k+1}(x) t^{k}=0 . \text { Therefore, } \\
\sum_{k \geqq 1}\left(\sum_{i+j=k}(-1)^{i} \lambda^{i}(x) \psi^{j}(x)+k \lambda^{k}(x)\right) t^{k}=0
\end{gathered}
$$

This leads to the stated formula.
2.6 Special cases. For $k=1$, we have $\psi^{1}(x)+(-1) \lambda^{1}(x)=0$, or

$$
\psi^{1}(x)=x
$$

For $k=2$, we have $\psi^{2}(x)-\lambda^{1}(x) \psi^{1}(x)+2 \lambda^{2}(x)=0$, or

$$
\psi^{2}(x)=x^{2}-2 \lambda^{2}(x)
$$

and for $k=3$, we have $\psi^{3}(x)-\lambda^{1}(x) \psi^{2}(x)+\lambda^{2}(x) \psi^{1}(x)+(-1)^{3} 3 \lambda^{3}(x)=0$, or

$$
\psi^{3}(x)=x^{3}+3 \lambda^{3}(x)-3 x \lambda^{2}(x)
$$

2.7 Definition. A $\lambda$-semiring with line elements is a triple $\left(R, \lambda^{i}, L\right)$, where $\left(R, \lambda^{i}\right)$ is a $\lambda$-semiring and $L$ is a multiplicatively closed subset of $R$ consisting of $x \in R$ with $\lambda^{i}(x)=0$ for $i>1$.

In the case of $\operatorname{Vect}_{F}(X)$ or $K_{F}(X)$ for $F=\mathbf{R}$ or $\mathbf{C}$, the set $L$ consists of the classes containing line bundles.
2.8 Definition. A $\lambda$-semiring $R$ splits, provided for each finite set $x_{1}, \ldots$, $x_{r} \in R$ there exists a $\lambda$-semiring monomorphism $u: R \rightarrow R^{\prime}$, where $\left(R^{\prime}, \lambda^{i}, L^{\prime}\right)$ is a $\lambda$-semiring with line elements $L^{\prime}$ such that each $u\left(x_{i}\right)$ is a sum of line elements in $L^{\prime}$.

Later in this chapter we shall prove that certain representation rings are split $\lambda$-rings. This will allow us to prove that the result of Theorem (2.9), which follows, holds for the $\lambda$-rings $K(X)$ and $K O(X)$. These additional properties are very important.
2.9 Theorem. Let $R$ be a split $\lambda$-semiring. Then $\psi^{k}: R \rightarrow R$ is a semiring morphism for each $k \geqq 0$, and $\psi^{k} \psi^{l}=\psi^{k l}$.

Proof. Let $x, y \in R$, and let $u: R \rightarrow R^{\prime}$ be a semiring monomorphism, where $u(x)=x_{1}+\cdots+x_{r}, u(y)=y_{1}+\cdots+y_{s}$, and $x_{1}, \ldots, x_{r}, y_{1}, \ldots, y_{s}$ are line elements of $R^{\prime}$. Now we compute

$$
\begin{aligned}
u\left(\psi^{k}(x y)\right) & =\psi^{k}(u(x) u(y))=\sum_{i, j} \psi^{k}\left(x_{i} y_{j}\right)=\sum_{i, j} x_{i}^{k} y_{j}^{k} \\
& =\left(\sum_{i} x_{i}^{k}\right)\left(\sum_{j} y_{j}^{k}\right)=\left(\sum_{j} \psi^{k}\left(x_{i}\right)\right)\left(\sum_{j} \psi^{k}\left(y_{j}\right)\right) \\
& =\psi^{k}(u(x)) \psi^{k}(u(y))=u\left(\psi^{k}(x) \psi^{k}(y)\right)
\end{aligned}
$$

Since $u$ is a monomorphism, $\psi^{k}(x y)=\psi^{k}(x) \psi^{k}(y)$.
With the same notations, we have $u\left(\psi^{k} \psi^{l}(x)\right)=\psi^{k} \psi^{l}(u(x))=\psi^{k} \psi^{l}\left(x_{1}+\right.$ $\left.\cdots+x_{r}\right)=\psi^{k}\left(x_{1}^{l}+\cdots+x_{r}^{l}\right)=x_{1}^{k l}+\cdots+x_{r}^{k l}=\psi^{k l}\left(x_{1}+\cdots+x_{r}\right)=$ $u\left(\psi^{k l}(x)\right)$. Again, since $u$ is a monomorphism, $\psi^{k} \psi^{l}=\psi^{k l}$.
2.10 Remark. Let $(R, \lambda)$ be a $\lambda$-ring where the $\psi^{k}$ operations satisfy the following:
(1) The functions $\psi^{k}$ are semiring morphisms.
(2) $\psi^{k} \psi^{l}=\psi^{k l}$.

If $u: R^{\prime} \rightarrow R$ is a monomorphism of $\lambda$-semirings, then $R^{\prime}$ satisfies (1) and (2).
2.11 Definition. A $\lambda$-semiring with line elements and conjugation is a 4-tuple $\left(R, \lambda^{i}, L, *\right)$, where $\left(R, \lambda^{i}, L\right)$ is a $\lambda$-semiring with line elements and $*: R \rightarrow R$ is a $\lambda$-semiring involution such that $x x^{*}=1$ for $x \in L$.
2.12 Remark. Examples of the above concept are $\operatorname{Vect}_{\mathrm{C}}(X)$ and $K_{\mathrm{C}}(X)$, where $x^{*}$ is the complex conjugate bundle. For a $\lambda$-semiring $R$ with line elements and conjugation, $\psi^{-k}(x)=\psi^{k}\left(x^{*}\right)=\psi^{k}(x)^{*}$ is defined and (1) and (2) hold.

## 3. The $\gamma^{i}$ Operations

In a $\lambda$-ring $R$, the $\psi^{k}$ are polynomial combinations of the $\lambda^{i}$. We consider here other operations which are combinations of the $\lambda^{i}$. These operations are useful in studying the representation rings of $\operatorname{Spin}(n)$ and the immersion theory of manifolds.
3.1 Definition. The $\gamma$-operations in a $\lambda$-ring $R$, denoted $\gamma^{i}: R \rightarrow R$, are defined by the requirement that $\gamma_{t}(x)=\lambda_{t /(1-t)}(x)$, where $\gamma_{t}(x)=\sum_{0 \leqq i} \gamma^{i}(x) t^{i}$.

We have the relation $\lambda_{s}(x)=\gamma_{s /(1+s)}(x)$ and the relation

$$
\sum_{0 \leqq i} \gamma^{i}(x) t^{i}=\sum_{0 \leqq i} \lambda^{i}(x) t^{i}(1-t)^{-i}=\sum_{0 \leqq i} \lambda^{i}(x) t^{i}(1+i t+\cdots)
$$

3.2 Proposition. The $\gamma$-operations in a $\lambda$-ring $R$ have the following properties:
(1) $\gamma^{0}(x)=1$ and $\gamma^{1}(x)=x$ for each $x \in R$.
(2) For each $x, y \in R, \gamma^{k}(x+y)=\sum_{i+j=k} \gamma^{i}(x) \gamma^{j}(y)$.
(3) $\gamma^{k}(x)=\lambda^{k}(x)+\sum_{i<k} a_{i, k} \lambda^{i}(x)$ and $\lambda^{k}(x)=\gamma^{k}(x)+\sum_{i<k} b_{i, k} \gamma^{i}(x)$,
where $a_{i, k}$ and $b_{i, k}$ are integers.
Proof. The first two statements follow from the relations $\gamma^{0}(x)=\lambda^{0}(x)$, $\gamma^{1}(x)=\lambda^{1}(x)$, and $\gamma_{t}(x+y)=\gamma_{t}(x) \gamma_{t}(y)$. For the last relation we consider the $k$ th coefficient of $\lambda_{t /(1-t)}(x)$ and of $\gamma_{s / 1+s}(x)$.

The operations $\gamma^{i}$ are used in applications of $K$-theory to immersion theory. We use the $\gamma^{i}$ operations in Chap. 14, Sec. 10.
3.3 Examples. From the definition

$$
\begin{aligned}
\gamma^{0}(x)+ & \gamma^{1}(x) t+\gamma^{2}(x) t^{2}+\gamma^{3}(x) t^{3}+\cdots \\
= & \lambda^{0}(x)+\lambda^{1}(x) t\left(1+t+t^{2}+\cdots\right)+\lambda^{2}(x) t^{2}\left(1+2 t+3 t^{2} \cdots\right) \\
& +\lambda^{3}(x) t^{3}(1+3 t+\cdots)+\cdots
\end{aligned}
$$

we get the following relations:

$$
\begin{aligned}
& \gamma^{0}(x)=\lambda^{0}(x)=1 \\
& \gamma^{1}(x)=\lambda^{1}(x)=x \\
& \gamma^{2}(x)=\lambda^{2}(x)+\lambda^{1}(x) \\
& \gamma^{3}(x)=\lambda^{3}(x)+2 \lambda^{2}(x)+\lambda^{1}(x) \\
& \gamma^{4}(x)=\lambda^{4}(x)+3 \lambda^{3}(x)+3 \lambda^{2}(x)+\lambda^{1}(x)
\end{aligned}
$$

## 4. Generalities on $G$-Modules

Let $F$ denote $\mathbf{R}, \mathbf{C}$, or $\mathbf{H}$. Then each finite-dimensional $F$-vector space $M$ has a unique topology such that any vector space isomorphism $F^{n} \rightarrow M$ is a homeomorphism. Moreover, this is a norm topology. Frequently, in the next three sections, special considerations are required for $F=\mathbf{H}$ because of its noncommutative character. These considerations will be left to the reader.
4.1 Definition. Let $G$ be a topological group. A $G$-module $M$ is a $G$-space such that the action of $s \in G$ on $M$ is linear.

For $s \in G$ and a $G$-module $M$, let $s_{M}$ denote the linear automorphism of $M$ such that $s_{M}(x)=s x$. Then the relations $1_{M}=1,(s t)_{M}=s_{M} t_{M}$, and $\left(s^{-1}\right)_{M}=$ $\left(s_{M}\right)^{-1}$ hold. The function $(s, x) \mapsto s x$ of $G \times M \rightarrow M$ is continuous.
4.2 Example. The space $F^{n}$ is a $U_{F}(n)$-module and $S U_{F}(n)$-module with the $G$-module action given by a linear transformation acting on $F^{n}$.

Other examples will arise in the next paragraphs.
4.3 Definition. A function $f: M \rightarrow N$ is a $G$-morphism between $G$-modules (both over $F$ ) provided $f$ is $F$-linear and $f(s x)=s f(x)$ for $x \in M$ and $s \in G$.

The identity on $M$ is a $G$-morphism, and the composition $v u: M \rightarrow L$ of $G$-morphisms $u: M \rightarrow N$ and $v: N \rightarrow L$ is a $G$-morphism. The kernel, image, and cokernel of a $G$-morphism are defined and admit the structure of a $G$-module in a natural way. Let $\operatorname{Hom}_{G}(M, N)$ denote the set of all $G$ morphisms $M \rightarrow N$. Then $\operatorname{Hom}_{G}(M, N)$ is a subspace (or subgroup for $F=$ H) of $\operatorname{Hom}_{F}(M, N)$.
4.4 Definition. Let $M$ and $N$ be two $G$-modules. Then the direct sum of $M$ and $N$, denoted $M \oplus N$, is a $G$-module, where $s(x, y)=(s x, s y)$ for $s \in G$ and $(x, y) \in M \oplus N$. The vector space structure on $M \oplus N$ is the direct sum structure.

The direct sum plays the role of the product and coproduct in the category of $G$-modules. A similar definition applies to the direct sum of $n$ modules.
4.5 Definition. The tensor product $M \otimes N$ and exterior product $\Lambda^{r}(M)$ of $G$-modules $M$ and $N$ are defined by the relations $s(x \otimes y)=s x \otimes s y$ and $s\left(x_{1} \wedge \cdots \wedge x_{r}\right)=s x_{1} \wedge \cdots \wedge s x_{r}$.

The operations of direct sum, tensor product, and exterior product are related in the next proposition.
4.6 Proposition. Let $M_{1}, \ldots, M_{n}$ be one-dimensional $G$-modules. Then $\Lambda^{r}\left(M_{1} \oplus \cdots \oplus M_{n}\right)$ and $\sum_{i(1)<\cdots<i(r)} M_{i(1)} \otimes \cdots \otimes M_{i(r)}$ are isomorphic as $G$ -
modules.

Proof. The isomorphism given by $x_{1} \wedge \cdots \wedge x_{r} \rightarrow x_{1} \otimes \cdots \otimes x_{r}$ preserves the action of $G$.
4.7 Definition. Let $M$ and $N$ be two $G$-modules. Then the relation $s f=$ $s_{N} f f_{M}^{-1}$ defines a $G$-module structure on $\operatorname{Hom}_{F}(M, N)$.

Observe that for $f \in \operatorname{Hom}_{F}(M, N)$ we have $f \in \operatorname{Hom}_{G}(M, N)$ if and only if $s f=f$ for each $s \in G$. For the action $s a=a$ on $F$, we have the structure of a $G$-module on the dual module $M^{+}=\operatorname{Hom}_{F}(M, \bar{F})$, the module of conjugate linear functionals.
4.8 Definition. A $G$-module $M$ is simple provided $M$ has no $G$-submodules, i.e., no subspaces $N$ with $s N=N$ for all $s \in G$.
4.9 Proposition. Let $M$ be a simple $G$-module. Then every $G$-morphism $f: M \rightarrow$ $N$ is either zero or a monomorphism, and every $G$-morphism $g$ : $L \rightarrow M$ is either zero or an epimorphism.

Proof. Either ker $f$ equals $M$ or 0 , and either coker $g$ equals $M$ or 0 in the second case.

As a corollary, we have the next theorem.
4.10 Theorem. (Schur's lemma). If $f: M \rightarrow N$ is a G-morphism between two simple $G$-modules, $f$ is either zero or an isomorphism. If $M=N$ and if $F$ is algebraically closed, $f$ is multiplication by a scalar.

Proof. The first statement follows from (4.9). For the second statement, let $\lambda$ be an eigenvalue of $f$, and let $\operatorname{ker}(f-\lambda)=L$ be a $G$-submodule of $M$. Since $L \neq 0$, we have $L=M$ and $f(x)=\lambda x$. This proves the theorem.

The proof in the next proposition is straightforward and is left to the reader, see Cartan and Eilenberg [1, chap. 1].
4.11 Proposition. For a $G$-module $M$, the following statements are equivalent.
(1) The module $M$ is a sum of simple $G$-submodules.
(2) The module $M$ is a direct sum of simple $G$-submodules.
(3) For each $G$-submodule $N$ of $M$, there exists a $G$-submodule $N^{\prime}$ with $M=$ $N \oplus N^{\prime}$.
4.12 Definition. A $G$-module $M$ is semisimple provided it satisfies the three equivalent properties in (4.11).

In Sec. 6 we prove that for a compact group every $G$-module is semisimple.

## 5. The Representation Ring of a Group $G$ and Vector Bundles

For a topological group $G$, let $\mathbf{M}_{F}(G)$ denote the set of isomorphism classes $[M]$ of $G$-modules $M$ over $F$. The operations $[M]+[N]=[M \oplus N]$ and $[M][N]=[M \otimes N]$ make $\mathbf{M}_{F}(G)$ into a semiring (only a semigroup for
$F=\mathbf{H}$ ). For $F=\mathbf{R}$ or $\mathbf{C}$, the functions $\lambda_{i}[M]=\left[\Lambda^{i} M\right]$ define a $\lambda$-semiring structure on $\mathbf{M}_{F}(G)$.
5.1 Definition. The representation ring $R_{F}(G)$ of a topological group $G$ is the ring associated with the semiring $\mathbf{M}_{F}(G)$; see 9(3.3).

The elements of $R_{F}(G)$ are of the form [M]-[N], where $M$ and $N$ are $G$-modules, and there is a natural morphism $\mathbf{M}_{F}(G) \rightarrow R_{F}(G)$. Moreover by (1.3), $R_{F}(G)$ admits a natural $\lambda$-ring structure.
5.2 Definition. Let $u$ : $G \rightarrow H$ be a morphism of topological groups; that is, $u$ is continuous and preserves the group structure. Let $M$ be an $H$-module. We define $u^{*}(M)$ to be the underlying vector space of $M$ with $G$-module structure given by $s x=u(s)_{M}(x)$ for $s \in G$ and $x \in M$.

Then for a topological group morphism $u: G \rightarrow H$ and $H$-modules $M$ and $N$ we have $u^{*}(M \oplus N)=u^{*}(M) \oplus u^{*}(N), u^{*}(M \otimes N)=u^{*}(M) \otimes u^{*}(N)$, and $u^{*}\left(\Lambda^{i} M\right)=\Lambda^{i} u^{*}(M)$. Consequently, $u^{*}$ defines a $\lambda$-semiring morphism $\mathbf{M}_{F}(u): \mathbf{M}_{F}(H) \rightarrow \mathbf{M}_{F}(G)$ by $\mathbf{M}_{F}(u)[M]=\left[u^{*}(M)\right]$, and this defines a unique $\lambda$-ring morphism $R_{F}(u): R_{F}(H) \rightarrow R_{F}(G)$ such that the following diagram is commutative.

5.3 Proposition. With the above notations, $R_{F}$ is a cofunctor from the category of topological groups to the category of $\lambda$-rings (only groups for $F=\mathbf{H}$ ).

As with vector bundles, we denote $R_{\mathrm{C}}(G)$ by $R(G), R_{\mathrm{R}}(G)$ by $R O(G)$, and $R_{\mathrm{H}}(G)$ by $R S p(G)$.
5.4 Remark. Vector bundles and $G$-modules are related by the following mixing construction. For each locally trivial principal $G$-bundle $\alpha$ over a space $X$ and each $G$-module $M$, the fibre bundle $\alpha[M]$ is formed. Since the action of $G$ preserves the vector space operations on $M$, there is a natural vector bundle structure on $\alpha[M]$. Since $\alpha[M \oplus N]$ and $\alpha[M] \oplus \alpha[N]$ are isomorphic, since $\alpha[M \otimes N]$ and $\alpha[M] \otimes \alpha[N]$ are isomorphic, and since $\Lambda^{i} \alpha[M]$ and $\alpha\left[\Lambda^{i} M\right]$ are isomorphic, there is a morphism of $\lambda$-semiring $\tilde{\alpha}$ : $\mathbf{M}_{F}(G) \rightarrow \operatorname{Vect}_{F}(X)$ defined by the relation $\tilde{\alpha}([M])$ equals the isomorphism class of $\alpha[M]$. The morphism $\tilde{\alpha}$ defines a $\lambda$-ring morphism, also denoted $\tilde{\alpha}$, $R_{F}(G) \rightarrow K_{F}(X)$. We shall discuss this morphism further in a later section.
5.5 Example. View $Z_{2}$ as $\{+1,-1\}$, a subgroup of $S^{1}$, the circle group in the complex plane. Then $S^{1} \rightarrow S^{1} \bmod Z_{2}$ is a principal $Z_{2}$-bundle. If $M=\mathbf{R}$ is the standard representation of $O(1)=Z_{2}$, then $\alpha[M]$ is the canonical line bundle on $S^{1}=R P^{1}$.

## 6. Semisimplicity of $G$-Modules over Compact Groups

All topological groups are compact in this section.
5.1 Haar Measure. We outline the properties of the Haar measure that will be used in this section. A rapid proof of the existence and uniqueness can be found in Pontrjagin [1, chap. 4, sec. 25].

Let $V$ be a normed vector space over $F$, and let $G$ be a compact topological group. Let $\mathbf{C}_{V}(G)$ denote the normed space of all continuous $f: G \rightarrow V$, where $\|f\|=\sup \|f(s)\|$ for $s \in G$. Let $\mathbf{C}(G)$ denote $\mathbf{C}_{\mathbf{R}}(G)$.

The Haar measure is the linear function $\mu: \mathbf{C}(G) \rightarrow \mathbf{R}$ with the following properties:
(1) If $f \geqq 0$, then $\mu(f) \geqq 0$, and if, in addition, $f(s)>0$ for some $s \in G$, then $\mu(f)>0$.
(2) For the function $1, \mu(1)=1$.
(3) $\mu\left(L_{a} f\right)=\mu(f)$, where $L_{a} f(s)=f(a s)$ for $a, s \in G$.

It is a theorem that $\mu$ exists and is unique with respect to properties (1) to (3). See Pontrjagin [1].

The Haar measure defines a unique Haar measure $\mu_{V}: \mathbf{C}_{V}(G) \rightarrow V$ for each normed linear space $V$ from the requirement that $u \mu_{\nu}(f)=\mu(u f)$ for each $\mathbf{R}$-linear $u: V \rightarrow \mathbf{R}$. If $e_{1}, \ldots, e_{n}$ is a basis of $V$, and if $f=f_{1} e_{1}+\cdots+f_{n} e_{n} \in$ $\mathbf{C}_{V}(G)$, then $\mu_{V}(f)=\mu\left(f_{1}\right) e_{1}+\cdots+\mu\left(f_{n}\right) e_{n}$.
6.2 Definition. A hermitian form on an $F$-module is a function $\beta: M \times M \rightarrow$ $F$ such that $x \mapsto \beta(x, y)$ is linear for each $y \in M, \beta(x, y)=\overline{\beta(y, x)}$ for each $x, y \in M$, and $\beta(x, x)>0$ for each $x \in M, x \neq 0$. A hermitian form $\beta$ is $G-$ invariant provided $\beta(s x, s y)=\beta(x, y)$ for each $x, y \in M$ and $s \in G$. The correlation associated with $\beta$ is the morphism $c_{\beta}: M \rightarrow M^{+}$defined by the requirement that $c_{\beta}(x)(y)=\beta(x, y)$ for $x, y \in M$.

Observe that $\beta$ is $G$-invariant if and only if $c_{\beta}$ is a $G$-morphism.

### 6.3 Proposition. Every $G$-module $M$ has a $G$-invariant hermitian metric $\beta$.

Proof. Let $\beta^{\prime}(x, y)$ be any hermitian metric on $M$. The function $s \rightarrow \beta^{\prime}(s x, s y)$ is continuous and has a Haar integral $\beta(x, y)$ for each $x, y \in M$. From the linearity of the Haar integral, the form $\beta(x, y)$ is linear in $x$ and conjugate linear in $y$. Moreover, we have $\beta(x, y)=\overline{\beta(y, x)}$ and $\beta(x, x)>0$ for each $x \in M$ with $x \neq 0$.
6.4 Corollary. If $M$ is a simple $G$-module, $c_{\beta}: M \rightarrow M^{+}$is an isomorphism of $G$-modules for each $G$-invariant $\beta$, and $M$ and $M^{+}$are $G$-isomorphic.
6.5 Theorem. Every G-module $M$ is semisimple.

Proof. Let $L$ be a $G$-submodule, and let $\beta$ be a $G$-invariant hermitian form on $M$. Let $L^{\prime}$ denote the subset of $y \in M$ with $\beta(x, y)=0$ for all $x \in L$. Clearly, $L^{\prime}$ is a $G$-submodule of $M$ and $L \cap L^{\prime}$ equals 0 . For each $x \in M$ the function $y \rightarrow \beta(x, y)$ is an element of $L^{+}$, and since $c_{\beta}: L \rightarrow L^{+}$is an isomorphism, we have $z \in L$ with $\beta(x, y)=\beta(z, y)$ for all $y \in L$. Then $x-z=z^{\prime}$ is a member of $L^{\prime}$, and $x$ equals $z+z^{\prime}$ with $z \in L, z^{\prime} \in L^{\prime}$. Therefore, we have $M=L \oplus L^{\prime}$. By (4.11) and (4.12), $M$ is semisimple.
6.6 Corollary. The set of G-module classes [ $M$ ], where $M$ is simple, generate the group $R_{F}(G)$.

## 7. Characters and the Structure of the Group $R_{F}(G)$

We wish to prove that the simple module classes freely generate $R_{F}(G)$ as an abelian group. For this we introduce characters.
7.1 Definition. The character of a representation $M$, denoted $\chi_{M}$, is the element of $\mathbf{C}_{F}(G)$ given by $s \mapsto \operatorname{Tr} s_{M}$. Let $\mathrm{ch}_{F} G$ denote the subring of $\mathbf{C}_{F}(G)$ generated by the characters $\chi_{M}$ of representations.

The characters have the following properties all of which follow from elementary properties of Tr .
7.2 Proposition. If $M$ and $N$ are isomorphic $G$-modules, then $\chi_{M}$ equals $\chi_{N}$. For two modules $M$ and $N$, we have $\chi_{M \oplus N}=\chi_{M}+\chi_{N}$ and $\chi_{M \otimes N}=\chi_{M} \chi_{N}$. For a character $\chi$, we have $\chi\left(t s t^{-1}\right)=\chi(s)$ for all $s, t \in G$.

There is a natural ring morphism $R_{F}(G) \rightarrow \mathrm{ch}_{F} G$ defined by the function $[M] \mapsto \chi_{M}$. This is clearly an epimorphism.
7.3 Notation. For each $u \in \operatorname{Hom}_{F}(M, N)$ one can form $s_{N} u s_{M}^{-1}$, which is a function of $s$, and integrate it over $G$ to get an element of $\operatorname{Hom}_{F}(M, N)$, denoted $\tilde{u}$. By the invariance of the integration process, $\tilde{u}$ is a member of $\operatorname{Hom}_{G}(M, N)$. Moreover, $\tilde{u}=u$ if and only if $u \in \operatorname{Hom}_{G}(M, N)$. For two $G$-modules $M$ and $N$, we define $\left\langle\chi_{M}, \chi_{N}\right\rangle$ equal to the integral of $\chi_{M}(s) \chi_{N}\left(s^{-1}\right)$ over $G$.

Next we consider the Schur orthogonality relations.
7.4 Theorem. Let $M$ and $N$ be two simple $G$-modules. Then $\left\langle\chi_{M}, \chi_{N}\right\rangle=0$ if $M$ and $N$ are nonisomorphic and $\left\langle\chi_{M}, \chi_{N}\right\rangle>0$ if $M$ and $N$ are isomorphic. Moreover, $\left\langle\chi_{M}, \chi_{M}\right\rangle=1$ if $F=\mathbf{C}$.

Proof. If $f: M \rightarrow F$ is $F$-linear and $y \in N$, then for $u(x)=f(x) y$ we have $\tilde{u}=0$ when $M$ and $N$ are nonisomorphic. If $a(s)$ is a matrix element of $s_{M}$ and $b(s)$ of $s_{N}$, the integral of $a(s) b\left(s^{-1}\right)$ over $G$ is zero. Since $\left\langle\chi_{M}, \chi_{N}\right\rangle$ equal the integral of $\chi_{M}(s) \chi_{N}\left(s^{-1}\right)$ over $G$ is a sum of integrals of the form $a(s) b\left(s^{-1}\right)$ over $G$, we have $\left\langle\chi_{M}, \chi_{N}\right\rangle=0$ when $M$ and $N$ are nonisomorphic.

For the second statement, let $F=\mathbf{C}$ and $e_{1}, \ldots, e_{n}$ be an $F$-basis of $M$. Let $E_{i, j}^{\prime}$ denote the integral of $s E_{i, j} s^{-1}$ and $E_{i, j}^{\prime \prime}$ of $s^{-1} E_{i, j} s$ over $G$, where $E_{i, j} e_{k}=$ $\delta_{i, k} e_{j}$. By Theorem (4.10) $E_{i, j}^{\prime}$ is multiplication by $\lambda_{i, j}^{\prime}$, and $E_{i, j}^{\prime \prime}$ is multiplication by $\lambda_{i, j}^{\prime \prime}$. Looking at the matrix elements of $E_{i, j}^{\prime}$ and $E_{i, j}^{\prime \prime}$, we have $\lambda_{i, j}^{\prime} \delta_{k, l}=$ $\lambda_{k, l}^{\prime \prime} \delta_{i, j}$. This means that $\lambda_{i, i}^{\prime}=\lambda_{j, j}^{\prime \prime}=\lambda$ and $\lambda_{i, j}^{\prime}=\lambda_{i, j}^{\prime \prime}=0$ for $i \neq j$. Since $1=$ $E_{1,1}+\cdots+E_{n, n}$, we have 1 equal to $n$ times the integral of $s E_{i, i} s^{-1}$ or $n \lambda$. Therefore, $\lambda$ equals $(\operatorname{dim} M)^{-1}$.

Finally, if $a(s)$ and $b(s)$ are two matrix elements of $s_{M}$, the integral of $a(s) b\left(s^{-1}\right)$ is zero if $a \neq b$ and is $\lambda=1 / n$ if $a=b$ is a diagonal matrix element. Therefore, $\left\langle\chi_{M}, \chi_{M}\right\rangle$ equal $n(1 / n)$ or 1 . If $M$ is real, we form $N=M \otimes \mathbf{C}$, and $\left\langle\chi_{N}, \chi_{N}\right\rangle=\left\langle\chi_{M}, \chi_{M}\right\rangle$ is strictly positive. This proves the theorem.
7.5 Corollary. The set of isomorphism classes of simple G-modules freely generates the abelian group $R_{F}(G)$, and the ring morphism $[M] \mapsto \chi_{M}$ of $R_{G}(G) \rightarrow$ $\mathrm{ch}_{F} G$ is an isomorphism.

Proof. By (6.6) the set of isomorphism classes of simple $G$-modules generate $R_{F}(G)$. If a sum $\sum_{L} a_{L}[L]=0$ in $R_{F}(G)$, we have $\sum_{L} a_{L} \chi_{L}=0$ in $\mathrm{ch}_{F} G$, and by taking the inner product with $\chi_{M}$, we have $a_{M}\left\langle\chi_{M}, \chi_{M}\right\rangle=0$ for each simple module $M$. Since $\left\langle\chi_{M}, \chi_{M}\right\rangle \neq 0, a_{M}$ equals 0 for each distinct class of simple modules. This proves the corollary.
7.6 Corollary. If $M$ and $N$ are two $G$-modules with $\chi_{M}=\chi_{N}$, then $M$ and $N$ are isomorphic.

Proof. By (7.5), $M$ and $N$ are each the direct sum of simple modules in the same isomorphism classes.
7.7 Corollary. Let $u: G \rightarrow H$ be a morphism of topological groups such that for each $t \in H$ there exists $s \in H$ with sts ${ }^{-1} \in u(G)$. Then $R_{F}(u): R_{F}(H) \rightarrow R_{F}(G)$ is a monomorphism.

Proof. For an $H$-module $M$ we have $\chi_{u^{*}(M)}=\chi_{M} u$ on $G$. If $\chi_{M} u=\chi_{N} u$, we have $\chi_{M}=\chi_{N}$ since $u(G)$ intersects each conjugate class of elements in $H$ and since characters are constant on conjugate classes, by (7.2). By (7.6) $M$ and $N$ are isomorphic. Therefore, if $R_{F}(u)[M]=R_{F}(u)[N]$, we have $[M]=[N]$, and this verifies the corollary.
7.8 Corollary. Let $u: G \rightarrow G$ be an inner automorphism. Then $R_{F}(u)$ is the identity on $R_{F}(G)$.

Proof. By the last properties of characters in (7.2), $u$ induces the identity on $\mathrm{ch}_{F} G$ and, therefore, on $R_{F}(G)$.

This corollary can be deduced from the definition of $R_{F}(G)$ directly.

## 8. Maximal Tori

An important class of compact groups are the tori.
8.1 Definition. The $n$-dimensional torus, denoted $\mathbf{T}^{n}$, is the quotient topological group $\mathbf{R}^{n} \bmod \mathbf{Z}^{n}$. A torus is any topological group isomorphic to an $n$-dimensional torus.

There follow the well-known results about Lie groups which we assume for the discussion in this section.
8.2 Background Results. See Chevalley [1] for proofs.
(1) For $n \neq m$ the tori $T^{n}$ and $T^{m}$ are nonisomorphic. Consequently, the dimension of a torus is well defined.
(2) A topological group is a torus if and only if it is a compact, abelian, connected Lie group. The natural quotient map $\mathbf{R}^{n} \rightarrow \mathbf{T}^{n}$ is a Lie group morphism.
(3) Every element in a connected, compact Lie group $G$ is a member of a subgroup $T$ of $G$, where $T$ is a torus.
(4) A closed subgroup of a Lie group is a Lie group.

We use the following definition of maximal torus in a topological group.
8.3 Definition. A subgroup $T$ is a maximal torus of a compact group $G$ provided $T$ is a torus with $G=\bigcup_{s \in G} s T s^{-1}$.

The condition $G=\bigcup_{s \in G} s T s^{-1}$ says that each conjugate class of $G$ intersects $T$. Since $T$ is connected, $G$ is also connected. By examples [see (8.4)], we see that a wide class of groups have maximal tori. Their importance lies in the fact that Corollary (7.7) applies to the inclusion $T \rightarrow G$, where $T$ is a maximal torus of $G$. In general, every compact, connected Lie group has a maximal torus.
8.4 Examples. A maximal torus of $U(n)$ and of $S U(n)$ consists of all diagonal matrices. Let $D(\theta)$ denote the matrix

$$
\left[\begin{array}{rr}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right]
$$

let $D\left(\theta_{1}, \ldots, \theta_{r}\right)$ denote the $2 r \times 2 r$ matrix with $D\left(\theta_{1}\right), \ldots, D\left(\theta_{r}\right)$ on the diagonal, and let $D\left(\theta_{1}, \ldots, \theta_{r}, *\right)$ denote the $(2 r+1) \times(2 r+1)$ matrix with $D\left(\theta_{1}\right), \ldots, D\left(\theta_{r}\right), 1$ on the diagonal. Then the subgroup of all $D\left(\theta_{1}, \ldots, \theta_{r}\right)$ is a maximal torus of $S O(2 r)$, and the subgroup of all $D\left(\theta_{1}, \ldots, \theta_{r}, *\right)$ is a maximal torus of $S O(2 r+1)$.

We use the following interpretation of the well-known theorem of Kronecker in number theory (see Hardy and Wright [1, theorem 442, p. 380]).
8.5 Theorem. Let $a_{1}, \ldots, a_{n} \in \mathbf{R}$ such that $1, a_{1}, \ldots, a_{n}$ are $\mathbf{Q}$-linearly independent. Let a denote the class of $\left(a_{1}, \ldots, a_{n}\right)$ in $\mathbf{T}^{n}$. Then the set of all $a^{k}$, where $k \geqq 0$, is dense in $\mathbf{T}^{n}$.
8.6 Definition. An element $a$ of a topological group $G$ is a generator provided the set of all $a^{k}$, where $k \geqq 0$, is dense in $G$. A topological group is monic provided it has a generator.

Theorem (8.5) says that each torus is monic.
8.7 Theorem. Let $G$ be a topological group with a maximal torus T. If $T^{\prime}$ is any torus subgroup of $G$, then $T^{\prime} \subset s T s^{-1}$ for some $s \in G$. Moreover, $T^{\prime}$ is a maximal torus if and only if $T^{\prime}=s T s^{-1}$.

Proof. If $a$ is a generator of $T^{\prime}$, we have $a \in s T s^{-1}$ for some $s \in G$. This means that $a^{k} \in s T s^{-1}$ for all $k \geqq 0$ and $T^{\prime} \subset s T s^{-1}$ for this $s \in G$. If $T^{\prime}=s T s^{-1}$, we have $G=\bigcup_{s \in G} s T^{\prime} s^{-1}$, and $T^{\prime}$ is a maximal torus. If $T^{\prime}$ is a maximal torus, we have $T^{\prime} \subset s T s^{-1}$ and $T \subset t T^{\prime} t^{-1}$ or $T \subset t s T(t s)^{-1}$. But for reasons of dimension [see (1) in (8.2)], $T=t s T(t s)^{-1}$ and $T^{\prime}=s T s^{-1}$. This proves the theorem.
8.8 Remarks. By Theorem (8.7) a maximal torus of $G$ is a maximal element in the ordered set (by inclusion) of torus subgroups of $G$. If $G$ has a maximal torus in the sense of Definition (8.3), the maximal tori of $G$ are precisely the maximal elements of the ordered set of torus subgroups of $G$. It is a theorem of E. Cartan, for which A. Weil and G. Hunt (see Hunt [1]) have given proofs, that each maximal element in the ordered set of torus subgroups of a connected Lie group $G$ is a maximal torus in the sense of Definition (8.3).
8.9 Definition. Let $G$ be a topological group with maximal torus $T$. Then the rank of $G$ is the dimension of $T$.

Observe that the rank of a group is independent of the maximal torus $T$ by (8.7) and (1) in (8.2).

We can improve on the result of (8.7) as interpreted in (8.8). We can prove that a maximal torus is actually a maximal element in the set of abelian closed subgroups of $G$ for a compact Lie group $G$. For this we use the next lemma.
8.10 Lemma. Let $G$ be an abelian Lie group whose connected component is a torus $T$ and $G / T$ is a finite cyclic group with $m$ elements. Then $G$ is a monic group.

Proof. Let $a$ be a generator of $T$, and let $b \in G$ such that the image of $b$ generates $G / T$. Then $b^{m}$ is in $T$, and there exists $c \in T$ with $b^{m} c^{m}=a$. Then $b c$ is the desired generator.
8.11 Theorem. Let $T$ be a torus subgroup of a connected, compact Lie group G. Let s commute with all elements of T. Then there exists a torus subgroup $T^{\prime}$ of $G$ with $T \subset T^{\prime}$ and $s \in T^{\prime}$.

Proof. Let $A$ be the closed subgroup of $G$ generated by $T$ and $s$, and let $T_{0}$ be the connected component of the identity in $A$. Then $T_{0}$ is connected, compact, and abelian, and, therefore, a closed subgroup of a Lie group. By (4) and (2) of (8.2), $T_{0}$ is a torus subgroup. Then $A / T_{0}$ is a finite group since it is compact and discrete. Let $A^{\prime}$ be the subgroup of $A$ generated by $T_{0}$ and $s$. By (8.10), $A^{\prime}$ has a generator $x$. Therefore, there is a torus $T^{\prime}$ with $A^{\prime} \subset T^{\prime}$; moreover, we have $T \subset T^{\prime}$ and $s \in T^{\prime}$.
8.12 Remark. If $T$ is a maximal torus, then we have $s \in T$ for all $s \in G$ commuting with each element $T$. Consequently, maximal tori are maximal elements of the ordered set of closed abelian subgroups of a compact, connected Lie group. On the contrary, it is not true that all maximal abelian closed subgroups are tori.

For a torus subgroup $T$ of $G$, let $N_{T}$ denote the normalizer of $T$ in $G$, that is, all $s \in G$ with $s T s^{-1}=T$. Then $T$ is a normal subgroup of $N_{T}$.
8.13 Definition. The Weyl group $W(G)$ of a compact group $G$ is $N_{T} / T$, where $T$ is a maximal torus of $G$.

The function $t \mapsto s t s^{-1}$ is an automorphism of $T$ for $s \in N_{T}$, which is the identity for $s \in T$. Therefore, $W(G)$ acts as an automorphism group of $T$. We shall compute the Weyl groups for the classical groups $U(n), S U(n), S O(n)$, $S p(n)$, and $\operatorname{Spin}(n)$ in the next chapter.
8.14 Theorem. Let $T$ be a maximal torus for a compact Lie group G, and let $W(G)$ be the Weyl group of $G$. Then as a transformation group of $T$ only the identity of $W(G)$ acts as the identity on $T$, and $W(G)$ is a finite group.

Proof. The first statement follows immediately from (8.12). For the second, the groups $N_{T}$ and $W(G)$ are compact. The action of an element $u$ of $W(G)$ on $T^{n}$ determines a linear transformation $\theta_{u}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, where $\theta_{u}\left(\mathbf{Z}^{n}\right) \subset \mathbf{Z}^{n}$. This construct defines a continuous injection of $W(G)$ into a discrete space. This is possible only if $W(G)$ is finite.
8.15 Remark. If $T$ is a maximal torus in $G$ and if $W$ is the Weyl group, then by (7.7) the morphism $R(G) \rightarrow R(T)$ induced by the inclusion is a monomorphism. The Weyl group $W$ acts on $T$, and therefore on $R(T)$. The subring $R(T)^{W}$ of elements left elementwise fixed by $W$ contains the image of $R(G)$ since an inner automorphism of $G$ induces the identity on $R(G)$ by (7.8).

## 9. The Representation Ring of a Torus

We begin with a general result on the complex representation rings of abelian groups.
9.1 Theorem. Let $G$ be an abelian group, and let $M$ be a simple $G$-module over C. Then $M$ is one-dimensional over $\mathbf{C}$, and $s_{M}$ is multiplication by $\lambda_{s}$, where $s \mapsto \lambda_{s}$ is a group morphism $G \rightarrow \mathbf{C}^{\times}$, with $\mathbf{C}^{\times}$the multiplicative group of nonzero elements in $\mathbf{C}$.

Proof. For $s \in G$, the fact that $G$ is abelian means that $s_{M}: M \rightarrow M$ is a $G$ morphism. By Theorem (4.10) $s_{M}$ is multiplication by a complex number. Since each one-dimensional subspace of $M$ is a $G$-submodule and since $M$ is simple, $M$ is one-dimensional. The last statement is immediate from the relation $\lambda_{s} \lambda_{t} x=\lambda_{s+t} x$.
9.2 Example. Let $M\left(k_{1}, \ldots, k_{n}\right)$ denote the one-dimensional representation of $T^{n}$, where the action of $T^{n}$ is given by the relation $\left(\theta_{1}, \ldots, \theta_{n}\right) z=$ $\exp \left[2 \pi i\left(k_{1} \theta_{1}+\cdots+k_{n} \theta_{n}\right)\right] z$ for $\left(k_{1}, \ldots, k_{n}\right) \in \mathbf{Z}^{n}$. Since $s(x \otimes y)=s x \otimes s y$ is the relation defining the action of $G$ on a tensor product, $M\left(k_{1}, \ldots, k_{n}\right) \otimes$ $M\left(l_{1}, \ldots, l_{n}\right)=M\left(k_{1}+l_{1}, \ldots, k_{n}+l_{n}\right)$.
9.3 Theorem. The simple $T(n)$-modules are the one-dimensional $T(n)$-modules, and each one is isomorphic to precisely one module of the form $M\left(k_{1}, \ldots, k_{n}\right)$. The ring $R T(n)$ is the polynomial ring $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}\right]$, where $\alpha_{i}$ is the class of $M(0, \ldots, 0,1,0, \ldots, 0)$.

Proof. The first statement follows from (9.1) and the fact that all group morphisms $T(n) \rightarrow \mathbf{C}^{\times}$are of the form $\left(\theta_{1}, \ldots, \theta_{n}\right) \rightarrow \exp \left[2 \pi i\left(k_{1} \theta_{1}+\cdots+k_{n} \theta_{n}\right)\right]$. For the second statement, observe that $\alpha_{1}^{k_{1} \cdots \alpha_{n}^{k_{n}} \text { equals the class of }}$ $M\left(k_{1}, \ldots, k_{n}\right)$. These monomials form a Z-base of $R T(n)$ and the multiplicative structure follows from (9.2).
9.4 Remark. In view of (7.8) every ring $R(G)$ is a subring of $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots\right.$, $\left.\alpha_{n}, \alpha_{n}^{-1}\right]$, where $G$ is of rank $n$. This gives some information about the nature of $R(G)$.
9.5 Theorem. For a topological group $G$ with maximal torus $T$, the complex representation ring $R(G)$ is a split $\lambda$-ring with involution. For the real representation ring $R O(G)$ there is a $\lambda$-ring monomorphism $\varepsilon_{U}: R O(G) \rightarrow R(G)$ given by complexification; that is, $\varepsilon_{U}([L])=[L \otimes \mathbf{C}]$.

Proof. A monomorphism $R(G) \rightarrow R(T)$ is induced by inclusion. The line elements of $R(T)$ are the classes $\alpha_{1}^{(k)} \cdots \alpha_{n}^{k(n)}=[M(k(1), \ldots, k(n))]$. The involution
$[M]^{*}$ is $[\bar{M}]$, where $\bar{M}$ is the conjugate module of $M$ and $a x$ in $\bar{M}$ is $\bar{a} x$ in $M$. We have $\left(\alpha_{1}^{k(1)} \cdots \alpha_{n}^{k(n)}\right)^{*}=\alpha_{1}^{-k(1)} \cdots \alpha_{n}^{-k(n)}$.

Finally, if $\varepsilon_{0}: R(G) \rightarrow R O(G)$ is the group homomorphism given by restriction of scalars from $\mathbf{C}$ to $\mathbf{R}$, we have $\varepsilon_{0}\left(\varepsilon_{U}(x)\right)=2 x$. Since $R(G)$ is a free abelian group by (7.5), $\varepsilon_{U}$ is a monomorphism. This proves the theorem. The results of (2.9) and (2.12) apply to $R(G)$ and $R O(G)$.

## 10. The $\psi$-Operations on $K(X)$ and $K O(X)$

We wish to verify the formula $\psi^{k} \psi^{l}=\psi^{k l}$ and prove that $\psi^{k}$ is a ring morphism as defined on $K(X)$ and $K O(X)$. To do this, we shall use the result that these statements hold for $R(G)$ and $R O(G)$, where $G$ is a compact Lie group with a maximal torus. An oriented vector bundle is one with structure group $\mathrm{SO}(n)$.

We begin with some preliminary propositions.
10.1 Proposition. Let $\xi$ be an $n$-dimensional vector bundle, and let $\zeta$ be a line bundle over $X$. Then the bundles $\Lambda^{n+1}(\xi \oplus \zeta)$ and $\Lambda^{n}(\xi) \otimes \zeta$ are isomorphic over $X$.

Proof. This is true for vector spaces with a functorial isomorphism. By 5(6.4) it is true for vector bundles.
10.2 Corollary. Every vector bundle class $\{\xi\}$ in $K O(X)$ is of the form $a_{1}-$ $a_{2}$, where $a_{1}$ is the class of an oriented vector bundle and $a_{2}$ is the class of a line bundle.

Proof. In (10.1), let $\zeta$ equal $\Lambda^{n} \xi$, where $n$ is the dimension of $\xi$. Then $\xi \oplus \Lambda^{n} \xi$ is orientable, and in $K O(X)$ we have $\{\xi\}=\left\{\xi \oplus \Lambda^{n} \xi\right\}-\left\{\Lambda^{n} \xi\right\}$.

Let $\zeta^{k}$ denote the $k$-fold tensor product of a vector bundle $\zeta$.
10.3 Proposition. Let $\xi$ be an $n$-dimensional vector bundle, and let $\zeta$ be a line bundle over $X$. Then $\Lambda^{k}(\xi \otimes \zeta)$ and $\Lambda^{k}(\xi) \otimes \zeta^{k}$ are $X$-isomorphic, and in $K(X)$ or $K O(X)$ there is the relation $\psi^{k}(\{\xi\}\{\zeta\})=\psi^{k}(\{\xi\}) \psi^{k}(\{\zeta\})$.

Proof. For vector spaces there is a functorial isomorphism between $\Lambda^{k}(\xi \otimes \zeta)$ and $\Lambda^{k}(\xi) \otimes \zeta^{k}$. By $5(6.4)$ there is a natural isomorphism between $\Lambda^{k}(\xi \otimes \zeta)$ and $\Lambda^{k}(\xi) \otimes \zeta^{k}$.

For the formula involving $\psi^{k}$ we use induction on $k$ and the relation given in (2.5).
10.4 Notations. Let $\rho_{m}$ denote the regular complex representation $U(m)$ and its class in $R U(m)$ or the regular real representation of $S O(m)$ and its class
in $R O\left(S O(m)\right.$ ). Let $\xi^{m}$ and $\eta^{n}$ be two vector bundles over $X$ with principal bundles $\alpha$ or $\beta$. Using the constructions of (5.4), we have a morphism $\widetilde{\alpha \oplus \beta}: R(U(m) \oplus U(n)) \rightarrow K(X)$ such that $(\widetilde{\alpha \oplus \beta})\left(\rho_{m} \oplus 0\right)=\tilde{\alpha}\left(\rho_{m}\right)=$ $\{\xi\}$ and $(\widetilde{\alpha \oplus \beta})\left(0 \oplus \rho_{n}\right)=\tilde{\beta}\left(\rho_{n}\right)=\{\eta\}$ in $K(X)$ for complex vector bundles. For real vector bundles the morphism $\widetilde{\alpha \oplus \beta}$ is defined $\operatorname{RO}(S O(m) \oplus$ $S O(n)) \rightarrow K O(X)$.

With these notations we are able to state and prove the main result of this section.
10.5 Theorem. In $K(X)$ and $K O(X)$ the Adams operations $\psi^{k}$ are ring morphisms, and the relation $\psi^{k} \psi^{l}=\psi^{k l}$ holds for the action of $\psi^{k}$ on these groups.

Proof. Observe, if $T$ is a maximal torus of $G$ and $T^{\prime}$ of $G^{\prime}$, that $T \oplus T^{\prime}$ is a maximal torus of $G \oplus G^{\prime}$.

Then the theorem holds for $K(X)$ and for the subgroup of $K O(X)$ generated by classes of oriented real vector bundles from the relation $\psi^{k}(\widetilde{\alpha \oplus \beta})=$ $(\widetilde{\alpha \oplus \beta}) \psi^{k}$ and from the fact that the above relations hold in $R(U(m) \oplus U(n))$ and in $R O(S O(m) \oplus S O(n))$ by Theorem (9.5). Finally, the theorem holds for all of $K O(X)$, by (10.2) and (10.3).
10.6 Remark. We leave it to the reader to define the action of $\psi^{-k}$ on $K(X)$ and $K O(X)$ such that $\psi^{-1}$ is the complex conjugate of $\xi$ for a line bundle $\xi$.

## 11. The $\psi$-Operations on $\tilde{K}\left(S^{n}\right)$

The following is a general calculation of $\psi^{k}$ for elements defined by line bundles.
11.1 Proposition. Let $\zeta$ be a line bundle over $X$. Then we have $\psi^{k}(\{\zeta\})=\{\zeta\}^{k}$, and if $(\{\zeta\}-1)^{2}=0$, then we have $\psi^{k}(\{\zeta\}-1)=k(\{\zeta\}-1)$.

Proof. The first statement follows from (2.3), and the second statement from the following calculation:

$$
\psi^{k}(\{\zeta\}-1)=\{\zeta\}^{k}-1=(\{\zeta\}-1+1)^{k}-1=k(\{\zeta\}-1)
$$

We recall from $11(5.5)$ that $\tilde{K}\left(S^{2 m+1}\right)=0$ and $\tilde{K}\left(S^{2 m}\right)=\mathbf{Z} \beta_{2 m}$, where $\beta_{2 m}$ is the generator of a cyclic group and $\beta_{2 m}^{2}=0$. Moreover, the image of $\beta_{2 m}$ in $_{(m)} \tilde{K}\left(S^{2} \times{ }^{(m)} \times S^{2}\right)$ under the natural monomorphism $\tilde{K}\left(S^{2 m}\right) \rightarrow$ $\tilde{K}\left(S^{2} \times \cdots \times S^{2}\right)$ equals a product $a_{1} \cdots a_{m}$, where $a_{i}^{2}=0$ and $a_{i}=\left\{\zeta_{i}\right\}-1$ such that $\zeta_{i}$ is a line bundle on $S^{2} \times \cdots \times S^{2}$. The image of $\psi^{k}\left(\beta_{2 m}\right)$ is
$\psi^{k}\left(a_{1}\right) \cdots \psi^{k}\left(a_{m}\right)=k^{m} a_{1} \cdots a_{m}$, which is $k^{m}$ times the image of $\beta_{2 m}$. Since $\widetilde{K}\left(S^{2 m}\right) \rightarrow \tilde{K}\left(S^{2} \times \cdots \times S^{2}\right)$, we have the following theorem.
11.2 Theorem. The group $\tilde{K}\left(S^{2 m}\right)$ is infinite cyclic with generator $\beta_{2 m}$ such that $\beta_{2 m}^{2}=0$. Moreover, $\psi^{k}\left(\beta_{2 m}\right)=k^{m} \beta_{2 m}$.

## CHAPTER 14

## Representation Rings of Classical Groups

In the previous chapter we saw the importance of the relation between the representation rings $R(G)$ and $K(X)$. In this chapter we give a systematic calculation of $R(G)$ for $G$ equal to $U(n), S U(n), S p(n), S U(n)$, and $\operatorname{Spin}(n)$. Finally, we consider real representations of $\operatorname{Spin}(n)$, which were successfully used by Bott for a solution of the vector field problem.

## 1. Symmetric Functions

Let $R$ denote an arbitrary commutative ring with 1 , and let $R\left[x_{1}, \ldots, x_{n}\right]$ denote the ring of polynomials in $n$ variables. Let $\mathbf{S}_{n}$ denote the group under composition of all bijections $\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}$, that is, the permutation group on $n$ letters.

For each polynomial $P \in R\left[x_{1}, \ldots, x_{n}\right]$ and $\tau \in \mathbf{S}_{n}$ we define ${ }^{\tau} P$ by the relation ${ }^{\tau} P\left(x_{1}, \ldots, x_{n}\right)=P\left(x_{\tau(1)}, \ldots, x_{\tau(n)}\right)$.
1.1 Definition. A polynomial $P\left(x_{1}, \ldots, x_{n}\right)$ is symmetric provided ${ }^{\tau} P=P$ for each $\tau \in \mathbf{S}_{n}$.
1.2 Example. In the ring $R\left[x_{1}, \ldots, x_{n}, z\right]$ we form the product $\prod_{1 \leqq i \leq n}\left(z+x_{i}\right)$ and write it as a polynomial in $z$ with coefficients in $R\left[x_{1}, \ldots, x_{n}\right]$, that is, $\prod_{1 \leqq i \leqq n}\left(z+x_{i}\right)=\sum_{0 \leqq i \leqq n} \sigma_{i}\left(x_{1}, \ldots, x_{n}\right) z^{n-i}$. Since the product of linear polynomials is invariant under the action of $\mathbf{S}_{n}$, the polynomials $\sigma_{i}\left(x_{1}, \ldots, x_{n}\right)$ are symmetric. We call $\sigma_{i}\left(x_{1}, \ldots, x_{n}\right)$ the $i$ th elementary symmetric function. Occasionally we write $\sigma_{i}^{n}$ to denote the number of variables $n$ in $\sigma_{i}$.
1.3 Remarks. Observe that $\sigma_{0}^{n}=1, \sigma_{1}^{n}\left(x_{1}, \ldots, x_{n}\right)=x_{1}+\cdots+x_{n}, \sigma_{n}^{n}\left(x_{1}, \ldots, x_{n}\right)=$ $x_{1} \cdots x_{n}$, and $\sigma_{k}^{n}\left(x_{1}, \ldots, x_{n}\right)=\sum x_{i(1)} \cdots x_{i(k)}$, where $1 \leqq i(1)<\cdots<i(k) \leqq n$. By convention we define $\sigma_{i}^{n}=0$ for $i>n$. Finally, we have $\sigma_{i}^{n-1}\left(x_{1}, \ldots, x_{n-1}\right)=$ $\sigma_{i}^{n}\left(x_{1}, \ldots, x_{n-1}, 0\right)$, and $\sigma_{i}^{n}$ is homogeneous of degree $i$ in $n$ variables.
1.4 Example. If $g\left(y_{1}, \ldots, y_{m}\right)$ is a polynomial, $g\left(\sigma_{1}^{n}, \ldots, \sigma_{m}^{n}\right)$ is a symmetric polynomial in $n$ variables.
1.5 Definition. In the ring $R\left[y_{1}, \ldots, y_{m}\right]$, the weight of a monomial $y_{1}^{a(1)} \cdots y_{m}^{a(m)}$ is defined to be $a(1)+2 a(2)+\cdots+m a(m)$. The weight of an arbitrary polynomial is the maximum weight of the nonzero monomials of which it is a sum.

If $g\left(y_{1}, \ldots, y_{m}\right)$ is a polynomial of weight $k$, then $g\left(\sigma_{1}\left(x_{1}, \ldots, x_{n}\right), \ldots\right.$, $\left.\sigma_{m}\left(x_{1}, \ldots, x_{n}\right)\right)$ is a polynomial of degree $k$ in $x_{1}, \ldots, x_{n}$.

The next theorem is the fundamental theorem on elementary symmetric functions.
1.6 Theorem. The subring $R\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ of $R\left[x_{1}, \ldots, x_{n}\right]$ contains all the symmetric functions, and the elementary symmetric functions are algebraically independent.

Proof. We prove this by induction on $n$. For $n=1, \sigma_{1}\left(x_{1}\right)=x_{1}$, and the result holds. We let $f$ be a symmetric polynomial of degree $k$ and assume the result for all polynomials of degree $\leqq k-1$. Then $f\left(x_{1}, \ldots, x_{n-1}, 0\right)=$ $g\left(\sigma_{1}^{\prime}, \ldots, \sigma_{n-1}^{\prime}\right)$, where $\sigma_{i}^{\prime}\left(x_{1}, \ldots, x_{n-1}\right)=\sigma_{i}\left(x_{1}, \ldots, x_{n-1}, 0\right)$. We form the symmetric polynomial $f_{1}\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{1}, \ldots, x_{n}\right)-g\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)$. Then we have $\operatorname{deg} f_{1} \leqq k$ and $f_{1}\left(x_{1}, \ldots, x_{n-1}, 0\right)=0$. Since $f_{1}$ is symmetric, $x_{n}$ and $\sigma_{n}=$ $x_{1} \cdots x_{n}$ divide $f_{1}\left(x_{1}, \ldots, x_{n}\right)$. Therefore, $f\left(x_{1}, \ldots, x_{n}\right)=\sigma_{n} f_{2}\left(x_{1}, \ldots, x_{n}\right)+$ $g\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)$, where $f_{2}$ is symmetric and $\operatorname{deg} f_{2}<\operatorname{deg} f$. By applying the inductive hypothesis to $f_{2}$, we have $f\left(x_{1}, \ldots, x_{n}\right)=h\left(\sigma_{1}, \ldots, \sigma_{n}\right)$.

To show that the $\sigma_{1}, \ldots, \sigma_{n}$ are algebraically independent, we use induction on $n$ again. For $n=1$, we have $\sigma_{1}=x_{1}$. Let $f\left(\sigma_{1}, \ldots, \sigma_{n}\right)=0$, where $f\left(\sigma_{1}, \ldots, \sigma_{n}\right)=f_{m}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)\left(\sigma_{n}\right)^{m}+\cdots+f_{0}\left(\sigma_{1}, \ldots, \sigma_{n-1}\right)=0$ and $m$ is minimal. Let $x_{n}=0$ in $\sigma_{i}$, and the result is $\sigma_{n}=0$ and $f_{0}\left(\sigma_{1}^{\prime}, \ldots, \sigma_{n-1}^{\prime}\right)=0$, where $\sigma_{i}^{\prime}\left(x_{1}, \ldots, x_{n-1}\right)=\sigma_{i}\left(x_{1}, \ldots, x_{n-1}, 0\right)$. By inductive hypothesis, we have $f_{0}=0$, and this contradicts the minimal character of $m$. Therefore, $m=0$ and $f=0$. This proves the theorem.
1.7 Application. There exist "universal" polynomials in $n$ variables $s_{k}^{n}$ such that

$$
x_{1}^{k}+\cdots+x_{n}^{k}=s_{k}^{n}\left(\sigma_{1}, \ldots, \sigma_{n}\right)
$$

The polynomials $s_{k}^{n}$ arise from another construction. Recall that a formal series $a_{0}+a_{1} t+\cdots$ in $R[[t]]$ is a unit if and only if $a_{0}$ is a unit in $R$. Let $1+R[[t]]^{+}$denote the multiplicative group of formal series $1+a_{1} t+\cdots$.
1.8 Proposition. Let $f(t)=1+y_{1} t+\cdots+y_{n} t^{n}$ in $1+R[[t]]^{+}$. Then $\sum_{k \geqq 0} s_{k}^{n}\left(y_{1}, \ldots, y_{n}\right)(-t)^{k}=-t[(d / d t) f(t)] / f(t)$.

Proof. We prove the result for the polynomial ring $R\left[\sigma_{1}, \ldots, \sigma_{n}\right] \subset$ $R\left[x_{1}, \ldots, x_{n}\right]$ and then substitute $y_{i}$ for $\sigma_{i}$. Here $\sigma_{i}$ is the $i$ th elementary symmetric function in the $x_{1}, \ldots, x_{n}$. For $f(t)=1+\sigma_{1} t+\cdots+\sigma_{n} t^{n}$ we have

$$
f(t)=\left(1+x_{1} t\right) \cdots\left(1+x_{n} t\right)
$$

and

$$
\begin{aligned}
-t[(d / d t) f(t)] / f(t) & =-t(d / d t) \log f(t) \\
& =-t x_{1} /\left(1+x_{1} t\right)-\cdots-t x_{n} /\left(1+x_{n} t\right) \\
& =\sum_{k \leqq 1}\left(x_{1}^{k}+\cdots+x_{n}^{k}\right)(-t)^{k} \\
& =\sum_{k \leqq 1} s_{k}^{n}\left(\sigma_{1}, \ldots, \sigma_{n}\right)(-t)^{k}
\end{aligned}
$$

This proves the proposition.

## 2. Maximal Tori in $S U(n)$ and $U(n)$

Let $x_{1}, \ldots, x_{n}$ be an orthonormal base of $\mathbf{C}^{n}$, and let $T\left(x_{1}, \ldots, x_{n}\right)$ denote the subgroup of $u \in U(n)$ with $u\left(x_{j}\right)=a_{j} x_{j}$. Let $S T\left(x_{1}, \ldots, x_{n}\right)$ denote the subgroup $T\left(x_{1}, \ldots, x_{n}\right) \cap S U(n)$ of $S U(n)$. As usual, let $e_{1}, \ldots, e_{n}$ denote the canonical base of $\mathbf{C}^{n}$. Every orthonormal base $x_{1}, \ldots, x_{n}$ of $\mathbf{C}^{n}$ is of the form $w\left(e_{1}\right), \ldots, w\left(e_{n}\right)$, where $w \in U(n)$. The element $w$ is uniquely determined by the base $x_{1}, \ldots, x_{n}$. The base is called special provided $w \in S U(n)$.
2.1 Theorem. With the above notations, the subgroups $T\left(x_{1}, \ldots, x_{n}\right)$ are the maximal tori of $U(n)$, and the subgroups $S T\left(x_{1}, \ldots, x_{n}\right)$ for special bases $x_{1}, \ldots$, $x_{n}$ are the maximal tori of $S U(n)$. The rank of $U(n)$ is $n$ and of $S U(n)$ is $n-1$. The Weyl group of $U(n)$ and of $S U(n)$ is the symmetric group of all permutations of the indices of the coordinates $\left(a_{1}, \ldots, a_{n}\right)$.

Proof. First, we observe that $u \in T\left(x_{1}, \ldots, x_{n}\right)$ is determined by $u\left(x_{j}\right)=$ $a_{j} x_{j}$, where $a_{j} \in \mathbf{C}$ and $\left|a_{j}\right|=1$ for $1 \leqq j \leqq n$. For $S T\left(x_{1}, \ldots, x_{n}\right)$ there is the additional condition that $a_{1} \cdots a_{n}=1$. Consequently, $T\left(x_{1}, \ldots, x_{r}\right)$ is an $n$-dimensional torus, and $S T\left(x_{1}, \ldots, x_{n}\right)$ is ( $n-1$ )-dimensional. Next, we observe that $w T\left(e_{1}, \ldots, e_{n}\right) w^{-1}=T\left(w\left(e_{1}\right), \ldots, w\left(e_{n}\right)\right)$ for $w \in U(n)$ and $w S T\left(e_{1}, \ldots, e_{n}\right) w^{-1}=S T\left(w\left(e_{1}\right), \ldots, w\left(e_{n}\right)\right)$ for $w \in S U(n)$. For each $u \in U(n)$ there is a base $x_{1}, \ldots, x_{n}$ of $\mathbf{C}^{n}$ such that $u\left(x_{j}\right)=a_{j} x_{j}$, where the $x_{j}$ are eigenvectors of $u$. There exist $w \in U(n)$ with $x_{j}=w\left(e_{j}\right)$ and $u \in w T\left(e_{1}, \ldots, e_{n}\right) w^{-1}$. Since the $x_{j}$ can be changed by a scalar multiple $a$, where $|a|=1$, we can
assume $w \in S U(n)$ and $a_{1} \cdots a_{n}=1$ for $u \in S U(n)$. We have proved that $U(n)=\bigcup_{w \in U(n)} w T\left(e_{1}, \ldots, e_{n}\right) w^{-1}$ and $S U(n)=\bigcup_{w \in S U(n)} w S T\left(e_{1}, \ldots, e_{n}\right) w^{-1}$.

Finally, to compute the Weyl groups, we let $u \in S T\left(e_{1}, \ldots, e_{n}\right)$ with $u\left(e_{j}\right)=$ $a_{j} e_{j}$ and $a_{j} \neq a_{k}$ for $j \neq k$. For $w u w^{-1} \in S T\left(e_{1}, \ldots, e_{n}\right)$ or $T\left(e_{1}, \ldots, e_{n}\right)$ we have $w u w^{-1}\left(e_{j}\right)=b_{j} e_{j}$ and $u w^{-1}\left(e_{j}\right)=b_{j} w^{-1}\left(e_{j}\right)$. Therefore, $w^{-1}\left(e_{j}\right)=a e_{k}$, with $|a|=1$ and $j=k$. The Weyl group $W$ of $U(n)$ and of $S U(n)$ is the full permutation group on the set of $n$ elements $\left\{e_{1}, \ldots, e_{n}\right\}$ since conjugation by $w$, where $w\left(e_{1}\right)=e_{2}, w\left(e_{2}\right)=-e_{1}$, and $w\left(e_{i}\right)=e_{i}$ for $i \geqq 3$, permutes the first two coordinates of $\left(a_{1}, \ldots, a_{n}\right) \in T\left(e_{1}, \ldots, e_{n}\right)$ or $S T\left(e_{1}, \ldots, e_{n}\right)$. Similarly all permutations are in the Weyl group. This proves the theorem.

## 3. The Representation Rings of $S U(n)$ and $U(n)$

In the next theorem we determine $R(U(n))$ and $R(S U(n))$, using properties of elementary symmetric functions. We use the notation $\lambda_{i}$ for the class in $R U(n)$ or $\operatorname{RSU}(n)$ of the $i$ th exterior power $\Lambda^{i} \mathbf{C}^{n}$, where $U(n)$ or $S U(n)$ acts on $\mathbf{C}^{n}$ in the natural manner by substitution. If $\rho_{n}$ denotes the class of $\mathbf{C}^{n}$ in the $\lambda$-ring $R U(n)$ or $R S U(n)$, then $\lambda_{i}$ equals $\lambda^{i}\left(\rho_{n}\right)$.
3.1 Theorem. The ring $R U(n)$ equals $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}, \lambda_{n}^{-1}\right]$, where there are no polynomial relations between $\lambda_{1}, \ldots, \lambda_{n}$. As a subring of

$$
R T(n)=\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}\right]
$$

the relation $\lambda_{k}=\sum_{i(1)<\cdots<i(k)} \alpha_{i(1)} \cdots \alpha_{i(k)}$ holds. The $\operatorname{RSU}(n)$ equals the polynomial ring $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n-1}\right]$.

Proof. As a $T\left(e_{1}, \ldots, e_{n}\right)$-module, $\mathbf{C}^{n}$ is a direct sum of one-dimensional modules corresponding to $\alpha_{1}, \ldots, \alpha_{n}$. The representation as an elementary symmetric function $\lambda_{k}=\sum_{i(1)<\cdots<i(k)} \alpha_{i(1)} \cdots \alpha_{i(k)}$ follows from Proposition 13(4.6). Observe that $\lambda_{n}=\alpha_{1} \cdots \alpha_{n}$ is a one-dimensional class where $u y=(\operatorname{det} u) y$ for $u \in U(n)$. Then the one-dimensional class $\lambda_{n}^{-1}$ is defined by $u y=(\operatorname{det} u)^{-1} y$ for $y \in \mathbf{C}$. Therefore, we have $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}, \lambda_{n}^{-1}\right] \subset R U(n) \subset R T(n)^{W} \subset R T(n)$. From properties of elementary symmetric functions Theorem (1.6), we know there are no polynomial relations between $\lambda_{1}, \ldots, \lambda_{n}$.

Finally, we prove that $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}, \lambda_{n}^{-1}\right]=R T(n)^{W}$, which also implies it equals $R U(n)$. Let $f\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ be a polynomial in $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}$ which is invariant under permutations of $\alpha_{1}, \ldots, \alpha_{n}$. Then $f\left(\alpha_{1}, \ldots, \alpha_{n}\right)=$ $\left(\lambda_{n}\right)^{-k} g\left(\alpha_{1}, \ldots, \alpha_{n}\right)$, where $g$ is a polynomial in $\alpha_{1}, \ldots, \alpha_{n}$ and invariant under all permutations of $\alpha_{1}, \ldots, \alpha_{n}$. By Theorem (1.6), we have $g\left(\alpha_{1}, \ldots, \alpha_{n}\right)=$ $h\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ for some polynomial $h$. This proves the above statement concerning $R U(n)$.

For the ring $R S U(n)$, observe that the ring $R\left(S T\left(e_{1}, \ldots, e_{n}\right)\right)$ is the quotient of $R T\left(e_{1}, \ldots, e_{n}\right)$ by the ideal generated by $\lambda_{n}-1=\alpha_{1} \cdots \alpha_{n}-1$. Therefore, $R S U(n)$ is the polynomial ring $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n-1}\right]$. This proves the theorem.

## 4. Maximal Tori in $S p(n)$

4.1 Description of $\boldsymbol{S p}(\boldsymbol{n})$. We view $\mathbf{H}^{\boldsymbol{n}}$ as $\mathbf{C}^{2 n}$. Then multiplication by $j$ is a conjugate linear $J: \mathbf{C}^{2 n} \rightarrow \mathbf{C}^{2 n}$ defined by $J\left(e_{i}\right)=e_{i+n}$ for $1 \leqq i \leqq n$ and $J\left(e_{i}\right)=-e_{i-n}$ for $n+1 \leqq i \leqq 2 n$. We have $J^{2}=-1$, and $J$ determines the quaternionic structure on the complex vector space $\mathbf{C}^{2 n}$. The identification $\mathbf{H}^{n}=\mathbf{C}^{2 n}$ allows us to view $S p(n)$ as a subgroup of $U(2 n)$. For $u \in U(2 n)$ we have $u \in S p(n)$ if and only if $u J=J u$ or, in other words, $u \in S p(n)$ if and only if $\beta(u(x), u(y))=\beta(x, y)$, where $\beta(x, y)=(x \mid J(y))$. The form $\beta$ is an antihermitian form, that is, $\beta(y, x)=-\left(J^{2} y \mid J x\right)=-(J y \mid x)=-\overline{\beta(x, y)}$. In terms of (2n)-tuples $x, y \in \mathbf{C}^{2 n}$, we have $\beta(x, y)=\sum_{1 \leqq i \leqq n}\left(x_{i} \bar{y}_{i+n}-x_{i+n} \bar{y}_{i}\right)$. For a diagonal element $u=\operatorname{diag}\left(a_{1}, \ldots, a_{2 n}\right) \in U(2 n)$ we have $u \in S p(n)$ if and only if $a_{i}=$ $\bar{a}_{i+n}$ for $1 \leqq i \leqq n$ from the relation $u J=J u$.

As in Sec. 2, let $T\left(x_{1}, \ldots, x_{n}\right)$ denote the subgroup of $u \in \operatorname{Sp}(n)$ with $u\left(x_{k}\right)=$ $\exp \left(2 \pi i \theta_{k}\right) x_{k}$ for an orthonormal base of $\mathbf{H}^{n}$. As usual, let $e_{1}, \ldots, e_{n}$ denote the canonical base of $\mathbf{H}^{n}$. Every orthonormal base $x_{1}, \ldots, x_{n}$ of $\mathbf{H}^{n}$ is of the form $w\left(e_{1}\right), \ldots, w\left(e_{n}\right)$, where $w \in S p(n)$.
4.2 Theorem. With the above notations, the subgroups $T\left(x_{1}, \ldots, x_{n}\right)$ are the maximal tori of $S p(n)$. The rank of $S p(n)$ is $n$, and the Weyl group of $S p(n)$ is the symmetric group of all permutations of the indices of the coordinates $\left(\theta_{1}, \ldots, \theta_{n}\right)$ together with maps of the form $\left(\theta_{1}, \ldots, \theta_{n}\right) \mapsto\left( \pm \theta_{1}, \ldots, \pm \theta_{n}\right)$. It has $2^{n} n$ ! elements.

Proof. As with $U(n)$, we have $w T\left(x_{1}, \ldots, x_{n}\right) w^{-1}=T\left(w\left(x_{1}\right), \ldots, w\left(x_{n}\right)\right)$, and it suffices to prove that $T\left(e_{1}, \ldots, e_{n}\right)$ is an $n$-dimensional torus. This is clear since it consists of all $\operatorname{diag}\left(a_{1}, \ldots, a_{2 n}\right)$ in $U(2 n)$ with $\left|a_{1}\right|=\cdots=\left|a_{n}\right|=1$ and $a_{i}=\bar{a}_{i+n}$ for $1 \leqq i \leqq n$. To prove that each $T\left(x_{1}, \ldots, x_{n}\right)$ is a maximal torus, it suffices to show that every $w \in S p(n)$ is a member of some $T\left(x_{1}, \ldots, x_{n}\right)$. For this, we let $x_{1}$ be an eigenvector of $w$ over $\mathbf{C}$; that is, we have $w\left(x_{1}\right)=a_{1} x_{1}$, and $w\left(J x_{1}\right)=J w\left(x_{1}\right)=J\left(a_{1} x_{1}\right)=\bar{a}_{1} J x_{1}$. Continuing this process on the orthogonal complement of $x_{1}$ and $J x_{1}$ in $\mathbf{C}^{2 n}$, we get the desired base $x_{1}, \ldots, x_{n}$ of $\mathbf{H}^{n}$ with $w \in T\left(x_{1}, \ldots, x_{n}\right)$.

Finally, to compute the Weyl group, we let $u \in T\left(e_{1}, \ldots, e_{n}\right)$ with $u\left(e_{k}\right)=$ $a_{k} e_{k}$ and $a_{j} \neq a_{k}$ for $j \neq k$. For $w u w^{-1} \in T\left(e_{1}, \ldots, e_{n}\right)$, we have $w u w^{-1}\left(e_{k}\right)=$ $b_{k} e_{k}$ and $u w^{-1}\left(e_{k}\right)=b_{k} w^{-1}\left(e_{k}\right)$. Therefore, $w^{-1}\left(e_{k}\right)$ equals some $e_{l}$ and $b_{k}$ equals $a_{l}$ and $\bar{a}_{l}$, and the action of $u \mapsto w u w^{-1}$ permutes the coordinates and conjugates some of the coordinates. All such permutations and conjugations are possible by inner automorphisms. This proves the theorem.

## 5. Formal Identities in Polynomial Rings

To compute the ring $R S p(n)$, we need some formal identities in the ring $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}\right]$.
5.1 Proposition. There exists a polynomial $f_{m}(y) \in \mathbf{Z}[y]$ such that $x^{m}+x^{-m}=f_{m}\left(x+x^{-1}\right)$. This polynomial satisfies the recursion formula $f_{m+1}(y)=y f_{m}(y)-f_{m-1}(y)$ with $f_{0}(y)=1$ and $f_{1}(y)=y$.

Proof. It suffices to establish the recursion formula. For this, we calculate $\left(x^{m}+x^{-m}\right)\left(x+x^{-1}\right)=\left(x^{m+1}+x^{-(m+1)}\right)+\left(x^{m-1}+x^{-(m-1)}\right)$ or $f_{m}(y) y=$ $f_{m+1}(y)+f_{m-1}(y)$.
5.2 Proposition. Let $f \in R\left[x, x^{-1}\right]$ such that $f(x)=f(1 / x)$, where $R$ is an arbitrary commutative ring with 1 . Then $f$ is a member of $R\left[x+x^{-1}\right] \subset$ $R\left[x, x^{-1}\right]$.

Proof. We have $f(x)=\sum_{m} a_{m} x^{m}$ with $a_{m}=a_{-m}$ since $f(x)=f(1 / x)$. Therefore, $f$ has the form $\sum_{m \geq 0} a_{m}\left(x^{m}+x^{-m}\right)=\sum_{m \geq 0} a_{m} j_{m}\left(x+x^{-1}\right)$ by (5.1). This proves the proposition.
5.3 Corollary. Let $f \in R\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r} \alpha_{r}^{-1}\right]$ with $f\left(\alpha_{1}, \ldots, \alpha_{i}, \ldots, \alpha_{r}\right)=$ $f\left(\alpha_{1}, \ldots, \alpha_{i}^{-1}, \ldots, \alpha_{r}\right)$ for each $i$. Then we have

$$
f \in R\left[\alpha_{1}+\alpha_{1}^{-1}, \ldots, \alpha_{r}+\alpha_{r}^{-1}\right]
$$

Let $\sigma_{1}, \ldots, \sigma_{r}$ denote the elementary symmetric functions in the $r$ variables $\alpha_{1}+\alpha_{1}^{-1}, \ldots, \alpha_{r}+\alpha_{r}^{-1}$ and $\lambda_{1}, \ldots, \lambda_{r}$ denote the elementary symmetric function in the $2 r$ variables $\alpha_{1}, \ldots, \alpha_{r}, \alpha_{1}^{-1}, \ldots, \alpha_{r}^{-1}$ (case 1 ) or the $2 r+1$ variables $\alpha_{1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}, \ldots, \alpha_{r}^{-1}, 1$ (case 2 ).
5.4 Proposition. With the above notations we have

$$
\lambda_{1}, \ldots, \lambda_{r} \in \mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{r}\right] \quad \text { and } \quad \lambda_{k}=\sigma_{k}+\sum_{l<k} a_{l} \sigma_{l}
$$

for $a_{l} \in \mathbf{Z}$ and $k \leqq r$. In addition, $\lambda_{1}, \ldots, \lambda_{r}$ are algebraically independent, and $\mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{r}\right]=\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{r}\right]$.

Proof. The other statements follow easily from the relation $\lambda_{k}=\sigma_{k}+\sum_{l<k} a_{l} \sigma_{l}$. For each sequence $1 \leqq i(1)<\cdots<i(k) \leqq r$ and numbers $\varepsilon(j)= \pm 1$, the monomial $\alpha_{i(1)}^{\varepsilon(1)} \cdots \alpha_{i(k)}^{\varepsilon(k)}$ appears in $\sigma_{k}$ exactly once. The polynomial $\lambda_{k}$ is a sum of monomials $\alpha_{i(1)}^{\varepsilon(1)} \cdots \alpha_{i(l)}^{\varepsilon(l)}$ with $i(1) \leqq \cdots \leqq i(l)$, where $i(p)=i(p+1)$ implies $\varepsilon(p)=-\varepsilon(p+1)$ and $l=k$ or $k-1$ (with $k-1$ only in case 2 ). For each $l<k$, if the monomial $\alpha_{i(1)}^{\varepsilon(1)} \cdots \alpha_{i(l)}^{\varepsilon(l)}$ appears in $\lambda_{k}-\sigma_{k}$ with coefficient $a_{l}$, the result of any permutation of the indices $i(1), \ldots, i(l)$ and any substitution
$\varepsilon(i) \mapsto-\varepsilon(i)$ appears with coefficient $a_{l}$. Therefore, we have $\lambda_{k}-\sigma_{k}=\sum_{l<k} a_{l} \sigma_{l}$. This proves the proposition.

## 6. The Representation Ring of $S p(n)$

To compute the ring $R S p(n)$, we denote the class of the exterior power $\Lambda^{i} \mathbf{C}^{2 n}$ in $R S p(n)$ by $\lambda_{i}$, where $S p(n)$ acts on $\mathbf{C}^{2 n}=\mathbf{H}^{n}$ by substitution.
6.1 Theorem. The ring $R S p(n)$ equals the polynomial ring $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}\right]$, where as a subring of $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}\right]$ the element $\lambda_{k}$ is the $k$ th elementary symmetric function in the $2 n$ variables $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}$.

Proof. As a $T\left(e_{1}, \ldots, e_{n}\right)$-module, $\mathbf{C}^{2 n}=\mathbf{H}^{n}$ is a direct sum of $2 n$ onedimensional modules corresponding to $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}$, and the representation of $\lambda_{k}$ as the elementary symmetric function in $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}$ follows from Proposition 13(4.6). Since the Weyl group $W$ consists of all permutations of $\{1, \ldots, n\}$ composed with substitutions $\alpha_{i} \mapsto \alpha_{i}^{ \pm 1}$, we have by (5.2) the inclusions $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}\right] \subset R S p(n) \subset \mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{n}\right]=$ $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{n}, \alpha_{n}^{-1}\right]^{W}$, where $\sigma_{k}$ is the $k$ th elementary symmetric function in the $n$ variables $\alpha_{1}+\alpha_{1}^{-1}, \ldots, \alpha_{n}+\alpha_{n}^{-1}$. By (5.3) and (5.4) we have $R S p(n)=$ $\mathbf{Z}\left[\lambda_{1}, \ldots, \lambda_{n}\right]$ as a polynomial ring. This proves the theorem.

## 7. Maximal Tori and the Weyl Group of $S O(n)$

Let $x_{1}, \ldots, x_{n}$ denote an orthonormal base of $\mathbf{R}^{n}$, and let $T\left(x_{1}, \ldots, x_{n}\right)$ denote the subgroup of $u \in S O(n)$ with $u\left(\mathbf{R} e_{2 i-1}+\mathbf{R} e_{2 i}\right) \subset \mathbf{R} e_{2 i-1}+\mathbf{R} e_{2 i}$ for $1 \leqq i \leqq$ $n / 2$. We have $u\left(\mathbf{R} e_{2 i-1}+\mathbf{R} e_{2 i}\right) \in S O(2)$ and $u\left(e_{n}\right)=e_{n}$ for $n$ odd. As usual, let $e_{1}, \ldots, e_{n}$ denote the canonical base of $\mathbf{R}^{n}$. Each orthonormal base $x_{1}, \ldots, x_{n}$ of $\mathbf{R}^{n}$ with $x_{1} \wedge \cdots \wedge x_{n}=a e_{1} \wedge \cdots \wedge e_{n}$ and $a>0$ is of the form $w\left(e_{1}\right), \ldots$, $w\left(e_{n}\right)$, where $w \in S O(n)$. Such a base $w\left(e_{1}\right), \ldots, w\left(e_{n}\right)$ with $w \in S O(n)$ is called special. For $w \in S O(n)$ we have $w T\left(x_{1}, \ldots, x_{n}\right) w^{-1}=T\left(w\left(x_{1}\right), \ldots, w\left(x_{n}\right)\right)$.

Let $D(\theta)$ denote the rotation

$$
\left[\begin{array}{cc}
\cos 2 \pi \theta & -\sin 2 \pi \theta \\
\sin 2 \pi \theta & \cos 2 \pi \theta
\end{array}\right]
$$

in $S O(2)$, and let $D\left(\theta_{1}, \ldots, \theta_{r}\right)$ equal $\operatorname{diag}\left(D\left(\theta_{1}\right), \ldots, D\left(\theta_{r}\right)\right)$ in $S O(2 r)$ and equal $\operatorname{diag}\left(D\left(\theta_{1}\right), \ldots, D\left(\theta_{r}\right), 1\right)$ in $S O(2 r+1)$. Then $T\left(e_{1}, \ldots, e_{n}\right)$ is the group of all $D\left(\theta_{1}, \ldots, \theta_{r}\right)$ for $n=2 r$ or $2 r+1$ and for $0 \leqq \theta_{i} \leqq 1$.
7.1 Theorem. With the above notations, the subgroups $T\left(x_{1}, \ldots, x_{n}\right)$ for some special basis $x_{1}, \ldots, x_{n}$ of $\mathbf{R}^{n}$ are the maximal tori of $\operatorname{SO}(n)$. The rank of $\operatorname{SO}(n)$
is $r$, where $n=2 r$ or $2 r+1$. The Weyl group $W$ of $S O(2 r+1)$ consists of the $2^{r} r$ ! permutations of the indexes of $\left(\theta_{1}, \ldots, \theta_{r}\right)$ composed with substitutions $\left(\theta_{1}, \ldots, \theta_{r}\right) \mapsto\left( \pm \theta_{1}, \ldots, \pm \theta_{r}\right)$, and Weyl group $W$ of $S O(2 r)$ consists of the $2^{r-1} r$ ! permutations of the indexes of $\left(\theta_{1}, \ldots, \theta_{r}\right)$ composed with substitutions $\left(\theta_{1}, \ldots, \theta_{r}\right) \mapsto\left(\varepsilon_{1} \theta_{1}, \ldots, \varepsilon_{r} \theta_{r}\right)$ with $\varepsilon_{i}= \pm 1$ and $\varepsilon_{1} \cdots \varepsilon_{r}=1$.

Proof. Clearly, $T\left(e_{1}, \ldots, e_{n}\right)$ is an $r$-dimensional torus $n=2 r$ or $2 r+1$. Since $w T\left(e_{1}, \ldots, e_{n}\right) w^{-1}=T\left(w\left(e_{1}\right), \ldots, w\left(e_{n}\right)\right)$, we have only to show that each $u \in$ $S O(n)$ is a member of some $T\left(x_{1}, \ldots, x_{n}\right)$ to prove the first two statements. For this, we let $c=a+i b$ be a complex eigenvalue of $u$ with eigenvector $x_{1}+i x_{2}$. Then we have $u\left(x_{1}+i x_{2}\right)=(a+i b)\left(x_{1}+i x_{2}\right)=\left(a x_{1}-b x_{2}\right)+i\left(b x_{1}+a x_{2}\right)$. Since $|a+i b|=1$, we can represent $u \mid\left(\mathbf{R} x_{1}+\mathbf{R} x_{2}\right)$ by $D\left(\theta_{1}\right)$ for some $\theta_{1}$. If all eigenvalues are real, then $\theta_{1}=0$ or $1 / 2$ for $c=1$ or -1 , respectively. This procedure is applied to $u$ restricted to the orthogonal complement of $\mathbf{R} x_{1}+$ $\mathbf{R} x_{2}$ to get $u \in T\left(x_{1}, \ldots, x_{n}\right)$.

As with $S U(n)$, all permutations of the coordinates $\left(\theta_{1}, \ldots, \theta_{r}\right)$ are realized by conjugation by elements of $S O(n)$. Since $\operatorname{diag}(-1,1) D(\theta) \operatorname{diag}(-1,1)=$ $D(-\theta)$, conjugation of $D\left(\theta_{1}, \ldots, \theta_{r}\right)$ by $\operatorname{diag}(-1,1, \ldots, 1,-1)$ yields $D\left(-\theta_{1}, \theta_{2}, \ldots, \theta_{r}\right)$ for $n=2 r+1$ and $D\left(-\theta_{1}, \ldots, \theta_{r-1},-\theta_{r}\right)$ for $n=2 r$. Composing with permutations, we see that the Weyl group is at least as large as was stated in the theorem. To prove the Weyl group is no larger than this, we let $u \in T\left(e_{1}, \ldots, e_{n}\right)$, where $u=D\left(\theta_{1}, \ldots, \theta_{r}\right)$ and $\theta_{i} \neq \theta_{j}$ for $i \neq j$. If we view $u \in U(n)$ where $S O(n) \subset U(n)$, then $u$ has eigenvectors $e_{2 j-1} \pm i e_{2 j}$ with eigenvalues $\exp \left( \pm 2 \pi i \theta_{j}\right)$ for $1 \leqq j \leqq r$, where $n=2 r$ or $2 r+1$. If $w \in S O(n)$ with $w u w^{-1} \in T\left(e_{1}, \ldots, e_{n}\right)$, then from the proof of (2.1) we know that $u \rightarrow w u w^{-1}$ is a permutation of the indices of $e_{i}, 1 \leqq i \leqq n$. This is a permutation of the indices of $\theta_{1}, \ldots, \theta_{r}$ together with a coordinate substitution $\left(\theta_{1}, \ldots, \theta_{r}\right) \mapsto$ $\left( \pm \theta_{1}, \ldots, \pm \theta_{r}\right)$ as described above. This proves the theorem.

## 8. Maximal Tori and the Weyl Group of $\operatorname{Spin}(n)$

8.1 Notations. As in Chap. 12, let $\phi: \operatorname{Spin}(n) \rightarrow S O(n)$ be the natural covering morphism $\phi(u) x=u x u^{*}$ for $u \in \operatorname{Spin}(n)$ and $x \in \mathbf{R}^{n}$. Let $\omega_{j}: S^{1}=\mathbf{R} / \mathbf{Z} \rightarrow$ $\operatorname{Spin}(n)$ be the homomorphism given by the relation $\omega_{j}(\theta)=\cos 2 \pi \theta+$ $e_{2 j-1} e_{2 j} \sin 2 \pi \theta$ for $1 \leqq j \leqq n / 2$. First, observe that $\omega_{j}(\theta+1 / 2)=-\omega_{j}(\theta)$ and that

$$
\left[\phi \omega_{j}(\theta)\right] e_{k}=\left\{\begin{aligned}
e_{k} & \text { for } k \neq 2 j-1,2 j \\
e_{2 j-1} \cos 4 \pi \theta+e_{2 j} \sin 4 \pi \theta & \text { for } k=2 j-1 \\
-e_{2 j-1} \sin 4 \pi \theta+c_{2 j} \cos 4 \pi \theta & \text { for } k=2 j
\end{aligned}\right.
$$

In other words, $\phi \omega_{j}(\theta)=D(0, \ldots, 0,2 \theta, 0, \ldots, 0)$ for all $\theta \in \mathbf{R} / \mathbf{Z}$. Let $\omega: \mathbf{T}^{r} \rightarrow$ $\operatorname{Spin}(n)$ be defined by $\omega\left(\theta_{1}, \ldots, \theta_{r}\right)=\omega_{1}\left(\theta_{1}\right) \cdots \omega_{r}\left(\theta_{r}\right)$ for $\left(\theta_{1}, \ldots, \theta_{r}\right) \in \mathbf{T}^{r}$ and $n=2 r$ or $2 r+1$.

We have the following diagram where $T^{\prime}=\omega(T(r))$.


Then $\operatorname{ker} \omega$ consists of $\left(\theta_{1}, \ldots, \theta_{r}\right)$ with $\theta_{i}=0$ or $1 / 2(\bmod 1)$ and $\theta_{1}+\cdots+$ $\theta_{r}=0(\bmod 1)$, and there are $2^{r-1}$ elements in $\operatorname{ker} \omega$. Then $\operatorname{ker} \phi$ consists of two elements, 1 and -1 . Note that we have $1=\omega\left(\theta_{1}, \ldots, \theta_{r}\right)$ for $\theta_{i}=0$ or $1 / 2$ $(\bmod 1)$ and $\theta_{1}+\cdots+\theta_{r}=0(\bmod 1)$ and $-1=\omega\left(\theta_{1}, \ldots, \theta_{r}\right)$ for $\theta_{i}=0$ or $1 / 2(\bmod 1)$ and $\theta_{1}+\cdots+\phi_{r}=1 / 2(\bmod 1)$. Finally, we have $\phi \omega\left(\theta_{1}, \ldots, \theta_{r}\right)=$ $\left(2 \theta_{1}, \ldots, 2 \theta_{r}\right)$ in $T\left(e_{1}, \ldots, e_{n}\right)$.
8.2 Proposition. The torus $T^{\prime}\left(e_{1}, \ldots, e_{n}\right)$ is a maximal torus of $\operatorname{Spin}(n)$, and the Weyl group of $\operatorname{Spin}(n)$ is the Weyl group of $\operatorname{SO}(n)$.

Proof. If $u \in \operatorname{Spin}(n)$ such that $u T^{\prime}\left(e_{1}, \ldots, e_{n}\right) u^{-1}=T^{\prime}\left(e_{1}, \ldots, e_{n}\right)$, we have

$$
\phi(u) \phi\left(T^{\prime}\left(e_{1}, \ldots, e_{n}\right)\right) \phi(u)^{-1}=\phi\left(T^{\prime}\left(e_{1}, \ldots, e_{n}\right)\right)
$$

or

$$
\phi(u) T\left(e_{1}, \ldots, e_{n}\right) \phi(u)^{-1}=T\left(e_{1}, \ldots, e_{n}\right)
$$

Then we have $N_{T^{\prime}}=\phi^{-1}\left(N_{T}\right)$ and $T^{\prime}=\phi^{-1}(T)$. This means that $N_{T^{\prime}} / T^{\prime}$ is isomorphic to $N_{T} / T$ and that $\bigcup_{u \in \operatorname{SPin}(n)} u T^{\prime} u^{-1}=\operatorname{Spin}(n)$. This proves the proposition.

The homomorphisms $\mathbf{T}^{r} \xrightarrow{\omega} T^{\prime} \xrightarrow{\phi} T$ induce the following ring morphisms:

$$
R T \rightarrow R T^{\prime} \rightarrow R \mathbf{T}^{r}
$$

where $\phi \omega$ induces the morphism

$$
\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}\right] \rightarrow \mathbf{Z}\left[\alpha_{1}^{1 / 2}, \alpha_{1}^{-1 / 2}, \ldots, \alpha_{r}^{1 / 2}, \alpha_{r}^{-1 / 2}\right]
$$

On $T\left(e_{1}, \ldots, e_{n}\right)$ we have $\alpha_{i}\left(\theta_{1}, \ldots, \theta_{r}\right)=\theta_{i}$, and on $\mathbf{T}^{r}$ we have

$$
\alpha_{i}^{1 / 2}\left(\theta_{1}, \ldots, \theta_{r}\right)=\theta_{i}, \quad \alpha_{i}\left(\theta_{1}, \ldots, \theta_{r}\right)=2 \theta_{i}
$$

and $\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2}\left(\theta_{1}, \ldots, \theta_{r}\right)=\theta_{1}+\cdots+\theta_{r}$. Observe that $\alpha_{1}, \ldots, \alpha_{r}$, and $\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2}$ is 0 on ker $\omega$. Therefore, we have $\alpha_{1}, \ldots, \alpha_{r}$, and $\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2} \in R T^{\prime}$. This leads to the following result stated with the above notations.
8.3 Proposition. The morphism $\phi: T^{\prime} \rightarrow T$ induces the inclusion $R T=$ $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}\right] \rightarrow \mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1},\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2}\right]=R T^{\prime}$.

Proof. Since $T^{\prime} \rightarrow T$ is a twofold covering, the rank of $R T^{\prime}$ as a $R T$ is at most 2 , and therefore $R T^{\prime}$ is $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1},\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2}\right]$.

## 9. Special Representations of $S O(n)$ and $\operatorname{Spin}(n)$

The modules over $\operatorname{Spin}(n)$ fall naturally into two classes: those where -1 acts as the identity and those where -1 acts differently from the identity. The first class consists of $\operatorname{Spin}(n)$-modules coming from $\operatorname{SO}(n)$-modules with the natural homomorphism $\phi: \operatorname{Spin}(n) \rightarrow S O(n)$, and the second class of $\operatorname{Spin}(n)$ comes from Clifford modules over $C_{k}$ (see Chap. 12).
9.1 Proposition. $A \operatorname{Spin}(n)$-module $M$ decomposes into a direct sum of submodules $M_{1} \oplus M_{2}$ where -1 acts as the identity on $M_{1}$ and $M_{1}$ is an $\mathrm{SO}(n)$ module and where -1 acts as multiplication by -1 on $M_{2}$ and $M_{2}$ is a $C_{n-1^{-}}$module with $\operatorname{Spin}(n)$ coming from the inclusion $\operatorname{Spin}(n) \subset C_{n}^{0}$ and the isomorphism $C_{n}^{0} \cong C_{n-1}$.

Proof. Observe that $-1 \in \operatorname{Sin}(n)$ and $(-1)^{2}=+1$. We decompose a $\operatorname{Spin}(n)$-module $M$ into $M=M_{1} \oplus M_{2}$ where -1 acts as the identity on $M_{1}$ and as multiplication by -1 on $M_{2}$. The action of $e_{i} e_{n}$ in $\operatorname{Spin}(n)$ for $1 \leqq i \leqq$ $n-1$ on $M_{2}$ satisfies the properties of $u_{i}$ in Theorem 12(2.4), and we have an orthogonal multiplication on $M_{2}$. This in turn defines a $C_{n-1}$-module structure on $M_{2}$ compatible with the action of $\operatorname{Spin}(n)$ on $M_{2}$ given by the inclusion $\operatorname{Spin}(n) \subset C_{n}^{0}$ and the isomorphism of $C_{n}^{0} \cong C_{n-1}$ [see 12(2.5) and 12(6.2)]. This proves the proposition.
9.2 Some $\boldsymbol{S O}(\boldsymbol{n})$-Modules. The canonical $S O(n)$-module structure on $\mathbf{R}^{n}$ is defined by requiring the scalar product to be substitution. The $i$ th exterior product $\Lambda^{i} \mathbf{R}^{n}$ when tensored with $\mathbf{C}$ yields an element $\lambda_{i}$ of $R S O(n)$ and $R \operatorname{Spin}(n)$. Viewing $R S O(n) \subset \mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}\right]$ and $R \operatorname{Spin}(n) \subset$ $\mathbf{Z}\left[\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1},\left(\alpha_{1} \cdots \alpha_{r}\right)^{1 / 2}\right]$, where $n=2 r$ or $2 r+1$, we have $\lambda_{i}$ equal to the $i$ th elementary symmetric function in $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}$ for $n=2 r$ and in $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}, 1$ for $n=2 r+1$. This follows from the fact that the action of $D\left(\theta_{j}\right)$ on $e_{2 j-1}-i e_{2 j}$ is multiplication by $\exp \left(2 \pi i \theta_{j}\right)$ and on $e_{2 j-1}+i e_{2 j}$ is multiplication by $\exp \left(-2 \pi i \theta_{j}\right)$.

We have a linear isomorphism $f: \Lambda^{k} \mathbf{R}^{n} \rightarrow \Lambda^{n-k} \mathbf{R}^{n}$, where $f\left(e_{i(1)} \wedge \cdots \wedge\right.$ $\left.e_{i(k)}\right)=\operatorname{sgn}(\sigma) e_{j(1)} \wedge \cdots \wedge e_{j(n-k)}$ and $\sigma$ is the permutation of $\{1, \ldots, n\}$ with $\sigma(p)=i(p)$ for $p \leqq k$ and $\sigma(p)=j(p-k)$ for $k<p \leqq n$. Since we have $e_{1} \wedge \cdots \wedge e_{n}=u\left(e_{1}\right) \wedge \cdots \wedge u\left(e_{n}\right)$, for each $u \in S O(n), f$ is an isomorphism of $\operatorname{SO}(n)$-modules. Moreover, we have $f f=(-1)^{k(n-k)}$, and therefore, in $R S O(n)$ and $R \operatorname{Spin}(n)$ we have $\lambda_{i}=\lambda_{n-i}$ for $i<n / 2$.

For $n=2 r$, we have $f: \Lambda^{\prime} \mathbf{R}^{2 r} \rightarrow \Lambda^{r} \mathbf{R}^{2 r}$ with $f f=(-1)^{r r}=(-1)^{r}$. For $r \equiv 0$ $(\bmod 2), f$ has two eigenvalues $\pm 1$ and $\lambda_{r}=\lambda_{r}^{+}$where $\lambda_{r}^{ \pm}$is the eigenspace corresponding to $\pm 1$; for $r \equiv 1(\bmod 2), f$ has two eigenvalues $\pm i$ and $\lambda_{r}=\lambda_{r}^{+}+\lambda_{r}^{-}$, where $\lambda_{r}^{ \pm}$is the eigenspace corresponding to $\pm i$ in $\Lambda^{r} \mathbf{R}^{2 r} \otimes \mathbf{C}$.
9.3 The $\operatorname{Spin}$ Modules. Since $\operatorname{Spin}(n+1)$ is a subgroup of the group of units in $C_{n+1}^{0} \cong C_{n}$, each $C_{n}$-module determines a real Spin $(n+1)$-module, and
each $C_{n}^{c}$-module determines a complex $\operatorname{Spin}(n+1)$-module. Let $\Delta$ denote the $\operatorname{Spin}(2 r+1)$-module corresponding to the simple module over $C_{2 r}^{c}=\mathbf{C}\left(2^{r}\right)$ of dimension $2^{r}$, and let $\Delta^{+}, \Delta^{-}$denote the $\operatorname{Spin}(2 r)$-module corresponding to the two simple modules over $C_{2 s-1}^{c}=\mathbf{C}\left(2^{r-1}\right) \oplus \mathbf{C}\left(2^{r-1}\right)$, each of dimension $2^{r-1}$. To be specific, let $\Delta^{ \pm}$correspond to the module where $i^{r} e_{1} \cdots e_{2 r}$ acts as a multiplication by $\pm 1$, respectively. The references for the above remarks are $12(5.9)$ and $12(6.5)$.
9.4 Proposition. In $R \operatorname{Spin}(2 r+1)$,

$$
\begin{aligned}
\Delta & =\prod_{1 \leqq j \leqq r}\left(\alpha_{j}^{1 / 2}+\alpha_{j}^{-1 / 2}\right) \\
& =\sum_{\varepsilon(j)= \pm 1} \alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon(r) / 2}
\end{aligned}
$$

In $R \operatorname{Spin}(2 r)$,

$$
\begin{aligned}
& \Delta^{+}=\sum_{\varepsilon(1) \cdots \varepsilon(r)=1} \alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon(r) / 2} \\
& \Delta^{-}=\sum_{\varepsilon(1) \cdots \varepsilon(r)=-1} \alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon(r) / 2}
\end{aligned}
$$

In $\mathrm{RSO}(2 r)$,

$$
\lambda_{r}^{ \pm}=\sum_{i(1) \leqq \cdots \leqq i(r), \varepsilon(1) \cdots \varepsilon(r)= \pm 1} \alpha_{i(1)}^{\varepsilon(1)} \cdots \alpha_{i(r)}^{\varepsilon(r)}
$$

Proof. Let $T^{\prime}, \operatorname{Spin}(n)$, and $C_{n}^{+} \otimes \mathbf{C} \cong C_{n-1}^{c}$ act on the left of $C_{n-1}^{c}$ by ring multiplication. Then we get $2^{2 r} / 2^{r}=2^{r}$ factors of $\Delta$ for $n=2 r+1$ and $2^{2(r-1)} / 2^{r-1}=2^{r-1}$ factors of each $\Delta^{+}, \Delta^{-}$, and $\Delta=\Delta^{+}+\Delta^{-}$for $n=2 r$. Using the homomorphism $\omega: T(r) \rightarrow T^{\prime}$ in (8.1) we compute the character of $\Delta$ on $T(r)$. The diagonal entries of the action $T^{\prime}$ on $C_{n-1}^{c}$ as functions on $T(r)$ are all of the form $\prod_{1 \leq j \leq r} \cos 2 \pi \theta_{j}$. For $n=2 r+1$ there are $2^{2 r}$ such entries, and for $n=2 r$ there are $2^{2 r-1}$ such entries. For $n=2 r+1$, the character of $2^{r} \Delta$ equals $2^{2 r} \prod_{1 \leq j \leq r} \cos 2 \pi \theta_{j}$; for $n=2 r$, the character of $2^{r-1} \Delta$ equals $2^{2 r-1} \prod_{1 \leqq j \leqq r} \cos 2 \pi \theta_{j}$. In both cases, the character of $\Delta$ equals $2^{r} \prod_{1 \leqq j \leqq r} \cos 2 \pi \theta_{j}=$ $\prod_{1 \leq j \leq r}\left(e^{2 \leq \sum i \theta j}+e^{-2 \pi i \theta j}\right)$.

In the ring $R \operatorname{Spin}(n)$, we conclude that

$$
\begin{aligned}
\Delta & =\prod_{1 \leqq j \leq r}\left(\alpha_{j}^{1 / 2}+\alpha_{j}^{-1 / 2}\right) \\
& =\sum_{\varepsilon(j)= \pm 1} \alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon(r) / 2}
\end{aligned}
$$

For the case $n=2 r, \Delta$ splits as $\Delta^{+}+\Delta^{-}$. Since the elements $\Delta^{+}$and $\Delta^{-}$are both invariant under the Weyl group, we have $\Delta^{+}$equal to one of the following expressions and $\Delta^{-}$equal to the other.

$$
\sum_{\varepsilon(1) \cdots \varepsilon(r)= \pm 1} \alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon(r) / 2}
$$

To distinguish these two cases, observe that $\omega(1 / 4, \ldots, 1 / 4)=e_{1} \cdots e_{2 r}$. In $\Delta^{+}, \omega(1 / 4, \ldots, 1 / 4)$ is multiplication by $i^{r}$, and therefore the character evaluated at $(1 / 4, \ldots, 1 / 4)$ must be $2^{r-1} i^{r}$ and we must have $\Delta^{+}=$ $\sum_{\varepsilon(1)} \cdots \varepsilon(r)=1$

The above reasoning applies to $\lambda_{r}^{ \pm}$. This proves the proposition.
Now we are in a position to calculate $R S O(n)$ and $R \operatorname{Spin}(n)$, knowing enough about certain elements in these rings.

## 10. Calculation of $R S O(n)$ and $R \operatorname{Spin}(n)$

We begin by considering what happens to the elements $\lambda^{k}\left(\rho_{n}\right)$ under restriction in $R \operatorname{Spin}(n) \rightarrow R \operatorname{Spin}(n-1)$ and $R S O(n) \rightarrow R S O(n-1)$. For the study of these restriction properties it is more convenient to work with the operations $\gamma^{k}$. Let $n$ denote the class of the trivial $n$-dimensional $G$-module viewed as an element of $R G$. Then we have $\lambda_{t}(n)=(1+t)^{n}$ and $\gamma_{t}(n)=(1-t)^{-n}$.
10.1 Proposition. The elements $\gamma^{i}\left(\rho_{n}-n\right)$ in $R \operatorname{Spin}(n)$ or $R S O(n)$ restrict to $\gamma^{i}\left(\rho_{n-1}-(n-1)\right)$ in $R \operatorname{Spin}(n-1)$ or $R S O(n-1)$, respectively.

Proof. For $n=2 r+1$ we have

$$
\begin{aligned}
\lambda_{t}\left(\rho_{n}-n\right) & =\lambda_{t}\left(\rho_{n}\right) \lambda_{t}(n)^{-1} \\
& =\left(1+\alpha_{1} t\right)\left(1+\alpha_{1}^{-1} t\right) \cdots\left(1+\alpha_{r} t\right)\left(1+\alpha_{r}^{-1} t\right)(1+t)(1+t)^{-2 r-1}
\end{aligned}
$$

Also, $\lambda_{t}\left(\rho_{n}-n\right)$ equals this expression for $n=2 r$. Then we have

$$
\begin{aligned}
\gamma_{t}\left(\rho_{n}-n\right) & =\lambda_{t / 1-t}\left(\rho_{n}-n\right) \\
& =\left(1+\frac{t}{1-t} \alpha_{1}\right) \cdots\left(1+\frac{t}{1-t} \alpha_{r}^{-1}\right)(1-t)^{2 r} \\
& =\left(1-t+\alpha_{1} t\right) \cdots\left(1-t+\alpha_{r}^{-1} t\right)
\end{aligned}
$$

Observe that $\gamma_{t}\left(\rho_{2 r+1}-(2 r+1)\right)=\gamma_{t}\left(\rho_{2 r}-2 r\right)$, and since the image of $\alpha_{r}$ in $R \operatorname{Spin}(2 r-1)$ or $R S O(2 r-1)$ is 1 , we have $\gamma_{t}\left(\rho_{2 r}-2 r\right)=\gamma_{t}\left(\rho_{2 r-1}-(2 r-1)\right)$. This proves the proposition.
10.2 Remark. Observe that by examining coefficients of $t$ as in 12(3.2) we have $\gamma^{k}\left(\rho_{n}-n\right)=\lambda^{k}\left(\rho_{n}\right)+\sum_{i<k} a_{i, k} \lambda^{i}\left(\rho_{n}\right)$ and $\lambda^{k}\left(\rho_{n}\right)=\gamma^{k}\left(\rho_{n}-n\right)+$ $\sum_{i<k} b_{i, k} \gamma^{i}\left(\rho_{n}-n\right)$ for integers $a_{i, k}$ and $b_{i, k}$.

The object of this section is to prove the following theorem.
10.3 Theorem. In the case $n=2 r+1, R \operatorname{Spin}(2 r+1)$ equals the polynomial ring $\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r+1}, \ldots, \lambda^{r-1}\left(\rho_{2 r+1}\right), \Delta_{2 r+1}\right]\right.$, and $R S O(2 r+1)$ equals the polyno-
mial ring $\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r+1}\right), \ldots, \lambda^{r-1}\left(\rho_{2 r+1}\right)\right]$. The following relation holds: $\Delta_{2 r+1}^{2}=$ $\lambda^{r}\left(\rho_{2 r+1}\right)+\cdots+\lambda^{1}\left(\rho_{2 r+1}\right)+1$.

In the case $n=2 r, R \operatorname{Spin}(2 r)$ equals the polynomial ring $\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r}\right), \ldots\right.$, $\left.\lambda^{r-2}\left(\rho_{2 r}\right), \Delta_{2 r}^{+}, \Delta_{2 r}^{-}\right]$, and $\operatorname{RSO}(2 r)$ equals the ring generated by $\lambda^{1}\left(\rho_{2 r}\right), \ldots$, $\lambda^{r-1}\left(\rho_{2 r}\right), \lambda_{+}^{r}\left(\rho_{2 r}\right), \lambda^{r}\left(\rho_{2 r}\right)$ with one relation

$$
\left(\lambda_{+}^{r}+\lambda^{r-2}+\cdots\right)\left(\lambda_{-}^{r}+\lambda^{r-2}+\cdots\right)=\left(\lambda^{r-1}+\lambda^{r-3}+\cdots\right)^{2}
$$

In $R \operatorname{Spin}(2 r)$, the following relations hold:

$$
\begin{aligned}
& \Delta_{2 r}^{+} \Delta_{2 r}^{+}=\lambda_{+}^{r}\left(\rho_{2 r}\right)+\lambda^{r-2}\left(\rho_{2 r}\right)+\cdots \\
& \Delta_{2 r}^{+} \Delta_{2 r}^{-}=\lambda^{r-1}\left(\rho_{2 r}\right)+\lambda^{r-3}\left(\rho_{2 r}\right)+\cdots \\
& \Delta_{2 r}^{-} \Delta_{2 r}^{-}=\lambda^{r}\left(\rho_{2 r}\right)+\lambda^{r-2}\left(\rho_{2 r}\right)+\cdots
\end{aligned}
$$

Proof. We begin with the case of $n=2 r+1$. First we prove the character formula $\Delta_{2 r+1} \Delta_{2 r+1}=1+\lambda^{1}\left(\rho_{2 r+1}\right)+\cdots+\lambda^{r}\left(\rho_{2 r+1}\right)$. We consider the following polynomial:

$$
\lambda_{t}\left(\rho_{2 r+1}\right)=\left(1+\alpha_{1} t\right)\left(1+\alpha_{1}^{-1} t\right) \cdots\left(1+\alpha_{r} t\right)\left(1+\alpha_{r}^{-1} t\right)(1+t)
$$

Since the coefficient of $t^{j}$ is $\lambda^{j}\left(\rho_{2 r+1}\right)$ in $\lambda_{t}\left(\rho_{2 r+1}\right)$, we have $\lambda_{t}\left(\rho_{2 r+1}\right)=$ $1+\lambda^{1}+\cdots+\lambda^{2 r+1}=2\left(1+\lambda^{1}+\cdots+\lambda^{r}\right)$ because $\lambda^{j}$ equals $\lambda^{2 r+1-j}$. Since $\left(1+\alpha_{j}\right)\left(1+\alpha_{j}^{-1}\right)=\alpha_{j}+2+\alpha_{j}^{-1}=\left(\alpha_{j}^{1 / 2}+\alpha_{j}^{-1 / 2}\right)^{2}$, we have $1+\lambda^{1}+\cdots+$ $\lambda^{r}=(1 / 2) \lambda_{t}\left(\rho_{2 r+1}\right)=\left(\prod_{1 \leq j \leq r}\left(\alpha_{j}^{1 / 2}+\alpha_{j}^{-1 / 2}\right)\right)^{2}=\Delta_{2 r+1}^{2}$. This is the desired formula. Before considering the corresponding results for $n=2 r$, we finish the case $n=2 r+1$.

To prove the statement about $\operatorname{RSO}(2 r+1)$, we proceed as in (6.1). Since the Weyl group consists of all permutations of $\{1, \ldots, n\}$ composed with substitutions between $\alpha_{j}$ and $\alpha_{j}^{-1}$, we have by (5.2) the inclusions $\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r+1}\right), \ldots, \lambda^{r}\left(\rho_{2 r+1}\right)\right] \subset \operatorname{RSO}(2 r+1) \subset \mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{r}\right]=\mathbf{Z}\left[\alpha_{1}, \alpha_{r}^{-1}, \ldots\right.$, $\left.\alpha_{r}, \alpha_{r}^{-1}\right]^{W}$. We have denoted by $\sigma_{j}$ the $j$ th elementary symmetric function in the $r$ variables $\alpha_{1}+\alpha_{1}^{-1}, \ldots, \alpha_{r}+\alpha_{r}^{-1}$. $\operatorname{By}(5.4), R S O(2 r+1)$ is the polynomial ring $\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r+1}\right), \ldots, \lambda^{r}\left(\rho_{2 r+1}\right)\right]$.

To prove the statement about $R \operatorname{Spin}(2 r+1)$, we view $R S O(2 r+1) \subset$ $R \operatorname{Spin}(2 r+1)$, using the twofold covering morphism $\phi: \operatorname{Spin}(2 r+1) \rightarrow$ $S O(2 r+1)$. We let $T$ be the covering transfromation, where $T( \pm 1)=\mp 1$. Then $T$ carries $\Delta_{2 r+1}$ into $-\Delta_{2 r+1}$ and leaves $R S O(2 r+1)$ elementwise fixed. From the discussion in (9.1) and (9.3) we see that every element of $R \operatorname{Spin}(2 r+1)$ has a unique representation of the form $a \Delta_{2 r+1}+b$, where $a \in \mathbf{Z}$ and $b \in R S O(2 r+1)$. A polynomial relation

$$
0=f\left(\lambda^{1}, \ldots, \lambda^{r-1}, \Delta_{2 r+1}\right)=0
$$

decomposes as $f_{1}\left(\lambda^{1}, \ldots, \lambda^{r}\right)+\Delta_{2 r+1} f_{2}\left(\lambda^{1}, \ldots, \lambda^{r}\right)=0$. This implies that as polynomials $f_{1}=f_{2}=0$. Therefore, $R \operatorname{Spin}(2 r+1)$ is the polynomial ring
$\mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r+1}\right), \ldots, \lambda^{r-1}\left(\rho_{2 r+1}\right), \Delta_{2 r+1}\right]$. This proves the theorem for the case $n=2 r+1$.

For the case $n=2 r$, by the argument in the first paragraph of the proof, there is the following relation:

$$
\begin{aligned}
& \Delta_{2 r}^{+} \Delta_{2 r}^{+}+2 \Delta_{2 r}^{+} \Delta_{2 r}^{-}+\Delta_{2 r}^{-} \Delta_{2 r}^{-} \\
& \quad=\Delta_{2 r} \Delta_{2 r} \\
& \quad=2+2 \lambda^{1}\left(\rho_{2 r}\right)+\cdots+2 \lambda^{r-1}\left(\rho_{2 r}\right)+\lambda_{+}^{r}\left(\rho_{2 r}\right)+\lambda_{-}^{r}\left(\rho_{2 r}\right)
\end{aligned}
$$

To examine this relation further, we write

For a given term, let $u$ equal the number of $j$ 's with $\varepsilon(j)=\delta(j)=1$, a the number of $j$ 's with $\varepsilon(j)=1$ and $\delta(j)=-1, b$ the number of $j$ 's with $\varepsilon(j)=$ -1 and $\delta(j)=1$, and $v$ the number of $j$ 's with $\varepsilon(j)=\delta(j)=-1$. Then we have $u+a+b+v=r$. Such a term belongs to $\Delta_{2 r}^{+} \Delta_{2 r}^{+}$if and only if $b+v$ and $a+v$ are each even; such a term belongs to $\Delta_{2 r}^{+} \Delta_{2 r}^{-}$if and only if exactly one of the two numbers $b+v$ and $a+v$ is even; and such a term belongs to $\Delta_{2 r}^{-} \Delta_{2 r}^{-}$if and only if $b+v$ and $a+v$ are each odd. A monomial in the above sum representation of $\Delta_{2 r}^{2}$ has the form $\alpha_{1}^{\eta(1)} \cdots \alpha_{r}^{\eta(r)}$, where $\eta(j)$ equals 0 or $\pm 1$. Then $u$ is the number of $\eta(j)=+1, a+b$ of $\eta(j)=0$, and $v$ of $\eta(j)=$ -1 .

First, we prove the following splitting of the relation for $\Delta_{2 r} \Delta_{2 r}$.

$$
\begin{gathered}
\Delta_{2 r}^{+} \Delta_{2 r}^{-}=\lambda^{r-1}\left(\rho_{2 r}\right)+\lambda^{r-3}\left(\rho_{2 r}\right)+\cdots \\
\Delta_{2 r}^{+} \Delta_{2 r}^{+}+\Delta_{2 r}^{-} \Delta_{2 r}^{-}=\lambda_{+}^{r}\left(\rho_{2 r}\right)+\lambda_{-}^{r}\left(\rho_{2 r}\right)+2\left(\lambda^{r-2}\left(\rho_{2 r}\right)+\cdots\right)
\end{gathered}
$$

To see this, we consider an element $\lambda^{r-i}=\sum \alpha_{j(1)}^{ \pm 1} \cdots \alpha_{j(r-1)}^{ \pm 1}$, whose terms cancel in pairs if at all. For $\alpha_{1}^{\eta(1)} \cdots \alpha_{r}^{\eta(r)}$ to be a monomial in the above sum for $\lambda^{r-i}$, we must have $u+v=r-i(\bmod 2)$. If $O(\varepsilon)$ denotes the number of $\varepsilon(j)=-1$ and $O(\delta)$ of $\delta(j)=-1$, then we have $u+v=r-a-b=r+2 v-O(\varepsilon)-$ $O(\delta)=r-O(\varepsilon)-O(\delta)(\bmod 2)$. Consequently, if the monomial $\alpha_{1}^{\eta(1)} \cdots \alpha_{r}^{\eta(r)}$ appears in $\lambda^{r-i}$, we have $i=O(\varepsilon)+O(\delta)(\bmod 2)$. Since $O(\varepsilon)=0$ or $1(\bmod 2)$ implies $\alpha_{1}^{\varepsilon(1) / 2} \cdots \alpha_{r}^{\varepsilon r) / 2}$, the monomial appears in $\Delta_{2 r}^{+}$or $\Delta_{2 r}^{-}$, respectively. This yields the splitting $\Delta_{2 r}^{2}=\left(\Delta_{2 r}^{+} \Delta_{2 r}^{+}+\Delta_{2 r}^{-} \Delta_{2 r}^{-}\right)+2 \Delta_{2 r}^{+} \Delta_{2 r}^{-}$.

Second, we prove the following splitting of the relation for $\Delta_{2 r}^{+} \Delta_{2 r}^{+}+$ $\Delta_{2 r}^{-} \Delta_{2 r}^{-}$. Because of the symmetry under the substitution of $\alpha_{j}^{\mp}$ for $\alpha_{j}^{ \pm}$, $\Delta_{2 r}^{+} \Delta_{2 r}^{+}-\Delta_{2 r}^{-} \Delta_{2 r}^{-}$is a sum of monomials occurring in $\lambda^{r}$. Consequently, $\Delta_{2 r}^{ \pm} \Delta_{2 r}^{ \pm}$equals $\lambda_{ \pm}^{r}+\lambda^{r-2}+\cdots$ or $\lambda_{\mp}^{r}+\lambda^{r-2}+\cdots$. To distinguish between the two cases, we use the notation of (5.2), where $\sigma_{j}$ is the $j$ th elementary symmetric function in $\alpha_{1}+\alpha_{1}^{-1}, \ldots, \alpha_{r}+\alpha_{r}^{-1}$. In this case $\sigma_{r}$ splits into $\sigma_{r}^{+}$and $\sigma_{r}^{-}$, where

$$
\sigma_{r}^{ \pm}=\sum_{\eta(1) \cdots \eta(r)= \pm 1} \alpha_{1}^{\eta(1)} \cdots \alpha_{r}^{\eta(r)}
$$

As in (5.4), $\lambda_{ \pm}^{r}$ equals $\sigma_{r}^{ \pm}$plus terms linear in $\sigma_{1}, \ldots, \sigma_{r-2}$. Consequently,

$$
\Delta_{2 r}^{ \pm} \Delta_{2 r}^{ \pm}=\lambda_{ \pm}^{r}\left(\rho_{2 r}\right)+\lambda^{r-2}\left(\rho_{2 r}\right)+\cdots
$$

This proves the relations between the elements $\Delta_{2 r}^{ \pm}$and $\lambda^{i}\left(\rho_{2 r}\right)$. The relation stated for $\operatorname{RSO}(2 r)$ follows from $\Delta_{2 r}^{+} \Delta_{2 r}^{+} \Delta_{2 r}^{-} \Delta_{2 r}^{-}=\Delta_{2 r}^{+} \Delta_{2 r}^{-} \Delta_{2 r}^{+} \Delta_{2 r}^{-}$.

For $R \operatorname{Spin}(2 r), \mathbf{Z}\left[\lambda^{1}\left(\rho_{2 r}\right), \ldots, \lambda^{r-2}\left(\rho_{2 r}\right), \Delta_{2 r}^{+} \Delta_{2 r}^{-}\right]$is a polynomial ring because these elements generate $R \operatorname{Spin}(2 r)$ from the discussion in (9.1) and (9.3), and the following inclusions are given by restriction: $R \operatorname{Spin}(2 r+1) \subset$ $R \operatorname{Spin}(2 r)$ and $R S O(2 r+1) \subset R S O(2 r)$. The rings $R \operatorname{Spin}(2 r+1)$ and $R S O(2 r+1)$ are made up of the elements left fixed by an involution $T$ of $R \operatorname{Spin}(2 r)$ and $R S O(2 r)$, respectively. By (10.1) and (10.2), the elements $\lambda^{i}\left(\rho_{n}\right)$ can be replaced by $\gamma^{i}\left(\rho_{n}-n\right)$, and the polynomial generators $\gamma^{1}\left(\rho_{2 r+1}-(2 r+1)\right), \ldots, \quad \gamma^{r-1}\left(\rho_{2 r+1}-(2 r+1)\right), \quad \Delta_{2 r+1} \quad$ of $R \operatorname{Spin}(2 r+1)$ restrict to $\gamma^{1}\left(\rho_{2 r}-2 r\right), \ldots, \gamma^{r-1}\left(\rho_{2 r}-2 r\right)$ and $\Delta_{2 r}^{+}+\Delta_{2 r}^{-}$. The involution $T$ of $R \operatorname{Spin}(2 r)$ can be thought of as an element of the Weyl group of $\operatorname{Spin}(2 r+1)$, where each ring is viewed as a subring of $R T^{\prime}(r)$, and we have $T\left(\Delta_{2 r}^{ \pm}\right)=\Delta_{2 r}^{\mp}$. Therefore, over $\mathbf{Q}$, the rational numbers $\gamma^{1}\left(\rho_{2 r}-2 r\right), \ldots, \gamma^{r-2}\left(\rho_{2 r}-2 r\right), \Delta_{2 r}^{+}$ and $\Delta_{2 r}^{-}$are algebraically independent. Consequently, the ring $R \operatorname{Spin}(2 r)$ contains the stated polynomial ring. It remains to check that $\lambda^{1}, \ldots, \lambda^{r-2}, \Delta^{+}$, $\Delta^{-}$generate $R \operatorname{Spin}(2 r)$. We sketch this as follows. For $u \in R \operatorname{Spin}(2 r)$ note that $u+T u$ is divisible by $\Delta^{+}-\Delta^{-}$. Hence $2 u$ is a polynomial $P$ in $\lambda_{j}, \Delta^{+}$, and $\Delta^{-}$. Moreover this polynomial must be divisible by 2 otherwise there would be a relation mod 2 between $\lambda_{i}, \Delta^{+}$, and $\Delta^{-}$.

As for $\operatorname{RSO}(2 r)$, this ring is clearly generated by $\lambda^{1}\left(\rho_{2 r}\right), \ldots, \lambda^{r-1}\left(\rho_{2 r}\right)$, $\lambda_{+}^{r}\left(\rho_{2 r}\right)$, and $\lambda_{-}^{r}\left(\rho_{2 r}\right)$ from the inclusion $R S O(2 r+1) \subset R S O(2 r)$. In this inclusion $R S O(2 r+1)$ is the subring of elements left fixed by an involution of $R S O(2 r)$ which interchanges $\lambda_{+}^{r}\left(\rho_{2 r}\right)$ and $\lambda_{-}^{r}\left(\rho_{2 r}\right)$. The elements $\lambda^{1}\left(\rho_{2 r}\right), \ldots$, $\lambda^{r-1}\left(\rho_{2 r}\right), \lambda_{+}^{r}\left(\rho_{2 r}\right)+\lambda_{-}^{r}\left(\rho_{2 r}\right)$ are algebraically independent, and $\lambda_{+}^{r}\left(\rho_{2 r}\right)-$ $\lambda_{-}^{r}\left(\rho_{2 r}\right)$ satisfies the quadratic relation in the statement of the theorem. This proves the theorem.

## 11. Relation Between Real and Complex Representation Rings

In the previous sections we have calculated the complex representations of various groups. In this section we consider the relation of $R(G)$ to $R O(G)$ and $R S p(G)$.
11.1 Notation. We have the following morphisms of group-valued confunctors:

$$
\varepsilon_{U}: R O \rightarrow R \quad \varepsilon_{0}: R \rightarrow R O \quad \varepsilon_{S p}: R \rightarrow R S p \quad \varepsilon_{U}: R S p \rightarrow R
$$

The morphism $\varepsilon_{U}$ is defined by tensoring with $\mathbf{C}$, and $\varepsilon_{S_{p}}$ is defined by tensoring with $\mathbf{H}$. The morphism $\varepsilon_{0}$ is defined by the restricting scalars from
$\mathbf{C}$ to $\mathbf{R}$, and $\varepsilon_{U}$ by restricting the scalars from $\mathbf{H}$ to $\mathbf{C}$. The morphism $\varepsilon_{U}$ preserves the $\lambda$-ring structures on $R O$ and $R$.
11.2 Remark. If $\alpha$ is a principal $G$-bundle over a space $X$, we have the following commutative diagrams where $\tilde{\alpha}$ is defined in 13(5.4).


As with vector bundles, there are immediately the following relations involving the operations $\varepsilon$.
11.3 Proposition. Between $R(G)$ and $R O(G)$ the relations $\varepsilon_{0} \varepsilon_{U}=2$ and $\varepsilon_{U} \varepsilon_{0}=1+\psi_{-1}$ hold, where $\psi_{-1}$ is the $\psi$ operation in the $\lambda$-ring $R(G)$ and refers to the conjugate representation of bundles. Between $R(G)$ and $R S p(G)$ the relations $\varepsilon_{S p} \varepsilon_{U}=2$ and $\varepsilon_{U} \varepsilon_{S p}=1+\psi_{-1}$ hold, where $\psi_{-1} x$ denotes the conjugate class of $x$.

In the next theorem we derive a criterion for a complex representation to be the complexification of a real representation or the restriction of a quaternionic representation. In the remainder of this section, $G$ is a compact, connected Lie group; that is, $G$ has a maximal torus.
11.4 Theorem. Let $M$ be a complex $G$-module with a $G$-invariant hermitian form $\eta$. Then $M$ is the complexification of a real $G$-module if and only if $M$ admits a $G$-invariant nondegenerate symmetric form $\beta$, and $M$ is the restriction of $a$ quaternionic $G$-module if and only if $M$ admits a $G$-invariant nondegenerate antisymmetric form $\gamma$.

Proof. If $M$ is the complexification of $L$, we get a form $\beta$ by complexifying the symmetric nondegenerate $G$-invariant form $\operatorname{Re}\{\eta \mid L \times L\}$. If $j \in \mathbf{H}$ acts on $M$, we define $\gamma(x, y)=\boldsymbol{\operatorname { R e }}\{\eta(x, j y)-\eta(y, j x)\}$. Since $\gamma(x, j x) \neq 0$ for $x \neq 0$ and since $\gamma(x, y)=-\gamma(y, x)$, the form $\gamma$ is a nondegenerate, antisymmetric form. This proves the direct implications in the theorem.

For the converse, let $\alpha(x, y)$ be a nondegenerate bilinear form with $\alpha(y, x)=\varepsilon \alpha(x, y)$ for all $x, y \in M$ and $\varepsilon= \pm 1$. Let $u: M \rightarrow M$ be the real $G$-automorphism with $\alpha(x, y)$ equal to the complex conjugate of $\eta(u(x), y)$. Now we calculate $\eta(u(x), y)=\overline{\alpha(x, y)}=\varepsilon \overline{\alpha(y, x)}=\varepsilon \eta(u(y), x)=\varepsilon \overline{\eta(x, u(y))}$. Since $\eta\left(u^{2}(x), y\right)=\eta\left(x, u^{2}(y)\right)$, the automorphism $u^{2}$ is self-adjoint. Thus we can
decompose $M$ as the direct sum $M_{1} \oplus \cdots \oplus M_{r}$ where $u^{2}$ has the eigenvalue $\lambda_{i}$ on $M_{i}$. The $\lambda_{i}$ are real, and we can suppose that $\lambda_{i} \neq \lambda_{j}$ for $i \neq j$. This implies that $\eta\left(M_{i}, M_{j}\right)=0$ for $i \neq j$. The relation $u^{2}(x)=\lambda_{i} x$ yields the relation $u^{2}(u(x))=\lambda_{i} u(x)$, and we have $u\left(M_{i}\right) \subset M_{i}$. Since $\eta(u(x), u(x))=$ $\varepsilon \overline{\eta\left(u^{2}(x), x\right)}=\varepsilon \lambda_{i} \eta(x, x)>0$ for $x \in M_{i}$, we have $\operatorname{sgn} \varepsilon=\operatorname{Sgn} \lambda_{i}$ for all $i$. We replace $\eta$ on $M$ by $\eta^{*}$, where $\eta^{*} \mid\left(M_{i} \times M_{i}\right)$ equals $\sqrt{\left|\lambda_{i}\right|}\left(\eta \mid\left(M_{i} \times M_{i}\right)\right.$ ), and we replace $u$ by $u^{*}$, where $u^{*} \mid M_{i}$ equals $\left(1 / \sqrt{\left|\lambda_{i}\right|}\right)\left(u \mid M_{i}\right)$. Therefore, we have $\left(u^{*}\right)^{2}=\varepsilon$ on $M$.

For $\varepsilon=+1$, let $M_{+}$be the eigenspace of +1 and $M_{-}$of -1 for $u^{*}$. Since $u^{*}(i x)=-i u^{*}(x)$, we have $i M_{ \pm}=M_{\mp}$. Then the scalar multiplication function $\mathbf{C} \underset{\mathrm{R}}{\otimes} M_{+} \rightarrow M$ defines a $\bar{G}$-isomorphism.

For $\varepsilon=-1$, let $j(x)=u^{*}(x)$. Then $M$ admits $\mathbf{H}$ as a field of scalars extending the action of $\mathbf{C}$ so that $M$ is a $G$-module over $\mathbf{H}$. This proves the theorem.
11.5 Corollary. Let $M$ be a complex $G$-module which is either the complexification of a real $G$-module or the result of restricting the scalars to $\mathbf{C}$ from a quaternionic $G$-module. Then $M$ and its dual $M^{+}$are isomorphic complex $G$ modules.

Proof. The nondegenerate $G$-invariant symmetric or antisymmetric form on $M$ has associated with it a correlation isomorphism $M \rightarrow M^{+}$of $G$-modules.
11.6 Corollary. Let $M$ be a simple complex $G$-module with $M=M^{+}$. Then $M$ is either the complexification of a (simple) real G-module, in which case $\lambda^{2} M$ does not contain the trivial one-dimensional $G$-module, or the restriction of the scalars to $\mathbf{C}$ of a (simple) quaternionic $G$-module, in which case $S^{2} M$, the symmetric product, does not contain the trivial one-dimensional G-module.

Proof. The natural duality pairing $M \otimes M^{+} \rightarrow \mathbf{C}$ defines the trivial onedimensional $G$-submodule of $\left(M \otimes M^{+}\right)^{+}$, where $\left(M \otimes M^{+}\right)^{+}$and $M \otimes M$ are isomorphic. But $M \otimes M$ is isomorphic to $\lambda^{2} M \oplus S^{2} M$, and one or the other contains the trivial one-dimensional $G$-module. If $S^{2} M$ contains the trivial one-dimensional $G$-module, there is a symmetric nondegenerate form on $M$. By (11.4), $M$ is the complexification of a real $G$-module. If $\lambda^{2} M$ contains the trivial one-dimensional $G$-module, there is an antisymmetric nondegenerate form on $M$. By (11.4), $M$ is the restriction of the scalars to $\mathbf{C}$ from a quaternionic $G$-module. This proves the corollary.
11.7 Corollary. Let $M$ be a complex $G$-module. Then the number of simple components of $M$ coming from real $G$-modules minus the number of simple components of $M$ coming from quaternionic $G$-modules equals the number of times that 1 occurs in $\psi^{2} M$ in $R G$.

Proof. If $M$ is simple, $\psi^{2} M=M \otimes M-2 \lambda^{2} M$ will contain 1 with scalar multiple +1 if $M$ is the complexification of a real $G$-module, with scalar multiple -1 if $M$ is the restriction of a quaternionic module, and with scalar multiple 0 if $M$ and $M^{+}$are nonisomorphic. This follows immediately from (11.6).

## 12. Examples of Real and Quaternionic Representations

12.1 Examples. The usual action of $S O(n)$ on $\mathbf{R}^{n}$ and $\Lambda^{i} \mathbf{R}^{n}$ defines elements of $R O(S O(n))$ whose complexifications are $\rho_{n}$ and $\lambda^{i} \rho_{n}$, respectively. Since the $\lambda^{i} \rho_{n}$ generate $R S O(2 r+1)$, the morphism $\varepsilon_{U}: R O(S O(2 r+1)) \rightarrow R S O(2 r+1)$ is an isomorphism. Recall that the relation $\varepsilon_{0} \varepsilon_{U}=2$ and the fact that $R(G)$ is a free abelian group imply that $\varepsilon_{U}$ is a monomorphism. For $S O(2 r)$, the module $\Lambda^{r} R^{2 r}$ splits over $\mathbf{R}$ and $\mathbf{C}$ if $r$ is even and splits over $\mathbf{C}$ for $r$ odd. Then $\varepsilon_{U}: R O(S O(2 r)) \rightarrow R S O(2 r)$ is an isomorphism for $r$ even and has the cokernel of order 2 for $r$ odd.
12.2 Examples. The action of $S p(n)$ on $\mathbf{H}^{n}$ defines an element of $R S p(S p(n))$. After restriction of scalars to $\mathbf{C}$, there is an element of $R S p(n)$ whose exterior powers generate $R S p(n)$ as a ring.
12.3 Examples. Recall that $\operatorname{Spin}(n) \subset C_{n}^{0} \cong C_{n-1}$ and that the simple $C_{n-1}-$ modules determine precisely the simple $\operatorname{Spin}(n)$-modules From Table 11(5.10) and the periodicity relation $C_{+8}=C_{k} \otimes \mathbf{R}(16)$ we have the following real Spin modules: $\Delta_{8 k-1}, \Delta_{8 k}^{+}, \Delta_{8 k}^{-}, \Delta_{8 k+1}$. The Spin modules $\Delta_{8 k+3}, \Delta_{8 k+4}^{+}$, $\Delta_{8 k+4}^{-}$, and $\Delta_{8 k+5}$ are the restriction of quaternionic Spin modules.

### 12.4. Table of Real Spin Representations.

| $\operatorname{Spin}(n)$ | Real Spin module | Dimension |
| :--- | :---: | :---: |
| $8 m+1$ | $\Delta_{8 m+11}$ | $16^{m}$ |
| $8 m+2$ | $\Delta_{8 m+2}^{+}+\Delta_{8 m+2}^{-}$ | $216^{m}$ |
| $8 m+3$ | $2 \Delta_{8 m+3}$ | $416^{m}$ |
| $8 m+4$ | $2 \Delta_{8 m+4}^{+}, 2 \Delta_{8 m+4}^{-}$ | $416^{m}$ |
| $8 m+5$ | $2 \Delta_{8 m+5}$ | $816^{m}$ |
| $8 m+6$ | $\Delta_{8 m+6}^{+}+\Delta_{8 m+6}^{-}$ | $816^{m}$ |
| $8 m+7$ | $\Delta_{8 m+7}$ | $816^{m}$ |
| $8 m+8$ | $\Delta_{8 m+8}^{+}, \Delta_{8 m+8}^{-}$ | $816^{m}$ |

This table follows from $12(5.10)$ by tensoring the simple $C_{n-1}$-modules with $\mathbf{C}$ and comparing them with the simple $C_{n-1}^{c}$-modules described by $\Delta_{n}$ or $\Delta_{n}^{+}$ and $\Delta_{n}^{-}$.

Now we consider a different approach to determining whether or not a Spin representation is real or not; that is, we use the criterion given in Corollary (11.7). First, we must be able to calculate $\psi^{k}(a)$ in $R G$; for this, we use the next proposition.
12.5 Proposition. Let $T^{r}$ be a maximal torus of a compact group $G$, and consider $R G$ as a subring of $R T^{r}=\mathbf{Z}\left[\beta_{1}, \beta_{1}^{-1}, \ldots, \beta_{r}, \beta_{r}^{-1}\right]$. If an element $a \in R G$ is of the form $a=P\left(\beta_{1}, \beta_{1}^{-1}, \ldots, \beta_{r}, \beta_{r}^{-1}\right)$, where $P$ is a polynomial, then $\psi^{k}(a)=$ $P\left(\beta_{1}^{k}, \beta_{1}^{-k}, \ldots, \beta_{r}^{k}, \beta_{r}^{-k}\right)$.

Proof. First, $\psi^{k}$ is compatible with the subring inclusion of $R G$ in $R T^{r}$. For one-dimensional elements $\beta$ we have $\psi^{k}(\beta)=\beta^{k}$ by 13(2.3). Then we have

$$
\begin{aligned}
\psi^{k}(a) & =\psi^{k} P\left(\beta_{1}, \beta_{1}^{-1}, \ldots, \beta_{r}, \beta_{r}^{-1}\right) \\
& =P\left(\psi^{k}\left(\beta_{1}\right), \psi^{k}\left(\beta_{1}^{-1}\right), \ldots, \psi^{k}\left(\beta_{r}\right), \psi^{k}\left(\beta_{r}^{-1}\right)\right) \\
& =P\left(\beta_{1}^{k}, \beta_{1}^{-k}, \ldots, \beta_{r}^{k}, \beta_{r}^{-k}\right)
\end{aligned}
$$

This proves the proposition.
12.6 Corollary. For $\Delta_{m} \in R \operatorname{Spin}(m)$, where $R \operatorname{Spin}(m) \subset \mathbf{Z}\left[\alpha_{1}^{1 / 2}, \alpha_{1}^{-1 / 2}, \ldots, \alpha_{r}^{1 / 2}\right.$, $\left.\alpha_{r}^{-1 / 2}\right]$ with $m=2 r$ or $2 r+1$,

$$
\psi^{k}\left(\Delta_{m}\right)=\prod_{1 \leqq j \leqq r}\left(\alpha_{j}^{+k / 2}+\alpha_{j}^{-k / 2}\right)
$$

We are particularly interested in the case where $k=2$ and $\psi^{2}\left(\Delta_{m}\right)=$ $\prod_{1 \leqq j \leqq r}\left(\alpha_{j}+\alpha_{j}^{-1}\right)$.
12.7 Remark. We wish to write $\psi^{k}\left(\Delta_{m}\right)$ as a polynomial $P\left(\sigma_{1}, \ldots, \sigma_{r}\right)$, where $\sigma_{k}$ is the $k$ th elementary symmetric function in $\alpha_{1}, \alpha_{1}^{-1}, \ldots, \alpha_{r}, \alpha_{r}^{-1}$. Then $P(0, \ldots, 0)$ is the number of times that the trivial one-dimensional representation appears in $\psi^{2}\left(\Delta_{m}\right)$.

Consider the roots $z_{1}, z_{1}^{-1}, \ldots, z_{r}, z_{r}^{-1}$ of the equation $x^{2 r}+1=0$. Since

$$
\begin{aligned}
(x & \left.-z_{1}\right)\left(x-z_{1}^{-1}\right) \cdots\left(z-z_{r}\right)\left(z-z_{r}^{-1}\right) \\
& =\sum_{0 \leqq k \leqq 2 r}(-1)^{k} \sigma_{k}\left(z_{1}, z_{1}^{-1}, \ldots, z_{m}, z_{m}^{-1}\right) x^{2 r-k} \\
& =1+x^{2 r}
\end{aligned}
$$

we have $\sigma_{k}\left(z_{1}, z_{1}^{-1}, \ldots, z_{r}, z_{r}^{-1}\right)=0$ for $0<k<2 r$. Therefore, we have $P(0, \ldots, 0)=\prod_{1 \leqq j \leqq r}\left(z_{j}+z_{j}^{-1}\right)$.

Following a method suggested by Hirzebruch after a lecture by Adams at the Seattle Summer Institute in 1963, we look for a polynomial $f_{m}(x)$ with
roots $z_{1}+z_{1}^{-1}, \ldots, z_{r}+z_{r}^{-1}$. Then its constant term is $(-1)^{r} P(0, \ldots, 0)=$ $(-1)^{r} \prod_{1 \leq j \leq r}\left(z_{j}+z_{j}^{-1}\right)$. By (5.1) there is a polynomial $f_{r}$ of degree $r$ with $x^{r}+x^{-r}=f_{r}\left(x+x^{-1}\right)$. Since $0=z_{j}^{r}+z_{j}^{-r}=f_{r}\left(z_{j}+z_{j}^{-1}\right)$, the $r$ roots of $f_{r}$ are $z_{1}+z_{1}^{-1}, \ldots, z_{r}+z_{r}^{-1}$. To calculate the constant term, we substitute $x=i$. Then $x+x^{-1}=i+i^{-1}=0$, and $f_{r}(0)=f_{r}\left(i+i^{-1}\right)=i^{r}+i^{-r}=i^{r}\left(1+(-1)^{r}\right)$. In summary, we have the following proposition.
12.8 Proposition. The trivial one-dimensional representation appears in $\Delta_{2 r}$ or $\Delta_{2 r+1}$

$$
\begin{aligned}
2 \text { times for } r & \equiv 0(\bmod 4) \\
-2 \text { times for } r & \equiv 2(\bmod 4) \\
0 \text { times for } r & \equiv 1,3(\bmod 4)
\end{aligned}
$$

Using (12.8), (11.7), and the relation $\Delta_{2 r}=\Delta_{2 r}^{+}+\Delta_{2 r}^{-}$, we have a second proof that $\Delta_{8 r}^{+}$and $\Delta_{8 r}^{-}$are real and that $\Delta_{8 r+4}^{+}$and $\Delta_{8 r+4}^{-}$are quaternionic. About the pair $\Delta_{8 r+2}^{+}$and $\Delta_{8 r+2}^{-}$and the pair $\Delta_{8 r+6}^{+}$and $\Delta_{8 r+6}^{-}$we can say nothing from this calculation. For example, it is possible that both $\Delta_{n}^{+}$and $\Delta_{n}^{-}$ are complex or that one is real and the other is quaternionic for $n=8 r+2$ or $8 r+6$.

## 13. Spinor Representations and the $K$-Groups of Spheres

The following proposition follows easily from the previous analysis of $R \operatorname{Spin}(k)$ and $R O \operatorname{Spin}(k)$.
13.1 Proposition. (1) The inclusion $\operatorname{Spin}(2 n) \rightarrow \operatorname{Spin}(2 n+1)$ defines $a$ monomorphism $R \operatorname{Spin}(2 n+1) \rightarrow R \operatorname{Spin}(2 n)$, and $R \operatorname{Spin}(2 n)$ is a free $R \operatorname{Spin}(2 n+1)$-module with two free generators 1 and $\Delta_{2 n}^{+}$.
(2) The inclusion $\operatorname{Spin}(8 n) \rightarrow \operatorname{Spin}(8 n+1)$ defines a monomorphism $R O \operatorname{Spin}(8 n+1) \rightarrow R O \operatorname{Spin}(8 n)$, and $R O \operatorname{Spin}(8 n)$ is a free $R O \operatorname{Spin}(8 n+1)$ module with two free generators 1 and $\Delta_{8 n}^{+}$.
(3) In addition, there is an involution of $R \operatorname{Spin}(2 n)$, leaving $R \operatorname{Spin}(2 n+1)$ elementwise fixed with $\Delta_{2 n}^{ \pm} \mapsto \Delta_{2 n}^{\mp}$, and an involution of $R O \operatorname{Spin}(8 n)$, leaving $R O \operatorname{Spin}(8 n+1)$ elementwise fixed with $\Delta_{8 n}^{ \pm} \mapsto \Delta_{8 n}^{\mp}$.
13.2 Notation. Let $\alpha_{k}$ denote the principal $\operatorname{Spin}(k)$-bundle over $S^{k}$.

$$
\operatorname{Spin}(k) \rightarrow \operatorname{Spin}(k+1) \rightarrow \operatorname{Spin}(k+1) / \operatorname{Spin}(k)=S^{k}
$$

The following result we state without proof (see Atiyah, Bott, and Shapiro [1]). Also, the relation with the periodicity theorem and the multiplicative properties of $\tilde{\alpha}_{k}$ are outlined in this article.
13. Spinor Representations and the $K$-Groups of Spheres
13.3 Theorem. The principal bundles $\alpha_{k}$ define group isomorphisms

$$
\begin{aligned}
& \tilde{\alpha}_{2 n}: R \operatorname{Spin}(2 n) / R \operatorname{Spin}(2 n+1) \rightarrow K\left(S^{2 n}\right) \\
& \tilde{\alpha}_{8 n}: R O \operatorname{Spin}(8 n) / R O \operatorname{Spin}(8 n+1) \rightarrow K O\left(S^{8 n}\right)
\end{aligned}
$$

## CHAPTER 15

## The Hopf Invariant

We give a $K$-theory definition of the Hopf invariant of maps $S^{2 n-1} \rightarrow S^{n}$ and then derive its elementary properties. In particular, we present the elementary Atiyah proof of the nonexistence of elements of Hopf invariant 1. We relate the $K$-theory definition to the cohomology definition using the Chern character in Chap. 20, Sec. 10.

## 1. K-Theory Definition of the Hopf Invariant

Recall that $\tilde{K}\left(S^{2 n}\right)$ is infinite cyclic as a group with a generator $\beta_{2 n}$. The external $K$-cup product $\beta_{2 n} \beta_{2 m}$ is $\beta_{2(n+m)}$. We require $\beta_{2}$ to be the class determined by the canonical line bundle on $C P^{1}=S^{2}$. Recall that $\tilde{K}\left(S^{2 n+1}\right)=0$.
1.1 Notations. Let $f: S^{2 n-1} \rightarrow S^{n}$ be a map, and form the following mapping sequence:

$$
S^{2 n-1} \rightarrow S^{n} \rightarrow C_{f} \rightarrow S S^{2 n-1} \xrightarrow{S f} S S^{n}
$$

Then there is the following exact sequence of $K$-groups:

$$
0 \leftarrow \tilde{K}\left(S^{n}\right) \stackrel{\downarrow}{ }{ }^{\oplus}\left(C_{f}\right) \longleftarrow \tilde{K}\left(S^{2 n}\right)
$$

Let $b_{f}$ or $b(f)$ denote $\psi\left(\beta_{2 n}\right)$ in $\tilde{K}\left(C_{f}\right)$, and let $a_{f}$ or $a(f)$ denote any element of $\tilde{K}\left(C_{f}\right)$ such that $\phi\left(a^{f}\right)=\beta_{n}$ for $n$ even and $a_{f}=0$ for $n$ odd. Two choices of $a_{f}$ differ by a multiple of $b_{f}$. Since $\phi$ and $\psi$ are ring homomorphisms, $b_{f}^{2}=0$, $a_{f} b_{f}=0$, and $a_{f}^{2}$ is equal to a multiple of $b_{f}$. The relation $a_{f} b_{f}=0$ holds since $a_{f}$ (resp. $b_{f}$ ) is zero or the $n-1$ (resp. $2 n-1$ ) skeleton.
1.2 Definition. With the above notations, the Hopf invariant of a map $f$ : $S^{2 n-1} \rightarrow S^{n}$ is the integer $h_{f}$ such that $a_{f}^{2}=h_{f} b_{f}$ in $\widetilde{K}\left(C_{f}\right)$.

Since $a_{f}=0$ for $n$ odd, $h_{f}=0$ in this case. We use the notation $h(f)$ for $h_{f}$ occasionally. Since $a_{f}^{2}=\left(a_{f}+m b_{f}\right)^{2}$, the Hopf invariant $h_{f}$ is independent of the choice for $a_{f}$. Henceforth, we shall assume that $n$ is even. Then the sequence of $K$-groups becomes the following sequence:

$$
0 \leftarrow \tilde{K}\left(S^{n}\right) \leftarrow \tilde{K}\left(C_{f}\right) \leftarrow \tilde{K}\left(S^{2 n}\right) \leftarrow 0
$$

To prove the homotopy invariance of $h_{f}$, we use the notation $j_{t}$ : $X \rightarrow(X \times I)_{*}=(X \times I) /(* \times I)$ for $j_{t}(x)$ equal to the class of $(x, t)$. Then $j_{t}$ is a homotopy inverse of the projection $(x, t) \mapsto x$.
1.3 Proposition. If $f_{t}: S^{2 n-1} \rightarrow S^{n}$ is a base point preserving homotopy, then $h\left(f_{0}\right)=h\left(f_{1}\right)$.

Proof. We view $f_{t}$ as a map $f:\left(S^{2 n-1} \times I\right)_{*} \rightarrow S^{n}$, and then we have the following commutative diagram of spaces and maps for each $t \in I$ :


Next we have the following commutative diagram of $K$-groups:


The morphism $\beta=\left(S j_{t}\right)^{\prime}$ is a ring isomorphism with inverse $(S p)^{\prime}$, where $p:\left(S^{2 n-1} \times I\right)_{*} \rightarrow S^{2 n-1}$ is the projection. Therefore, the morphism $\alpha$, which equals $\left(k_{t}\right)$, is a ring isomorphism with $\alpha(b(f))=b\left(f_{t}\right)$ and $\alpha(a(f))=a\left(f_{t}\right)$, where $a$ and $b$ are defined in (1.1). This means that $h\left(f_{t}\right)$ is independent of $t$.

## 2. Algebraic Properties of the Hopf Invariant

From Proposition (1.3) we see that the Hopf invariant can be viewed as a function $h: \pi_{2 n-1}\left(S^{n}\right) \rightarrow \mathbf{Z}$.
2.1 Proposition. The function $h: \pi_{2 n-1}\left(S^{n}\right) \rightarrow \mathbf{Z}$ is a group morphism.

Proof. Let $f_{i}: S^{2 n-1} \rightarrow S^{n}$ be two base point preserving maps for $i=1,2$. In $\pi_{2 n-1}\left(S^{n}\right)$ we have $\left[f_{1}\right]+\left[f_{2}\right]=\left[\left(f_{1} \vee f_{2}\right) \theta\right]$, where $\theta: S^{2 n-1} \rightarrow S^{2 n-1} \vee S^{2 n-1}$
is the map pinching the equator to a point. Let $q_{i}: S^{2 n-1} \rightarrow S^{2 n-1} \vee S^{2 n-1}$ denote the inclusion maps into the coproduct, let $g$ denote the map $\left(f_{1} \vee f_{2}\right) \theta$, and let $r_{i}: C_{f_{t}} \rightarrow C_{g}$ denote the inclusion map induced by $q_{i}$. We have the following commutative diagrams of $K$-groups for $i=1$ and 2 :


As a group, $\tilde{K}\left(C_{f_{1} \vee f_{2}}\right)$ has three free generators $a, b_{1}$, and $b_{2}$, where $r_{1}^{\prime}(a)=a\left(f_{1}\right), r_{2}^{\prime}(a)=a\left(f_{2}\right), r_{1}^{\prime}\left(b_{1}\right)=b\left(f_{1}\right), r_{2}^{\prime}\left(b_{2}\right)=b\left(f_{2}\right)$, and $r_{1}^{\prime}\left(b_{2}\right)=$ $r_{2}^{\prime}\left(b_{1}\right)=0$. The ring structure is given by $a b_{1}=a b_{2}=b_{1}^{2}=b_{2}^{2}=0$ and $a^{2}=$ $h_{1} b_{1}+h_{2} b_{2}$, where $h_{1}, h_{2} \in \mathbf{Z}$. By commutativity of the lower square, $a\left(f_{i}\right)^{2}=r_{i}^{\prime}(a)^{2}=h_{i} r_{i}^{\prime}\left(b_{i}\right)=h\left(f_{i}\right) b\left(f_{i}\right)$ or $h_{i}=h\left(f_{i}\right)$ for $i=1$, 2. Finally, from the additivity property of $\theta^{\prime}$, we have $r^{\prime}\left(b_{i}\right)=b(g)$ for $i=1,2$ and $a(g)^{2}=\left(h_{1}+h_{2}\right) b(g)$. Therefore, we have $h(g)=h\left(f_{1}\right)+h\left(f_{2}\right)$, and $h$ is a group homomorphism.
2.2 Proposition. Let $u: S^{2 n-1} \rightarrow S^{2 n-1}, f: S^{2 n-1} \rightarrow S^{n}$, and $v: S^{n} \rightarrow S^{n}$ be three maps. Then $h_{v f u}=(\operatorname{deg} v)^{2} h_{f}(\operatorname{deg} u)$.

Proof. It suffices to prove that $h_{v f}=(\operatorname{deg} v)^{2} h_{f}$ and $h_{f u}=h_{f}(\operatorname{deg} u)$. We prove the first relation and leave the second to the reader. We have the following commutative diagram of spaces:


This diagram yields the following commutative diagram of $K$-groups:


We have $w^{\prime}\left(b_{v f}\right)=b_{f}$ and $w^{\prime}\left(a_{v f}\right)-(\operatorname{deg} v) a_{f}=m b_{f}$ for some $m \in \mathbf{Z}$. Therefore, we have $(\operatorname{deg} v)^{2} a_{f}{ }^{2}=w^{\prime}\left(a_{v f}{ }^{2}\right)=h_{v f} w^{\prime}\left(b_{v f}\right)=h_{v f} b_{f}$. Since $a_{f}{ }^{2}=h_{f} b_{f}$, we have $h_{v f}=(\operatorname{deg} v)^{2} h_{f}$.

## 3. Hopf Invariant and Bidegree

3.1 Notation. Recall that the join $X * Y$ of two spaces $X$ and $Y$ is the quotient of $X \times[0,1] \times Y$ with cosets denoted $\langle x, t, y\rangle$, where $\langle x, 0, y\rangle=$ $\left\langle x^{\prime}, 0, y\right\rangle$ and $\langle x, 1, y\rangle=\left\langle x, 1, y^{\prime}\right\rangle$ for $x, x^{\prime} \in X$ and $y, y^{\prime} \in Y$. If $X$ and $Y$ have base points $x_{0}$ and $y_{0}$, then $\left\langle x_{0}, t, y\right\rangle=\left\langle x, t^{\prime}, y_{0}\right\rangle$ is the base point of $X * Y$ after further identification. Recall that the suspension $S Z$ of a space $Z$ is the quotient of $\mathbf{Z} \times[0,1]$ with cosets denoted $\langle z, t\rangle$, where $\langle z, 0\rangle=\left\langle z^{\prime}, 0\right\rangle$ and $\langle z, 1\rangle=\left\langle z^{\prime}, 1\right\rangle$ for $z, z^{\prime} \in Z$. If $Z$ has a base point $z_{0}$, then $\left\langle z_{0}, t\right\rangle=\left\langle z_{0}, t^{\prime}\right\rangle$ is a base point of $S Z$ after further identification. Observe that $S Z$ is $Z * S^{0}$.
3.2 Proposition. $A$ homeomorphism $u: S^{n-1} * S^{m-1} \rightarrow\left(B^{n} \times S^{m-1}\right) \cup\left(S^{n-1} \times B^{m}\right)=$ $\partial\left(B^{n} \times B^{m}\right)$ is given by $u\langle x, t, y\rangle=(2 \min (t, 1 / 2) x, 2 \min (1-t, 1 / 2) y)$, and a homeomorphism $v: S^{n-1} * S^{m-1} \rightarrow S^{n+m-1}$ is given by $v\langle x, t, y\rangle=$ $(\sin (\pi t / 2) x, \cos (\pi t / 2) y)$.

Proof. By inspection, we see that the maps $u$ and $v$ are continuous bijections, and therefore, since $u$ and $v$ are defined on compact spaces, they are homeomorphisms.
3.3 Definition. The Hopf construction $H$ assigns to each map $f: X \times Y \rightarrow Z$ a map $H(f): X * Y \rightarrow S Z$ defined by the relation $H(f)\langle x, t, y\rangle=\langle f(x, y), t\rangle$. If $f$ preserves base points, then $H(f)$ preserves base points.
3.4 Proposition. If $f_{s}: X \times Y \rightarrow Z$ is a homotopy, $H\left(f_{s}\right): X * Y \rightarrow S Z$ is a homotopy, and if $f_{s}$ preserves base points, then $H\left(f_{s}\right)$ preserves base points.

Proof. The map $f: X \times Y \times I \rightarrow Z$ defines a map $X \times I \times Y \times I \rightarrow Z \times I$ by $(x, t, y, s) \rightarrow\left(f_{s}(x, y), t\right)$. Since $I$ is compact, the space $(X * Y) \times I$ has the quotient topology, and the function that assigns $H\left(f_{s}\right)\langle x, y, t\rangle$ to $(\langle x, t, y\rangle, s)$ is continuous.

The next theorem rèlates the bidegree of $f: S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ to the Hopf invariant of $H(f): S^{2 n-1} \rightarrow S^{n}$ for $n$ even. This is the main tool for constructing maps of given Hopf invariant.
3.5 Theorem. If $f: S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is a map of didegree $\left(d_{1}, d_{2}\right)$, the Hopf invariant of $H(f)$ is $d_{1} d_{2}$.

Proof. Let $B_{1}=B_{2}=B^{n}$ and $S_{1}=S_{2}=S^{n-1}$ in $\mathbf{R}^{n}$. Let $H_{+}$and $H_{-}$denote the upper and lower hemispheres of $S S^{n-1}=S^{n}$. We view the Hopf construction of $f$ as a map $H(f):\left(B_{1} \times S_{2}\right) \cup\left(S_{1} \times B_{2}\right) \rightarrow S^{n}=H_{+} \cup H_{-}$, and we denote $C_{H(f)}=\left(B_{1} \times B_{2}\right) \cup S^{n}$ by $X$. The attaching map of $B_{1} \times B_{2}$ to $S^{n}$ in $X$ is denoted $g:\left(B_{1} \times B_{2}, B_{1} \times S_{2}, S_{1} \times B_{2}\right) \rightarrow\left(X, H_{+}, H_{-}\right)$.

We have the cup product and the following isomorphisms:


The image of $\beta_{n} \otimes \beta_{n}$ under this composition is $\beta_{2 n}$. Let $a_{1}$ denote the image of $\beta_{n}$ in $\tilde{K}\left(B_{1} \times B_{2}, S_{1} \times B_{2}\right)$, and $a_{2}$ of $\beta_{n}$ in $\tilde{K}\left(B_{1} \times B_{2}, B_{1} \times S_{2}\right)$. Then the cup product $a_{1} a_{2}$ is the generator of $\tilde{K}\left(B_{1} \times B_{2}, B_{1} \times S_{2} \cup S_{1} \times B_{2}\right)$ which projects to $\beta_{2 n}$.

Next, we consider the following diagram:


The group homomorphism $g_{1}^{\prime}$ is multiplication by $d_{1}$. Moreover, we have $g_{1}^{\prime}\left(\alpha_{1}(a)\right)=d_{1} a_{1}$. From a similar diagram we have $g_{2}^{\prime}\left(\alpha_{2}(a)\right)=d_{2} a_{2}$. Finally, the element $a^{2}$, which is in the image of $\tilde{K}\left(S^{2 n}\right) \rightarrow \widetilde{K}(X)$, corresponds to the product $\alpha_{1}(a) \alpha_{2}(a)$ in $\tilde{K}\left(X, H_{+} \cup H_{1}\right)=\tilde{K}\left(X, S^{n}\right)$ under the isomorphism $\widetilde{K}\left(S^{2 n}\right) \rightarrow \widetilde{K}\left(X, H_{+} \cup H_{-}\right)$. In $\widetilde{K}\left(B_{1} \times B_{2}, S_{1} \times B_{2} \cup B_{1} \times S_{2}\right)$ the element $a^{2}$ corresponds to $d_{1} d_{2} a_{1} a_{2}$, which is $d_{1} d_{2}$ times the image of the canonical generator of $\tilde{K}\left(S^{2 n}\right)$ in $\tilde{K}\left(B_{1} \times B_{2}, S_{1} \times B_{2} \cup B_{1} \times S_{2}\right)$. Therefore, $a_{H(f)}^{2}=$ $d_{1} d_{2} b_{H(f)}$.
3.6 Corollary. For $n$ even, there is always a map $S^{2 n-1} \rightarrow S^{n}$ with the Hopf invariant equal to any even number.

Proof. By (3.5) and 8(10.3) we have a map of the Hopf invariant - 2. By (2.1) we have a map of the Hopf invariant equal to any even number.
3.7 Corollary. For $n=2,4$, and 8 there are maps $S^{2 n-1} \rightarrow S^{n}$ of the Hopf invariant 1 and, in fact, with the Hopf invariant equal to any integer.

Proof. The Clifford algebras $C_{1}, C_{3}$, and $C_{7}$ for the quadratic form $-(x \mid x)$ have irreducible modules of dimension 2, 4 , and 8 , respectively, by 12(6.5). By $12(2.3)$ there is an orthogonal multiplication $\mathbf{R}^{m} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{n}$ for $m=2,4$, and 8. From this multiplication with a two-sided unit, there is a map $S^{m-1} \times S^{m-1} \rightarrow S^{m-1}$ of bidegree $(1,1)$. Now the corollary follows from (3.5).
3.8 Remark. The orthogonal multiplications $\mathbf{R}^{m} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ for $m=2,4$, or 8 are derived from the complex, quaternionic, and Cayley numbers, respectively.

## 4. Nonexistence of Elements of Hopf Invariant 1

In (3.7) we saw that there were maps $S^{2 n-1} \rightarrow S^{n}$ with the Hopf invariant 1 for $n=2,4$, and 8 . By a method due to Atiyah, we shall prove that these are the only dimensions in which there are elements of the Hopf invariant 1.
4.1 Let $f: S^{4 n-1} \rightarrow S^{2 n}$ be a map of the Hopf invariant $\pm 1$. Then there is an exact sequence

$$
0 \leftarrow \tilde{K}\left(S^{2 n}\right) \leftarrow \widetilde{K}\left(C_{f}\right) \leftarrow \widetilde{K}\left(S^{4 n}\right) \leftarrow 0
$$

The group $\tilde{K}\left(C_{f}\right)$ has two free generators $a_{f}$ and $b_{f}$, where $a_{f}^{2}= \pm b_{f}$ as in (1.1). From the nature of the Adams operations in $\widetilde{K}\left(S^{m}\right)$, the Adams operations have the following form: $\psi^{k}\left(a_{f}\right)=k^{n} a_{f}+q(k) b_{f}$ and $\psi^{k}\left(b_{f}\right)=k^{2 n} b_{f}$.
4.2 Lemma. If $a_{f}^{2}= \pm b_{f}$, then $q(2)$ is odd.

Proof. In terms of the exterior power operations $\lambda_{1}$ and $\lambda_{2}$, we have $\psi^{2}=$ $\lambda_{1}^{2}-2 \lambda_{2}$ with $\lambda_{1}=1$. Then we calculate $\psi^{2}\left(a_{f}\right)=a_{f}^{2}-2 \lambda_{2}\left(a_{f}\right)=$ $\pm b_{f}-2\left(-2^{n-1} a_{f}+m b_{f}\right)$, and we have $q(2)= \pm 1-2 m$, which is odd.
4.3 Theorem (Adams, Atiyah). If there exists a map $S^{2 m-1} \rightarrow S^{m}$ of the Hopf invariant 1 , then $m=2,4$, or 8 .

Proof. We use the notations of (4.1) where $m=2 n$, and we calculate the following elements for $k$ as any odd number.

$$
\begin{aligned}
\psi^{2} \psi^{k}\left(a_{f}\right) & =\psi^{2}\left(k^{n} a_{f}+q(k) b_{f}\right) \\
& =2^{n} k^{n} a_{f}+k^{n} q(2) b_{f}+2^{2 n} q(k) b_{f} \\
\psi^{k} \psi^{2}\left(a_{f}\right) & =\psi^{k}\left(2^{n} a_{f}+q(2) b_{f}\right) \\
& =2^{n} k^{n} a_{f}+2^{n} q(k) b_{f}+k^{2 n} q(2) b_{f}
\end{aligned}
$$

From the relation $\psi^{2} \psi^{k}=\psi^{2 k}=\psi^{k} \psi^{2}$ of $12(10.5)$, we have $k^{n} q(2)+2^{2 n} q(k)=$ $2^{n} q(k)+k^{2 n} q(2)$ or $k^{n}\left(k^{n}-1\right) q(2)=2^{n}\left(2^{n}-1\right) q(k)$. By (4.2), $q(2)$ is odd (this is the only place where we use $h_{f}= \pm 1$ ), and therefore we have $2^{n}$ divides $k^{n}-1$ or $k^{n} \equiv 1 \bmod 2^{n}$ for all odd numbers $k$. By a well-known result from number theory (see Bourbaki [1, chap. VII, pp. 73-74]), we have $n \equiv$ $0 \bmod 2^{n-2}$. For $n \geqq 5$ we have $0<n<2^{n-2}$, and the dimensions $n \geqq 5$ are excluded. Finally, since $8=2^{3}$ does not divide $3^{3}-1=26$, the dimension $n=3$ is excluded, leaving only $n=1,2$, and 4 . This proves the theorem.

The above theorem could be proved using only the relation $\psi^{2} \psi^{3}=\psi^{3} \psi^{2}$ and a different result in number theory. As a corollary we have the following result on H -space structures on spheres.
4.4 Corollary. The only spheres with an $H$-space structure are $S^{1}, S^{3}$, and $S^{7}$.

Proof. An $H$-space structure $\phi: S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is a map of bidegree $(1,1)$, and the Hopf construction yields a map $S^{2 n-1} \rightarrow S^{n}$ of the Hopf invariant 1 by Theorem (3.5). By (4.3) we must have $n=2$, 4, or 8 , and by (3.7) there are $H$-space structures on $S^{1}, S^{3}$, and $S^{7}$.

Theorem 4.3 was first proved by Adams [5] using secondary operations in ordinary cohomology.
4.5 Corollary. The only dimensions $n$ for which we have multiplication $\mathbf{R}^{n} \times$ $\mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$, denoted $x \cdot y$, with $x \cdot y=0$ implying either $x=0$ or $y=0$ are $n=$ $1,2,4$, and 8 . These multiplications can be realized respectively by $\mathbf{R}, \mathbf{C}, \mathbf{H}$, and the Cayley numbers.

## CHAPTER 16

## Vector Fields on the Sphere

In Chap. 12, Theorem (8.2), we saw that $S^{n-1}$ has $\rho(n)-1$ orthonormal tangent vector fields defined on it. The object of this chapter is to outline the steps required to prove that $S^{n-1}$ does not have $\rho(n)$ orthonormal tangent vector fields defined on it; in fact, $S^{n-1}$ does not have $\rho(n)$ linearly independent tangent vector fields; see also Adams [6].

To do this, we use several concepts: that of Thom space, $S$-duality, fibre homotopy equivalence, and the spectral sequence in $K$-theory. In this chapter we are able only to sketch the background material. Another way of stating the theorem on the nonexistence of vector fields is that there are no cross sections to the fibre map $V_{\rho(n)+1}\left(\mathbf{R}^{n}\right) \rightarrow V_{1}\left(\mathbf{R}^{n}\right)=S^{n-1}$, and Theorem $12(8.2)$ says that there is a cross section to $V_{\rho(n)}\left(\mathbf{R}^{n}\right) \rightarrow V_{1}\left(\mathbf{R}^{n}\right)$. An important reduction step in proving the nonexistence theorem is a statement that a cross section of $V_{k}\left(\mathbf{R}^{n}\right) \rightarrow V_{1}\left(\mathbf{R}^{n}\right)$ exists if and only if there is a map between shunted projective spaces with particular properties.

## 1. Thom Spaces of Vector Bundles

Let $\xi$ be a real vector bundle with base space $B(\xi)$, associaed projective bundle $P(\xi)$, associated sphere bundle $S(\xi)$, and associated unit disk bundle $D(\xi)$ for some riemannian metric on $\xi$. If $\alpha$ is the associated principal $\mathrm{O}(n)$ bundle to $\xi$, then $P(\xi)$ is the fibre bundle $\alpha\left[R P^{n-1}\right], S(\xi)$ is $\alpha\left[S^{n-1}\right]$, and $D(\xi)$ is $\alpha\left[D^{n}\right]$. We consider the following diagram of cofibre maps $f_{1}, f_{2}$, and $f_{3}$, where $f_{2}$ and $f_{3}$ are inclusion maps and $f_{1}$ is the zero cross section $f_{1}(b)=$ $(0,1)$.


The map $p_{1}$ is the projection in the bundle $S(\xi) \rightarrow B(\xi), p_{2}(x)$ is the line through 0 and $x$ for $x \in S(\xi), q_{1}(x)$ is the vector $((1-\|x\|) x, 2\|x\|-1)$ divided by its length for $x \in D(\xi)$, and $q_{2}(x)$ is the line determined by 0 and $\left(x, 1-\|x\|^{2}\right)$.
1.1 Proposition. With the above notations the restrictions $q_{1}: D(\xi)-\operatorname{im} f_{2} \rightarrow$ $S\left(\xi \oplus \theta^{1}\right)-\operatorname{im} f_{1}$ and $q_{2}: D(\xi)-\operatorname{im} f_{2} \rightarrow P\left(\xi \oplus \theta^{1}\right)-\operatorname{im} f_{3}$ are homeomorphisms. These maps induce homeomorphisms $D(\xi) / S(\xi) \rightarrow S\left(\xi \oplus \theta^{1}\right) / B(\xi)$ and $D(\xi) / S(\xi) \rightarrow P\left(\xi \oplus \theta^{1}\right)$.

Proof. A direct construction yields inverses for the restrictions of $q_{1}$ and $q_{2}$. The induced maps are continuous bijections which are bicontinuous except possibly at the base point. Observe that $q_{1}(V)$ is open in $S\left(\xi \oplus \theta^{1}\right)$ and $q_{2}(V)$ in $P\left(\xi \oplus \theta^{1}\right)$, where $V$ is an open neighborhood of $S(\xi)$ in $D(\xi)$.
1.2 Definition. The Thom space of a real vector bundle, denoted $T(\xi)$, is the quotient space $D(\xi) / S(\xi)$.

Observe that (1.1) gives several models for the Thom space and it is independent of the riemannian metric used to define it, since $P\left(\xi \oplus \theta^{1}\right) / P(\xi)$ does not involve a metric.
1.3 Proposition. If $\xi$ is a real vector bundle with a compact base space, $T(\xi)$ is homeomorphic to the one-point compactification of $E(\xi)$, the total space of $\xi$.

Proof. Observe that $D(\xi)-S(\xi)$ and $E(\xi)$ are homeomorphic. Then $D(\xi)$ / $S(\xi)$, the one-point compactification of $D(\xi)-S(\xi)$, and the one-point compactification of $E(\xi)$ are homeomorphic.
1.4 Example. Let $\xi$ be the (trivial) $n$-dimensional vector bundle over a point. Then we have $T(\xi)=S^{n}$. If $\theta^{n}$ is the trivial $n$-dimensional bundle over $X$, then $T\left(\theta^{n}\right)$ is homeomorphic to $S^{n}(X \cup\{\infty\})$. A Thom space is a generalized suspension.
1.5 Proposition. Let $\xi$ and $\eta$ be two real vector bundles over a compact space. Then the Thom space $T(\xi \times \eta)$ and the space $T(\xi) \wedge T(\eta)$ are homeomorphic.

Proof. The space $T(\xi \times \eta)$ is the one-point compactification of $E(\xi \times \eta)$ and $T(\xi) \wedge T(\eta)$ of $E(\xi) \times E(\eta)$. The result follows from $E(\xi \times \eta)=E(\xi) \times E(\eta)$.

The proposition holds more generally. One can construct a homeomorphism

$$
f:(D(\xi \times \eta), S(\xi \times \eta)) \rightarrow(D(\xi) \times D(\eta), S(\xi) \times D(\eta) \cup D(\xi) \times S(\eta))
$$

defined by the relation

$$
f(x, y)=(\max (\|x\|,\|y\|))^{-1}\left(\|x\|^{2}+\|y\|^{2}\right)^{-1 / 2}(x, y)
$$

1.6 Corollary. The Thom space $T\left(\xi \oplus \theta^{n}\right)$ is homeomorphic to the $n$-fold suspension $S^{n}(T(\xi))$.

Proof. We have $\xi \oplus \theta^{n}$ isomorphic to $\xi \times \mathbf{R}^{n}$, where $\mathbf{R}^{n}$ is the $n$-dimensional vector bundle over a point.

The real $k$-dimensional projective space $R P^{k}$ is the quotient space of $S^{k}$, modulo the relation: $x$ is equivalent to $-x$ for $x \in S^{k}$. If $\xi_{k}$ denotes the canonical line bundle on $R P^{k}$ and if $m \xi_{k}$ denotes $\xi_{k} \oplus \stackrel{(m)}{(m)} \oplus \xi_{k}$, the total space $E\left(m \xi_{k}\right)$ of $m \xi_{k}$ is the quotient space of $S^{k} \times \mathbf{R}^{m}$ modulo the relation: $(x, y)$ is equivalent to $(-x,-y)$ for $x \in S^{k}, y \in \mathbf{R}^{n}$. Moreover, $D\left(m \xi_{k}\right)$ is the quotient space of $S^{k} \times D^{m}$ modulo the relation: $(x, y)$ is equivalent to $(-x,-y)$ for $x \in S^{k}, y \in D^{m}$. Let $\langle x, y\rangle$ denote the class of $(x, y)$ in $D\left(m \xi_{k}\right)$. Then we have $\langle x, y\rangle \in S\left(m \xi_{k}\right)$ if and only if $\|y\|=1$.
1.7 Example. We define a map $f: S^{k} \times D^{m} \rightarrow S^{k+m}$ by the relation $f(x, y)=\left(y,\left(1-\|y\|^{2}\right) x\right)$, where $f\left(S^{k} \times S^{m-1}\right)=S^{m-1}$ and $S^{m-1} \subset S^{k+m}$. Since $f(-x,-y)=-f(x, y)$, the map $f$ defines a map $g: D\left(m \xi_{k}\right) \rightarrow R P^{k+m}$ such that $g\left(S\left(m \xi_{k}\right)\right)=R P^{m-1}$. Observe that $f: S^{k} \times \operatorname{int} D^{m} \rightarrow S^{k+m}-S^{m-1}$ and $g$ : $D\left(m \xi_{k}\right)-S\left(m \xi_{k}\right) \rightarrow R P^{k+m}-R P^{m-1}$ are homeomorphisms. Therefore, the map $g$ defines a quotient map

$$
h: T\left(m \xi_{k}\right) \rightarrow R P^{m+k} / R P^{m-1}
$$

which is a homeomorphism. More generally, we have the following theorem, using (1.6) and (1.7).
1.8 Theorem. The Thom space $T\left(m \xi_{k} \oplus \theta^{n}\right)$ and the $n$-fold suspension of the stunted projective space $S^{n}\left(R P^{m+k} / R P^{m-1}\right)$ are homeomorphic.

## 2. S-Category

In the following discussion all spaces have base points, and all maps and homotopies preserve base points. The suspension factor $S$ defines a function $S:[X, Y] \rightarrow[S(X), S(Y)]$. Moreover, $[S(X), S(Y)]$ is a group, and the function $S:\left[S^{k}(X), S^{k}(Y)\right] \rightarrow\left[S^{k+1}(X), S^{k+1}(Y)\right]$ is a group morphism.
2.1 Definition. We denote the direct limit of the sequence of abelian groups

$$
\left[S^{2}(X), S^{2}(Y)\right] \rightarrow\left[S^{3}(X), S^{3}(Y)\right] \rightarrow \cdots \rightarrow\left[S^{n}(X), S^{n}(Y)\right] \rightarrow \cdots
$$

by $\{X, Y\}$. An element of $\{X, Y\}$ is called an $S$-map from $X$ to $Y$.
The suspension functor $S:\{X, Y\} \rightarrow\{S(X), S(Y)\}$ is easily seen to be an isomorphism. We state the following result of Spanier and Whitehead which is proved in a book by Spanier [3].
2.2 Theorem. The natural function $[X, Y] \rightarrow\{X, Y\}$ is a bijection for $X, a$ $C W$-complex of dimension $n$, and $Y$, an $r$-connected space, where $n-1<$ $2 r-1$.

The idea of the proof is to show that $S:[X, Y] \rightarrow[S(X), S(Y)]=$ [ $X, \Omega S(Y)]$ is a bijection under the above hypotheses. If the above hypotheses hold for $X$ and $Y$, they hold for $S(X)$ and $S(Y)$. The bijective character of $[X, Y] \rightarrow[X, \Omega S(Y)]$ is established using a Wang type of sequence over $S(Y)$ for the fibring $E S(Y) \rightarrow S(Y)$.

A composition $\{X, Y\} \times\{Y, Z\} \rightarrow\{X, Z\}$ is defined from the composition functions

$$
\left[S^{n}(X), S^{n}(Y)\right] \times\left[S^{n}(Y), S^{n}(Z)\right] \rightarrow\left[S^{n}(X), S^{n}(Z)\right]
$$

2.3 Proposition. The composition function $\{X, Y\} \times\{Y, Z\} \rightarrow\{X, Z\}$ is biadditive.

Proof. Using the coH -space structure of $S^{k} X$, we see that the function $\left[S^{k} X, S^{k} Y\right] \times\left[S^{k} Y, S^{k} Z\right] \rightarrow\left[S^{k} X, S^{k} Z\right]$ is additive in the first variable, and using the $H$-space structure on $\Omega S^{k} Z$, we see that the function $\left[S^{k-1} X, S^{k-1} Y\right] \times\left[S^{k-1} Y, \Omega S^{k} Z\right] \rightarrow\left[S^{k-1} X, \Omega S^{k} Z\right]$ is additive in the second variable. Now pass to the limit (with care).

The following proposition is useful in seeing how the Puppe sequence fits into the $S$-category.
2.4 Proposition. Let $g: Z \rightarrow Y$ be a map such that $\alpha_{f} g$ is null homotopic, where $X \xrightarrow{f} Y \xrightarrow{\alpha_{f}} C_{f}$ is given by $f$. Then there exists a map $h: S Z \rightarrow S X$ such that $S g$ and $(S f) h$ are homotopic.

Proof. We consider the following mapping between Puppe sequences:


Then the map $h$ above has the desired properties.
2.5 Theorem. Let $f: X \rightarrow Y$ be a map, and form the Puppe sequence $X \xrightarrow{f}$ $Y \xrightarrow{\alpha_{f}} C_{f} \xrightarrow{\beta_{f}} S X \xrightarrow{S_{f}} S Y$. Then for each space $Z$ the following exact sequences hold:

$$
\{X, Z\} \leftarrow\{Y, Z\} \leftarrow\left\{C_{f}, Z\right\} \leftarrow\{S X, Z\} \leftarrow\{S Y, Z\}
$$

and

$$
\{Z, X\} \rightarrow\{Z, Y\} \rightarrow\left\{Z, C_{f}\right\} \rightarrow\{Z, S X\} \rightarrow\{Z, S Y\}
$$

Proof. The first sequence is a limit of the usual Puppe sequence. Proposition (2.4) yields the exactness of $\{Z, X\} \rightarrow\{Z, Y\} \rightarrow\left\{Z, C_{f}\right\}$. The second sequence now follows by iteration.

## 3. $S$-Duality and the Atiyah Duality Theorem

We consider maps $u: X \wedge X^{\prime} \rightarrow S^{n}$ which are referred to as $n$-pairings. Such a map defines two group morphisms $u_{z}:\left\{Z, X^{\prime}\right\} \rightarrow\left\{X \wedge Z, S^{n}\right\}$ and $u^{Z}$ : $\{Z, X\} \rightarrow\left\{Z \wedge X^{\prime}, S^{n}\right\}$, by the relations $u_{Z}(\{f\})=\{u(1 \wedge f)\}$ and $u^{Z}(\{g\})=$ $\{u(g \wedge 1)\}$. For $Z=S^{k}$ we write $u_{k}$ and $u^{k}$, respectively. We propose the following definition of $S$-duality which has been considered independently by P. Freyd.
3.1 Definition. An $n$-pairing $u: X \wedge X^{\prime} \rightarrow S^{n}$ is called an $n$-duality provided $u_{k}:\left\{S^{k}, X^{\prime}\right\} \rightarrow\left\{X \wedge S^{k}, S^{n}\right\}$ and $u^{k}:\left\{S^{k}, X\right\} \rightarrow\left\{S^{k} \wedge X^{\prime}, S^{n}\right\}$ are group isomorphisms. If an $n$-duality map $u: X \wedge X^{\prime} \rightarrow S^{n}$ exists, then $X^{\prime}$ is called an $n$-dual of $X$. We call $X^{\prime}$ an $S$-dual of $X$ provided some suspension of $X^{\prime}$ is $n$-dual to some suspension of $X$ for some $n$.

Observe that this definition of duality is closely related to the definition of duality in linear algebra where a morphism $V \oplus V^{\prime} \rightarrow F$ is given. The nondegeneracy can be described by saying that a certain correlation morphism is an isomorphism. If $X \wedge X^{\prime}$ is thought of as a tensor product, then $u_{k}$ and $u^{k}$ are correlation morphisms.
3.2 Example (Spanier and Whitehead [1]). Let $X$ be a subcomplex of $S^{n}$ that is finite, and let $g: X^{\prime} \rightarrow S^{n}-X$ be an inclusion map that is a homotopy equivalence. Then there is a duality map $X \wedge X^{\prime} \rightarrow S^{n}$.
3.3 Remark. Originally the situation in (3.2) was used as the definition of an $n$-duality. Then Spanier [2] modified the definition to consider $n$-pairings with a certain slant product property with its homology and cohomology. Duality in the Spanier sense is a duality in the sense of (3.2). In Sec. 8 we consider the converse.
3.4 Proposition. Let $u: X \wedge X^{\prime} \rightarrow S^{n}$ be an n-duality between finite $C W$ complexes. Then for each finite $C W$-complex $Z$ the following group morphisms are isomorphisms:

$$
u_{Z}:\left\{Z, X^{\prime}\right\} \rightarrow\left\{X \wedge Z, S^{n}\right\} \quad \text { and } \quad u^{Z}:\{Z, X\} \rightarrow\left\{Z \wedge X^{\prime}, S^{n}\right\}
$$

For the proof, induction is used on the number of cells of $Z$ and the Puppe sequence for the last cell attached to $Z$.

A duality between spaces defines a duality between maps.
3.5 Definition. Let $u: X \wedge X^{\prime} \rightarrow S^{n}$ and $v: Y \wedge Y^{\prime} \rightarrow S^{n}$ be two $n$-duality maps between finite $C W$-complexes. The induced $n$-duality between $S$-maps is the group isomorphism

$$
D_{n}(u, v)=u_{Y^{\prime}}^{-1} v^{X}:\{X, Y\} \rightarrow\left\{Y^{\prime}, X^{\prime}\right\}
$$

We have the following commutative diagram:


If $w: Z \wedge Z^{\prime} \rightarrow S^{n}$ is a third $n$-duality map, we have

$$
D_{n}(u, w)\{g\}\{f\}=\left(D_{n}(u, v)\{f\}\right)\left(D_{n}(v, w)\{g\}\right)
$$

and $D_{n}(u, u)\{1\}=\{1\}$.
The following theorem is basic in the reduction of the vector field problem to one concerning shunted projective spaces. It is due to Atiyah [2] and is a generalization of a result of Milnor and Spanier [1]. Recall that $v$ is a normal bundle to a manifold $X$ with tangent bundle $\tau(X)$ provided $\tau(X) \oplus v$ is trivial.
3.6 Theorem. Let $v$ be a normal bundle of a compact manifold $X$. Then the Thom space $T(v)$ is an $S$-dual of $X / \partial X$, where $\partial X$ is the boundary of $X$.

This results by embedding $X$ into a cube in $\mathbf{R}^{n}$ such that $\partial X$ is the part of $X$ carried into the boundary of the cube.

Since Thom spaces can be viewed as generalized suspensions, it is clear that Thom spaces should be related to $S$-duality. The next theorem of Atiyah is the most important result in this direction.
3.7 Theorem. Let $\xi$ and $\eta$ be two vector bundles over a closed differentiable manifold $X$ such that $\xi \oplus \eta \oplus \tau(X)$ is stably trivial on $X$. Then $T(\xi)$ and $T(\eta)$ are $S$-duals of each other.

It is easy to see that (3.6) implies (3.7). It can be assumed that $\xi$ is a differentiable vector bundle with a smooth riemannian metric. Then $D(\xi)$ is a compact differentiable manifold with $\partial D(\xi)=S(\xi)$. The tangent bundle to $D(\xi)$ is just $\pi^{*}\left(\xi \oplus \tau(X)\right.$ ), and $\pi^{*}(\eta)$ is a normal bundle. Since the projection $\pi$ : $D(\xi)$ $\rightarrow X$ is a homotopy equivalence, $T(\xi)=D(\xi) / S(\xi)$ is an $S$-dual of $T(\eta)$.

## 4. Fibre Homotopy Type

Fibre homotopy is a general concept which could have been considered as part of the foundational material of Chaps. 1 and 2.
4.1 Definition. Let $p: E \rightarrow X$ and $p^{\prime}: E^{\prime} \rightarrow X$ be two bundles over $X$. A homotopy $f_{t}: E \rightarrow E^{\prime}$ is a fibre homotopy provided $p^{\prime} f_{t}=p$ for all $t \in I$. Two bundle morphisms $f, g: E \rightarrow E^{\prime}$ are fibre homotopic provided there is a fibre homotopy $f_{t}: E \rightarrow E^{\prime}$ with $f_{0}=f$ and $f_{1}=g$. A bundle morphism $f: E \rightarrow E^{\prime}$ is a fibre homotopy equivalence provided there exists a bundle morphism $g: E^{\prime} \rightarrow E$ with $g f$ and $f g$ fibre homotopic to the identity. Two bundles $E$ and $E^{\prime}$ have the same fibre homotopy type provided there exists a fibre homotopy equivalence $f: E \rightarrow E^{\prime}$.

The reader can easily see that there is a category consisting of bundles and fibre homotopy equivalence classes of maps as morphisms. The isomorphisms in this category are the fibre homotopy equivalences.

For a general treatment of fibre homotopy equivalence see Dold [4]. We have need of a result from Dold [1] which we outline here. First, we consider the following lemma.
4.2 Lemma. Let $Y$ and $Y^{\prime}$ be two locally compact spaces. Let $f: D^{n} \times Y \rightarrow$ $D^{n} \times Y^{\prime}$ be a $D^{n}$-morphism of the bundles $D^{n} \times Y \rightarrow D^{n}$ and $D^{n} \times Y^{\prime} \rightarrow D^{n}$. We assume the following properties for $f$.
(1) The map $f:\{x\} \times Y \rightarrow\{x\} \times Y^{\prime}$ is a homotopy equivalence for each $x \in D^{n}$.
(2) There are a map $g^{\prime}: S^{n-1} \times Y^{\prime} \rightarrow S^{n-1} \times Y$ of $S^{n-1}$-bundles and a fibre homotopy $h_{t}^{\prime}: S^{n-1} \times Y \rightarrow S^{n-1} \times Y$ with $g^{\prime} f=h_{0}^{\prime}$ and $1=h_{1}^{\prime}$. Then there exist a prolongation $g: D^{n} \times Y^{\prime} \rightarrow D^{n} \times Y$ of $g^{\prime}$ and a prolongation $h_{t}: D^{n} \times Y \rightarrow D^{n} \times Y$ of $h_{t}^{\prime}$ with $g f=h_{0}$ and $1=h_{1}$.

For a proof of this lemma, see Dold [1, pp. 118-120]. It consists of viewing $g^{\prime}$ as a map $S^{n-1} \rightarrow I\left(Y^{\prime}, Y\right) \subset \operatorname{Map}\left(Y^{\prime}, Y\right)$, where $I\left(Y^{\prime}, Y\right)$ is the subspace of homotopy equivalences, and proving that it is null homotopic. The null homotopy defines $g$, and then with some care $h_{t}$ is defined.

The following theorem of Dold is one of the first results on fibre homotopy equivalence.
4.3 Theorem. Let $p: E \rightarrow B$ and $p^{\prime}: E^{\prime} \rightarrow B$ be two locally trivial bundles over a finite CW-complex with locally compact fibres. Let $f: E \rightarrow E^{\prime}$ be a map such that the restriction $f: E_{b} \rightarrow E_{b}^{\prime}$ is a homotopy equivalence for all $b \in B$. Then $f$ is a fibre homotopy equivalence.

This theorem is proved inductively on the cells of $B$, using Lemma (4.2) and the fact that over a contractible space a locally trivial bundle is fibre homotopically equivalent to a product. We leave the details to the reader as an exercise.
4.4 Corollary. Let $p: E \rightarrow B$ be a locally trivial bundle over a finite $C W$ complex and let $u: E \rightarrow Y$ be a map such that the restriction $u: E_{b} \rightarrow Y$ is a homotopy equivalence for all $b \in B$. Then $p: E \rightarrow B$ is fibre homotopically equivalent to the trivial bundle $B \times Y \rightarrow B$.

Observe that the map $(p, u): E \rightarrow B \times Y$ satisfies the hypothesis of Theorem (4.3).

## 5. Stable Fibre Homotopy Equivalence

We are primarily interested in the fibre homotopy type of sphere bundles, that is, bundles whose fibre is a sphere. For example, the associated sphere bundle $S(\xi) \rightarrow B(\xi)$ of a vector bundle $\xi$. This leads to the next definition.
5.1 Definition. Let $\xi$ and $\eta$ be two vector bundles over $X$. The associated sphere bundles $S(\xi)$ and $S(\eta)$ are stable fibre homotopically equivalent provided $S\left(\xi \oplus \theta^{n}\right)$ and $S\left(\eta \oplus \theta^{m}\right)$ have the same fibre homotopy type for some $n$ and $m$.

Clearly, stable fibre homotopy equivalence is an equivalence relation. We denote by $J(\xi)$ the stable fibre homotopy class determined by $\xi$ and by $J(X)$ the set of all stable fibre homotopy classes of vector bundles on $X$. If every bundle is of finite type on $X$, there is a natural quotient surjection

$$
\widetilde{K O}(X) \rightarrow J(X)
$$

where $\widetilde{K O}(X)$ is viewed as the group of $s$-equivalence classes of vector bundles over $X$, by 8(3.8).

Let $X$ be a space over which each real vector bundle is of the finite type.
5.2 Proposition. The direct sum of vector bundles induces on $J(X)$ the structure of an abelian group, and the quotient function $\widetilde{K O}(X) \rightarrow J(X)$ is a group epimorphism.

Proof. Everything will follow from the corresponding properties of $\widetilde{\mathrm{KO}}(X)$ if we can prove that the sum operation on $J(X)$ induced from the sum operation on $\widetilde{K O}(X)$ is well defined; that is, for $J(\xi)=J\left(\xi^{\prime}\right)$ we shall prove that $J(\xi \oplus \eta)=J\left(\xi^{\prime} \oplus \eta\right)$. A similar relation holds in the second summand. By replacing $\xi$ by $\xi \oplus \theta^{n}$ and $\xi^{\prime}$ by $\xi^{\prime} \oplus \theta^{m}$, we can assume that there are fibre homotopy equivalences $f: S(\xi) \rightarrow S\left(\xi^{\prime}\right)$ and $f^{\prime}: S\left(\xi^{\prime}\right) \rightarrow S(\xi)$ and fibre homotopies $h_{t}: S(\xi) \rightarrow S(\xi)$ and $h_{t}^{\prime}=S\left(\xi^{\prime}\right) \rightarrow S\left(\xi^{\prime}\right)$ with $h_{0}=f^{\prime} f, h_{1}=1, h_{0}^{\prime}=f f^{\prime}$, and $h_{1}^{\prime}=1$. We define maps $g: S(\xi \oplus \eta) \rightarrow S(\xi \oplus \eta)$ and $g^{\prime}: S\left(\xi^{\prime} \oplus \eta\right) \rightarrow$ $S(\xi \oplus \eta)$ by the relations

$$
\begin{aligned}
g(x \cos \theta, y \sin \theta) & =(f(x) \cos \theta, y \sin \theta) \\
g^{\prime}\left(x^{\prime} \cos \theta, y \sin \theta\right) & =\left(f^{\prime}\left(x^{\prime}\right) \cos \theta, y \sin \theta\right)
\end{aligned}
$$

for $x \in S(\xi), x^{\prime} \in S\left(\xi^{\prime}\right), y \in S(\eta)$, and $0 \leqq \theta \leqq \pi / 2$. The homotopies

$$
\begin{aligned}
k_{t}(x \cos \theta, y \sin \theta) & =\left(h_{t}(x) \cos \theta, y \sin \theta\right) \\
k_{t}^{\prime}\left(x^{\prime} \cos \theta, y \sin \theta\right) & =\left(h_{t}^{\prime}\left(x^{\prime}\right) \cos \theta, y \sin \theta\right)
\end{aligned}
$$

are fibre homotopies with $k_{0}=g^{\prime} g, k_{1}=1, k_{0}^{\prime}=g g^{\prime}$, and $k_{1}^{\prime}=1$. This proves the proposition.
5.3 Remarks. Let $X$ be a finite $C W$-complex. The group $J(X)$ is a subgroup of another group $\tilde{K}_{\text {Top }}(X)$. We outline its construction. Consider the set $F_{n}(X)$ of all fibre homotopy classes of fibrations with fibre $S^{n-1}$. The transition functions have values in the semigroup $H(n)$ of homotopy equivalences $S^{n-1} \rightarrow S^{n-1}$. As in Chaps. 3 and 4, the cofunctor $F_{n}(X)$ can be represented by [ $X, B_{H(n)}$ ], where $B_{H(n)}$ is a classifying space for the semigroup $H(n)$ (see Dold and Lashof [1]). The inclusion $H(n) \rightarrow H(n+r)$ defines a map $B_{H(n)} \rightarrow B_{H(n+r)}$. We denote by $B_{H}$ the inductive limit of the sequence

$$
B_{H(1)} \rightarrow B_{H(2)} \rightarrow \cdots \rightarrow B_{H(n)} \rightarrow \cdots
$$

Then $B_{H}$ admits a natural $H$-space structure, and there is an $H$-space map $B_{0} \rightarrow B_{H}$ which is induced by the inclusion $O(n) \rightarrow H(n)$. By analogy with $\widetilde{K O}(X)$, we view $\left[X, B_{H}\right]$ as $\tilde{K}_{\text {Top }}(X)$, the group of stable fibre homotopy classes of sphere bundles. The image of the natural group morphism induced by $B_{0} \rightarrow B_{H}$

$$
\widetilde{K O}(X)=\left[X, B_{0}\right] \rightarrow\left[X, B_{H}\right]=\tilde{K}_{\text {Top }}(X)
$$

is just $J(X)$. For a complete treatment of the construction of $B_{H}$, see Stasheff [1].

## 6. The Groups $J\left(S^{k}\right)$ and $\tilde{K}_{\text {Top }}\left(S^{k}\right)$

In this section we interpret the elements of $J\left(S^{k}\right)$ and $\tilde{K}_{\text {Top }}\left(S^{k}\right)$. In particular, we prove that $J\left(S^{k}\right)$ and $\tilde{K}_{\text {Top }}\left(S^{k}\right)$ are finite groups, and this in turn implies that $J(X)$ is a finite group.
6.1 Proposition. For $2 \leqq k \leqq n-2$ the groups $\pi_{k}\left(B_{H(n)}\right)$, $\pi_{k-1}(H(n))$, and $\pi_{n+k-2}\left(S^{n-1}\right)$ are isomorphic. Moreover, $\pi_{1}\left(B_{H(n)}\right)$ and $\pi_{0}(H(n))$ are isomorphic to $Z_{2}$ for $n \geqq 1$.

Proof. The isomorphism between $\pi_{k}\left(B_{H(n)}\right)$ and $\pi_{k-1}(H(n))$ is induced by the boundary operator in the exact homotopy sequence of the universal $H(n)$ bundle over $B_{H(n)}$. There are two components $H^{+}(n)$ and $H^{-}(n)$ of $H(n)$ corresponding to maps of degree +1 and -1 , respectively. Consequently, $\pi_{0}(H(n))=Z_{2}$.

Let $M_{n}^{d}$ denote the component of $\operatorname{Map}_{0}\left(S^{n-1}, S^{n-1}\right)$ consisting of maps of degree $d$. We have natural inclusions $M_{n}^{1} \rightarrow H^{+}(n)$ and $M_{n}^{-1} \rightarrow H^{-}(n)$. The substitution map $\pi$ from $f \in H^{+}(n)$ to $f(*)$ is a fibre map $\pi$ : $H^{+}(n) \rightarrow S^{n-1}$ with fibre $\pi^{-1}(*)$ equal to $M_{n}^{1}$. From the exact sequence of homotopy groups with $k \leqq n-3$, we have

$$
0=\pi_{k+1}\left(S^{n-1}\right) \rightarrow \pi_{k}\left(M_{n}^{1}\right) \rightarrow \pi_{k}\left(H^{+}(n)\right) \rightarrow \pi_{k}\left(S^{n-1}\right)=0
$$

and the groups $\pi_{k}\left(M_{n}^{1}\right), \pi_{k}\left(H^{+}(n)\right)$, and $\pi_{k}(H(n))$ are isomorphic for $k \leqq n-3$. Since $\operatorname{Map}_{0}\left(S^{n-1}, S^{n-1}\right)$ is homeomorphic to the $H$-space $\Omega^{n-1}\left(S^{n-1}\right)$, there are isomorphisms between $\pi_{k}(H(n)), \pi_{k}\left(M_{n}^{1}\right), \pi_{k}\left(M_{n}^{0}\right)=\pi_{k}\left(\Omega^{n-1}\left(S^{n-1}\right)\right)=$ $\pi_{n+k-1}\left(S^{n-1}\right)$ for $1 \leqq k \leqq n-3$. This proves the proposition.
6.2 Remark. Explicitly, the isomorphism $\theta$ between $\pi_{k}\left(M_{n}^{1}\right)$ and $\pi_{n+k-1}\left(S^{n-1}\right)$ can be described as follows: For $[f] \in \pi_{k}\left(M_{n}^{1}\right)$ the map $f$ is the translation by the identity of $h^{\prime}: S^{k} \times S^{n-1} \rightarrow S^{n-1}$, where $h^{\prime}(x, y)=*$ if either $x=*$ or $y=*$. Then $\theta[f]=[g]$, where $g: S^{k} \wedge S^{n-1} \rightarrow S^{n-1}$ is given by $g(x \wedge y)=h^{\prime}(x, y)$.

This isomorphism is closely related to the classical $J$-homomorphism of G. W. Whitehead.
6.3 Definition. We define the $J$-homomorphism $J: \pi_{r}(O(n)) \rightarrow \pi_{r+n}\left(S^{n}\right)$ by the requirement that $J[f]=[g]$, where $g: S^{r} * S^{n-1} \rightarrow S S^{n-1}$ is the Hopf construction [see 15(3.3)] applied to the map $(x, y) \mapsto f(x) y$ for $x \in S^{r}$ and $y \in S^{n-1}$.

We can view $J: \pi_{r}(S O(n)) \rightarrow \pi_{r+n}\left(S^{n}\right)$ by restriction.
6.4 Proposition. The $J$-homomorphism $J: \pi_{r}(S O(n)) \rightarrow \pi_{r+n}\left(S^{n}\right)$ factors into the following three morphisms:

$$
\pi_{r}(S O(n)) \xrightarrow{\varepsilon_{*}} \pi_{r}\left(M_{n}^{1}\right) \xrightarrow{\theta} \pi_{r+n-1}\left(S^{n-1}\right) \xrightarrow{E} \pi_{r+n}\left(S^{n}\right)
$$

where $\varepsilon: S O(n) \rightarrow M_{n}^{1}$ is the inclusion map and $E$ is the suspension morphism.
Proof. The Hopf construction applied to the map $h(x, y)=f(x) y$ is a map $g\langle x, t, y\rangle=\langle f(x) y, t\rangle$. The map $x \mapsto h(x, y)$ viewed $S^{r} \rightarrow M_{n}^{1}$ can be translated by the identity on $S^{n-1}$ to a map $S^{r} \rightarrow M_{n}^{0}$ which is of the form $h^{\prime}:\left(S^{r} \times S^{n-1}, S^{r} \vee S^{n-1}\right) \rightarrow\left(S^{n-1}, *\right)$ up to homotopy. Then we have $\left[h^{\prime}\right]=$ $\theta \varepsilon_{*}([h])$ and $E\left(\left[h^{\prime}\right]\right)=[g]=J([f])$.

In the stable range $r+2 \leqq n$ we have the commutative diagram

where $\Pi_{r}$ is the stable steam equal to $\pi_{r+n}\left(S^{n}\right)$ for $r+2 \leqq n$. Moreover, $\theta$ is an isomorphism defined as the composition $\pi_{r}(H) \rightarrow \pi_{r}\left(M_{n}^{1}\right) \xrightarrow{\theta} \pi_{r+n}\left(S^{n}\right)$ for $r+2 \leqq n$.
6.5 Remark. To the above picture we add $\tilde{K} O(X)$ and $\tilde{K}_{\text {Top }}(X)$ for $X=S^{r+1}$, and we have the following commutative diagram:


In particular, $J\left(S^{r+1}\right)$ is isomorphic under $\theta$ to im $J$.
6.6 Theorem. For a finite $C W$-complex $X$, the groups $\tilde{K}_{\text {Top }}(X)$ and $J(X)$ are finite groups.

Proof. Since $\tilde{K}_{\text {Top }}(X)$ is a half-exact cofunctor, and since the $\tilde{K}_{\text {Top }}\left(S^{m}\right)$ are finite groups, we prove by induction on the number of cells, using the Puppe sequence, that $\tilde{K}_{\text {Top }}(X)$ is finite. Then $J(X)$ is finite because it is the subgroup of a finite group.

## 7. Thom Spaces and Fibre Homotopy Type

The relation between stable fibre homotopy equivalence and isomorphic spaces in the $S$-category is contained the next proposition.
7.1 Proposition. Let $\xi$ and $\eta$ be two vector bundles over $X$. If $S(\xi)$ and $S(\eta)$ have the same fibre homotopy type, $T(\xi)$ and $T(\eta)$ have the same homotopy type. If $J(\xi)=J(\eta)$, then $T(\xi)$ and $T(\eta)$ are isomorphic in the $S$-category.

Proof. Let $f: S(\xi) \rightarrow S(\eta)$ and $g: S(\eta) \rightarrow S(\xi)$ be fibre homotopy inverses of each other. Then $f$ and $g$ prolong radially to $f^{\prime}: D(\xi) \rightarrow D(\eta)$ and $g^{\prime}: D(\eta) \rightarrow$ $D(\xi)$. The homotopies between $f g$ and the identity prolong to a homotopy $(D(\xi), S(\xi)) \rightarrow(D(\xi), S(\xi))$ between $f^{\prime} g^{\prime}$ and the identity. Similarly, $g^{\prime} f^{\prime}$ is homotopic to the identity. By passing to quotients, we have maps $\bar{f}: T(\xi) \rightarrow$ $T(\eta)$ and $\bar{g}: T(\eta) \rightarrow T(\xi)$ which are homotopy inverses of each other.

For the second statement, if $J(\xi)=J(\eta)$, then $S\left(\xi \oplus \theta^{n}\right)$ and $S\left(\eta \oplus \theta^{m}\right)$ have the same fibre homotopy type. From the first statement, $S^{n} T(\xi)=$ $T\left(\xi \oplus \theta^{n}\right)$ and $S^{m} T(\eta)=T\left(\eta \oplus \theta^{n}\right)$ have the same homotopy type.

To consider the converse of the previous proposition, we need the following notions.
7.2 Definition. A space $X$ (with a base point) is reducible provided there exists a map $f: S^{n} \rightarrow X$ such that $f_{*}: \tilde{H}_{i}\left(S^{n}\right) \rightarrow \tilde{H}_{i}(X)$ is an isomorphism for $i \geqq n$. A space $X$ is $S$-reducible provided $S^{k} X$ is reducible for some $k$.

The dual concept is introduced in the next definition.
7.3 Definition. A space $X$ (with a base point) is coreducible provided there exists a map $g: X \rightarrow S^{n}$ such that $g^{*}: \tilde{H}^{i}\left(S^{n}\right) \rightarrow \tilde{H}^{i}(X)$ is an isomorphism for $i \leqq n$. A space $X$ is $S$-coreducible provided $S^{k} X$ is coreducible for some $k$.

In the next two propositions, we see that reducibility of a space is related to the top cell splitting off and coreducibility is related to the bottom cell splitting off.
7.4 Proposition. Let $X$ be an n-dimensional CW-complex with one $n$-cell, and let $v: X \rightarrow X / X^{n-1}=S^{n}$ be the natural projection map. The space $X$ is reducible if and only if there is a map $f: S^{n} \rightarrow X$ such that vf is homotopic to the identity.


Proof. If $X$ is reducible, there must be a reduction map $f: S^{n} \rightarrow X$ (in dimension $n$ ) by the homology condition. To prove that $v f$ is homotopic to the identity, consider the following diagram:


Since $\tilde{H}_{n-1}\left(X^{n-1}\right)$ is a free abelian group, $v_{*}$ is an isomorphism, and, by hypothesis, $f_{*}$ is an isomorphism. Consequently, $(v f)_{*}$ is an isomorphism and $v f$ is homotopic to the identity. Conversely, the existence of such an $f$ with $v f$ of degree 1 yields a reduction of $X$ since $\widetilde{H}_{n}(X)$ has at most one generator.
7.5 Proposition. Let $X$ be a $C W$-complex with $X^{n}=S^{n}$, and let u: $S^{n} \rightarrow X$ be the natural inclusion map. The space $X$ is coreducible if and only if there is a map $g: X \rightarrow S^{n}$ such that gu is homotopic to the identity.


Proof. If $X$ is coreducible, there exists a map $g: X \rightarrow S^{n}$ with $g^{*}: \tilde{H}^{i}\left(S^{n}\right) \rightarrow$ $\tilde{H}^{i}(X)$ an isomorphism for $i \leqq n$. Since $H^{n}(X)$ is a free abelian group, $g u$ is homotopic to the identity, as in (6.4). The converse follows as in (6.4) since $\tilde{H}^{n}(X)$ has at most one generator.
7.6 Remark. Let $\xi$ be a real vector bundle over $X$, and let $u_{x}:\left(D\left(\xi_{x}\right), S\left(\xi_{x}\right)\right) \rightarrow$ $(D(\xi), S(\xi))$ denote the natural inclusion map for $x \in X$. As in (7.5), the space $T(\xi)=D(\xi) / S(\xi)$ is coreducible if and only if there exists a map $g$ : $(D(\xi), S(\xi)) \rightarrow\left(S^{n}, *\right)$ such that $u_{x}^{*} g^{*}: \tilde{H}^{n}\left(S^{n}\right) \rightarrow \tilde{H}^{n}\left(D\left(\xi_{x}\right), S\left(\xi_{x}\right)\right)$ is an isomorphism. The map $g^{*}$ defines an orientation for $\xi$, and the Thom class of this oriented vector bundle will be $g^{*}(s)$, where $s$ is a generator of $\tilde{H}^{n}\left(S^{n}\right)$. In effect, the Thom class determines the orientation preserving map $\mathbf{R}^{n} \rightarrow \xi_{x} \subset E(\xi)$ for each $x \in X$.

The next theorem is a partial converse of (6.1).
7.7 Theorem. Let $\xi$ be a vector bundle over a connected finite CW-complex $X$. Then the following statements are equivalent.
(1) $J(\xi)=0$ in $J(X)$
(2) The space $T(\xi)$ is $S$-coreducible.
(3) The spaces $T(\xi)$ and $T(0)=X^{+}$have the same $S$-type.

Recall that $X^{+}$is the space $X$ plus an isolated discrete base point.
Proof. By Proposition (7.1), statement (1) implies (3). Assuming (3), we prove (2) by showing that $X^{+}$is coreducible with the map $g: X^{+} \rightarrow S^{0}$, where $g(X)=-1$ and $g(\infty)=+1$. Then $g^{*}: \tilde{H}^{i}\left(S^{0}\right) \rightarrow \widetilde{H}^{i}\left(X^{+}\right)$is an isomorphism for $i \leqq 0$. Then $T(\xi)$ is $S$-coreducible.

To prove that statement (2) implies (1), we consider an integer $m$ so large that $\eta=\xi \oplus \theta^{m}$ has the property that $T(\eta)=T\left(\xi \oplus \theta^{m}\right)=S^{m} T(\xi)$ is coreducible and $m>\operatorname{dim} X$. Let $g:(D(\eta), S(\eta)) \rightarrow\left(S^{n}, *\right)$ be the map defining a coreduction of $T(\eta)$. By (2.2) and by the first sequence in (2.5) we have the following commutative diagram with the horizontal arrows being isomorphisms:


Consequently, the coreduction map defines a map $f: S(\eta) \rightarrow S^{n-1}$ such that $f \mid S\left(\eta_{x}\right): S\left(\eta_{x}\right) \rightarrow S^{n-1}$ is a homotopy equivalence for each $x \in X$.

Now the theorem follows from (4.4).

## 8. $S$-Duality and $S$-Reducibility

Let $u: X \wedge X^{\prime} \rightarrow S^{n}$ be a map. For two spaces $W$ and $Z$ we define a function $[W, Z \wedge X] \rightarrow\left[W \wedge X^{\prime}, S^{n} Z\right]$, where the image of $[f]: W \rightarrow Z \wedge X$ is $[(1 \wedge u)(f \wedge 1)]$. In the limit we have a morphism:

$$
\delta^{W}(u) z:\{W, Z \wedge X\} \rightarrow\left\{W \wedge X^{\prime}, S^{r} Z\right\}
$$

With an easy application of the Puppe sequence we can prove the following result by induction of the number of cells of $W$ and $Z$.
8.1 Proposition. Let $u: X \wedge X^{\prime} \rightarrow S^{r}$ be an r-duality map. Then $\delta^{W}(u)_{z}$ : $\{W, Z \wedge X\} \rightarrow\left\{W \wedge X^{\prime}, S^{n} Z\right\}$ is an isomorphism for finite CW-complexes $W$ and $Z$.
8.2 Proposition. Let $u: X \wedge X^{\prime} \rightarrow S^{r}$ and $v: Y \wedge Y^{\prime} \rightarrow S^{r}$ be two duality maps, and let $f: Y \rightarrow X$ and $g: X^{\prime} \rightarrow Y^{\prime}$ be two maps such that $D_{r}(v, u)\{f\}=\{g\}$. Then the following diagram is commutative where $W$ and $Z$ are finite $C W$ complexes:

8.3 Homology and cohomology. Recall that there is an isomorphism between $\tilde{H}^{i}(X, G)$ and $[X, K(G, i)]_{0}$, and for $X$, a finite $C W$-complex, $K(G, i)$ can be replaced by one of its skeletons $K(G, i)^{*}$ which will be a finite $C W$-complex for $G$ finitely generated.

Moreover, $H_{i}(X, G)$ is isomorphic to $\pi_{k+i}(K(G, k) \wedge X)$ for large $k$. Again, $K(G, k)$ can be replaced by a suitable skeleton $K(G, k)^{*}$. For the details, see G. W. Whitehead [5].

Now we bring together the discussion in (8.2) and (8.3). We have for $v: S^{n} \wedge S^{m} \rightarrow S^{r}$, with $r=n+m$ and $v$ a homeomorphism, the following commutative diagram:

$$
\begin{gathered}
\tilde{H}_{k}\left(S^{n}\right)=\left\{S^{k+q}, K(\mathbf{Z}, q)^{*} \wedge S^{n}\right\} \xrightarrow{\delta}\left\{S^{k+q} \wedge S^{m}, S^{r} K(\mathbf{Z}, q)^{*}\right\}=\tilde{H}^{r-k}\left(S^{m}\right) \\
f_{*} \mid{ }^{g^{*}} \\
\tilde{H}_{k}(X)=\left\{S^{k+q}, K(\mathbf{Z}, q)^{*} \wedge X\right\} \xrightarrow{\delta}\left\{S^{k+q} \wedge X^{\prime}, S^{r} K(\mathbf{Z}, q)^{*}\right\}=\tilde{H}^{r-k}\left(X^{\prime}\right)
\end{gathered}
$$

Therefore, $f_{*}: \tilde{H}_{i}\left(S^{n}\right) \rightarrow \tilde{H}_{i}(X)$ is an isomorphism for $i \leqq n$ if and only if $g^{*}$ : $\tilde{H}^{j}\left(S^{m}\right) \rightarrow \tilde{H}^{j}\left(X^{\prime}\right)$ is an isomorphism for $m<j$. From this we get the following theorem.
8.4 Theorem. Let $X$ and $X^{\prime}$ be finite $C W$-complexes that are $S$-dual to each other. Then $X$ is $S$-reducible if and only if $X^{\prime}$ is $S$-coreducible.

## 9. Nonexistence of Vector Fields and Reducibility

We define a map $\theta: R P^{n-1} \rightarrow O(n)$ by the requirement that $\theta(L)$ be a reflection through the hyperplane perpendicular to $L$. In other words, $\theta(\{x,-x\}) y=$ $y-2(x \mid y) x$ for $x \in S^{n-1}$ and $y \in \mathbf{R}^{n}$. The map $\theta$ is compatible with the following inclusions:


We have a map $\theta: R P^{n-1} / R P^{n-k-1} \rightarrow V_{k}\left(\mathbf{R}^{n}\right)$ making the above diagram commutative, where $\theta(L)=\left(v_{1}, \ldots, v_{k}\right)$ and $v_{i}$ is the image of $\theta(\{x,-x\}) e_{n-k+i}$ for $1 \leqq i \leqq k$ and $L=\{x,-x\}$.
9.1 Proposition. The map $\theta$ defined $S^{n-1}=R P^{n-1} / R P^{n-2} \rightarrow V_{1}\left(\mathbf{R}^{n}\right)=S^{n-1}$ is a homeomorphism.

Proof. We have $\theta(\{x,-x\}) e_{n}=e_{n}-2\left(x \mid e_{n}\right) x=e_{n}-2 x_{n} x=\left(-2 x_{1} x_{n}, \ldots\right.$, $-2 x_{n-1} x_{n}, 1-x_{n}^{2}$ ). If $y=\left(y_{1}, \ldots, y_{n}\right) \in S^{n-1}$ and $y_{n} \neq 1$, there is a unique $x$ with $x_{n}>0$ such that $\theta(\{x,-x\}) e_{n}=y$. For $x_{n}=0$ we have $\theta(\{x,-x\}) e_{n}=$ $(0, \ldots, 0,1)$.

The following diagram is commutative:


By 7(5.1), $V_{k-1}\left(R^{n-1}\right)$ is $(n-k-1)$-connected, and $V_{1}\left(R^{n}\right)$ is $(n-2)$ connected. Since $u$ is a cofibre map and $v$ is a fibre map, we have an inductive argument on $k$ leading to the following statement.
9.2 Proposition. For $i<2 n-2 k-1$ there is an isomorphism $\theta_{*}: \pi_{i}\left(R P^{n-1} / R P^{n-k-1}\right) \rightarrow \pi_{i}\left(V_{k}\left(\mathbf{R}^{n}\right)\right)$.

For this we use the Serre exact sequence and the Whitehead theorem (see Serre [1]).
9.3 Remark. Recall that $\rho(n)=2^{c}+8 d$, where $n=(2 a+1) 2^{c+4 d}$ and $0 \leqq$ $c \leqq 3$. For $n \neq 1,2,3,4,6,8,16$, we have $n-1<2 n-2(\rho(n)+1)-$ 1 or $2 \rho(n)+2<n$. By (9.2) this means that $\pi_{n-1}\left(R P^{n-1} / R P^{n-\rho(n)-2}\right) \rightarrow$ $\pi_{n-1}\left(V_{\rho(n)+1}\left(\mathbf{R}^{n}\right)\right)$ is an isomorphism. Therefore, we have the following result.
9.4 Theorem. The projection $q: V_{\rho(n)+1}\left(\mathbf{R}^{n}\right) \rightarrow S^{n-1}$ has a cross section if and only if there is a map

$$
S^{n-1} \rightarrow R P^{n-1} / R P^{n-\rho(n)-2}
$$

whose composition with $R P^{n-1} / R P^{n-\rho(n)-2} \rightarrow R P^{n-1} / R P^{n-2}=S^{n-1}$ is of degree 1 .
Proof. If $s$ is a cross section, then by (9.3) there is a map $S^{n-1} \rightarrow$ $R P^{n-1} / R P^{n-\rho(n)-2}$ which when composed with $\theta$ is homotopic to $s$. After composition with the projection onto $S^{n-1}$, the resulting map is homotopic to the identity.

Conversely, a map $S^{n-1} \rightarrow R P^{n-1} / R P^{n-\rho(n)-2}$ when composed with $\theta$ yields a map $s^{\prime}$ such that $g s^{\prime}$ is homotopic to the identity on $S^{n-1}$. Since $q$ is a fibre map, this homotopy lifts into $V_{\rho(n)+1}\left(R^{n}\right)$ which defines a cross section.
9.5 Remark. The nonexistence problem for vector fields reduces to proving a nonrecuction theorem for $R P^{n-1} / R P^{n-\rho(n)-2}$ for $n>8$. In other words, it must be proved that the top cell of $R P^{n-1} / R P^{n-\rho(n)-2}$ does not split off. Unfortunately, in this form the problem is hard to solve with cohomology operations because a cohomology operation can be thought of as moving up a low dimensional cell and "hitting" a higher-dimensional cell nontrivially. This line of reasoning leads to the conclusion that the nonexistence of a coreduction may lend itself to the methods of cohomology operations.

## 10. Nonexistence of Vector Fields and Coreducibility

A reference for this section is the review article by Morin [1]. First, we make a calculation of an $S$-dual of $R P^{n} / R P^{n-k}$.
10.1 Proposition. Let $r$ denote the order of $J\left(\xi_{k-1}\right)$ in $J\left(R P^{k-1}\right)$. Then $P^{n+r p} / P^{n-k+r p}$ and $P^{n} / P^{n-k}$ have the same $S$-type, and for $r p>n+1$ the space $R P^{r p-k-2} / R P^{r p-n-2}$ is an $S$-dual of $P^{n} / P^{n-k}$.

Proof. For the first part, by (1.8), $R P^{n} / R P^{n-k}$ is homeomorphic to $T\left((n-k+1) \xi_{k-1}\right)$. By (1.6) and (7.1), the spaces $T\left((n-k+1) \xi_{k-1} \oplus\right.$ $\left.r p \xi_{k-1}\right), T\left((n-k+1) \xi_{k-1} \oplus \theta^{r p}\right), S^{r p} T\left((n-k+1) \xi_{k-1}\right)$, and $S^{r p}\left(R P^{n} / R P^{n-k}\right)$ are of the same homotopy type.

For the second part, we recall that $\tau\left(R P^{k-1}\right) \oplus \theta^{1}$ is isomorphic to $k \xi_{k-1}$ by $2(4.8)$. To apply the Atiyah duality theorem (3.7), we must find a vector bundle that equals $-(n-k+1) \xi_{k-1}-k \xi_{k-1}=(-n-1) \xi_{k-1}$ in $\widetilde{K O}\left(R P^{k-1}\right)$. Up to $S$-type we have $T\left((-n+1) \xi_{k-1}\right)=T\left((r p-n-1) \xi_{k-1}\right)$ for $r p>n+$ 1. Since $T\left((r p-n-1) \xi_{k-1}\right)$ is the space $R P^{r p-k-2} / R P^{r p-n-2}$, we have the result by (7.1). This proves the proposition.

In the next theorem of Atiyah and James the problem of the nonexistence of vector fields is reduced to a problem in the nonexistence of a coreduction of a certain shunted projective space.
10.2 Theorem. If there are $\rho(n)$ orthonormal vector fields on $S^{n-1}$, there exists an integer $m \geqq 1$ with $\rho(m)=\rho(n)$ and such that $R P^{m+\rho(m)} / R P^{m-1}$ is coreducible.

Proof. By the construction in 12(1.1), there are $\rho(n)$ orthonormal vector fields on $S^{q n-1}$, and by $(9.4)$, if $q n \geqq 2(\rho(n)+1)$, the shunted projective space $R P^{q n-1} / R P^{q n-\rho(n)-2}$ is reducible.

Let $r$ denote the order of $J\left(\xi_{\rho(n)}\right)$ in $J\left(R P^{\rho(n)}\right)$. For all integers $p$ with $r p-q n=m \geqq 1$, the shunted projective space $R P^{m+\rho(m)} / R P^{m-1}$ is an $S$-dual of $R P^{q n-1} / R^{q n-\rho(n)-2}$ and $R P^{m+\rho(m)} / R P^{m-1}$ is $S$-coreducible for $m \geqq \rho(n)+3$. By (2.2) for large $m$, the space $R P^{m+\rho(m)} / R P^{m-1}$ is $S$-coreducible if and only if it is coreducible.

Finally, if $p$ is divisible by $2 n$ and if $q$ is odd, $m=t n$, where $t$ is an odd number and $\rho(m)=\rho(n)$. This proves the theorem.

## 11. Nonexistence of Vector Fields and $J\left(R P^{k}\right)$

11.1 Remarks. We consider orthogonal pairings $\mathbf{R}^{k+1} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ for $k$, or, equivalently, $C_{k}$-modules. Let $N_{k}$ denote the Grothendieck group of $C_{k}$ modulus. By 12 (2.4) and 12(6.5), if $\mathbf{R}^{k+1} \times \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is an orthogonal pairing, then $n$ is divisible by $c_{k}$, where $c_{k}=a_{k+1}$. We have the following table of values for $c_{k}$.

| $k$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $c_{k}$ | 1 | 2 | 4 | 4 | 8 | 8 | 8 | 8 | 16 |

The numbers $c_{k}$ satisfy the relation $c_{k+8}=16 c_{k}$. Finally, there exists a pairing $\mathbf{R}^{k+1} \times \mathbf{R}^{c_{k}} \rightarrow \mathbf{R}^{c_{k}}$, and for $k=3(\bmod 4)$ there are two such pairings up to isomorphism, otherwise only one. The next proposition gives a characterization of $c_{k}$ and relates it to $\rho(n)$ as in 12(8.2). We leave the proposition to the reader.
11.2 Proposition. The number $c_{k}=2^{e}$, where $e$ is the number of $m$ with $0<$ $m \leqq k$ and $m=0,1,2,4(\bmod 8)$. Moreover, $\rho(n)$ equals the maximum of all $k+1$ such that $c_{k} \mid n$.

For each orthogonal pairing $\mathbf{R}^{k+1} \times \mathbf{R}^{m} \rightarrow \mathbf{R}^{m}$ or $C_{k}$-module $M$, we have defined a trivialization

$$
\tau_{M}: m \xi_{k} \rightarrow \mathbf{R}^{m}
$$

Here $m=\operatorname{dim}_{R} M$. The trivialization is defined by restricting the orthogonal pairing and factoring it, $E\left(m \xi_{k}\right) \rightarrow E\left(\theta^{m}\right)$.


Clearly, $\tau_{M \oplus N}=\tau_{M} \oplus \tau_{N}$, and the bundle $c_{k} \xi_{k}$ is trivial on $R P^{k}$. In $J\left(R P^{k}\right)$ the order of the $s$-class $\xi_{k}-1$ is a divisor of $c_{k}$.
11.3 Proposition. For $k \leqq l$ there is a group morphism $\theta_{k, l}^{\prime}: N_{k} \rightarrow \widetilde{K O}\left(R P^{l} / R P^{k}\right)$ such that $\theta_{k, l}^{\prime}(M)=(\operatorname{dim} M) \xi_{l} / \tau_{M}[$ see $10(1.2)]$ for each $C_{k}$-module M. Moreover, $\theta_{k, l}^{\prime}$ is unique. We have a commutative diagram.


The vertical morphism is a quotient morphism, and the morphism $r: N_{l} \rightarrow N_{k}$ is induced by the inclusion $C_{k} \rightarrow C_{l}$.

Proof. The morphism $\theta_{k, l}^{\prime}$ exists since $\tau_{M \oplus N}=\tau_{M} \oplus \tau_{N}$ and since $(\operatorname{dim} M \oplus N) \xi_{l} / \tau_{M \oplus N}$ and $\left((\operatorname{dim} M) \xi_{l} / \tau_{M}\right) \oplus\left((\operatorname{dim} N) \xi_{l} / \tau_{N}\right)$ are isomorphic. Clearly, $\theta_{k, l}^{\prime}$ is unique. Finally, for a module $M \in r N_{l}$ we have $c_{l} \mid \operatorname{dim} M$, and $(\operatorname{dim} M) \xi_{l}$ is trivial. Consequently, $\theta_{k, l}^{\prime}\left(r\left(N_{l}\right)\right)=0$, and $\theta_{k, l}$ is uniquely defined by the above diagram.
11.4 Remark. For $k=l-1$ there is the group morphism

$$
\theta_{l}=\theta_{l-1, l}: N_{l-1} / r N_{k} \rightarrow \widetilde{K_{O}}\left(R P^{l} / R P^{l-1}\right)=\widetilde{K_{0}}\left(S^{l}\right)
$$

One form of the periodicity theorem says that $\theta_{l}$ is an isomorphism [see $14(13.3)]$. We use this result in the remainder of this section.

This leads to the next proposition.
11.5 Proposition. The morphisms defined above, $\theta_{k, l}: N / r N_{l} \rightarrow \widetilde{K O}\left(R P^{l} / R P^{k}\right)$, are epimorphisms.

Proof. We prove this by induction on $l-k$. The case $l-k=1$ is covered in (11.4). To prove that $\theta_{k, l}$ being an epimorphism implies that $\theta_{k, l+1}$ is an epimorphism, we use the following commutative diagram:


Since $\theta_{k, l}$ is an epimorphism and $\theta_{l, l+1}$ is an isomorphism, $\theta_{k, l+1}$ is an epimorphism by an easy 5-lemma type of argument.
11.6 Corollary. The group $\tilde{K O}\left(R P^{l} / R P^{k}\right)$ is a quotient of $N_{k} / r N_{l}$ equal to $\mathbf{Z} \oplus$ $Z_{2^{e}}$ for $k=3(\bmod 4)$ and to $Z_{2^{e}}$ for $k \neq 3(\bmod 4)$, where $e$ is the number of $q=0,1,2,4(\bmod 8)$ with $k<q \leqq l$.
11.7 Remark. In the case of $k=0, \widetilde{K O}\left(R P^{l}\right)$ is a quotient of $Z_{c_{i}}$. Consequently, it is a cyclic group generated by the class of the canonical line bundle $\xi_{l}$. This class has an order that is a divisor of $c_{l}$. In summary, there is a sequence of two epimorphisms

$$
Z_{c_{k}}=\frac{N_{0}}{r N_{k}} \xrightarrow{\theta_{0, k}} \widetilde{K O}\left(R P^{k}\right) \longrightarrow J\left(R P^{k}\right)
$$

If we can prove that $J\left(\xi_{k}\right)$ has order $c_{k}$, the above morphisms will be isomorphisms, and we shall have determined the structure of $\widetilde{K O}\left(R P^{k}\right)=J\left(R P^{k}\right)$.

The order of $J\left(R P^{k}\right)$ is related to the vector field problem.
11.8 Theorem. If the order of $J\left(\xi_{k}\right)$ in $J\left(R P^{k}\right)$ is $c_{k}$ for each $k$, then there do not exist $\rho(n)$ vector fields on $S^{n-1}$ for each $n$.

Proof. Suppose that there are $\rho(n)$ vector fields on $S^{n-1}$ for some $n$. Then $R P^{m+\rho(m)} / R P^{m-1}=T\left(m \xi_{\rho(m)}\right)$ is coreducible for some $m$ by (10.2), and $J\left(m \xi_{\rho(m)}\right)=0$ in $J\left(R P^{\rho(m)}\right)$ by (7.7). By hypothesis, $c_{\rho(m)}$ divides $m$. This we want to show is impossible for all $m$.

Observe that $c_{\rho(1)}=c_{1}=2, c_{\rho(2)}=c_{2}=4, c_{\rho(4)}=c_{4}=8$, and $c_{\rho(8)}=c_{8}=$ 16. In each case, $c_{\rho(m)}=2 m$, and $c_{\rho(m)}$ does not divide $m$. In general, we write $m=(2 a+1) 2^{c+4 d}=(2 a+1) 2^{c} 16^{d}$, where $0 \leqq c \leqq 3$. Then we have $\rho(m)=$ $2^{c}+8 d$ and $c_{\rho(m)}=16^{d} c_{2^{c}}=16^{d} 2\left(2^{c}\right)$ by the above calculation. Therefore, $c_{\rho(m)}$ has one power of 2 more than $m$, and $c_{\rho(m)}$ does not divide $m$. This proves the theorem.

## 12. Real $K$-Groups of Real Projective Spaces

Adams [6] made a calculation of the rings $K\left(C P^{n} / C P^{m}\right), K\left(R P^{n} / R P^{m}\right)$, and $K O\left(R P^{n} / R P^{m}\right)$ and the action of the $\psi^{k}$ operations on these rings. Finally, using these calculations, he was above to deduce that the coreduction described in Theorem (10.2) cannot exist. This calculation will not be repro-
duced here because it was developed in considerable detail in his paper. Instead, we shall consider only the calculation of the group $K O\left(R P^{n}\right)$ and in Sec. 13 prove that $K O\left(R P^{n}\right)=J\left(R P^{n}\right)$.

Up to this point, we have bypassed the generalized cohomology theories $K^{*}$ and $K O^{*}$ (see Atiyah and Hirzebruch [2]) because we have not needed them, but the cohomology theories generated by the $K$-functors are very important for certain considerations. We give a brief description of the generalized cohomology theories $K^{*}$ and $K O^{*}$ together with the spectral sequence relating them to the usual singular cohomology theory.
12.1 Definition. We define $\tilde{K}^{-p}(X)=\tilde{K}\left(S^{p} X\right)$ and $K O^{-p}(X)=K O\left(S^{p} X\right)$ for $p \geqq 0$.

Using the Puppe sequence of Chap. 10, one proves that there is a sequence of cofunctors $\tilde{K}^{-p}$ and $\widetilde{K O}^{-p}$ satisfying all the axioms for a cohomology theory on the category of finite $C W$-complexes except the dimension axiom (see Eilenberg and Steenrod [1]). These cohomology groups are defined for negative integers.

Using the periodicity theorems $\tilde{K}^{-p}(X) \cong \tilde{K}^{-p-2}(X)$ and $\widetilde{K O^{-p}}(X)$ and $\widetilde{K O^{-p}}(X) \cong \widetilde{K^{-p-8}}(X)$, we can systematically define $\widetilde{K}^{p}$ and $\widetilde{K_{O}}{ }^{p}$ for all integers $p$.
12.2 Theorem. Let $X$ be a finite CW-complex. There is a spectral sequence $E_{r}^{p, q}$ with the following properties:
(1) The term $E_{2}^{p, q}$ equals $\tilde{H}^{p}\left(X, K O^{q}(*)\right)$.
(2) We have $E_{\infty}^{p, q} \Rightarrow \widetilde{K_{0}}{ }^{p+q}(X)$.

The filtration on $\widetilde{\mathrm{KO}^{p+q}(X)}$ which has $E_{\infty}^{p, q}$ as its associated graded groups is given by $\operatorname{ker}\left(\widetilde{K O^{n}}(X) \rightarrow \widetilde{K_{0}}\left(X_{p-1}\right)\right)$, where $X_{p-1}$ is the $(p-1)$-skeleton of $X$.

A similar theorem holds for $K$. This spectral sequence is natural with respect to maps.
12.3 Coefficient groups. By the periodicity theorem, $K^{p}(*)=\mathbf{Z}$ for $p$ even and 0 for $p$ odd. In $K O$ theory, there is the following table:

| $p$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\widetilde{K O^{-p}(*)}$ | $\mathbf{Z}$ | $\mathbf{Z}_{2}$ | $\mathbf{Z}_{2}$ | 0 | $\mathbf{Z}$ | 0 | 0 | 0 | $\mathbf{Z}$ |
| $\pi_{p+8 m}(0)$ | $\mathbf{Z}_{2}$ | $\mathbf{Z}_{2}$ | 0 | $\mathbf{Z}$ | 0 | 0 | 0 | $\mathbf{Z}$ | $\mathbf{Z}_{2}$ |

We recall that $H^{i}\left(C P^{n}, \mathbf{Z}\right)=\mathbf{Z}$ for $i$ even and $0 \leqq i \leqq 2 n$ and 0 otherwise. For the space $X=C P^{n}$, the spectral sequence in (12.2) collapses. From this we easily get the next proposition.
12.4 Proposition. The ring $K\left(C P^{n}\right)$ is $\mathbf{Z}[v]$, where $v=\xi_{n}(\mathbf{C})-1$ with one relation $v^{n-1}=0$.

For the multiplicative structure of $K\left(C P^{n}\right)$, one uses the ring morphism ch: $K\left(C P^{n}\right) \rightarrow H^{e v}\left(C P^{n}, \mathbf{Q}\right)$ which we consider at length in Chap. 20.

There is a natural map $q: R P^{2 n+1} \rightarrow C P^{n}$. One proves that $q^{*}\left(\xi_{n}(\mathbf{C})\right)$ is the complexification of $\xi_{2 n+1}(\mathbf{R})$, where $\xi_{k}(F)$ denotes the canonical line bundle over $F P^{k}$.

Again the spectral sequence for $\tilde{K}\left(R P^{2 n+1}\right)$ collapses. Using this fact and the exact sequence

$$
\mathbf{Z} \leftarrow \tilde{K}\left(R P^{2 n}\right) \leftarrow \tilde{K}\left(R P^{2 n+1}\right) \leftarrow 0
$$

we have the next proposition, after looking at the spectral sequence.
12.5 Proposition. The group $\tilde{K}\left(R P^{n}\right)$ is the finite cyclic of order $a(n)=2^{e}$, where $e$ is the integral part of $n / 2$, and with generator $w$, where $w=q^{\prime}(v)$ for $n=2 t$ or $2 t+1$, and $v$, the ring generator of $K\left(C P^{n}\right)$.

Next we consider $\varepsilon_{U}: \widetilde{K O}\left(R P^{n}\right) \rightarrow \tilde{K}\left(C P^{n}\right)$. Since the generator $w$ of (12.5) has the property that $\varepsilon_{U}(u)=w$, by $14(11.4)$, where $u=\xi_{n}(\mathbf{R})-1$, we have the next proposition.
12.6 Proposition. The morphism $\varepsilon_{U}: \widetilde{K O}\left(R P^{n}\right) \rightarrow \tilde{K}\left(C P^{n}\right)$ is an epimorphism, and for $n=6,7,8(\bmod 8) \varepsilon_{U}$ is an isomorphism.

Proof. For the isomorphism statement, consider the $E_{2}$ term in the spectral sequence for $\widetilde{K O}\left(R P^{n}\right)$. It has at most $a(n)$ elements in it.

For $n=6,7,8(\bmod 8)$, we have $a(n)=c_{n}$, where $c_{n}$ was defined in (11.1). Finally, with the above information and a look at the spectral sequence for $\widetilde{K O}\left(R P^{n}\right)$, we have the following result.
12.7 Theorem. The group $\widetilde{\operatorname{KO}_{O}}\left(R P^{k}\right)$ is cyclic of order $c_{k}$ with generator $u=$ $\xi_{k}(\mathbf{R})-1$.

## 13. Relation Between $K O\left(R P^{n}\right)$ and $J\left(R P^{n}\right)$

In this section, we outline a solution to the vector field problem on spheres. This solution follows a general schema of Bott [5]. Our special calculations follow ideas developed by F. Hirzebruch in a lecture at the Summer Institute in Seattle in 1963. The reader is referred to Atiyah, Bott, and Shapiro [1] for further details on the following construction.
13.1 Notations. Let $\xi$ be a $\operatorname{Spin}(8 m+1)$ real vector bundle, that is, $\operatorname{Spin}(8 m+1)$ is a structure group. The associated sphere bundle $S(\xi)$ can be
thought of as $\operatorname{Spin}(8 m+1) / \operatorname{Spin}(8 m)$ bundle. As in Chap. 14, Sec. 13, we are able to define a morphism

$$
\tilde{\alpha}_{\xi}^{*}: R O \operatorname{Spin}(8 m) / R O \operatorname{Spin}(8 m+1) \rightarrow K O(S(\xi))
$$

using the principal $\operatorname{Spin}(8 m+1)$ bundle $\alpha_{\xi}^{*}$ resulting from lifting up $\alpha_{\xi}$, the associated principal bundle of $\xi$.

The following theorem of Bott (see Bott [5]) is a generalization of 14(13.3). It is proved by a Mayer-Vietoris argument using the fact that it reduces to the case of $14(13.3)$ on each fibre.
13.2 Theorem. Let $\xi$ be a $\operatorname{Spin}(8 m+1)$ real vector bundle. Let $\alpha_{\xi}^{*}$ denote the induced bundle of $\alpha_{\xi}$ on $S(\xi)$. Then $\alpha_{\xi}^{*}$ is a $\operatorname{Spin}(8 m)$ principal bundle. Then $K O\left(S(\xi)\right.$ ) is a free $K O(B(\xi))$-module with two generators 1 and $\tilde{\alpha}_{\xi}^{*}\left(\Delta_{8 m}^{+}\right)$. Moreover, the $K O(B(\xi))$-module $K O(S(\xi))$ has involution with $\tilde{\alpha}_{\xi}^{*}\left(\Delta_{8 m}^{ \pm}\right) \mapsto \tilde{\alpha}_{\xi}^{*}\left(\Delta_{8 m}^{\mp}\right)$.
13.3 Notations. We denote $\tilde{\alpha}_{\xi}^{*}\left(\Delta_{8 m}^{ \pm}\right)$simply by $\Delta_{8 m}^{ \pm}$in $K O(S(\xi))$. From (13.2), we have

$$
\psi^{k} \Delta_{8 m}^{ \pm}=\theta_{k}(\xi) \Delta_{8 m}^{ \pm}+b
$$

We are interested in calculating the $\theta_{k}(\xi)$ characteristic classes.
We make use of the following multiplicative property of $\theta_{k}$.
13.4 Proposition. We have $\theta_{k}(\xi \oplus \eta)=\theta_{k}(\xi) \theta_{k}(\eta)$.

We calculate $\theta_{k}$ using the morphism $\tilde{\alpha}_{\xi}^{*}$ and the character formula for $\Delta_{8 m}^{ \pm}$.
13.5 Character Calculation. We have $\psi^{k} \Delta_{8 m}^{ \pm}=\theta_{k}(\xi) \Delta_{8 m}^{ \pm}+b$, and subtracting these two relations, we have

$$
\psi^{k}\left(\Delta_{8 m}^{+}-\Delta_{8 m}^{-}\right)=\theta_{k}(\xi)\left(\Delta_{8 m}^{+}-\Delta_{8 m}^{-}\right)
$$

In $R O \operatorname{Spin}(8 m)$, we have

$$
\Delta_{8 m}^{+}-\Delta_{8 m}^{-}=\prod_{1 \leqq j \leqq 4 m}\left(\alpha_{j}^{1 / 2}-\alpha_{j}^{-1 / 2}\right)
$$

and

$$
\psi^{k}\left(\Delta_{8 m}^{+}-\Delta_{8 m}^{-}\right)=\prod_{i \leqq j \leqq 4 m}\left(\alpha_{j}^{k / 2}-\alpha_{j}^{-k / 2}\right)
$$

Therefore, we have the following formula for $r=(k-1) / 2$ :

$$
\begin{aligned}
\theta_{k}(\xi) & =\prod_{1 \leqq j \leqq 4 m} \frac{\alpha_{j}^{k / 2}-\alpha_{j}^{-k / 2}}{\alpha_{j}^{1 / 2}-\alpha_{j}^{-1 / 2}} \\
& =\prod_{1 \leqq j \leqq 4 m}\left(\alpha_{j}^{r}+\alpha_{j}^{r-1}+\cdots+1+\cdots+\alpha_{j}^{-r}\right) \\
& =\prod_{1 \leqq j \leqq 4 m}\left(1+\psi^{1}\left(\alpha_{j}\right)+\cdots+\psi^{r}\left(\alpha_{j}\right)\right)
\end{aligned}
$$

Observe that these formulas involve only $\psi^{k}$ operations of $\alpha_{j}$ and $\alpha_{j}^{-1}$. Therefore, for any real oriented $2 n$-dimensional vector bundle $\eta$, these formulas can be used to define $\theta_{k}(\eta)$.
$13.6 \boldsymbol{\theta}_{\boldsymbol{k}}$ of a 2-Plane Bundle. We calculate $\theta_{\boldsymbol{k}}(2 \zeta)$, where $\zeta$ is a line bundle and $\zeta^{2}=1$.

$$
\begin{aligned}
\theta_{k}(2 \zeta) & =1+\psi^{1}(2 \zeta)+\cdots+\psi^{r}(2 \zeta) \\
& =1+2(\zeta+1+\zeta+\cdots+\zeta+1) \\
& =(2 r+1)+r(\zeta-1) \quad \text { for } r=(k-1) / 2 \text { and } r \text { even }
\end{aligned}
$$

13.7 Calculation of $\boldsymbol{\theta}_{\boldsymbol{k}}(\mathbf{2 n} \zeta)$. Let $\zeta$ be a line bundle, and recall that $(\zeta-1)^{2}=$ $-2(\zeta-1)$. Then we compute the following class.

$$
\begin{aligned}
\theta_{k}(2 n \zeta) & =[(2 r+1)+r(\zeta-1)]^{n} \\
& =(2 r+1)^{n}+a(\zeta-1)
\end{aligned}
$$

We substitute $\zeta-1=-2$ in this expression and get the relation

$$
1^{n}=(2 r+1)^{n}-2 a
$$

where $r=(k-1) / 2$ and $2 r+1=k$. Then we have the following relation $\theta_{k}(2 n \zeta)=k^{n}+\left[\left(k^{n}-1\right) / 2\right](\zeta-1)$.
13.8 Remark. The class $\theta_{k}(\xi)$ is a fibre homotopy type invariant of $S(\xi)$. Consequently, if $J(2 n \zeta)=0$, we have $\left[\left(k^{n}-1\right) / 2\right](\zeta-1)=0$.

We are now in a position to prove the main theorem of this section.
13.9 Theorem. Let $X$ be a finite $C W$-complex such that $K O(X)$ is generated by a line bundle. Then the canonical epimorphism $J: \widetilde{K O}(X) \rightarrow J(X)$ is an isomorphism.

Proof. By the classification theorem and (11.8), the order of $\zeta-1$ is a power of 2 for the generating line bundle $\zeta$. Let $2^{r}$ equal the order of $\zeta-1$ in $\widetilde{K O}(X)$ and $J(2 n \zeta)=0$ in $J(X)$. Then, by $(13.8),\left(k^{n}-1\right) / 2=0\left(\bmod 2^{r}\right)$. For $k=5$, we have $5^{n}-1=0\left(\bmod 2^{r-1}\right)$. Since the units in $Z_{2^{r+1}}$ have the structure of $Z_{2} \oplus Z_{2^{r-1}}$, where 5 generates the second factor, we have $2^{r-1} \mid n$ or $2^{r} \mid 2 n$. Therefore, we have $2 n(\zeta-1)=0$ in $\widetilde{K O}(X)$.

Combining the results of (11.8) and (13.9), we have the following theorem of Adams.
13.10 Theorem. On the sphere $S^{n-1}$, there are at most $\rho(n)-1$ orthonormal vector fields.

## 14. Remarks on the Adams Conjecture

In the previous sections we studied the natural morphism $J: \widetilde{\mathrm{KO}}(X) \rightarrow J(X)$ using $K$-theory characteristic classes and proved that it was an isomorphism for $X=R P^{n}$. This in turn led to a solution of the vector field problem.

Now we consider $J(X)$ and the morphism $J$ for $X$ a sphere. In (6.5) we saw that $J\left(S^{n}\right)$ can be viewed as a subgroup of the stable stem $\sigma_{n-1}=\pi_{i+n-1}\left(S^{i}\right)$ (for $i \geqq n+1$ ). By (12.3) the possible nonzero morphisms $J$ are in the following degrees.

$$
\begin{aligned}
J: K O\left(S^{8 m+i}\right) & =\mathbf{Z} / 2 \rightarrow J\left(S^{8 m+i}\right) \subset \sigma_{8 m+i-1} \quad \text { for } i=1,2, \\
J: K O\left(S^{4 k}\right) & =\mathbf{Z} \rightarrow J\left(S^{4 k}\right) \subset \sigma_{4 k-1} .
\end{aligned}
$$

For example $J\left(S^{4}\right)=\sigma_{3}=\mathbf{Z} / 24$ and $J$ is an epimorphism of $\mathbf{Z}=K O\left(S^{4}\right)$ onto $\mathbf{Z} / 24$. In a series of four papers [7] Adams considers the groups $J(X)$ by using $K$-theory characteristic classes in order to detect elements of $\widetilde{K O}(X)$ whose image in $J(X)$ is nonzero. A key question centered around the nature of the image of $\psi^{k}(x)-x$ in $J(X)$ for $x \in \widetilde{K O}(X)$ and in [7, I, p. 183] Adams posed the following conjecture.
14.1 Adams Conjecture. For an integer $k$ and $x \in \widetilde{K O}(X)$ there exists an integer $e=e(k, x)$ such that $k^{e}\left(\psi^{k}(x)-x\right)$ has image zero in $J(X)$.

Note that since $\psi^{m n}=\psi^{m} \psi^{n}$, it suffices to prove that $\psi^{p}(x)-x$ is a $p$-torsion element in $J(X)$.

Adams proved in [7, I] that the conjecture holds for elements $x$ which are linear combinations of $0(1)$ and $0(2)$ bundles over a finite complex $X$. From this he deduced in the same paper that it holds for elements $x \in$ $i m\left(r: K\left(S^{2 n}\right) \rightarrow K O\left(S^{2 n}\right)\right)$. This together with the $e$-invariant $e: \sigma_{4 k-1} \rightarrow \mathbf{Q} / \mathbf{Z}$ that Adams defined in [7, II] led Adams to the following theorem about the stable homotopy groups of spheres.

First recall that the Bernoulli numbers $B_{k}$ are the rational numbers defined by

$$
\frac{x}{e^{x}-1}=1-\frac{x}{2}+\Sigma_{1 \leqq k}(-1)^{k-1} B_{k} \frac{x^{k}}{(2 k)!}
$$

and that $m_{r}$ denotes the denominator of $B_{r} / 4 r$ (expressed in lowest terms).
14.2 Theorem. (Adams) The J-homomorphism on spheres has the following properties:
(1) $J: \widetilde{K O}\left(S^{8 k+i}\right)=\mathbf{Z} / 2 \rightarrow \sigma_{8 k+i-1}$ is a monomorphism for $i=1$ or 2 ,
(2) $J: \widetilde{K O}\left(S^{8 k+4}\right)=\mathbf{Z} \rightarrow \sigma_{8 k+3}$ has as image a direct summand which is cyclic of order $m_{2 k+1}$, and
(3) J: $\widetilde{K O}\left(S^{8 k}\right)=\mathbf{Z} \rightarrow \sigma_{8 k-1}$ has an image a cyclic subgroup of order either $m_{2 k}$ or $2 m_{2 k}$. In the first case the image $J\left(S^{8 k}\right)$ is a direct summand.
14.3 Remark. Adams observed that if the Adams conjecture were true for $X=S^{8 k}$, then we can combine (2) and (3) of 14.2 into the single statement: $J: K O\left(S^{4 m}\right) \rightarrow \sigma_{4 m-1}$ has image a cyclic direct summand of order $m_{k}$. Thus one of the byproducts of the proof of the Adams conjecture is a precise determination of $J\left(S^{m}\right)$. Apart from finiteness of $\sigma_{n}$ and the determination of the summand $J\left(S^{4 k}\right)$ in $\sigma_{4 k-1}$, we have little global information about the graded abelian group $\sigma_{*}$.

Up to now there have been four separate proofs of the Adams conjectures which we now describe briefly. The mathematics that they have generated has far outshadowed the tying up of the "loose end" in part 3 of 4.2. To prove the Adams conjecture, it suffices to prove it for the universal bundle over $B O(n)$ and $\psi^{p}$ where $p$ is a prime. In the first two proofs one uses the fact that $B O(n)$ can be approximated by Grassmannians which are algebraic varieties defined over any field.

Proof 1. (Quillen, Friedlander) Quillen in [1] made the observation that for algebraic vector bundles $E$ with class $[E]$ in $K(X)$ that the following formula holds

$$
\psi^{p}[E]=\left[\text { Frob }^{*} E\right]
$$

where Frob: $X \rightarrow X$ is the Frobenius endomorphism. Using the étale homotopy theory of Artin, Mazur [1], he was able to show that the Adams conjecture for complex vector bundles reduced to a conjecture on the etale properties of sphere bundles which Friedlander proved in [1]. Since this proof was only for complex $K$-theory, it did not resolve the question of $m_{2 k}$ or $2 m_{2 k}$ in 14.2(3).

Proof 2. (Sullivan) Sullivan uses etale homotopy type considerations for $B O$ as a limit of algebraic varieties $B O(m, n)=0(m+n) / 0(m) \times 0(n)$ defined over $\mathbf{Q}$, the rational numbers. The Galois group $G=\operatorname{Gal}(\overline{\mathbf{Q}} / \mathbf{Q})$ acts on $B O_{l}$ the $l$-adic completion of $B O$, and a certain element of $G$ induces the $l$-adic completion of the action of $\psi^{p}: B O \rightarrow B O$ for $p \neq l$. This in turn means that $\psi^{p}: B O(n)_{l} \rightarrow B O(n)_{l}$ is well defined and functorial in $n$. The $l$-adic completion $F(n)_{l}$ of the homotopy fibre $F(n)$ of $B O(n-1) \rightarrow B O(n)$ has an action of $\psi^{p}$ on it making the following diagram homotopy commutative.


Since $F(n)$ is just the associated sphere bundle of the universal vector bundle $V$ over $B O(n)$, it follows that $V$ and $\psi^{p} V$ are spherically homotopy equivalent over $B O(n)_{l}$ for each prime $l \neq p$, and so the difference in the finite groups $J(B O(n, m))$ is a $p$ torsion element. Sullivan also shows that there is a decomposition $\Omega^{\infty} S^{\infty}=\operatorname{Im}(J) \times \operatorname{Coker}(J)$ as spaces from his methods.

For references to this proof and related questions see Sullivan [1], [2], Atiyah and Tall [1] and Atiyah and Segal [1].

Proof 3. (Quillen) In [2] Quillen gives a proof of the Adams conjecture by first showing the conjecture is true for vector bundles with finite structure group. Then using modular character theory for finite groups, one produces enough examples of virtual representations of finite groups to define maps

$$
B G L(k) \rightarrow B U \quad \text { and } \quad B O(k) \rightarrow B O
$$

where $k$ is an algebraic closure of the field of $p$ elements. These maps are homology isomorphisms over $\mathbf{Z} / d$ where $d$ is prime to $p$. Then the general Adams conjecture is deduced from the special case of finite structure group using standard methods of algebraic topology. The $J$-morphism for vector bundles with finite structure group was also considered by Atiyah and Tall [1].

Proof 4. (Becker, Gottlieb) Let $p: E \rightarrow B$ be a fibre bundle with fibre $F$ a compact smooth manifold, structure group $G$ a compact Lie group acting smoothly on $F$, and $B$ a finite complex. Becker and Gottlieb construct an $S$-map $p^{t r}: B \cup\{\infty\} \rightarrow E \cup\{\infty\}=E^{+}$such that for any cohomology theory $h^{*}\left(p^{t r}\right) h^{*}(p)$ is multiplication by $e(F)$, the Euler number of $F$. For a real $2 n$-dimensional vector bundle $\xi$ over $B$, there is a map $f: X \rightarrow B$ such that $h^{*}(f)$ is a split monomorphism for any general cohomology theory and $f^{*}(\xi)=\eta$ has structure group $N(T)$, the normalizer of the maximal torus $S O(2)^{n} \subset 0(2 n)$. In fact $f: X \rightarrow B$ is an $0(2 n) / N(T)$ fibre bundle and $e(0(2 n) /$ $N(T))=1$. Bundles $\eta$ of this form are treated by methods similar to those of Quillen in the previous proof.

PART III

## CHARACTERISTIC CLASSES

## CHAPTER 17

## Chern Classes and Stiefel-Whitney Classes

We consider Chern classes, Stiefel-Whitney classes, and the Euler class from an axiomatic point of view. The uniqueness of the classes follows from the splitting principle, and the existence is derived using the bundle of projective spaces associated with a vector bundle and the Leray-Hirsch theorem. These results could be obtained by using obstruction theory or the cohomology of the classifying space. Finally, we consider the relation between characteristic classes and the Thom isomorphism.

## 1. The Leray-Hirsch Theorem

In this section all cohomology groups have coefficients in a principal ring $K$ (usually equal to $\mathbf{Z}, Z_{p}$, where $p$ is a prime, or $\mathbf{Q}$ ).
1.1 Theorem (Leray-Hirsch). Let $p: E \rightarrow B$ be a bundle which is of finite type, that is, trivial over a finite covering, let $E_{0}$ be an open subspace of $E$, and let $\left(F, F_{0}\right)$ be an open pair of spaces such that for each $b \in B$ there is a homeomorphism $j_{b}:\left(F, F_{0}\right) \rightarrow\left(p^{-1}(b), p^{-1}(b) \cap E_{0}\right) \subset\left(E, E_{0}\right)$. Let $a_{1}, \ldots, a_{r} \in H^{*}\left(E, E_{0}\right)$ be homogeneous elements such that $j_{b}^{*}\left(a_{1}\right), \ldots, j_{b}^{*}\left(a_{r}\right)$ is a $K$-base of $H^{*}\left(F, F_{0}\right)$ for each $b \in B$. Then $H^{*}\left(E, E_{0}\right)$ is a free $H^{*}(B)$-module with base $a_{1}, \ldots, a_{r}$ under the action defined by $p^{*}: H^{*}(B) \rightarrow H^{*}\left(E, E_{0}\right)$.

Proof. For an open subset $U$ of $B$, let $E_{U}$ denote $p^{-1}(U)$, let $j_{U}: E_{U} \rightarrow E$ be the natural inclusion, and let $p_{U}: E_{U} \rightarrow U$ be the restriction of $p$. If there exists a homeomorphism $\left(U \times F, U \times F_{0}\right) \rightarrow\left(E_{U}, E_{U} \cap E_{0}\right)$ preserving the projections onto $U$, then $p^{*}: H^{*}(U) \rightarrow H^{*}\left(E_{U}, E_{U} \cap E_{0}\right)$ is a monomorphism and $j_{U}^{*}\left(a_{1}\right), \ldots, j_{U}^{*}\left(a_{r}\right)$ is a base of the $H^{*}(U)$-module $H^{*}\left(E_{U}, E_{U} \cap E_{0}\right)$. This follows
directly from the Künneth formula. Consequently, the theorem is true over such an open set $U$.

Finally, it suffices to prove that if the theorem is true over open sets $U$, $V$, and $U \cap V$ it is true over $U \cap V$. To do this, we define two functors $K^{n}(U)$ and $L^{n}(U)$ on the open subsets $U$ of $B$. Let $n(i)$ denote the degree $a_{i}$, and let $x_{i}$ denote an indeterminant of degree $n(i)$. Let $K^{n}(U)$ be the direct sum $\sum_{1 \leqq i \leq r} H^{n-n(i)}(U) x_{i}$, let $L^{n}(U)$ denote $H^{n}\left(E_{U}, E_{U} \cap E_{0}\right)$, and the $\theta_{U}: K^{n}(U) \rightarrow$ $1 \leq i \leq r$
$L^{n}(U)$ be the morphism defined by the relation $\theta_{U}\left(\sum_{i} c_{i} x_{i}\right)=\sum_{i} p^{*}\left(c_{i}\right) a_{i}$, where $c_{i} \in H^{n-n(i)}(U)$. Observe that the theorem is true over $U$ if and only if $\theta_{U}$ is an isomorphism.

Since $L^{n}(U)$ is constructed from a functor for which the Mayer-Vietoris sequence exists and is exact, and since $K^{n}(U)$ is a direct sum of functors for which the Mayer-Vietoris sequence exists and is exact, we have the following commutative diagram with exact rows.


If the theorem is true for $U \cap V, U$, and $V$, then $\theta_{1}, \theta_{2}, \theta_{4}$, and $\theta_{5}$ are isomorphisms. By the " 5 -lemma," $\theta_{3}$ is an isomorphism, and the theorem is true over $U \cap V$. The proof of the theorem follows now by an easy induction on $n$ where $B=U_{1} \cup \cdots \cup U_{n}$ and $p:\left(E, E_{0}\right) \rightarrow B$ is trivial over $U_{i}$ for $1 \leqq i \leqq n$ as a bundle and subbundle pair. This proves the theorem.

This theorem plays a fundamental role in the construction of StiefelWhitney classes and Chern classes.
1.2 Remark. The above theorem holds for arbitrary fibrations and not only for bundles of finite type by a well-known spectral sequence argument. Again one must be given elements $a_{i} \in H^{n(i)}\left(E, E_{0}\right)$ such that $j_{b}^{*}\left(a_{i}\right)$ is a $K$-base of $H^{*}\left(F, F_{0}\right)$.

We shall make use of this generalized version later in calculating $B U(n)=$ $G_{n}\left(\mathbf{C}^{\infty}\right)$, for example.

## 2. Definition of the Stiefel-Whitney Classes and Chern Classes

We work with real and complex vector bundles. Let $c$ denote $1, K_{1}$ denote $Z_{2}$, and $F$ denote $\mathbf{R}$ for real vector bundles, and let $c$ denote $2, K_{2}$ denote $\mathbf{Z}$, and $F$ denote $\mathbf{C}$ for complex vector bundles.

For an $n$-dimensional vector bundle $\xi=(E, p, B)$, let $E_{0}$ denote the nonzero vectors in $E$, and let $p_{0}$ denote the restriction $p \mid E_{0}$. Let $E^{\prime}$ be the quotient space of $E_{0}$ where two vectors in the same line in a given fibre of $\xi$ are identified, and let $q: E^{\prime} \rightarrow B$ be the factorization of $p_{0}: E_{0} \rightarrow B$ through $E^{\prime}$ by the natural projection $E_{0} \rightarrow E^{\prime}$.
2.1 Definition. The bundle ( $E^{\prime}, q, B$ ) is called the projective bundle associated with $\xi$ and is denoted $P \xi$.

The fibre of $P \xi^{n}$ is $F P^{n-1}$, and the bundle is locally trivial. For each $b \in B$, the inclusion $F^{n} \rightarrow p^{-1}(b) \subset E$ defines a natural inclusion $j_{b}: F P^{n-1} \rightarrow$ $q^{-1}(b) \subset E^{\prime}$. A point in $E^{\prime}$ is a line $L$ in the fibre of $\xi$ over $q(L)$.

The induced bundle $q^{*}(\xi)$ has a canonical line bundle $\lambda_{\xi}$ as a subbundle where a point in the total space $E\left(\lambda_{\xi}\right)$ of $\lambda_{\xi}$ over $L$ is a pair $(L, x)$, where $q(L)=b=p(x)$, or, equivalently, $x \in L$. There is an exact sequence over $E^{\prime}$ where $\sigma_{\xi}$ is the quotient of $q^{*}(\xi)$ by $\lambda_{\xi}$ :

$$
0 \rightarrow \lambda_{\xi} \rightarrow q^{*}(\xi) \rightarrow \sigma_{\xi} \rightarrow 0
$$

2.2 Proposition. Let $j_{b}: F P^{n-1} \rightarrow E(P(\xi))$ be the inclusion map onto the fibre. Then $j_{b}^{*}\left(\lambda_{\xi}\right)$ is isomorphic to the canonical line bundle on $F P^{n-1}$.

Proof. A point in the total space of $j_{b}^{*}\left(\lambda_{\xi}\right)$ is a pair $(L, y)$, where $L$ is a line in $F^{n}$ and $y \in j_{b}(L)$. Then $y$ has a unique representation of the form $(L, x)$, where $x \in L$ and the function that assigns the pair $(L, x)$ to $(L, y)$ is the desired isomorphism.
2.3 The Cohomology Rings of Projective Spaces. We recall a basic result of algebraic topology, namely, that the cohomology ring $H^{*}\left(F P^{\infty}, K_{c}\right)$ is a polynomial ring $K_{c}[z]$, where $\operatorname{deg} z=c$. The inclusion $F P^{n} \rightarrow F P^{\infty}$ induces an epimorphism $H^{*}\left(F P^{\infty}, K_{c}\right) \rightarrow H^{*}\left(F P^{n}, K_{c}\right)$ where the image of $z$ is $z_{n}$, a generator of the ring $H^{*}\left(F P^{n}, K_{c}\right)$ with the one relation $\left(z_{n}\right)^{n+1}=0$. Then $z^{i}$ has as image $z_{n}^{i}$ for $i \leqq n$ and $z^{i}$ has as image 0 for $i \geqq n+1$.
2.4 Henceforth, we assume that $E(P \xi)$ is a paracompact space. This is true if $B$ is paracompact. Or we could require that $\xi$ be a numerable vector bundle from which we deduce that $\lambda_{\xi}$ is numerable. Then there exists, by the classification theorem 3(7.2) (or in Chap. 4), a map $f: E(P \xi) \rightarrow F P^{\infty}$ such that $f^{*}\left(\gamma_{1}\right) \cong \lambda_{\xi}^{*}$, where $\lambda_{\xi}^{*}$ is the conjugate bundle to $\lambda_{\xi}$ and $\gamma_{1}$ is the universal line
bundle. Let $a_{\xi}$ denote the class $f^{*}(z)$. Since $f$ is unique up to homotopy, the class $a_{\xi}$ is well defined. The basic properties of the class $a_{\xi}$ are contained in the next theorem.
2.5 Theorem. For an $n$-dimensional vector bundle $\xi$, the classes $1, a_{\xi}, \ldots, a_{\xi}^{n-1}$ form a base of the $H^{*}\left(B(\xi), K_{c}\right)$-module $H^{*}\left(E(P(\xi)), K_{c}\right)$. Moreover, $q^{*}$ : $H^{*}(B(\xi)) \rightarrow H^{*}(E(P(\xi)))$ is a monomorphism.

Proof. Clearly we need only check the hypothesis of Theorem (1.1). For this, we note that $j_{b}^{*}\left(f^{*}\left(\gamma_{1}\right)\right)$ is the conjugate of the canonical line bundle over $F P^{n-1}$. Therefore, up to an automorphism of $F P^{n-1}$, the map $f j_{b}$ is homotopic to the inclusion $F P^{n-1} \rightarrow F P^{\infty}$. This means that $j_{b}^{*}(1), \ldots, j_{b}^{*}\left(a_{\xi}^{n-1}\right)$ is a $K_{c}-$ base of $H^{*}\left(F P^{n-1}, K_{c}\right)$. The theorem follows from (1.1).

In view of (2.5), there exists unique $x_{i}(\xi) \in H^{c i}\left(B, K_{c}\right)$ such that

$$
a_{\xi}^{n}=-\sum_{1 \leqq i \leqq n} x_{i}(\xi) a_{\xi}^{n-i}
$$

We write $x(\xi)=1+x_{1}(\xi)+\cdots+x_{n}(\xi)$.
2.6 Definition. For a real vector bundle $\xi$, the $i$ th Stiefel-Whitney class of $\xi$, denoted $w_{i}(\xi)$, is $x_{i}(\xi) \in H^{i}\left(B(\xi), Z_{2}\right)$. For a complex vector bundle $\xi$, the $i$ th Chern class of $\xi$, denoted $c_{i}(\xi)$, is $x_{i}(\xi) \in H^{2 i}(B(\xi)$, $\mathbf{Z})$. In addition, $w(\xi)=$ $1+w_{1}(\xi)+\cdots+w_{n}(\xi)$ and $c(\xi)=1+c_{1}(\xi)+\cdots+c_{n}(\xi)$ are called the total Stiefel-Whitney class and total Chern class, respectively.

## 3. Axiomatic Properties of the Characteristic Classes

We write several properties of the Stiefel-Whitney classes and of the Chern classes. Then we consider relations between these properties and verify all of them except the Whitney sum property. In Sec. 5 we shall prove that these properties uniquely characterize these classes, and in Sec. 6 we shall verify the Whitney sum property.
3.1 Properties of Stiefel-Whitney Classes. For each real vector bundle $\xi$ over a space $B$ there is a class $w(\xi) \in H^{*}\left(B, Z_{2}\right)$ with the following properties:
$\left(\mathrm{SW}_{0}\right)$ We have $w(\xi)=1+w_{1}(\xi)+\cdots+w_{n}(\xi)$, where $w_{i}(\xi) \in H^{i}\left(B, Z_{2}\right)$ and $w_{i}(\xi)=0$ for $i>\operatorname{dim} \xi=n$.
$\left(\mathrm{SW}_{1}\right)$ If $\xi$ and $\eta$ are $B$-isomorphic, it follows that $w(\xi)=w(\eta)$, and if $f: B_{1} \rightarrow B$ is a map, then we have $f^{*}(w(\xi))=w\left(f^{*}(\xi)\right)$.
$\left(\mathrm{SW}_{2}\right)$ (Whitney sum formula) For two vector bundles $\xi$ and $\eta$ over $B$, the relation $w(\xi \oplus \eta)=w(\xi) w(\eta)$ (cup multiplication) holds.
$\left(\mathrm{SW}_{3}\right)$ For the canonical line bundle $\lambda$ over $S^{1}=R P^{1}$, the element $w_{1}(\lambda)$ is nonzero in $H^{1}\left(S^{1}, Z_{2}\right)=Z_{2}$.
( $\mathrm{SW}_{3}^{\prime}$ ) For the canonical line bundle $\gamma_{1}$ over $R P^{\infty}$, the element $w_{1}\left(\gamma_{1}\right)$ is the generator of the polynomial ring $H^{*}\left(R P^{\infty}, Z_{2}\right)$.

Using property $\left(\mathrm{SW}_{1}\right)$ and the inclusion $R P^{1} \rightarrow R P^{\infty}$, we find that $\left(\mathrm{SW}_{3}\right)$ and ( $\mathrm{SW}_{3}^{\prime}$ ) are equivalent to each other.

We choose a generator of $H^{2}\left(S^{2}, \mathbf{Z}\right)$ which in turn defines a generator of $H^{2}\left(C P^{n}, \mathbf{Z}\right)$ for each $n$ with $1 \leqq n \leqq+\infty$. This element $z$ will generate the polynomial ring $H^{*}\left(C P^{\infty}, \mathbf{Z}\right)$.
3.2 Properties of Chern Classes. For each complex vector bundle $\xi$ over a space $B$ there is a class $c(\xi) \in H^{*}(B, \mathbf{Z})$ with the following properties:
$\left(\mathrm{C}_{0}\right)$ We have $c(\xi)=1+c_{1}(\xi)+\cdots+c_{n}(\xi)$, where $c_{i}(\xi) \in H^{2 i}(B, \mathbf{Z})$ and $c_{i}(\xi)=0$ for $i>\operatorname{dim} \xi$.
$\left(\mathrm{C}_{1}\right)$ If $\xi$ and $\eta$ are $B$-isomorphic, it follows that $c(\xi)=c(\eta)$, and if $f$ : $B_{1} \rightarrow B$ is a map, then we have $f^{*}(c(\xi))=c\left(f^{*}(\xi)\right)$.
$\left(\mathrm{C}_{2}\right)$ For two vector bundles $\xi$ and $\eta$ over $B$, the relation $c(\xi \oplus \eta)=$ $c(\xi) c(\eta)$ (cup multiplication) holds.
$\left(\mathrm{C}_{3}\right)$ For the canonical line bundle $\lambda$ over $S^{2}=C P^{1}$, the element $c_{1}(\lambda)$ is the given generator of $H^{2}\left(S^{2}, \mathbf{Z}\right)$.
$\left(\mathrm{C}_{3}^{\prime}\right)$ For the canonical line bundle $\gamma_{1}$ over $C P^{\infty}$, the element $c_{1}\left(\gamma_{1}\right)$ is the generator $z$ of the polynomial ring $H^{*}\left(C P^{\infty}, \mathbf{Z}\right)$.

Using $\left(C_{1}\right)$ and the inclusion $C P^{1} \rightarrow C P^{\infty}$, we find that $\left(C_{3}\right)$ and ( $\left.C_{3}^{\prime}\right)$ are equivalent to each other.

From the parallel character of properties $\left(\mathrm{SW}_{0}\right)$ to $\left(\mathrm{SW}_{3}\right)$ and properties $\left(C_{0}\right)$ to $\left(\mathrm{C}_{3}\right)$ it is clear that the two sets of characteristic classes have many formal properties in common.
3.3 Proposition. Properties $\left(\mathrm{SW}_{0}\right)$, $\left(\mathrm{SW}_{1}\right)$, and $\left(\mathrm{SW}_{3}^{\prime}\right)$ hold for Stiefel-Whitney classes, and properties $\left(\mathrm{C}_{0}\right),\left(\mathrm{C}_{1}\right)$, and $\left(\mathrm{C}_{3}^{\prime}\right)$ hold for Chern classes.

Proof. Property 0 in both cases follows from (2.6) immediately. For a map $f: B_{1} \rightarrow B$ there is an $f$-morphism of bundles $u: P\left(f^{*}(\xi)\right) \rightarrow P(\xi)$ which is an isomorphism on the fibres. From the definition of $\lambda_{\xi}$ it is clear that $u^{*}\left(\lambda_{\xi}\right)$ and $\lambda_{f *(\xi)}$ are isomorphic. Therefore, in the cohomology ring $H^{*}\left(E\left(P\left(f^{*}(\xi)\right)\right)\right.$ we have $u^{*}\left(a_{\xi}\right)=a_{f^{*}(\xi)}$. From the two relations

$$
a_{f^{*}(\xi)}^{n}=-\sum_{1 \leqq i \leqq n} x_{i}\left(f^{*}(\xi)\right)\left(a_{f^{*}(\xi)}\right)^{n-i}
$$

and

$$
u^{*}\left(a_{\xi}^{n}\right)=-\sum_{1 \leqq i \leqq n} f^{*}\left(x_{i}(\xi)\right)\left(u^{*}\left(a_{f^{*}(\xi)}\right)\right)^{n-i}
$$

we have the result $x_{i}\left(f^{*}(\xi)\right)=f^{*}\left(x_{i}(\xi)\right)$. Clearly, for isomorphic bundles $\xi$ and $\eta$ we have $x_{i}(\xi)=x_{i}(\eta)$.

As for axiom ( $\mathrm{C}_{3}^{\prime}$ ), we observe that if $\xi$ is a line bundle the total space of $P \xi$ is $B(\xi)$ and $\lambda_{\xi}$ is $\xi$. The defining relation $a_{\xi}=-x_{1}(\xi)$ becomes $x_{1}\left(\xi^{*}\right)=$
$a_{\xi}$. But to define $a_{\xi}$, we used a map $f: F P^{\infty} \rightarrow F P^{\infty}$ with $f^{*}\left(\gamma_{1}\right)=\xi^{*}$ and $f^{*}(z)=a_{\xi}$. In other words, $x_{1}\left(\gamma_{1}\right)$ is the canonical generator of $H^{*}\left(F P^{\infty}, K_{c}\right)$. The above discussion applies to both Stiefel-Whitney and Chern classes. This proves the proposition.

Let $L_{F}(B)$ denote the group of isomorphism classes of line bundles over $B$ with tensor product $\xi \otimes \eta$ as group operation and $\xi^{*}$ as the inverse of $\xi$. Then $L_{F}(-)$ is a group-valued cofunctor defined on the category of paracompact spaces and homotopy classes of maps. The classification theorem $3(7.2)$ says that the function that assigns to a homotopy class $[f]: B \rightarrow F P^{\infty}$ the isomorphism class of $f^{*}(\gamma)$ defines an isomorphism of cofunctors $\left[-, F P^{\infty}\right] \rightarrow$ $L_{F}(-)$. Then $F P^{\infty}$ has an $H$-space structure corresponding to the group operation on $L_{F}(-)$.

The spaces $F P^{\infty}$ are $K(\pi, n)$-spaces, and $K(\pi, n)$-spaces have a unique $H$ space structure. (This can easily be seen from the prolongation theorems of Chap. 1.) Since the cofunctors $H^{c}\left(-, K_{c}\right)$ and $\left[-, F P^{\infty}\right]$ are isomorphic in such a way that $[i] \in\left[F P^{\infty}, F P^{\infty}\right]$ corresponds to the generator of $H^{c}\left(F P^{\infty}, K_{c}\right)$, and since $x_{1}\left(\gamma_{1}\right)$ is the generator of $H^{c}\left(F P^{\infty}, K_{c}\right)$, the function $x_{1}: L_{F}(B) \rightarrow H^{c}\left(B, K_{c}\right)$ is an isomorphism for $c=1,2$.
3.4 Theorem. The functions $w_{1}: L_{R}(B) \rightarrow H^{1}\left(B, Z_{2}\right)$ and $c_{1}: L_{C}(B) \rightarrow H^{2}(B, \mathbf{Z})$ define isomorphisms of cofunctors.

We have $w_{1}(\xi \otimes \eta)=w_{1}(\xi)+w_{1}(\eta)$ and $c_{1}(\xi \otimes \eta)=c_{1}(\xi)+c_{1}(\eta)$ from this theorem. The cohomology ring $H^{*}\left(R P^{\infty}, Z_{2}\right)$ is generated by $w_{1}\left(\lambda_{1}\right)$ and $H^{*}\left(C P^{\infty}, \mathbf{Z}\right)$ by $c_{1}\left(\lambda_{1}\right)$. Consequently, the characteristic classes of line bundles are uniquely defined by their axiomatic properties.

## 4. Stability Properties and Examples of Characteristic Classes

In this section we assume the existence and uniqueness of the characteristic classes.
4.1 Proposition. If $\xi$ is a trivial bundle over $B$, then $w_{i}(\xi)=0$ for $i>0$ in the real case and $c_{i}(\xi)=0$ for $i>0$ in the complex case.

Proof. The statement is true for $\xi$ over a point because the cohomology in nonzero dimensions is zero, and every trivial bundle is isomorphic to the induced bundle by a map to a point. By property 1 we have the result.

In addition, using property 2 , we have the following result.
4.2 Theorem. Let $\xi$ and $\eta$ be two s-equivalent vector bundles. Then the relation $w(\xi)=w(\eta)$ holds in the real case and $c(\xi)=c(\eta)$ in the complex case.

Proof. For some $n$ and $m$, there is an isomorphism between $\xi \oplus \theta^{n}$ and $\eta \oplus$ $\theta^{m}$. From this we have the following equalities in the real case: $w(\xi)=$ $w(\xi) w\left(\theta^{n}\right)=w\left(\eta \oplus \theta^{m}\right)=w(\eta) w\left(\theta^{m}\right)=w(\eta)^{1}=w(\eta)$, or we have $w(\xi)=w(\eta)$. Similarly, in the complex case we have $c(\xi)=c(\eta)$.
4.3 Remark. We denote by $G^{*}\left(B, K_{c}\right)$ the subset of those elements in $H^{*}(B, K)$ of the form $1+a_{i}+\cdots+a_{n}$, where $a_{i} \in H^{c i}\left(B, K_{c}\right)$ with the cup product as group operation for a finite complex $B$. For the two cases $K_{1}=$ $Z_{2}$ and $K_{2}=\mathbf{Z}$ this is a commutative group. Moreover, $G^{*}\left(-, K_{c}\right)$ is a cofunctor from the category of spaces and homotopy classes of maps with values in the category of abelian groups. Properties 1, 2, and 3 allow us to view

$$
w: K O(-) \rightarrow G^{*}\left(-, Z_{2}\right) \quad \text { and } \quad c: K(-) \rightarrow G^{*}(-, \mathbf{Z})
$$

as morphisms of cofunctors. Observe that characteristic classes cannot distinguish between $s$-equivalent bundles.
4.4 Proposition. For the tangent bundle $\tau\left(S^{n}\right)$ to the sphere, $w\left(\tau\left(S^{n}\right)\right)=1$.

Proof. Since $\tau\left(S^{n}\right) \oplus \theta^{1}$ and $\theta^{n+1}$ are isomorphic by 2(4.7), the tangent bundle $\tau\left(S^{n}\right)$ is $s$-trivial. Therefore, by (4.1) and (4.2), $w\left(\tau\left(S^{n}\right)\right)=1$.

By the calculation of $2(4.8), \tau\left(R P^{n}\right)$ is $s$-equivalent to $\lambda \oplus{ }^{(n+1)} \oplus \lambda=$ $(n+1) \lambda$, where $\lambda$ is the canonical line bundle over $R P^{n}$. This holds in both the real and complex cases. Therefore, we have the next proposition.
4.5 Proposition. For the tangent bundle $\tau\left(R P^{n}\right)$ there are the relations $w\left(\tau\left(R P^{n}\right)\right)=(1+z)^{n+1}$, where $z$ is the generator of $H^{1}\left(R P^{n}, Z_{2}\right)$, and $c\left(\tau\left(C P^{n}\right)\right)=(1+z)^{n+1}$, where $z$ is the generator of $H^{2}\left(C P^{n}, \mathbf{Z}\right)$.

Every vector field on $R P^{n}$ defines a vector field on $S^{n}$. A nonexistence statement for vector fields on $S^{n}$ is stronger than a nonexistence statement for vector fields on $R P^{n}$, but as an application we include the next proposition which is really an easy consequence of $12(1.4)$.

### 4.6 Proposition. Every tangent vector field on $R P^{2 k}$ has at least one zero.

Proof. Observe that $w_{2 k}\left(\tau\left(R P^{2 k}\right)\right)=(2 k+1) z^{2 k}=z^{2 k} \neq 0$. If $\tau\left(R P^{2 k}\right)$ had a cross section that was everywhere nonzero, we would have $\tau\left(R P^{2 k}\right)=\xi \oplus \theta^{1}$. Then $w_{2 k}\left(\tau\left(R P^{2 k}\right)\right)=w_{2 k-1}(\xi) w_{1}\left(\theta^{1}\right)=0$, which is a contradiction.

## 5. Splitting Maps and Uniqueness of Characteristic Classes

The following notation allows the reduction of general considerations of vector bundles to those of line bundles, i.e., uniqueness of characteristic classes.
5.1 Definition. Let $\xi$ be a vector bundle over $B$. A splitting map of $\xi$ is a map $f: B_{1} \rightarrow B$ such that $f^{*}(\xi)$ is a sum of line bundles and $f^{*}: H^{*}\left(B, K_{c}\right) \rightarrow$ $H^{*}\left(B_{1}, K_{c}\right)$ is a monomorphism.

The next proposition says that splitting maps exist.
5.2 Proposition. If $\xi$ is a vector bundle over B, there exists a splitting map for $\xi$.

Proof. We prove this by induction on the dimension of $\xi$. For a line bundle, the identity on the base space is a splitting map. In general, let $q: E(P \xi) \rightarrow B$ be the associated projective bundle. Then $q^{*}: H^{*}\left(B, K_{c}\right) \rightarrow H^{*}\left(E(P \xi), K_{c}\right)$ is a monomorphism, and $q^{*}(\xi)=\lambda_{\xi} \oplus \sigma_{\xi}$. By inductive hypothesis there exists a splitting map $g: B_{1} \rightarrow E(P \xi)$ for $\sigma_{\xi}$. Then $f=q g$ from $B_{1}$ to $B$ is a splitting map for $\xi$.
5.3 Corollary. Let $\xi_{1}, \ldots, \xi_{r}$ be $r$ vector bundles over $B$ which are either all real or all complex. Then there exists a map $f: B_{1} \rightarrow B$ such that $f$ is a splitting map for each $\xi_{i}$, where $1 \leqq i \leqq r$.
5.4 Theorem. The properties $\left(\mathrm{SW}_{0}\right)$ to $\left(\mathrm{SW}_{3}\right)$ completely determine the StiefelWhitney classes, and the properties $\left(\mathrm{C}_{0}\right)$ to $\left(\mathrm{C}_{3}\right)$ completely determine the Chern classes.

Proof. Let $w_{i}$ and $\bar{w}_{i}$ be two sets of Stiefel-Whitney classes, and let $\xi^{n}$ be a vector bundle with splitting map $f: B_{1} \rightarrow B$. Since $w_{1}$ is uniquely determined for line bundles $\lambda_{i}$, we have $f^{*}(w(\xi))=w\left(f^{*}(\xi)\right)=\left(1+w\left(\lambda_{1}\right)\right) \cdots\left(1+w_{1}\left(\lambda_{n}\right)\right)=$ $\left(1+\bar{w}_{1}\left(\lambda_{1}\right)\right) \cdots\left(1+\bar{w}\left(\lambda_{n}\right)\right)=\bar{w}\left(f^{*}(\xi)\right)=f^{*}(\bar{w}(\xi))$, where $f^{*}(\xi)=\lambda_{1} \oplus \cdots \oplus$ $\lambda_{n}$. Since $f^{*}$ is a monomorphism, we have $w(\xi)=\bar{w}(\xi)$. The same proof applies to Chern classes.

This theorem is a good illustration of the use of splitting maps.

## 6. Existence of the Characteristic Classes

In (2.5) and (2.6) we defined the characteristic classes of vector bundles. We have verified properties 0,1 , and 3 for these classes. In this section we verify the Whitney sum formula. The next proposition is the key result.
6.1 Proposition. Let $\xi=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$ be a Whitney sum of line bundles. Then the relation $x(\xi)=\left(1+x_{1}\left(\lambda_{1}\right)\right) \cdots\left(1+x_{1}\left(\lambda_{n}\right)\right)$ holds. Again $x$ denotes StiefelWhitney classes or the Chern classes.

Proof. Let $q: E(P \xi) \rightarrow B$ be the projective bundle associated with $\xi$. Then there are two exact sequences

$$
0 \rightarrow \lambda_{\xi} \rightarrow q^{*}(\xi)=q^{*}\left(\lambda_{1}\right) \oplus \cdots \oplus q^{*}\left(\lambda_{n}\right) \rightarrow \sigma \rightarrow 0
$$

and

$$
0 \rightarrow \theta^{1}=\lambda_{\xi}^{*} \otimes \lambda_{\xi} \rightarrow\left[\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{i}\right)\right] \oplus \cdots \oplus\left[\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{n}\right)\right] \rightarrow \lambda_{\xi}^{*} \otimes \sigma \rightarrow 0
$$

Therefore, $\lambda_{\xi}^{*} \otimes q^{*}(\xi)$ has a cross section $s$ which is everywhere nonzero and projects to a cross section $s_{i}$ in $\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{i}\right)$. Let $V_{i}$ be the open subset over which $s_{i} \neq 0$. The image of $x_{1}\left(\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{i}\right)\right)$ is zero in $H^{c}\left(V_{i}, K_{c}\right)$, and therefore it can be pulled back to $H^{c}\left(E(P \xi), V_{i} ; K_{c}\right)$. Moreover, the cup product $x_{1}\left(\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{1}\right)\right) \cdots x_{1}\left(\lambda_{\xi}^{*} \otimes q^{*}\left(\lambda_{n}\right)\right)$ is an element of $H^{*}\left(E(P \xi), ~ \bigcup \quad V_{i} ; K_{c}\right)=$ $H^{*}\left(E(P \xi), E(P \xi) ; K_{c}\right)=0$. Therefore, we have the relation

$$
\prod_{1 \leqq i \leqq n}\left[q^{*}\left(x_{1}\left(\lambda_{i}\right)\right)+x_{1}\left(\lambda_{\xi}^{*}\right)\right]=0
$$

For $a_{\xi}=x_{1}\left(\lambda_{\xi}^{*}\right)$, this is just the equation $a_{\xi}^{n}+q^{*} x_{1}(\xi) a_{\xi}^{n-1}+\cdots+q^{*} x_{n}(\xi)=$ 0 . Therefore, we have $x(\xi)=x\left(\lambda_{1}\right) \cdots x\left(\lambda_{n}\right)$. This proves the proposition.
6.2 Theorem. For $\xi$ and $\eta$, two vector bundles over $B$, there is the relation $x(\xi \oplus \eta)=x(\xi) x(\eta)$.

Proof. Let $f: B_{1} \rightarrow B$ be a splitting map for $\xi$ and $\eta$, where $f^{*}(\xi)=\lambda_{1} \oplus \cdots \oplus$ $\lambda_{n}$ and $f^{*}(\eta)=\lambda_{n+1} \oplus \cdots \oplus \lambda_{n+m}$. Then we have

$$
\begin{aligned}
f^{*}(x(\xi \oplus \eta)) & =x\left(f^{*}(\xi \oplus \eta)\right)=x\left(\lambda_{1} \oplus \cdots \oplus \lambda_{n+m}\right)=x\left(\lambda_{1}\right) \cdots x\left(\lambda_{n+m}\right) \\
& =x\left(f^{*}(\xi)\right) x\left(f^{*}(\eta)\right)=f^{*}(x(\xi) x(\eta))
\end{aligned}
$$

Since $f^{*}$ is a moonomorphism, $x(\xi \oplus \eta)=x(\xi) x(\eta)$. This completes the proof.

## 7. Fundamental Class of Sphere Bundles. Gysin Sequence

For a vector bundle $\xi$ with total space $E(\xi)$, let $E_{0}(\xi)$ denote the open subspace of nonzero vectors. For $b \in B$, let $j_{b}:\left(\mathbf{R}^{n}, \mathbf{R}^{n}-\{0\}\right) \rightarrow\left(E(\xi), E_{0}(\xi)\right)$ denote the inclusion onto the fibre of $\xi$ over $b \in B$. Each complex $n$-dimensional vector bundle restricts to a real ( $2 n$ )-dimensional real vector bundle. In Secs. 1 to 6 , we developed characteristic classes, using $P(\xi)$; now we use $E_{0}(\xi)$ to define other classes.
7.1 Definition. A vector bundle is orientable provided its structure group restricts from $O(n)$ to $S O(n)$. An orientation of a vector bundle is a particular restriction of the structure group to $S O(n)$. An oriented vector bundle is a pair consisting of a vector bundle and an orientation on the bundle.

In other words, a vector bundle has an atlas of charts where the linear transformations changing from one chart to another have strictly positive determinants.
7.2 Example. Every restriction of a complex vector bundle to a real vector bundle is orientable and has a natural orientation because $U(n) \subset S O(2 n) \subset$ $O(2 n)$.

The next theorem contains the fundamental construction of this section.
7.3 Theorem. Let $\xi$ be a real vector bundle. The cohomology groups have coefficients in $\mathbf{Z}$ if the bundle is oriented and in $Z_{2}$ in general. The following statements hold:
(1) There exists a unique $U_{\xi} \in H^{n}\left(E, E_{0}\right)$ such that $j_{b}^{*}\left(U_{\xi}\right)$ is a fixed generator of $H^{n}\left(\mathbf{R}^{n}, \mathbf{R}^{n}-\{0\}\right)$.
(2) For $i<n$, there is the relation $H^{i}\left(E, E_{0}\right)=0$.
(3) The function $a \mapsto p^{*}(a) U_{\xi}$ (cup product) of $H^{i}(B) \rightarrow H^{i+n}\left(E, E_{0}\right)$ is an isomorphism.

Proof. As with Theorem (1.1), a spectral sequence argument is needed if $\xi$ is not of finite type. This we leave to the reader and given an elementary argument when $\xi$ is of finite type. Statements (1) and (2) hold over open sets $V$ where $\xi \mid V$ is trivial. Let $U_{V}$ denote the resulting class.

If statements (1) and (2) hold over $V_{1}, V_{2}$, and $V_{1} \cap V_{2}$, they hold over $V_{1} \cup V_{2}$ by a Mayer-Vietoris sequence argument. Let $E_{1}=p^{-1}\left(V_{1}\right), E_{2}=$ $p^{-1}\left(V_{2}\right), E_{3}=p^{-1}\left(V_{1} \cap V_{2}\right), E_{4}=p^{-1}\left(V_{1} \cup V_{2}\right)$, and $E_{i}^{0}=E_{i} \cap E_{0}$. Then we have the following exact sequence:

$$
H^{i}\left(E_{3}, E_{3}^{0}\right) \leftarrow H^{i}\left(E_{1}, E_{1}^{0}\right) \oplus H^{i}\left(E_{2}, E_{2}^{0}\right) \leftarrow H^{i}\left(E_{4}, E_{4}^{0}\right) \leftarrow H^{i-1}\left(E_{3}, E_{3}^{0}\right)
$$

Statement (2) follows immediately since $0 \leftarrow H^{i}\left(E_{4}, E_{4}^{0}\right) \leftarrow 0$ is exact for $i<n$. The classes $U_{1} \in H^{n}\left(E_{1}, E_{1}^{0}\right)$ and $U_{2} \in H^{n}\left(E_{2}, E_{2}^{0}\right)$ restrict to the same class in $H^{n}\left(E_{3}, E_{3}^{0}\right)$, and there is a unique class $U_{4}$ in $H^{n}\left(E_{4}, E_{4}^{0}\right)$ that restricts to $U_{1}$ and $U_{2}$. By induction on the number of charts in a finite atlas, we have the proof of statements (1) and (2).

Finally, statement (3) is a direct application of Theorem (1.1). This proves the theorem.

In summary, we consider the following isomorphisms for a vector bundle $\xi$ of dimension $n$.


For the inclusion $j: E \rightarrow\left(E, E_{0}\right)$ there is the morphism $j^{*}: H^{i}\left(E, E_{0}\right) \rightarrow$ $H^{i}(E)$. The morphism $p^{*}: H^{i}(B) \rightarrow H^{i}(E)$ is an isomorphism.
7.4 Definition. The Euler class of a real vector bundle $\xi^{n}$ over $B$, denoted $e(\xi)$, is $p^{*-1} j^{*}\left(U_{\xi}\right)$, where $p: E \rightarrow B$ is the projection of $\xi$. The term "Euler class" is usually used only in the oriented case and with integral coefficients. Moreover, we have $e(\xi) \in H^{n}(B)$. The class $U_{\xi}$ is called the fundamental class.

Let $\psi$ denote the composition of the coboundary $H^{i}\left(E_{0}\right) \rightarrow H^{i+1}\left(E, E_{0}\right)$ and $\phi^{-1}: H^{i+1}\left(E, E_{0}\right) \rightarrow H^{i+1-n}(B)$, where $\phi(a)=p^{*}(a) U_{\xi}$. There results the following exact sequence which relates the cohomology of $B$ and $E_{0}$.
7.5 Theorem (Gysin). For an n-dimensional real vector bundle $\xi^{n}$ there is the following exact sequence of cohomology groups where the coefficients are in $Z_{2}$ in general or $\mathbf{Z}$ for oriented bundles.

$$
\cdots \rightarrow H^{i}(B) \xrightarrow{\text { mult. by } e(\xi)} H^{i+n}(B) \xrightarrow{p^{*}} H^{i+n}\left(E_{0}\right) \xrightarrow{\psi} H^{i+1}(B) \rightarrow \cdots
$$

Proof. We have the following commutative diagram with top row exact.


We have only to calculate

$$
p^{*-1} j^{*} \phi(a)=p^{*-1} j^{*}\left(p^{*}(a) U_{\xi}\right)=p^{*-1}\left(p^{*}(a) j^{*}\left(U_{\xi}\right)\right)=a\left[p^{*-1} j^{*}\left(U_{\xi}\right)\right]=a e(\xi)
$$

This proves the theorem.

The sequence in (7.5) is called the Gysin sequence of the bundle $\left(E_{0}, p, B\right)$.
7.6 Proposition. The expression $e(\xi)=\phi^{-1}\left(U_{\xi}^{2}\right)$ holds for the Euler class.

Proof. We calculate $\phi(e(\xi))=p^{*}\left(p^{*-1} j^{*}\left(U_{\xi}\right)\right) U_{\xi}=j^{*}\left(U_{\xi}\right) U_{\xi}=U_{\xi}^{2}$ since $j: E \rightarrow$ $\left(E, E_{0}\right)$ is the inclusion, and the cup product is a natural operation.
7.7 Corollary. The Euler class of an odd-dimensional oriented bundle $\xi$ has the property that $2 e(\xi)=0$.
7.8 Proposition. Let $\xi$ be a vector bundle over $B$, and let $f: B^{\prime} \rightarrow B$ be a map. Then $f^{*}(e(\xi))=e\left(f^{*}(\xi)\right)$.

Proof. There is a map $g:\left(E^{\prime}, E_{0}^{\prime}\right) \rightarrow\left(E, E_{0}\right)$ inducing $f$, where $E$ is the total space of $\xi$ and $E^{\prime}$ is the total space of $f^{*}(\xi)$. By the uniqueness property of Theorem (7.3), $f^{*}\left(U_{\xi}\right)$ is equal to $U_{f^{*}(\xi)}$, since they are equal on each fibre of $f^{*}(\xi)$. The proposition follows now from the commutative diagram


As with (4.1), there is the following corollary.
7.9 Corollary. If $\xi$ is a trivial bundle of dimension $n \geqq 1$, then $e(\xi)=0$.

## 8. Multiplicative Property of the Euler Class

Let $\xi^{n}$ be a real vector bundle with total space $E^{\prime}$, space of nonzero vectors $E_{0}^{\prime}$, and fibre $F_{b}^{\prime}$ over $b$; let $\eta^{m}$ have total space $E^{\prime \prime}$, etc., $E_{0}^{\prime \prime}$, and $F_{b}^{\prime \prime}$; and let $\xi \oplus \eta$ have total space $E$, etc., $E_{0}$, and $F_{b}$. Let $F_{0, b}$ denote $E_{0} \cap F_{b}$, etc.

Next, let $E_{1}$ be the union of $F_{0, b}^{\prime} \times F_{b}^{\prime \prime}$ for all $b \in B$, and $E_{2}$ the union of $F_{b}^{\prime} \times F_{0, b}^{\prime \prime}$ for all $b \in B$, where $F_{0, b}^{\prime \prime}=E_{0}^{\prime} \cap F_{b}^{\prime}$, etc. We have the following commutative diagrams where the rows are inclusions:


The vertical maps are projections, and $r_{1}, r_{2}, p_{1}$, and $p_{2}$ are homotopy equivalences. Finally, we have $E_{0}=E_{1} \cup E_{2}$, and the following functions are isomorphisms.

$$
H^{*}\left(E^{\prime}, E_{0}^{\prime}\right) \xrightarrow{q_{1}^{*}} H^{*}\left(E, E_{1}\right) \quad \text { and } \quad H^{*}\left(E^{\prime \prime}, E_{0}^{\prime \prime}\right) \xrightarrow{q_{2}^{*}} H^{*}\left(E, E_{2}\right)
$$

Let $U^{\prime}$ denote $U_{\xi} \in H^{*}\left(E^{\prime}, E_{0}^{\prime}\right)$, let $U^{\prime \prime}$ denote $U_{\eta} \in H^{*}\left(E^{\prime \prime}, E_{0}^{\prime \prime}\right)$, and let $U$ denote $U_{\xi \oplus \eta} \in H^{*}\left(E, E_{0}\right)$. The next proposition describes the multiplicative character of $U_{\xi}$, using these notations.

### 8.1 Proposition. The relation $U=q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right)$ holds.

Proof. From the uniqueness character of $U$, it suffices to prove $j_{b}^{*}\left(q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right)\right)$ is the standard generator $j_{b}^{*}(U)$ of $H^{n+m}\left(F_{b}, F_{b, 0}\right)$. For this, we consider the following diagram:


The unnamed arrows are induced by obvious inclusion maps. All fibres are over $b \in B$. Then $j_{b}^{*}\left(q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right)\right)$ is the composition of the upper row and right vertical map. The standard generator in $H^{n}\left(F^{\prime}, F_{0}^{\prime}\right) \otimes H^{m}\left(F^{\prime \prime}, F_{0}^{\prime \prime}\right)$ is carried into the standard generator in $H^{n+m}\left(F, F_{0}\right)$. This proves the proposition.
8.2 Theorem. For the Euler class, the relation $e(\xi \oplus \eta)=e(\xi) e(\eta)$ holds.

Proof. By Definition (7.4), we have $e(\xi \oplus \eta)=p^{*-1} j^{*}(U)$, using the above notation. Then we calculate $p^{*-1} j^{*}(U)=p^{*-1} j^{*}\left(q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right)\right)=$ $p^{*-1}\left[p_{1}^{*} j_{1}^{*}\left(U^{\prime}\right) p_{2}^{*} j_{2}^{*}\left(U^{\prime \prime}\right)\right]=e(\xi) e(\eta)$. This proves the theorem.

The following result is useful.
8.3 Theorem. If a vector bundle $\xi$ has an everywhere-nonzero cross section, then $e(\xi)=0$.

Proof. A vector bundle with an everywhere-nonzero cross section splits off a line bundle, that is, $\xi=\theta^{1} \oplus \eta$. Then $e(\xi)=e\left(\theta^{1}\right) e(\eta)=0 e(\eta)=0$. The Euler class of a trivial bundle is zero.

## 9. Definition of Stiefel-Whitney Classes Using the Squaring Operations of Steenrod

Let $\phi: H^{i}(B) \rightarrow H^{i+n}\left(E, E_{0}\right)$ denote the isomorphism $\phi(a)=p^{*}(a) U_{\xi}$. We work with $Z_{2}$ coefficients only in this section [see (7.3) and (7.4)].
9.1 Theorem (Thom). The Stiefel-Whitney class $w_{i}(\xi)$ is given by $\phi^{-1}\left(S q^{i} U_{\xi}\right)$, where $S q^{i}$ denotes the ith Steenrod square.

Proof. From the uniqueness character of $w_{i}$ it suffices to prove that $w^{*}(\xi)=$ $\phi^{-1} S q U_{\xi}$ satisfies statements $\left(\mathrm{SW}_{0}\right)$ to $\left(\mathrm{SW}_{3}\right)$.

First, $\left(\mathrm{SW}_{0}\right)$ follows from the property that $S q^{0}=1$ and $S q^{i} U_{\xi}=0$ for $i>n$. For $\left(\mathrm{SW}_{1}\right)$, let $f: B^{\prime} \rightarrow B$ be a map. Then we have a commutative diagram:


The vector bundle map $(g, f)$ is defined $f^{*}(\xi) \rightarrow \xi$. Then $f^{*}\left(w^{*}(\xi)\right)=$ $f^{*} \phi^{-1}\left(S q U_{\xi}\right)=\phi^{-1}\left(\operatorname{Sqq}{ }^{*}\left(U_{\xi}\right)\right)=\phi^{-1}\left(S q\left(U_{f^{*}(\xi)}\right)\right)=w^{*}\left(f^{*}(\xi)\right)$. This proves $\left(\mathrm{SW}_{1}\right)$.

For $\left(\mathrm{SW}_{2}\right)$, we use the results and notations of the previous section. We have $U=q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right)$ by (8.1), and $S q U=S q\left(q_{1}^{*}\left(U^{\prime}\right)\right) S q\left(q_{2}^{*}\left(U^{\prime \prime}\right)\right)=$ $q_{1}^{*}\left(S q\left(U^{\prime}\right)\right) q_{2}^{*}\left(S q\left(U^{\prime \prime}\right)\right)$. By the formula for $w^{*}$, we have $S q U=\left[p^{*} w^{*}(\xi \oplus \eta)\right] U$, $S q U^{\prime}=\left[p^{*} w^{*}(\xi)\right] U^{\prime}$, and $S q U^{\prime \prime}=\left[p^{*} w^{*}(\eta)\right] U^{\prime \prime}$.

Now we calculate

$$
\begin{aligned}
S q U & =q_{1}^{*}\left(S q\left(U^{\prime}\right)\right) q_{2}^{*}\left(\operatorname{Sq}\left(U^{\prime \prime}\right)\right) \\
& =\left(q_{1}^{*}\left(\left[p^{*} w^{*}(\xi)\right] U^{\prime}\right)\right)\left(q_{2}^{*}\left(\left[p^{*} w^{*}(\eta)\right] U^{\prime \prime}\right)\right) \\
& =\left[p_{1}^{*} p^{*} w^{*}(\xi)\right] q_{1}^{*}\left(U^{\prime}\right)\left[p_{2}^{*} p^{*} w^{*}(\eta)\right] q_{2}^{*}\left(U^{\prime \prime}\right) \\
& =\left[p_{1}^{*} p^{*} w^{*}(\xi)\right]\left[p_{2}^{*} p^{*} w^{*}(\eta)\right] q_{1}^{*}\left(U^{\prime}\right) q_{2}^{*}\left(U^{\prime \prime}\right) \\
& =p^{*}\left(w^{*}(\xi) w^{*}(\eta)\right) U
\end{aligned}
$$

But $w^{*}(\xi \oplus \eta)$ is uniquely defined by this relation. Therefore, we have the Whitney sum formula $w^{*}(\xi \oplus \eta)=w^{*}(\xi) w^{*}(\eta)$.

Finally, for $\left(\mathrm{SW}_{3}\right), S q^{1}$ carries the nonzero class of $H^{1}\left(E, E^{0}\right)$ to the nonzero class of $H^{2}\left(E, E_{0}\right)$, where $\left(E(\lambda), E_{0}(\lambda)\right)$ over $S^{1}=R P^{1}$ is, up to homotopy type, the Moebius band modulo its boundary. The Moebius band equals $R P^{2}$ minus an open two-cell. Then $S q^{1} U_{\lambda}$ is nonzero, and $w_{1}^{*}(\lambda)$ is nonzero. This proves the theorem.

## 10. The Thom Isomorphism

Let $\xi$ be a vector bundle. If $\xi$ is oriented, then $\mathbf{Z}$-coefficients are used in the cohomology groups; otherwise $Z_{2}$ is used. By Theorem (7.3), there is an isomorphism $\phi(a)=p^{*}(a) U_{\xi}$ of $H^{i}(B) \rightarrow H^{i+n}\left(E, E_{0}\right)$ or $H^{*}(B) \rightarrow H^{*}\left(E, E_{0}\right)$.
10.1 Definition. We assume that $\xi$ has a riemannian metric. Then we define the associated disk bundle, denoted $D(\xi)$, as the subbundle of $x \in E$ with $\|x\| \leqq 1$, and the associated sphere bundle, denoted $S(\xi)$, as the subbundle of $x \in E$ with $\|x\|=1$.

For $D(\xi)_{0}=D(\xi) \cap E_{0}$, there is the following sequence of isomorphisms.

$$
H^{i}(B) \xrightarrow{\phi} H^{i+n}\left(E, E_{0}\right) \rightarrow H^{i+n}\left(D(\xi), D(\xi)_{0}\right) \rightarrow H^{i+n}(D(\xi), S(\xi))
$$

The first is given by (7.3), the second is given by excision, and the third by the homotopy equivalence $S(\xi) \rightarrow D(\xi)_{0}$. The class $U_{\xi}$ is carried into $H^{i+n}(D(\xi), S(\xi))$, and composition of the above three maps is an isomorphism $\phi^{\prime}: H^{i}(B) \rightarrow H^{i+n}(D(\xi), S(\xi))$, where $\phi^{\prime}(a)=p^{*}(a) U_{\xi}$. This leads to the following definition.
10.2 Definition. The Thom space of a vector bundle $\xi$, denoted $\xi^{B}$, is the quotient $D(\xi) / S(\xi)$.

The projection $\sigma: H^{i+n}(D(\xi), S(\xi)) \rightarrow \tilde{H}^{i+n}\left(\xi^{B}\right)$ is an isomorphism, and we define the Thom morphism $\psi: H^{i}(B) \rightarrow \widetilde{H}^{i+n}\left(\xi^{B}\right)$ to be $\psi=\sigma \phi^{\prime}$. The following theorem is immediate.
10.3 Theorem. The Thom morphism $\psi: H^{i}(B) \rightarrow \tilde{H}^{i+n}\left(\xi^{B}\right)$ is an isomorphism.

The reader should refer to the exercises for an alternative approach to the Thom isomorphism.

## 11. Relations Between Real and Complex Vector Bundles

We have considered the operation of conjugation $\xi^{*}$ of a complex vector bundle $\xi$, see $5(7.6)$. We can also restrict the scalars of $\xi$ to $\mathbf{R}$. This yields a group homomorphism

$$
\varepsilon_{0}: K_{\mathrm{C}}(X) \rightarrow K_{\mathrm{R}}(X)
$$

The process of tensoring a real vector bundle $\eta$ with $\mathbf{C}$ yields a complex vector bundle $\eta \otimes \mathbf{C}$, called the complexification of $\eta$. This yields a ring morphism

$$
\varepsilon_{U}: K_{\mathrm{R}}(X) \rightarrow K_{\mathrm{C}}(X)
$$

Clearly, there are the relations, see 13(11.3),

$$
\varepsilon_{0}\left(\varepsilon_{U}(\eta)\right)=2 \eta \quad \text { and } \quad \varepsilon_{U}\left(\varepsilon_{0}(\xi)\right)=\xi+\xi^{*}
$$

Observe that for a real vector bundle $\eta$ the complex vector bundles $\eta \otimes \mathbf{C}$ and $(\eta \otimes \mathbf{C})^{*}$ are isomorphic.
11.1 Proposition. For a complex vector bundle $\xi$, the relation $c_{i}\left(\xi^{*}\right)=$ $(-1)^{i} c_{i}(\xi)$ holds.

Proof. The proposition is true for line bundles. Let $f: B_{1} \rightarrow B$ be a splitting map, where $f^{*}(\xi)=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$. Then

$$
c\left(f^{*}\left(\xi^{*}\right)\right)=c\left(\lambda_{1}^{*}\right) \cdots c\left(\lambda_{n}^{*}\right)=\left(1-c_{1}\left(\lambda_{1}\right)\right) \cdots\left(1-c_{1}\left(\lambda_{n}\right)\right)=\sum_{0 \leq i}(-1)^{i} c_{i}\left(f^{*}(\xi)\right)
$$

This proves the result.
11.2 Corollary. If a complex vector bundle $\xi$ is isomorphic to $\xi^{*}$, then $2 c_{2 i+1}(\xi)=0$ for $0 \leqq i$.

Proof. We have $c_{2 i+1}(\xi)=-c_{2 i+1}(\bar{\xi})=-c_{2 i+1}(\xi)$ or $2 c_{2 i+1}(\xi)=0$.
The above corollary applies to the complexification $(\eta \otimes \mathbf{C})^{*}$ of a real vector bundle.
11.3 Definition. The $i$ th Pontrjagin class of a real vector bundle $\xi$, denoted $p_{i}(\xi)$, is $(-1)^{i} c_{2 i}(\xi \otimes \mathbf{C})$ which is a member of $H^{4 i}(B, \mathbf{Z})$.

We define $p(\xi)=1+p_{1}(\xi)+\cdots \in H^{*}(B, \mathbf{Z})$ to be the total Pontrjagin class of the vector bundle $\xi$. The Whitney sum theorem holds only in the following modified form:

$$
2(p(\xi \oplus \eta)-p(\xi) p(\eta))=0
$$

Let $q: R P^{2 n-1} \rightarrow C P^{n-1}$ be the map that assigns to each real line determined by $\{z,-z\}$ for $z \in S^{2 n-1}$ the complex line determined by $z$.
11.4 Theorem. Let $\xi$ be the canonical (real) line bundle on $R P^{2 n-1}$ and $\eta$ the canonical (complex) line bundle on $C P^{n-1}$. Then the following statements apply.
(1) The bundle $q^{*}(\eta)$ is isomorphic to $\varepsilon_{U}(\xi)$.
(2) The class $w_{2}\left(\varepsilon_{0}(\eta)\right)$ is the $\bmod 2$ reduction of $c_{1}(\eta)$.
(3) $c_{1}(\eta)=e\left(\varepsilon_{0}(\eta)\right)$.

Proof. For (1), we recall that $H^{2}\left(R P^{2 n-1}, \mathbf{Z}\right)=Z_{2}$ for $n \geqq 2$. Since complex line bundles are classified up to isomorphism by their first Chern class $c_{1}$, we need show only that $c_{1}\left(q^{*}(\eta)\right) \neq 0$ and $c_{1}\left(\varepsilon_{U}(\xi)\right) \neq 0$. Since $c_{1}(\eta)$ generates $H^{2}\left(C P^{n-1}\right)$ and since $q^{*}: H^{2}\left(C P^{n-1}\right) \rightarrow H^{2}\left(R P^{2 n-1}\right)$ is an epimorphism, we have $c_{1}\left(q^{*}(\eta)\right)=q^{*}\left(c_{1}(\eta)\right) \neq 0$. Since $\varepsilon_{0} \varepsilon_{U}(\xi)=\xi \oplus \xi$, it suffices to show that $\xi \oplus \xi$ is nontrivial. But we have $w\left(\varepsilon_{0} \varepsilon_{U}(\xi)\right)=w(\xi \oplus \xi)=w(\xi) w(\xi)=$ $(1+x)^{2}=1+x^{2}$ and $x^{2} \neq 0$. Therefore, $\varepsilon_{U}(\xi)$ is nontrivial, and we have $c_{1}\left(\varepsilon_{U}(\xi)\right) \neq 0$.

For (2), we observe that $q^{*}\left(\varepsilon_{0}(\eta)\right)$ equals $\varepsilon_{0}\left(\varepsilon_{U}(\xi)\right)$, and therefore $q^{*}\left(w\left(\varepsilon_{0}(\eta)\right)\right)=w\left(\varepsilon_{0}\left(\varepsilon_{U}(\xi)\right)\right)=1+x^{2}$. Since $q^{*}: H^{2}\left(C P^{n-1}\right) \rightarrow H^{2}\left(R P^{2 n-1}\right)$ is an epimorphism, $w\left(\varepsilon_{0}(\eta)\right)$ is equal to the nonzero element of $H^{2}\left(C P^{n-1}, Z_{2}\right)$.

For (3), if $n=2$, then $c_{1}(\eta)$ is by definition the canonical generator which comes by double suspension from $\alpha_{0} \in \tilde{H}^{0}\left(S^{0}\right)$. From the construction of $e\left(\varepsilon_{0}(\eta)\right)$, it is also the double suspension of $\alpha_{0}$. In general, the restriction $H^{2}\left(C P^{n}, \mathbf{Z}\right) \rightarrow H^{2}\left(C P^{1}, \mathbf{Z}\right)$ is a monomorphism with both $c_{1}(\eta)$ and $e\left(\varepsilon_{0}(\eta)\right)$ having as image the canonical generator of $H^{2}\left(C P^{1}, \mathbf{Z}\right)$. This proves the theorem.
11.5 Corollary. Over a paracompact space, $w_{2}\left(\varepsilon_{0}(\eta)\right)$ is equal to the mod 2 restriction of $c_{1}(\eta)$ for any complex line bundle $\eta$.

Proof. The corollary is true for the universal bundle by (2) in (11.4) and therefore for all complex line bundles.
11.6 Corollary. Over a paracompact space, $e\left(\varepsilon_{0}(\eta)\right)$ is equal to $c_{1}(\eta)$ for any complex line bundle $\eta$.

Both corollaries are true for the universal bundles by (11.4), and therefore they are verified for all line bundles, using the classifying maps.

## 12. Orientability and Stiefel-Whitney Classes

12.1 Theorem. Let $\xi$ be a real vector bundle over a space $B$. Then $\xi$ is orientable if and only if $w_{1}(\xi)=0$.

Proof. First, we consider the case where $\xi=\lambda_{1} \oplus \cdots \lambda_{n}$ is a Whitney sum of line bundles. Then the line bundle $\Lambda^{\boldsymbol{n}} \xi$ has as coordinate transformations the determinant of the coordinate transformations of $\xi$. Therefore, $\xi$ is
orientable if and only if $\Lambda^{n} \xi$ is trivial, that is, $w_{1}\left(\Lambda^{n} \xi\right)=0$. But $w_{1}\left(\Lambda^{n} \xi\right)=$ $w_{1}\left(\lambda_{1} \otimes \cdots \otimes \lambda_{n}\right)=w_{1}\left(\lambda_{1}\right)+\cdots+w_{1}\left(\lambda_{n}\right)=w_{1}(\xi)$ by $5(6.10)$. Therefore, $\xi$ is orientable if and only if $w_{1}(\xi)=0$.

For the general case, let $f: B_{1} \rightarrow B$ be a splitting map for $\xi$. Then $\xi$ is orientable if and only if $f^{*}(\xi)$ is orientable, because $f^{*}\left(w_{1}\left(\Lambda^{n} \xi\right)\right)=$ $w_{1}\left(\Lambda^{n} f^{*}(\xi)\right)$ holds and $f^{*}$ is a monomorphism. Finally, we have $w_{1}(\xi)=0$ if and only if $w_{1}\left(f^{*}(\xi)\right)=0$. This proves the theorem.

## Exercises

1. Prove that if a vector bundle $\xi^{n}$ has an everywhere-nonzero cross section $s$, then $w_{n}(\xi)=0$ in the real case and $c_{n}(\xi)=0$ in the complex case.
2. Construct a real vector bundle $\xi^{n}$ with no everywhere-nonzero cross sections but with $w_{n}\left(\xi^{n}\right)=0$.
3. Let $\xi$ be an $n$-dimensional complex vector bundle. Prove that $w_{2 n}\left(\varepsilon_{0}(\xi)\right)$ is the $\bmod$ 2 reduction of $c_{n}(\xi)$ and that $c_{n}(\xi)=e\left(\varepsilon_{0}(\xi)\right)$.
4. Prove that the Thom space of a bundle $\xi$ over a compact space $B$ is homeomorphic to the one-point compactification of $E(\xi)$.
5. For a vector bundle $\xi$, define a map $f: D(\xi) \rightarrow P\left(\xi \oplus \theta^{1}\right)$ by the relation that $f(x)$ is the line generated by $x+\left(1-\|x\|^{2}\right) 1$ in $E\left(\xi \oplus \theta^{1}\right)$. Prove that the restriction $f: D(\xi)-S(\xi) \rightarrow P\left(\xi \oplus \theta^{1}\right)-P(\xi)$ is a homeomorphism and that it induces a homeomorphism $\xi^{B} \rightarrow P\left(\xi \oplus \theta^{1}\right) / P(\xi)$.
6. Prove that the sequence of spaces $P(\xi) \rightarrow P\left(\xi \oplus \theta^{1}\right) \rightarrow B^{\xi}$ associated with a vector bundle $\xi$ defines an exact sequence.

$$
0 \leftarrow H^{*}(P(\xi)) \stackrel{\alpha}{\leftarrow} H^{*}(P(\xi \oplus \theta)) \stackrel{\beta}{\leftarrow} H^{*}\left(B^{\xi}\right) \leftarrow 0
$$

Also, prove that $\alpha\left(a_{\xi \oplus \theta^{1}}\right)=a_{\xi}$ and that the ideal im $\beta^{*}$ is generated by $a \in$ $H^{*}\left(P\left(\xi \oplus \theta^{1}\right)\right)$, where $a=\sum_{i \leqq i \leqq n} x_{i}(\xi) a_{\xi \oplus \theta^{1}}^{n-i}$ with $n=\operatorname{dim} \xi$ and $\alpha\left(a_{\xi \oplus \theta^{1}}\right)=0$.
7. Define a natural inclusion $B(\xi) \rightarrow S\left(E \oplus \theta^{1}\right)$ such that $S\left(\xi \oplus \theta^{1}\right) / B(\xi)$ is homeomorphic to $\xi^{B}$.
8. If $\lambda$ is a real line bundle and if $H^{2}(X, \mathbf{Z})$ has no 2-torsion, prove that $\lambda \otimes \mathbf{C}$ is a trivial complex line bundle.
9. Prove Wu's formula for the Stiefel-Whitney classes $w_{i}$ of a vector bundle

$$
S q^{k} w_{i}=\sum_{0 \leqq r \leqq k}\left(\frac{i+r-k-1}{r}\right) w_{k-r} w_{i+r}
$$

Hint: See Wu-Chung Hsiang, on Wu's formula of Steenrod squares on StiefelWhitney classes, Boletin de la Sociedad Matematica Mexicana, 8:20-25 (1963).

## CHAPTER 18

## Differentiable Manifolds

Fibre bundles first arose as bundles associated with the geometry of a manifold. In this chapter we consider topics in the topology of manifolds connected with vector bundles and the orientability of manifolds. Using StiefelWhitney classes we derive elementary nonexistence theorems for immersions of manifolds into euclidean space.

## 1. Generalities on Manifolds

We begin by recalling some ideas from differential calculus. Let $U$ be an open subset of $\mathbf{R}^{n}$ and $V$ of $\mathbf{R}^{m}$. The $i$ th partial derivative of a function $f: U \rightarrow V$ is denoted by $D_{i} f: U \rightarrow \mathbf{R}^{m}$. The derivative of $f$, denoted $D f$, is a function $D f$ : $U \rightarrow \mathbf{L}\left(\mathbf{R}^{n}, \mathbf{R}^{m}\right)$ defined by the relation $D f(x) a=\sum_{1 \leqq i \leq n} D_{i} f(x) a_{i}$ for $a \in \mathbf{R}^{n}$. Recall that $\mathbf{L}\left(\mathbf{R}^{n}, \mathbf{R}^{m}\right)$ denotes the space of all linear transformations $\mathbf{R}^{n} \rightarrow \mathbf{R}^{m}$.

Let $A \subset \mathbf{R}^{n}$, and let $B \subset \mathbf{R}^{m}$. A function $u: A \rightarrow B$ is of class $C^{r}$ provided there exist open sets $U$ and $V$ with $A \subset U$ and $B \subset V$ and a function $f: U \rightarrow$ $V$ such that all partial derivatives $D_{i(1)} \cdots D_{i(s)} f$ exist and are continuous on $U$ for $s \leqq r$ and $f \mid A=u$. If $u: A \rightarrow B$ and $v: B \rightarrow C$ are of class $C^{r}$, then $v u: A \rightarrow$ $C$ is of class $C^{r}$ and $u$ is of class $C^{s}$ for $s \leqq r$. It is said that $u$ : $A \rightarrow B$ is a $C^{r}$ isomorphism provided $u^{-1}: B \rightarrow A$ exists and is of class $C^{r}$.

If $f: U \rightarrow V$ and $g: V \rightarrow W$ are two maps of class $C^{1}$, we have $D(g f)(x)=$ $D(g)(f(x) D(f)(x)$.
1.1 Definition. A chart on a space $X$ is a pair $(U, \phi)$, where $U$ is an open subset of $X$ and $\phi: U \rightarrow \phi(U)$ is a homeomorphism onto an open subset $\phi(U)$ of $H^{n}$. Here $H^{n}$ is the upper half space of all $x \in \mathbf{R}^{n}$ with $x_{n} \geqq 0$.
1.2 Definition. A $C^{r}$-atlas $\mathbf{A}$ on a space $X$ is a family of charts on $X$ such that the following two properties are satisfied.
(1) The set $X$ is the union of all $U$ for $(U, \phi) \in \mathbf{A}$.
(2) For $(U, \phi),(V, \psi) \in \mathbf{A}$, the restriction $\psi \phi^{-1}: \phi(U \cap V) \rightarrow \psi(U \cap V)$ is a $C^{r}$-map (thus a $C^{r}$-isomorphism with inverse $\phi \psi^{-1}$ ).

Two $C^{r}$-atlases $\mathbf{A}$ and $\mathbf{A}^{\prime}$ are equivalent provided $\mathbf{A} \cup \mathbf{A}^{\prime}$ is a $C^{r}$-atlas. A maximal $C^{r}$-atlas $\mathbf{A}$ is an atlas such that for every $C^{r}$-atlas $\mathbf{A}^{\prime} \supset \mathbf{A}$ there is the relation $\mathbf{A}=\mathbf{A}^{\prime}$. The reader can easily verify that equivalence of $C^{r}$-atlases is an equivalence relation and that every $C^{r}$-atlas is included in a unique maximal $C^{r}$-atlas. Two $C^{r}$-atlases are equivalent if and only if they determine the same maximal $C^{r}$-atlas.
1.3 Definition. A manifold $M$ is a pair consisting of a Hausdorff space $M$ and a maximal $C^{r}$-atlas (or an equivalence class of $C^{r}$-atlases).
1.4 Example. If $N$ is an open subset of a manifold $M$ of class $C^{r}$, then $N$ has a natural $C^{r}$-manifold structure where the charts on $N$ are of the form $(U \cap N, \phi \mid(U \cap N))$ and $(U, \phi)$ is a chart on $M$. Then $N$ is referred to as an open submanifold of $M$.

The spaces $H^{n}$ and $\mathbf{R}^{n}$ are manifolds whose maximal atlas is determined by a single chart, the identity $H^{n} \rightarrow H^{n}$ for $H^{n}$ and $\left(x_{1}, \ldots, x_{n}\right) \mapsto$ $\left(x_{1}, \ldots, x_{n-1}, \exp x_{n}\right)$ of $\mathbf{R}^{n} \rightarrow H^{n}$ for $\mathbf{R}^{n}$.
1.5 Definition. A $C^{r}$-morphism between two $C^{r}$-manifolds is a map $f: M \rightarrow$ $N$ such that for each chart $(U, \phi)$ on $M$ and $(V, \psi)$ on $N$ the composition of restrictions $\psi f \phi^{-1}: \phi^{-1}\left(U \cap f^{-1}(V)\right) \rightarrow \psi(V)$ is of class $C^{r}$.

If $f: M \rightarrow N$ and $g: N \rightarrow V$ are two $C^{r}$-morphisms, then $g f: M \rightarrow V$ is a $C^{r}$-morphism. For this statement, we need the result that a function $f: A \rightarrow B$ for $A \subset \mathbf{R}^{n}, B \subset \mathbf{R}^{m}$ is of class $C^{r}$ if and only if $f$ is of class $C^{r}$ near each point of $A$. Therefore, the category of manifolds of class $C^{r}$ is defined.

Let $\partial H^{n}$ denote the $x \in H^{n}$ with $x_{n}=0$. Then $\partial H^{n}=\mathbf{R}^{n-1}$ in a natural way. For a manifold $M$ and for $x \in U \cap V$, where $(U, \phi)$ and $(V, \psi)$ are two charts on $M$, we have $\phi(x) \in \partial H^{n}$ if and only if $\psi(x) \in \partial H^{n}$. This follows because $(B(a, r)-\{a\}) \cap H^{n}$ is contractible for $a \in \partial H^{n}$ and has the homotopy type of $S^{n-1}$ otherwise.
1.6 Definition. The boundary of a manifold $M$, denoted $\partial M$, is the subspace of $x \in M$ with $\phi(x) \in \partial H^{n}$ for some chart $(U, \phi)$. Moreover, $\partial M$ is a manifold with charts $(U \cap \partial M, \phi \mid(U \cap \partial M)$ ), where $(U, \phi)$ is any chart of $M$.

If $M$ has dimension $n$, that is, the range of each chart is in $H^{n}$, then $\partial M$ is either empty or of dimension $n-1$. When $\partial M$ is empty, $M$ is referred to as a manifold without boundary.
1.7 Convention. In the subsequent discussion we incorporate paracompactness into the definition of a manifold. This property is equivalent to each component being separable or being a countable union of compact sets.

## 2. The Tangent Bundle to a Manifold

Historically, fibre bundle theory arose in connection with the study of the geometry of manifolds (see also Seifert [1].) Associated with every $n$-dimensional manifold $M$ is an $n$-dimensional vector bundle $\tau(M)$ called the tangent bundle. Most fibre bundles of interest in manifold theory arise from the tangent bundle. As we shall see, the tangent bundle reflects many of the geometric properties of the base manifold.

We define a tangent bundle using the existence theorem of Chap. 5; namely, we describe a system of transition functions relative to an open covering of the manifold.
2.1 Definition. Let $M^{n}$ be an $n$-dimensional manifold with maximal atlas A. The tangent bundle $\tau\left(M^{n}\right)$ is the $n$-dimensional vector bundle defined by transition functions $D\left(\psi \phi^{-1}\right)(\phi(x)) \in G L(n, \mathbf{R})$ for $x \in U \cap V$ and $(U, \phi)$, $(V, \psi) \in \mathbf{A}$.

For $x \in U \cap V \cap W$ and $(U, \phi),(V, \psi),(W, \eta) \in \mathbf{A}$ the relation $D\left(\eta \phi^{-1}\right)(\phi(x))=$ $D\left(\eta \psi^{-1}\right)(\psi(x)) D\left(\psi \phi^{-1}\right)(\phi(x))$ holds by the "chain rule." From this calculation, the set of functions $\left.D\left(\psi \phi^{-1}\right)(x)\right)$ is a family of transition functions for a vector bundle.

A vector field on a manifold $M$ is just a cross section of $\tau(M)$.
The total space $E$ of the tangent bundle $\tau(M)$ of a $C^{r}$-manifold is a $C^{r-1}$ manifold. The coordinate charts of $E$ are of the form ( $U \times \mathbf{R}^{n}, \phi \times 1$ ), where $(U, \phi)$ is a chart of $M$. The coordinate change from ( $U \times \mathbf{R}^{n}, \phi \times 1$ ) to $\left(V \times \mathbf{R}^{n}, \psi \times 1\right)$ is given by $(x, a) \mapsto\left(\psi \phi^{-1}(x), D\left(\psi \phi^{-1}\right)(\phi(x) a)\right.$ and is of class $C^{r-1}$. The projection is a map of class $C^{r-1}$.
2.2 Example. The tangent bundle to $M$, an open subset of $\mathbf{R}^{n}$, is the trivial product bundle $M \times \mathbf{R}^{n} \rightarrow M$. See also Exercise 4 .
2.3 Definition. Let $f: M \rightarrow N$ be a $C^{r}$-map between two manifolds. The induced map $C^{r-1}$-map of tangent vector bundles $(\tau(f), f): \tau(M) \rightarrow \tau(N)$ follows from the requirement that $D\left(\psi f \phi^{-1}\right)=h_{V} \tau(f) h_{U}^{-1}$, where $h_{U}: \tau(M) \mid U \rightarrow$ $U \times \mathbf{R}^{\boldsymbol{m}}$ and $h_{V}: \tau(N) \mid V \rightarrow V \times \mathbf{R}^{\boldsymbol{n}}$ are charts for the respective tangent bundles, $(U, \phi)$ for $M$, and $(V, \psi)$ for $N$.

Note the relation $D\left(\psi f \phi^{-1}\right)=h_{V} \tau(f) h_{U}^{-1}$ holds over $U \cap f^{-1}(V)$. Since $D\left(\psi f \phi^{-1}\right)$ is linear, $\tau(f)$ is linear on the fibres. The character of the transition functions assures that $\tau(f)$ exists and $(\tau(f), f)$ is a morphism of vector bundles.

For two $C^{r}$-maps $f: M \rightarrow N$ and $g: N \rightarrow V$ the relation $\tau(g f)=\tau(g) \tau(f)$ holds. Consequently, $\tau$ is a functor from $C^{r}$-manifolds and $C^{r}$-maps to vector bundles and vector bundle morphisms.

The inverse function theorem says that for a $C^{r}$-map $f: M \rightarrow N$ such that $\tau(f): \tau(M)_{z} \rightarrow \tau(N)_{f(x)}$ is an isomorphism there are open submanifolds $U$ of $M$ and $V$ of $N$ such that the restriction $f \mid U: U \rightarrow V$ is a $C^{r}$-isomorphism and $x \in U$.
2.4 Definition. A subspace $X$ of a manifold $M$ is called a submanifold provided each $x \in X$ has a chart $(U, \phi)$ of $M$ such that $X \cap U=$ $\phi^{-1}\left(\left(0 \times \mathbf{R}^{q}\right) \cap H^{n}\right)$.

Then the restrictions $(X \cap U, \phi \mid(X \cap U))$ determine a $C^{r}$-structure on $X$.
2.5 Definition. A $C^{r}$-map $f: M \rightarrow N$ is an immersion provided $\tau(f)$ is a monomorphism on each fibre. A $C^{r}$-map $f: M \rightarrow N$ is an embedding provided $f$ is an immersion and $f: M \rightarrow f(M)$ is a homeomorphism.

An application of the inverse function theorem says that the restriction of an immersion to some neighborhood of each point yields an embedding. Moreover, when $f: M \rightarrow N$ is an immersion, there exists a monomorphism of vector bundles over $M$, namely $\tau(M) \rightarrow f^{*}(\tau(N))$.
2.6 Definition. The quotient bundle, denoted $v_{f}$, of $f^{*}(\tau(N))$ by the image of $\tau(M)$ is called the normal bundle of the immersion.

By 3(8.2), the normal bundle always exists, and there is the following exact sequence:

$$
0 \rightarrow \tau(M) \rightarrow f^{*}(\tau(N)) \rightarrow v_{f} \rightarrow 0
$$

If $M$ is paracompact, then by $3(9.6)$ the above exact sequence splits and $f^{*}(\tau(N))=\tau(M) \oplus v_{f}$.
2.7 Remark. If $M^{m}$ is an $m$-dimensional manifold and if $N=\mathbf{R}^{n}$ is euclidean space, then for an immersion $f: M^{m} \rightarrow \mathbf{R}^{n}$ we have the exact sequence

$$
0 \rightarrow \tau(M) \rightarrow f^{*} \tau\left(R^{n}\right) \rightarrow v_{f} \rightarrow 0
$$

and the splitting $\tau(M) \oplus v_{f}=\theta^{n}$, the trivial $n$-dimensional vector bundle since $\tau\left(\mathbf{R}^{n}\right)$ is trivial. Therefore, the normal bundles $v_{f}$ of immersions $f$ arise as stable inverses of $\tau(M)$ in $\tilde{K}_{\mathbf{R}}(M)$. The converse also holds, that every $s$-inverse of $\tau(M)$ is the normal bundle of some immersion; this is Hirsch's theorem (see Hirsch [1]).

The next result is useful in finding relations between a manifold and its boundary. For it we use the fact that, if $M$ is a manifold with boundary $\partial M$, there exists an embedding $h: \partial M \times[0,1] \rightarrow M$ such that $h(x, 0)=x$.
2.8 Proposition. The relation $\tau(M) \mid \partial M=\tau(\partial M) \oplus \theta^{1}$ holds.

Proof. This is true locally, and the above diffeomorphism $h: \partial M \times[0,1) \rightarrow$ $M$ arising from the local situation yields the isomorphism over $\partial M$.

## 3. Orientation in Euclidean Spaces

Using both homology theory and the tangent bundle of a manifold, we wish to investigate the notion of orientation. The relation between positive and negative, clockwise and counterclockwise, and right- and left-handed systems are all manifestations of this general concept.
3.1 Definition. Let $f: U \rightarrow V$ be a diffeomorphism of class $C^{r}$ for $r \geqq 1$ of open connected subsets of $\mathbf{R}^{n}$. It is said that $f$ preserves orientation, denoted $O(f)=+1$, provided $\operatorname{det}(D f)(x)>0$ for $x \in U$ and that $f$ reverses orientation, denoted $O(f)=-1$, provided $\operatorname{det}(D f)(x)<0$ for $x \in U$.
3.2 Examples. The identity, a translation $x \mapsto x+a$, and a stretching $x \mapsto b x$ with $b>0$ all preserve orientation. A reflection through a hyperplane reverses orientation. If $f: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ is linear, then $O(f)$ is the sign of det $f$.
3.3 Proposition. Let $f: U \rightarrow V$ and $g: V \rightarrow W$ be two diffeomorphisms between connected open sets in $\mathbf{R}^{n}$. Then $O(g f)=O(g) O(f)$. Let $U^{\prime}$ be an open connected subset of $U$ and $V^{\prime}$ of $V$ such that $f\left(U^{\prime}\right)=V^{\prime}$. Then we have $O(f)=$ $O\left(f \mid U^{\prime}\right)$.

Proof. For the first statement, we observe that $\operatorname{det}[D(g f)(x)]=$ $\operatorname{det}[D(g)(f(x))] \operatorname{det}[D(f)(x)]$ and $O(g f)=O(g) O(f)$. The second statement is immediate.

Next, we develop a homological determination of $O(f)$. We choose generators $\alpha_{n} \in \tilde{H}_{n}\left(S^{n}\right)$ and $\beta_{n} \in \tilde{H}^{n}\left(S^{n}\right)$ (integral coefficients) such that $\sigma\left(\alpha_{n}\right)=\alpha_{n+1}$ and $\sigma\left(\beta_{n}\right)=\beta_{n+1}$, where $\sigma$ is the suspension isomorphism, and such that $\left\langle\alpha_{n}, \beta_{n}\right\rangle=1$ for the pairing $H_{n}(X) \times H^{n}(X) \rightarrow \mathbf{Z}$.

We have the following natural isomorphisms for $x \in U$ and $\overline{B(x, r)} \subset U$, where $U$ an open subset of $\mathbf{R}^{n}$ :

$$
\begin{aligned}
\tilde{H}_{n-1}\left(S^{n-1}\right) & \stackrel{(1)}{\leftarrow} H_{n}\left(B^{n}, S^{n-1}\right) \xrightarrow{(2)} H_{n}\left(B^{n}, B^{n}-0\right) \\
& \stackrel{(3)}{\rightarrow} H_{n}(B(x, r), B(x, r)-x) \xrightarrow{(4)} H_{n}(U, U-x)
\end{aligned}
$$

Similarly for cohomology there is a natural isomorphism $H^{n-1}\left(S^{n-1}\right) \rightarrow$ $H^{n}(U, U-x)$. Isomorphism (1) comes from the exact sequence, (2) comes from the fact that $S^{n-1} \rightarrow B^{n}-0$ is a homotopy equivalence, (3) comes from translation and stretching homeomorphisms, and (4) is excision where $\overline{B(x, r)} \subset U$. The image of $\alpha_{n} \in \tilde{H}_{n-1}\left(S^{n-1}\right)$ in $H_{n}(U, U-x)$, denoted $\alpha_{x}$, is a canonical generator of $H_{n}(U, U-x)$. The image of $\beta_{n} \in \widetilde{H}^{n-1}\left(S^{n-1}\right)$ in $H^{n}(U, U-x)$, denoted $\beta_{x}$, is a canonical generator of $H^{n}(U, U-x)$.
3.4 Theorem. Let $f: U \rightarrow V$ be a diffeomorphism between two open connected subsets of $\mathbf{R}^{n}$. Then for $x \in U$ there are the relations $f_{*}\left(\alpha_{x}\right)=O(f) \alpha_{f(x)}$ and $f^{*}\left(\beta_{f(x)}\right)=O(f) \beta_{x}$.

Proof. By translations, we can assume that $f(0)=0=x$. Let $f(x)=L x+$ $g(x)$, where $L x$ is linear and $D(g)(0)=0, g(0)=0$. As maps defined $(U, U-0) \rightarrow\left(\mathbf{R}^{n}, \mathbf{R}^{n}-0\right)$, there is a homotopy $h_{t}(x)=L x+(1-t) g(x)$, where $h_{0}(x)=f(x)$ and $h_{1}(x)=L x$. We have reduced the problem to the case where $f: U \rightarrow V$ is linear.

By a second homotopy we can change $f$ into an orthogonal transformation. Then $f=r_{1} \cdots r_{q}$ is a reflection through an ( $n-1$ )-subspace of $\mathbf{R}^{n}$. Then $\left(r_{i}\right)_{*}\left(\alpha_{0}\right)=-\alpha_{0},\left(r_{i}\right)^{*}\left(\beta_{0}\right)=-\beta_{0}$, and $O\left(r_{i}\right)=-1$. By the rule for composition, we have $f_{*}\left(\alpha_{0}\right)=O(f) \alpha_{0}$ and $f^{*}\left(\beta_{0}\right)=O(f) \beta_{0}$. This proves the theorem.

This theorem allows extension of the notion of orientation to topological maps.
3.5 Definition. Let $f: U \rightarrow V$ be a homeomorphism of subsets of $\mathbf{R}^{n}$. Then the orientation number of $f$ at $x$, denoted $O_{x}(f)$, is defined by the relation $f_{*}\left(\alpha_{x}\right)=O_{x}(f) \alpha_{f(x)}$ or, equivalently, $f^{*}\left(\beta_{f(x)}\right)=O_{x}(f) \beta_{x}$.

The number $O_{x}(f) \in Z_{2}$ is locally a constant. By (3.4) it agrees with (3.1). Proposition (3.3) applies to this definition.

## 4. Orientation of Manifolds

The coefficient ring will be either $\mathbf{Z}$ or $Z_{2}$ in the following discussion. If $(\phi, U)$ is a local coordinate chart on a manifold $M$, consider the following isomorphisms for $x \in U \subset M$. (The first is an excision isomorphism.)

$$
H_{n}(M, M-x) \leftarrow H_{n}(U, U-x) \rightarrow H_{n}(\phi(U), \phi(U)-\phi(x))
$$

Therefore, $H_{n}(M, M-x)$, and similarly $H^{n}(M, M-x)$, equals the coefficient ring. Orientation arises as a problem because $H_{n}(M, M-x)$ has two generators for coefficients in $\mathbf{Z}$.
4.1 Definition. An orientation $\omega$ of a manifold $M^{n}$ with $\partial M$ empty is a function that assigns, to each $x \in M$, a generator $\omega_{x} \in H_{n}(M, M-x)$ such that each $x \in M$ has a neighborhood $W$ and a class $\omega_{W} \in H_{n}(M, M-W)$ whose image in $H_{n}(M, M-y)$ is $\omega_{y}$ for each $y \in W$.

Implicit in the above definition is the notion of orientation in two senses $Z_{2}$ and $\mathbf{Z}$.
4.2 Definition. A manifold $M$ is orientable provided it has an orientation with integer coefficients.

Before we investigate homological properties of an orientation $\omega$, we derive some characterization of the notion.
4.3 Theorem. Every manifold $M$ has a unique $Z_{2}$-orientation. For a manifold $M$ the following statements are equivalent.
(1) $M$ is orientable.
(2) There exists an atlas $\mathbf{A}$ of $M$ such that for $(U, \phi),(V, \psi) \in \mathbf{A}$ the relation $\operatorname{det} D\left(\psi \phi^{-1}\right)>0$ on $\phi(U \cap V)$ holds.
(3) The tangent bundle $\tau(M)$ has $S O(n)$ as its structure group.

Finally, if $M$ is connected, $M$ has precisely two orientations.

Proof. Let $\omega_{x}$ be the nonzero element of $H_{n}\left(M, M-x ; Z_{2}\right)$. Then for a ball $W$ around $x$ in the domain of a chart we have $H_{n}\left(M, M-W ; Z_{2}\right)=Z_{2}$, and the nonzero element is mapped onto $\omega_{y}$ for each $y \in W$. This proves the first statement.

For the equivalence of statements (1) to (3), we begin by assuming (2). Then for a Z-orientation of $M$ we define $\omega_{x}=\left(\phi^{-1}\right)_{*}\left(\alpha_{n}\right)$, where $\alpha_{n} \in$ $H_{n}(\phi(U), \phi(U)-\phi(x))$ is the canonical class used in (3.4), and $(U, \phi) \in \mathbf{A}$. By (3.4) and (2), change of coordinate is orientation preserving, and $\omega$ is a welldefined orientation. Conversely, let $\mathbf{A}$ be the atlas of those charts such that $\omega_{x}=\left(\phi^{-1}\right)_{*}\left(\alpha_{n}\right)$ for $x \in U$ and $\alpha_{n} \in H_{n}(\phi(U), \phi(U)-\phi(x))$. This verifies the equivalence of (1) and (2).

To see that (2) implies (3), observe that the transition functions $D\left(\psi \phi^{-1}\right)(\phi(x))$, where $x \in U \cap V$, have a positive determinant and are homotopic to transition functions in $S O(n)$. Conversely, if $\tau(M)$ has a family of transition functions, $D\left(\psi \phi^{-1}\right)(\phi(x))$ can be chosen with a positive determinant for some atlas of $M$.

For the final statement, it should be noted that the maximal atlas divides into two atlases each with property (2). This holds at a point and then along any path to another point. This proves the theorem.

In the next theorem we derive homological properties of an orientation $\omega$ which apply both to coefficients in $Z$ and in $Z_{2}$. We shall not have to distinguish in the proof between the two kinds of coefficients.

For two subsets $K \subset L$ of $M$, let $r: H_{i}(M, M-L) \rightarrow H_{i}(M, M-K)$ be the homomorphism induced by inclusion.
4.4 Theorem. Let $M^{n}$ be an n-dimensional manifold, and let $K$ be a compact subset of $M^{n}$. We have $H_{i}(M, M-K)=0$ for $i>n$, and for $a \in$ $H_{n}(M, M-K)$ the relation $a=0$ holds if and only if $r(a)=0$ in $H_{n}(M, M-x)$ for each $x \in K$. Finally, if $\omega$ is an orientation for $M$, there exists $\omega_{K} \in$ $H_{n}(M, M-K)$ such that $r\left(\omega_{K}\right)=\omega_{x}$ in $H_{n}(M, M-x)$ for each $x \in K$. Moreover, $\omega_{K}$ is unique, and it is called the orienting homology class of $M$.

Proof. We consider for which compact sets $K \subset M$ the theorem is true. First, we prove that if the theorem is true for $K_{1}, K_{2}$, and $K_{1} \cap K_{2}$ it is true for $K_{1} \cup K_{2}$. Let $K$ denote $K_{1} \cup K_{2}$ and $L$ denote $K_{1} \cap K_{2}$. The Mayer-Vietoris sequence has the following form (see Eilenberg and Steenrod [1]).

$$
\begin{aligned}
\cdots \rightarrow H_{i+1}(M, M-L) & \xrightarrow[\rightarrow]{\rightarrow} \\
& H_{i}(M, M-K) \\
& \xrightarrow[\rightarrow]{u} H_{i}\left(M, M-K_{1}\right) \oplus H_{i}\left(M, M-K_{2}\right) \xrightarrow{v} \cdots
\end{aligned}
$$

Recall that $u(a)=\left(r_{1}(a), r_{2}(a)\right)$, and $v(a, b)=r_{1}^{\prime}(a)-r_{2}^{\prime}(b)$. Then, clearly, we have $H_{i}(M, M-K)=0$ for $i>n$. For the next statement, if each $r(a)=0$ in $H_{n}(M, M-x)$, we have $u(a)=0$. Since $H_{n+1}(M, M-L)=0$, we have $a=0$. Finally, the existence of $\omega_{K}$ follows from the fact that $v\left(\omega_{K_{1}}, \omega_{K_{2}}\right)=0$, and the uniqueness of $\omega_{K}$ follows from the previous statement.

Next we suppose that $K \subset U$, where $(U, \phi)$ is a coordinate chart with $\phi(K)$ a convex set in $\phi(U) \subset \mathbf{R}^{n}$. Since $\phi(U)-\phi(K) \rightarrow \phi(U)-\phi(x)$ is a homotopy equivalence, the induced homomorphisms $H_{i}(M, M-K) \rightarrow$ $H_{i}(M, M-x)$ are isomorphisms. For these $K$ the theorem follows. Using the result of the first paragraph, the theorem holds for compact sets $K \subset U$, where $(U, \phi)$ is a coordinate chart and $\phi(K)$ is a union of a finite number of convex sets.

Now we consider the case where $K$ is an arbitrary compact set with $K \subset U$ and $(U, \phi)$ is a coordinate chart. We consider $\phi_{*}(a) \in H_{i}(\phi(U), \phi(U)-$ $\phi(K)$ ) which is represented by a chain $c$ in $\mathbf{R}^{n}$ where all simplexes in $\partial c$ are disjoint from $\phi(K)$. Then this is true for a compact neighborhood $L$ of $\phi(K)$. We cover $\phi(K)$ with finitely many balls $B_{1}, \ldots, B_{m}$ so that $B_{1} \cup \cdots \cup$ $B_{m} \subset L$ with $B_{i} \cap \phi(K) \neq \phi$. There exists $b \in H_{i}(\phi(U), \phi(U)-L)$ with $r(b)=\phi_{*}(a)$. For $i>n$ we have $r(b)=0$ in $H_{i}\left(\phi(U), \phi(U)-\left(B_{1} \cup \cdots \cup B_{m}\right)\right)$ from the above discussion. For $i=n$ we have $r(b)=0$ in $H_{i}(\phi(U), \phi(U)-x)$ for $x \in B_{1} \cup \cdots \cup B_{m}$ by the above discussion. Therefore, we have $a=0$ since $H_{i}(U, U-K)=H_{i}(M, M-K)$ by excision. Finally, we define $\omega_{K}=$ $\phi_{*}^{-1}\left(r\left(\omega_{B_{1} \cup \cdots \cup B_{m}}\right)\right)$, and therefore the theorem is true for small compact sets.

Finally, the theorem follows from the fact that every compact $K$ is of the form $K=K_{1} \cup \cdots \cup K_{m}$, where $K_{i}$ is a subset of some $U$ and $(U, \phi)$ is a coordinate chart.
4.5 Remark. For a manifold $M$ with boundary $\partial M$, Theorems (4.3) and (4.4) hold with appropriate modifications.

We leave this as an exercise for the reader.

## 5. Duality in Manifolds

Let $K$ be a compact subset and $V$ an open subset of an $n$-dimensional manifold $M$ with $K \subset V$. Then there is the following diagram involving the cup product:


Observe that $j:(V, V-K) \rightarrow(M, M-K)$ is an excision map inducing an isomorphism in both singular homology and cohomology theory. Next there is the following diagram involving the cap product:


If $\langle\rangle:, H^{*}(M, A) \otimes H_{*}(M, A) \rightarrow \mathbf{Z}$ or $Z_{2}$ is the canonical pairing induced by the substitution pairing $C^{*}(M, A) \otimes C_{*}(M, A) \rightarrow \mathbf{Z}$ or $Z_{2}$, there is the following relation between cup products $c_{1} \cup c_{2}$ and cap products $c \cap u$.
5.1 Cup-Cap Relation. Let $u \in H_{n}(V, V-K)$, let $c_{1} \in H^{k}(V)$, and let $c_{2} \in$ $H^{n-k}(V)$. Then

$$
\left\langle c_{1} \cup c_{2}, u\right\rangle=\left\langle c_{1}, c_{2} \cap u\right\rangle
$$

5.2 Notations. Let $\omega$ be an orientation of $M$, and let $\omega_{K} \in H_{n}(M, M-K)$ be the corresponding class given by Theorem (4.4) for each compact set $K$ in $M$. Let $\omega_{K}^{V}$ equal $j_{*}^{-1}\left(\omega_{K}\right)$, where $j_{*}: H_{n}(V, V-K) \rightarrow H_{n}(M, M-K)$ is the excision isomorphism. We define $D_{K}^{V}: H^{q}(V) \rightarrow H_{n-q}(M, M-K)$ by $D_{K}^{V}(c)=$ $j_{*}\left(c \cap \omega_{K}^{V}\right)$.

Next, let $\bar{H}^{q}(K)$ be the direct limit of $H^{q}(V)$, where $V$ is an open set with $V \supset K$. Then the direct limit of $D_{K}^{V}: H^{q}(V) \rightarrow H_{n-q}(M, M-K)$ is denoted by $D_{K}: \bar{H}^{q}(K) \rightarrow H_{n-q}(M, M-K)$.

The main duality theorem is the following statement.
5.3 Theorem. With the above notations, $D_{K}: \bar{H}^{q}(K) \rightarrow H_{n-q}(M, M-K)$ is an isomorphism for all compact subsets $K$ of $M$.

Proof. First, we prove that if the theorem holds for compact subsets $K, L$, and $K \cap L$ of $M$ it holds for $K \cup L$. Let $V$ and $W$ be open subsets of $M$ with $K \subset V$ and $L \subset W$. Then $J=K \cap L \subset V \cap W$ and $I=K \cup L \subset V \cup W$. The following pair of Mayer-Vietoris sequences is connected by cap products with $\omega_{K}, \omega_{L}, \omega_{K \cap L}$, or $\omega_{K \cup L}$ for $p=n-q$.



In the limit there is the following morphism between two exact sequences.


Since $D_{K \cap L}$ and $D_{K} \oplus D_{L}$ are all isomorphisms by hypothesis, the 5-lemma implies that $D_{K \cup L}$ is an isomorphism.

Secondly, observe that the theorem holds for compact, convex $K$ or a ball $K$, where $K \subset U$ for a coordinate chart $(U, \phi)$. Again, that $K$ is convex means that $\phi(K)$ is convex in euclidean space. If $V$ is a ball and open neighborhood of $K$ in $U$, then $D_{K}^{V}$ is an isomorphism. This follows easily from the relation in (5.1) in the nontrivial dimension.

Next, we see that the theorem holds for finite simplicial complexes $K$ embedded in $M$ since each simplex, after subdivision, can be assumed to be in an open set $U$ for a chart $(U, \phi)$.

If $K$ is a compact subset of an open set $U$, where $(U, \phi)$ is a chart of $M$, then $K$ is the intersection of $K_{i}$ which are simplicial complexes. Then $\bar{H}^{*}(K)$ is the limit of the $\bar{H}^{*}\left(K_{i}\right), H_{*}(M, M-K)$ is the limit of the $H_{*}\left(M, M-K_{i}\right)$, and $D_{K}$ is the limit of the $D_{K_{i}}$. Consequently, $D_{K}$ is an isomorphism.

Finally, for a general compact subset $K$ we write $K$ as the union of $K_{i}$ with $1 \leqq i \leqq m$, where $K_{i} \subset U_{i}$ and $\left(U_{i}, \phi_{i}\right)$ is a coordinate chart. Using the result of the first paragraph, we have the proof in the general case.

The first corollary is the classical Poincare duality theorem.
5.4 Corollary. Let $M$ be a compact manifold with an orientation. Then $D_{M}$ : $H^{q}(M) \rightarrow H_{n-q}(M)$ given by the cap product is an isomorphism.

The next corollary is the Alexander duality theorem.
5.5 Corollary. Let $K$ be a compact subset of $\mathbf{R}^{n}$. Then the composition of $D_{K}$ and the boundary morphism is an isomorphism for $n>q$ :

$$
\bar{H}^{q}(K) \rightarrow \tilde{H}_{n-q-1}\left(\mathbf{R}^{n}-K\right)
$$

5.6 Remark. The reader may compare $\bar{H}^{q}(K)$ with $H^{q}(K)$, the singular cohomology of $K$, and $\check{H}^{q}(K)$, the Čech cohomology group of $K$. In general, $\bar{H}^{q}(K)$ and $\check{H}^{q}(K)$ are isomorphic, and $\bar{H}^{q}(K)$ and $H^{q}(K)$ are isomorphic if $K$ has a neighborhood base of open sets each of which $K$ is a deformation retract.

## 6. Thom Class of the Tangent Bundle

Let $M^{n}$ denote a closed (compact with no boundary) connected manifold and let $\tau$ denote the tangent bundle to $M$.
6.1 Notations. With a riemannian metric on $\tau$, we define for each $x \in M$ a smooth map $\exp _{x}: E(\tau)_{x} \rightarrow M$ by the condition that $\exp _{x}(v)$ is the value at $t=1$ of the unique geodesic through $x$ with tangent vector $v$ for $t=0$. By adjusting the metric on $\tau$ with a positive constant, we can assume that the homotopy $h_{t}:\left(D(\tau), D_{0}(\tau), M\right) \rightarrow(M \times M, M \times M-\Delta, \Delta)$ defined by the relation $h_{t}(x, v)=\left(\exp _{x}(-t v), \exp _{x}(v)\right)$ is a diffeomorphism for each $t \in[0,1]$ of $D(\tau)$ onto a closed manifold neighborhood of $\Delta$ in $M$.
6.2 Notations. Let $R$ denote a ring which we assume contains $Z_{2}$ if $M$ is not oriented; require that all cohomology groups have their coefficients in $R$. Let $U_{r}$ or $U$ denote the Thom class of $\tau$ where $U \in H^{n}(D(\tau), S(\tau))$. By excision $\left(h_{t}\right)^{*}: H^{*}(M \times M, M \times M-\Delta) \rightarrow H^{*}(D(\tau), S(\tau))$ is an isomorphism, which is independent of $t$, and we denote the class $\left(h_{t}^{*}\right)^{-1}(U)$ by $U^{\prime}$. The inclusion

$$
j: M \times M \rightarrow(M \times M, M \times M-\Delta)
$$

defines an induced morphism

$$
j^{*}: H^{*}(M \times M, M \times M-\Delta) \rightarrow H^{*}(M \times M)
$$

Let $U_{M}$ denote the class $j^{*}\left(U^{\prime}\right)$. We call $U_{M}$ the fundamental class of $M$.
In the next propositions, we derive several properties of the class $U_{M}$.
6.3 Propositions. For $a, b \in H^{*}(M)$ the relation $U_{M}(a \times b)=(-1)^{d(a) d(b)} U_{M}(b \times a)$ holds where $d(a)$ is the degree of $a$ and $d(b)$ of $b$.

Proof. Consider the maps $\alpha: M \times M \rightarrow M \times M$ given by $\alpha(x, y)=(y, x)$ and $\beta: D(\tau) \rightarrow D(\tau)$ given by $\beta(x, v)=(x,-v)$. They are related by $h_{1} \beta=$ $\alpha h_{1}$. By the uniqueness property of the Thom class $\beta^{*}(U)=(-1)^{n} U$. Since $\phi: H^{i}(M) \rightarrow H^{n+i}(D(\tau), S(\tau))$ given by $\phi(a)=a U$ is an isomorphism, the morphism $\beta^{*}: H^{*}(D(\tau), S(\tau)) \rightarrow H^{*}(D(\tau), S(\tau))$ is multiplication by $(-1)^{n}$. From the relation $\beta^{*} h_{1}^{*}=h_{1}^{*} \alpha^{*}$ it follows that $\alpha^{*}: H^{*}(M \times M, M \times M-\Delta)$ $\rightarrow H^{*}(M \times M, M \times M-\Delta)$ is multiplication by $(-1)^{n}$. For two classes $a$, $b \in H^{*}(M)$ we have $\alpha^{*}(a \times b)=(-1)^{d(a) d(b)}(b \times a)$ in $H^{*}(M \times M)$. Now we calculate

$$
\begin{aligned}
U_{M}(a \times b) & =j^{*}\left[(-1)^{n} \alpha^{*}\left(U^{\prime}(a \times b)\right)\right] \\
& =(-1)^{d(a) d(b)} j^{*}\left[U^{\prime}(b \times a)\right]=(-1)^{d(a) d(b)} U_{M}(b \times a)
\end{aligned}
$$

This proves the proposition.
We denote the natural substitution pairing $H^{k}(M) \otimes H_{k}(M) \rightarrow R$ by $a \otimes$ $b \mapsto\langle a, b\rangle$. Then we have $\left\langle\bar{\omega}_{M}, \omega_{M}\right\rangle=1$ for the orientation classes $\omega_{M} \in$ $H_{n}(M)$ and $\bar{\omega}_{M} \in H^{n}(M)$.
6.4 Proposition. The following relation holds between the fundamental class $U_{M}$ and orientation class $\omega_{M}$ of $M:\left\langle U_{M}, 1 \times \omega_{M}\right\rangle=1$.

Proof. We have the following commutative diagram where $f_{x}: M \rightarrow M \times M$ is defined by the relation $f_{x}(y)=(x, y)$.


In $H^{*}\left(D(\tau)_{x}, S(\tau)_{x}\right)$ we have $\exp _{x}^{*}\left(\bar{\omega}_{x}\right)=j_{x}^{*}(U)$. Consequently, we have $\left\langle\left(\exp _{x}^{*}\right)^{-1} j_{x}^{*}(U), \omega_{x}\right\rangle=1$ and $\left\langle j^{*}\left(\exp _{x}^{*}\right)^{-1} j_{x}^{*}(U), \omega_{M}\right\rangle=1$ for the pairing $H^{n}(M) \otimes H_{n}(M) \rightarrow R$. Therefore, we have $\left\langle U_{M}, 1 \times \omega_{M}\right\rangle=1$ since $\left(f_{x}\right)_{*}\left(\omega_{M}\right)=$ $1 \times \omega_{M}$, which is a homology cross product. This proves the proposition.

Recall the duality morphism $D: H^{k}(M) \rightarrow H_{n-k}(M)$ is defined by $D(a)=$ $a \cap \omega_{M}$.
6.5 Proposition. Let $U_{M}$ be any class in $H^{n}(M \times M)$ satisfying the properties of the fundamental class in (6.3) and (6.4). For $a \in H^{k}(M)$ and $b \in H_{k}(M)$ the relation $\langle a, b\rangle=(-1)^{n+d(a) d(b)}\left\langle U_{M}, b \times D a\right\rangle$ holds.

Proof. We have $U_{M}(a \times 1)=U_{M}(1 \times a)$ by (6.3) since $d(1) d(a)=0$. First, we calculate using (5.1) and $a \cap b=\langle a, b\rangle 1$.

$$
\begin{aligned}
\left\langle U_{M}(a \times 1), b \times \omega_{M}\right\rangle & =\left\langle U_{M},(a \times 1) \cap\left(b \times \omega_{M}\right)\right\rangle \\
& =\left\langle U_{M},(a \cap b) \times \omega_{M}\right\rangle \\
& =\langle a, b\rangle\left\langle U_{M}, 1 \times \omega_{M}\right\rangle=\langle a, b\rangle
\end{aligned}
$$

Therefore we can make the next calculation

$$
\begin{aligned}
\langle a ; b\rangle & =(-1)^{n}\left\langle U_{M}(1 \times a), b \times \omega_{M}\right\rangle=(-1)^{n}\left\langle U_{M},(1 \times a) \cap\left(b \times \omega_{M}\right)\right\rangle \\
& =(-1)^{n+d(a) d(b)}\left\langle U_{M}, b \times\left(a \cap \omega_{M}\right)\right\rangle \\
& =(-1)^{n+d(a) d(b)}\left\langle U_{M}, b \times D a\right\rangle
\end{aligned}
$$

This proves the proposition.
6.6 Remark. The formula in (6.5) can be used to prove that the duality morphism $D: H^{k}(M) \rightarrow H_{n-k}(M)$ is an isomorphism for field coefficients. First, observe that $D$ is a monomorphism; for if $a \in H^{k}(M)$ with $a \neq 0$, we have $b \in H_{k}(M)$ with $\langle a, b\rangle \neq 0$. By (6.5) the relation $D a \neq 0$ follows. Since $\operatorname{dim} H^{k}(M)=\operatorname{dim} H_{k}(M)$ and $\operatorname{dim} H^{n-k}(M)=\operatorname{dim} H_{n-k}(M)$, we deduce from the two monomorphisms

$$
H^{k}(M) \xrightarrow{D} H_{n-k}(M) \quad H^{n-k}(M) \xrightarrow{D} H_{k}(M)
$$

that $\operatorname{dim} H^{k}(M)=\operatorname{dim} H_{n-k}(M)$. Consequently, $D$ is an isomorphism.

## 7. Euler Characteristic and Class of a Manifold

In this section $M$ is a closed, connected manifold and the coefficient ring $R$ is the rational numbers.
7.1 Definition. The Euler characteristic $\chi(X)$ of a space $X$ is the sum $\sum_{0 \leqq i}(-1)^{i} \operatorname{dim} H^{i}(X, \mathbf{Q})$ where we assume $H^{i}(X, \mathbf{Q})=0$ for $i$ large and $\operatorname{dim}$ $H^{i}(X, \mathbf{Q})$ is finite.

The main result of this section is contained in the next theorem. Observe that $\chi(M)$ is defined for a closed manifold $M$.
7.2 Theorem. Let $M^{n}$ be a closed, connected manifold with $\mathbf{Z}$-orientation $\omega_{M}$. Then the Euler class of the tangent bundle is related to the Euler characteristic by the relation $e(\tau(M))=\chi(M) \bar{\omega}_{M}$.

Proof. For $n$ odd, we use the relation $e(\tau(M))=\phi^{-1}\left(U^{2}\right)$ given in 17(7.6) and observe that $e\left(\tau(M)\right.$ ) is an element of order 2 or is zero in $H^{n}(M, \mathbf{Z})=$ Z. Consequently, it follows that $e(\tau(M))=0$. Since $\operatorname{dim} H^{i}(M, \mathbf{Q})=$ $\operatorname{dim} H^{n-i}(M, \mathbf{Q})$ by (6.6), we have $\chi(M)=0$ for an odd dimension manifold $M$. Therefore, the above formula holds.

Henceforth, we assume $n$ to be even. Let $s: M \rightarrow D(\tau)$ be the zero cross section. We have the following commutative diagram.


From this diagram we deduce that $e(\tau(M))=\Delta^{*}\left(U_{M}\right)$. Consequently, to prove the theorem we must show that

$$
\left\langle e(\tau(M)), \omega_{M}\right\rangle=\left\langle\Delta^{*}\left(U_{M}\right), \omega_{M}\right\rangle=\chi(M)
$$

For this, let $e_{i} \in H^{r(i)}(M)$ such that the set of $e_{i}$ with $r(i)=k$ is a basis of $H^{k}(M)=H^{k}(M, \mathbf{Q})$. Let $e_{i}^{*} \in H_{r(i)}(M)$ such that $\left\langle e_{i}, e_{j}^{*}\right\rangle=\delta_{i, j}$. Then we have $U_{M}=\Sigma a_{i, j}\left(e_{i} \times e_{j}\right)$ and $e(\tau)=\Delta^{*} U_{M}=\Sigma a_{i, j} e_{i} e_{j}$. Now we calculate with (6.5).

$$
\begin{aligned}
(-1)^{d\left(e_{k}\right)} & =(-1)^{d\left(e_{k}\right)}\left\langle e_{k}, e_{k}^{*}\right\rangle \\
& =\Sigma a_{i, j}\left\langle e_{i} \times e_{j}, e_{k}^{*} \times D e_{k}\right\rangle \\
& =\Sigma a_{i, j}\left\langle e_{i}, e_{k}^{*}\right\rangle\left\langle e_{j}, e_{k} \cap \omega_{M}\right\rangle \\
& =\sum_{j} a_{k, j}\left\langle e_{j} e_{k}, \omega_{M}\right\rangle
\end{aligned}
$$

Now adding over the index $k$ we have

$$
\begin{aligned}
\chi(M)=\Sigma(-1)^{d(e k)} & =\Sigma a_{k, j}\left\langle e_{j} e_{k}, \omega_{M}\right\rangle \\
& =\left\langle\Delta^{*} \alpha^{*}\left(U_{M}\right), \omega_{M}\right\rangle \\
& =\left\langle\Delta^{*}\left(U_{M}\right), \omega_{M}\right\rangle
\end{aligned}
$$

The last equality follows from $\alpha \Delta=\Delta$ where $\alpha(x, y)=(y, x)$. This proves the theorem.
7.3 Corollary. Let $M$ be an orientable manifold with an everywhere-nonzero vector field. Then we have $\chi(M)=0$.

Proof. By $16(8.3)$, we have $e(\tau(M))=0$, and by (7.2), we have $\chi(M)=0$.
7.4 Remark. The relations $\chi\left(S^{2 n}\right)=2$ and $\chi\left(S^{2 n+1}\right)=0$. This yields another proof of part of $12(1.4)$ : that is, an even sphere cannot have an everywherenonzero vector field.

## 8. Wu's Formula for the Stiefel-Whitney Classes of a Manifold

All coefficients in this section are in $Z_{2}$ and the results will apply to nonorientable closed connected manifolds.
8.1 Definition. The Stiefel-Whitney class of a manifold $M$, denoted $\omega(M)$, is the Stiefel-Whitney class $w(\tau(M)$ ) of its tangent bundle.

Let $S q=\sum_{0 \leqq i} S q^{i}$ denote the Steenrod operation in $Z_{2}$ cohomology, and let $S q^{T}: H_{*}(X) \rightarrow H_{*}(X)$ be the transpose in homology; that is, $S q^{T}$ is defined by the relation $\langle S q a, b\rangle=\left\langle a, S q^{T}(b)\right\rangle$. As before, $D: H^{k}(M) \rightarrow H_{n-k}(M)$ is the duality morphism.
8.2 Theorem ( $\mathbf{W u} \mathbf{)}$. Let $M^{n}$ be a closed manifold. Then the class $v=$ $D^{-1} S q^{T}\left(\omega_{M}\right)$, called the Wu class of $M$, has the property that $\left\langle a v, \omega_{M}\right\rangle=$ $\left\langle\operatorname{Sq} a, \omega_{M}\right\rangle$ for each $a \in H^{*}(M)$, and moreover we have $w(M)=S q v$.

Proof. For the first relation observe that $D v=S q^{T} \omega_{M}$ implies the following
or

$$
\begin{aligned}
\left\langle a, S q^{T} \omega_{M}\right\rangle & =\langle a, D v\rangle \\
\left\langle S q a, \omega_{M}\right\rangle & =\left\langle a, v \cap \omega_{M}\right\rangle \\
& =\left\langle a v, \omega_{M}\right\rangle
\end{aligned}
$$

This proves the first relation.
For the second, recall the $S q U=\phi(w(M))=\left(\pi^{*} w(M)\right) U$ by 16(9.1). Then we have $S q U^{\prime}=\left(h_{t}^{*}\right)^{-1}\left[\left(\pi^{*} w(M)\right) U\right]=\left[\left(h_{t}^{*}\right)^{-1} \pi^{*} w(M)\right]\left[\left(h_{t}^{*}\right)^{-1} U\right]$ and $S q U_{M}=U_{M}(w(M) \times 1)$ using the notation of (6.2). By (6.5), we derive the following relations:

$$
\begin{aligned}
\langle w(M), b\rangle & =\left\langle U_{M}(w(M) \times 1), b \times \omega_{M}\right\rangle=\left\langle S q U_{M}, b \times \omega_{M}\right\rangle \\
& =\left\langle U_{M}, S q^{T}\left(b \times \omega_{M}\right)\right\rangle=\left\langle U_{M}, S q^{T} b \times S q^{T} \omega_{M}\right\rangle \\
& =\left\langle U_{M}, S q^{T} b \times D v\right\rangle \\
& =\left\langle v, S q^{T} b\right\rangle \\
& =\langle S q v, b\rangle
\end{aligned}
$$

In the above relation, we used the transpose of the Cartan formula $S q^{T}\left(b_{1} \times b_{2}\right)=S q^{T}\left(b_{1}\right) \times S q^{T}\left(b_{2}\right)$. Since $\langle w(M), b\rangle=\langle S q v, b\rangle$ holds for all $b \in H_{*}(M)$, we deduce the formula $w(M)=S q v$. This proves the theorem.
8.3 Corollary. The Stiefel-Whitney classes of closed manifolds are homotopy invariants of the manifold.
8.4 Corollary. The $W u$ class $v=\sum v_{i}$ of $M$ where $v_{i} \in H^{i}(M)$ has the property that $v_{i}=0$ for $2 i>\operatorname{dim} M$.

Proof. Recall that $S q^{i} a_{k}=0$ for $a_{k} \in H^{k}(M)$ and $i>k$. Now we use the relation $\left\langle a v, \omega_{M}\right\rangle=\left\langle S q a, \omega_{M}\right\rangle$.

## 9. Stiefel-Whitney Numbers and Cobordism

Let $w(M)$ denote the total Stiefel-Whitney class and $\omega$ the orientation of a manifold $M$. A monomial $w_{1}^{r(1)} \cdots w_{n}^{r(n)}$ is of degree $r(1)+2 r(2)+\cdots+n r(n)$.
9.1 Definition. The Stiefel-Whitney number of a manifold $M$ corresponding to a monomial $\mu=w_{1}^{r(1)} \cdots w_{n}^{r(n)}$ of degree $n$ is the number $\langle\mu, \omega\rangle \in Z_{2}$.

An $n$-dimensional manifold $M^{n}$ has one Stiefel-Whitney number for each sequence $r(1), \ldots, r(n)$ with $n=r(1)+2 r(2)+\cdots+n r(n)$. For calculations of Stiefel-Whitney numbers we use the next theorem of Pontrjagin.
9.2 Theorem. Let $M^{n}$ be a compact manifold which is the boundary of a compact manifold $W^{n+1}$. Then all the Stiefel-Whitney numbers of $M^{n}$ are zero.

Proof. Let $\omega$ be the $Z_{2}$-orientation class of $W$, where $\omega \in H_{n+1}(W, M)$. Then $\partial \omega$ is the $Z_{2}$-orientation class in $H_{n}(M)$. For a monomial $\mu=w_{1}^{r(1)} \cdots w_{n}^{r(n)}$ there is the relation $\langle\mu, \partial w\rangle=\langle\delta \mu, \omega\rangle$. Note this is true on the chain and cochain level and extends to boundary and coboundary morphisms.

Since $\tau(W) \mid M=\tau(M) \oplus \theta^{1}$, by (2.8), we have $i^{*}\left(w_{i}(\tau(W))\right)=w_{i}(\tau(M))=$ $w_{i}(M)$. Since $\delta i^{*}=0$ in the exact sequence $H^{n}(W) \xrightarrow{i^{*}} H^{n}(M) \xrightarrow{\delta} H^{n+1}(W, M)$, we have $\delta\left(w_{1}^{r(1)} \cdots w_{n}^{r(n)}\right)=0$. Therefore, all the Stiefel-Whitney numbers of $M$ are zero.

The next proposition provides a useful criterion for a manifold to be the boundary of another manifold.
9.3 Proposition. Let $T: M \rightarrow M$ be a fixed point free differentiable involution of $M$, that is, $T^{2}=1$ and $T(x) \neq x$ for all $x \in M$. Then there exists a manifold $W$ with $\partial W=M$.

Proof. Form $M \times[-1,+1]$, and identify $(x, t)$ with $(T(x),-t)$. The resulting space $W$ is a manifold, and $\partial W=M$. The manifold structure of $W$ arises from that of $M \times[-1,+1]$ and the fact that $T$ is a local diffeomorphism.
9.4 Corollary. The sphere $S^{n}$ equals $\partial B^{n+1}$, and all Stiefel-Whitney numbers of $S^{n}$ are zero. Also, $x \mapsto-x$ is an involution of the type in (9.3).
9.5 Corollary. Odd-dimensional real projective $R P^{2 n+1}$ equals $\partial W$, and all Stiefel-Whitney numbers are zero.

Proof. For $z=\left(z_{0}, \ldots, z_{n}\right) \in S^{2 n+1}$ we define $R(z)=i z$, where $i^{2}=-1$. Then $R^{2}(z)=-z$, and $R$ induces $T: R P^{2 n+1} \rightarrow R P^{2 n+1}$, where $T^{2}=1$ and $T(x) \neq x$ for all $x \in R P^{2 n+1}$ because $R(-z)=-R(z)$. This yields the corollary.
9.6 Definition. Two manifolds $M^{n}$ and $N^{n}$ are in the same cobordism class, provided $M^{n} \cup N^{n}=\partial W^{n+1}$.

The relation of manifolds in the same cobordism class is an equivalence relation. Theorem (9.2) now takes the following form.
9.7 Theorem. Two manifolds in the same cobordism class have the same Stiefel-Whitney numbers.

Proof. The Stiefel-Whitney numbers of $M^{n} \cup N^{n}$ are the sum of the StiefelWhitney numbers of $M$ and $N$ because $\omega_{M \cup N}=\omega_{M}+\omega_{N}$. This proves the theorem.
9.8 Remark. Thom proved the converse of (9.2) and (9.7), which means that the cobordism class of a manifold is determined by its Stiefel-Whitney numbers.

## 10. Immersions and Embeddings of Manifolds

10.1 Definition. For a real vector bundle $\xi$, the dual Stiefel-Whitney class $\tilde{w}(\xi)$ of $\xi$ is the unique element of $H^{*}\left(B(\xi), Z_{2}\right)$ with the property that $w(\xi) \tilde{w}(\xi)=1$. The dual Stiefel-Whitney class of a manifold $M$, denoted $\tilde{w}(M)$, is $\tilde{w}(\tau(M))$.

The notion of the dual Stiefel-Whitney class is useful, because if $v$ is the normal bundle for an immersion $M \rightarrow \mathbf{R}^{p}$ then $w(v)=w(M)$.
10.2 Theorem. Let $M^{n}$ be a manifold. If $M^{n}$ can be immersed in $\mathbf{R}^{n+k}$, then $\tilde{w}_{i}(M)=0$ for $i>k$. If $M^{n}$ can be embedded in $\mathbf{R}^{n+k}$, then $\tilde{w}_{i}(M)=0$ for $i \geqq k$, and if, in addition, $M^{n}$ is embedded in $\mathbf{R}^{n+k}$ with an orientable normal bundle $v$, then $e(v)=0\left[\right.$ besides $w_{i}(v)=0$ for $\left.i \geqq k\right]$.

Proof. For the first part, the immersion yields a normal bundle $v$ of dimension $k$, where $\tau(M) \oplus v$ is trivial. Therefore, we have $0=w_{i}(v)=\tilde{w}_{i}(M)$ for $i>k$.

For the statement about embeddings, recall that $e(\xi)=s^{*} i^{*}\left(U_{\xi}\right)$ or $w^{k}(\xi)=$ $s^{*} i^{*}\left(U_{\xi}\right) \bmod 2$ for $\operatorname{dim} \xi=k$, where $B \xrightarrow{s} E(\xi) \xrightarrow{i}\left(E(\xi), E_{0}(\xi)\right)$ by $17(7.4)$ and 17(9.1). Choosing a riemannian metric on $\xi$ and a prolongation $f: E(\varepsilon) \rightarrow$ $\mathbf{R}^{n+k}$ of the embedding $f: M \rightarrow \mathbf{R}^{n+k}$, we have the following diagram of maps.


Here $g_{1}$ is a diffeomorphism, $g_{2}$ is excision, $g=g_{2} g_{1}$, and $s$ is the zero cross section. Then $e(v)$ equals $s^{*} i^{*}\left(U_{v}\right)=f^{*} i^{*} g^{*-1}\left(U_{v}\right)$. Since $H^{k}\left(R^{n+k}\right)=0$, we have $f^{*}=0$ and $e(v)=0$ or $w^{k}(v)=0$. This proves the theorem.

Let $x$ be the generator of $H^{*}\left(R P^{n}, Z_{2}\right)$. Then $w\left(R P^{n}\right)=(1+x)^{n+1}$ and $w_{i}(R P)=\binom{n+1}{i}_{2} x^{i}$ for $0 \leqq i \leqq n$ and $w_{i}\left(R P^{n}\right)=0$ for $i>n$. Note that $w\left(R P^{n}\right)=1$ if and only if $n+1=2^{r}$ for some $r$. Then we have $\tilde{w}\left(R P^{n}\right)=1$. If $\tilde{w}\left(R P^{n}\right)=1+x$, then $(1+x)^{n+2}=1 \bmod 2$ or $w\left(R P^{n}\right)=1+x+\cdots+x^{n}$. Note that $\tilde{w}\left(R P^{n}\right)=1+x$ if and only if $n+2=2^{r}$ for some $r$.

> When $n=2^{r}$, then $w\left(R P^{n}\right)=(1+x)^{2 r}(1+x)=1+x+x^{n}$ and $\tilde{w}\left(R P^{n}\right)=$ $\left(1+x+x^{n}\right)^{-1}=\left(1+x^{n}\right)\left(1+x+\cdots+x^{n}\right)=1+x+\cdots+x^{n-1}$. Therefore, $\tilde{w}_{i}\left(R P^{n}\right) \neq 0$ for $0 \leqq i \leqq n-1$ and $\tilde{w}_{i}\left(R P^{n}\right)=0$ for $n \leqq i$.

In summary, we have the following theorem.
10.3 Theorem. If there is an immersion of $R P^{n}$ into $\mathbf{R}^{n+1}$, then $n=2^{r}-1$ or $n=2^{r}-2$ for some $r$. If there is an embedding of $R P^{n}$ into $\mathbf{R}^{n+1}$, then $n=$ $2^{r}-1$ for some $r$. For $n=2^{r}$, there is no immersion of $R P^{n}$ into $\mathbf{R}^{2 n-2}$ and no embedding into $\mathbf{R}^{2 n-1}$.
10.4 Corollary. Let $n=2^{r}+q$, where $0 \leqq q<2^{r}$. Then there is no immersion of $R P^{n}$ into $\mathbf{R}^{m}$ for $m=2^{r+1}-2$ and no embedding into $\mathbf{R}^{k}$ for $k=2^{r+1}-1$.

Proof. Apply (10.3) to $R P^{2 r} \subset R P^{n}$.
10.5 Remark. A theorem of Whitney [1] says for every $M^{n}$ there exists an immersion of $M$ into $\mathbf{R}^{2 n-1}$ and there exists an embedding of $M$ into $\mathbf{R}^{2 n}$.

## Exercises

1. Prove that if $\tau\left(R P^{n}\right)$ is trivial then $n-1=2^{r}$ for some $r$.
2. Calculate directly the Stiefel-Whitney numbers of $R P^{n}$ for $n \leqq 10, n=2^{r}$, and $n=$ $2 r+1$.
3. Define Pontrjagin numbers for an orientable real manifold. Define orientable cobordism, and prove that all the Pontrjagin numbers of a manifold $M^{n}$ are zero if $M^{n}=\partial W^{n+1}$. Observe that $M^{n}$ has nonzero Pontrjagin numbers only if $n=0$ $(\bmod 4)$.
4. Prove that the tangent bundles to $S^{n}$ and $R P^{n}$ as described in 2(2.1) and 2(2.6) are tangent bundles in the sense of definition (2.1).
5. Prove that $w_{1}(M)=\cdots=w_{r}(M)=0$ implies $v_{1}=\cdots=v_{r}=0$ and $w_{r+1}(M)=v_{r+1}$ for the Wu class $v=\Sigma v_{i}$ of a closed manifold.
6. Prove that $w_{1}(M)=\cdots=w_{r}(M)=0$ where $\operatorname{dim} M=2 r$ or $2 r+1$ implies that $w(M)=0$ for a closed manifold $M$.
7. For $R P^{n}$ prove that $v_{i}=\binom{n-1}{i} x^{i}$ where $H^{*}\left(R P^{n}\right)=Z_{2}[x]$. From this calculate $w\left(R P^{n}\right)$.

## CHAPTER 19

## Characteristic Classes and Connections

Apart from the previous chapter, the theory of fibre bundles in this book is a theory over an arbitrary space. Even the relation to manifolds in Chapter 18 is treated from a topological point of view, but in the context of smooth manifolds and vector bundles we can approach Chern classes using constructions from analysis. This idea, which goes back to a letter from A. Weil (see A. Weil Collected papers, Volume III, pages 422-36 and 571-574), involves choosing a connection or covariant derivative on the complex vector bundle, defining the curvature 2 -form of the connection, and representing the characteristic class as closed $2 q$-form which is a polynomial in the curvature form. This proceedure is outlined in this chapter.

## 1. Differential Forms and de Rham Cohomology

The characteristic class of smooth bundles on a smooth manifold can be described as analytic representatives of cohomology classes. This is the theory of de Rham, and we give a brief explanation of those parts of the theory needed for an analytic approach to characteristic classes.
1.1 Notation. Let $M$ denote a smooth manifold. To denote the fact that it has dimension $n$, we will write $M^{n}$. For a smooth vector bundle $E$ over $M$ we denote the space of smooth cross sections by $\Gamma(E)$. The tangent bundle to $M$ is denoted $T(M)$ and the cotangent bundle by $T^{*}(M)$. Then $\Lambda^{q} T^{*}(M)$ denotes the $q$ th exterior power of the cotangent bundle, and the space of $q$-forms with values in a smooth vector bundle is denoted $A^{q}(M, E)$. It equals the space of cross sections $\Gamma\left(\Lambda^{q} T^{*}(M) \otimes E\right)$. When $E$ is the trivial line bundle, then
$A^{q}(M)$ denotes $A^{q}(M, E)=\Gamma\left(\Lambda^{q} T^{*}(M)\right)$, the space of $q$-forms on $M$. On the vector space of $q$-forms with values in the trivial bundle we have a differential operator which is called exterior differentiation.
1.2 Definition. For a smooth manifold $M$ the exterior derivative $d: A^{q}(M) \rightarrow$ $A^{q+1}(M)$ is given locally by the formula

$$
\begin{aligned}
& d\left(a\left(x_{1}, \ldots, x_{n}\right) d x_{n(1)} \wedge \cdots \wedge d x_{n(q)}\right) \\
& \quad=\sum_{1 \leq i \leq n} \frac{\partial}{\partial x_{i}} a\left(x_{1}, \ldots, x_{n}\right) d x_{i} \wedge d x_{n(1)} \wedge \cdots \wedge d x_{n(q)} .
\end{aligned}
$$

As usual, the relation $d x_{i} \wedge d x_{j}=-d x_{j} \wedge d x_{i}$ is incorporated in the formula for the exterior derivative. There is a global axiomatic characterization of the exterior derivative $d$.
1.3 Proposition. For a smooth manifold $M$ there is a unique sequence of linear $d: A^{q}(M) \rightarrow A^{q+1}(M)$ such that
(1) $d\left(\omega \omega^{\prime}\right)=(d \omega) \omega^{\prime}+(-1)^{q} \omega\left(d \omega^{\prime}\right)$ where $\omega \in A^{q}(M), \omega \in A^{q^{\prime}}(M)$,
(2) the composite $d d=0$, and
(3) $d: A^{0}(M) \rightarrow A^{1}(M)$ is given by $d f(\xi)=\xi(f)$ for any $\xi \in \operatorname{Vect}(M)$, the Lie algebra of vector fields on $M$.

The proof comes from the defining formula and the local version of condition (3), namely, that $d f=\sum_{1 \leq i \leq n} \frac{\partial f}{\partial x_{i}}$.
1.4 Proposition. Let $g: M \rightarrow N$ be a smooth mapping of manifolds. For each natural number $q$ there is a unique linear map $A^{q}(g): A^{q}(N) \rightarrow A^{q}(M)$ such that
(1) $A^{q+q}(g)\left(\omega \omega^{\prime}\right)=A^{q}(g)(\omega) A^{q^{\prime}}(g)\left(\omega^{\prime}\right)$ where $\omega \in A^{q}(N), \omega \in A^{q^{\prime}}(N)$,
(2) $d A^{q}(g)(\omega)=A^{q+1}(g)(d \omega)$ for $\omega \in A^{q}(N)$,
(3) $A^{0}(g)(f)=$ fg for a smooth function $f$ on $N$.

The proof comes from the defining formula for differential forms and defining $A^{q}(g)(\omega)$ locally using (3) and the relation $A^{1}(g)(d f)=d(f g)$ for a smooth coordinate function $f$ on $N$ coming from (2) and (3). If $q>1$, then we use (1). The idea of the proof of the proposition is similar to that of (1.3).
1.5 Definition. The de Rham cohomology vector space is

$$
H_{D R}^{q}(M)=\operatorname{ker}\left(d: A^{q}(M) \rightarrow A^{q+1}(M)\right) / \operatorname{im}\left(d: A^{q-1}(M) \rightarrow A^{q}(M)\right) .
$$

We can use either real valued forms giving $H_{D R}^{*}(M, \mathbf{R})$ or complex valued forms giving $H_{D R}^{*}(M, \mathbf{C})$. Let $g: M \rightarrow N$ be a smooth mapping. The induced mapping $H_{D R}^{*}(g): H_{D R}^{*}(N) \rightarrow H_{D R}^{*}(M)$ is defined by the class of $H_{D R}^{*}(g)(\omega)$ equals the class of $A^{*}(\omega)$ where $d \omega=0$.

There is a direct argument that shows $H_{D R}^{*}(g): H_{D R}^{*}(N) \rightarrow H_{D R}^{*}(M)$ is a well-defined linear mapping. In general, de Rham cohomology is isomorphic to singular cohomology, sheaf and Čech cohomology, and for a compact, orientable manifold $M$ it satisfies Poincaré duality. All of this for coefficients in $\mathbf{R}$ or in $\mathbf{C}$.
1.6 Comparison with Singular Cohomology. This is done by Stokes' formula

$$
\int_{\hat{\tau} c} \omega=\int_{c} d \omega
$$

where $c$ is a smooth $(q+1)$-chain with boundary $\partial c$ and $\omega$ is a $q$-form. Integration defines a pairing $(c, \omega) \mapsto \int_{c} \omega$, and Stokes' formula is just the assertion that $\partial$ on chains and $d$ on forms are adjoint to each other under the integration pairing of chains and forms. It is a theorem: This pairing given by integration induces a perfect pairing $H_{q}(M) \otimes H_{D R}^{q}(M) \rightarrow \mathbf{R}$ which implies that $H_{D R}^{q}(M)=H_{q}(M)^{\vee}$, the dual to singular homology which is singular cohomology.
1.7 Poincaré Duality for de Rham Cohomology. Let $M$ be a closed oriented manifold which means, firstly, that integration over the manifold is well defined. If $\operatorname{dim}(M)=n$, then given a $p$-form $\omega$ and a $q$-form $\omega^{\prime}$ with $p+q=n$ so that $\omega \wedge \omega^{\prime}$ is an $n$-form, and thus we can define a pairing $A^{p}(M) \otimes A^{q}(M) \rightarrow R$ given by

$$
\left(\omega, \omega^{\prime}\right) \mapsto \int_{M} \omega \wedge \omega^{\prime}=\left[\omega, \omega^{\prime}\right]
$$

Since the boundary of $M$ is empty, we have $\left[d \theta, \theta^{\prime}\right]=(-1)^{p+1}\left[\theta, d \theta^{\prime}\right]$ for a $p$-form $\theta$ and a $q$-form $\theta^{\prime}$ with $p+q=n-1$. Since $d$ is either selfadjoint or skewadjoint with respect to this pairing, it follows that a pairing is induced on de Rham cohomology

$$
H_{D R}^{p}(M) \otimes H_{D R}^{n-p}(M) \rightarrow \mathbf{R}
$$

We conclude this section with an integration formula on the product manifold $M \times[0,1]$ for a closed manifold $M$. This is used to prove a homotopy formula as well as in the following sections to study homotopy properties of connections.
1.8 Remark. Each differential form $\omega \in A^{q}(M \times[0,1])$ can be decomposed as $\omega=\alpha+\beta \wedge d t$ where $\alpha \in A^{q}(M \times[0,1]), \quad \beta \in A^{q-1}(M \times[0,1])$ each without any $d t$ factor. Moreover, $d$ decomposes as

$$
d=d_{x}+d_{t}: A^{q}(M \times[0,1]) \rightarrow A^{q+1}(M \times[0,1])
$$

where $d \omega=\left(d_{x}+d_{t}\right)(\alpha+\beta \wedge d t)=d_{x} \alpha+\left(d_{x} \beta\right) \wedge d t+d_{t} \alpha$ since $d t \wedge d t=$ 0 . We define a linear operator $Q: A^{q}(M \times[0,1]) \rightarrow A^{q-1}(M)$ to be integration in $t$ from $t=0$ to $t=1$ with a sign by the formula

$$
Q(\omega)=Q(\alpha+\beta \wedge d t)=(-1)^{q-1} \int_{0}^{1} \beta d t .
$$

1.9 Proposition. (Homotopy formula) With the above notations we have

$$
d Q+Q d=j_{1}-j_{0}
$$

as maps $A^{q}(M \times[0,1]) \rightarrow A^{q}(M)$ where $j_{s}(\alpha+\beta d t)=\left.\alpha\right|_{t=s}$ for $s \in[0,1]$.
Proof. Since $d_{x}$ and $\int d t$ commute, it follows that the sign in the definition of $Q$ gives $Q d_{x}+d_{x} Q=0$. Now we consider $d_{t} Q+Q d_{t}$ on each summand of $\omega=\alpha+\beta d t$. Firstly, $\left(d_{t} Q+Q d_{t}\right)(\beta d t)=0=j_{1}(\beta d t)-j_{0}(\beta d t)$. Now we decompose $\alpha=\sum_{I} a_{I}(x, t) d x_{I}$ with $I=\{i(1)<\cdots<i(q)\}$ and $d x_{I}=$ $d x_{i(1)} \wedge \cdots \wedge d x_{i(q)}$. Using the fundamental theorem of calculus, we calculate the following expression

$$
\begin{aligned}
\left(d_{t} Q+Q d_{t}\right)(\alpha) & =Q d_{t}(\alpha) \\
& =Q\left(\sum_{I} \frac{\partial}{\partial t} a_{I}(x, t) d t d x_{I}\right) \\
& =\sum_{I} \int_{0}^{1}\left\{\frac{\partial}{\partial t}\left\{a_{I}(x, t)\right\} d x_{I}\right\} d t \\
& =\sum_{I} a_{I}(x, 1) d x_{I}-\sum_{I} a_{I}(x, 0) d x_{I} \\
& =j_{1}(\alpha)-j_{0}(\alpha)
\end{aligned}
$$

Adding up the various results, we obtain the homotopy formula

$$
d Q(\omega)+Q d(\omega)=j_{1}(\omega)-j_{0}(\omega) .
$$

This proves the proposition.
1.10 Corollary. If $f_{0}, f_{1}: M \rightarrow N$ are two smooth maps such that there is a smooth homotopy $h: M \times[0,1] \rightarrow N$ with $h(x, 0)=f_{0}(x)$ and $h(x, 1)=f_{1}(x)$, then $f_{0}$ and $f_{1}$ induce the same map on de Rham cohomology, that is, $H_{D R}^{*}\left(f_{0}\right)=$ $H_{D R}^{*}\left(f_{1}\right): H_{D R}^{*}(N) \rightarrow H_{D R}^{*}(M)$.

## 2. Connections on a Vector Bundle

Now we study the possibility of defining an operator

$$
A^{q}(M, E) \rightarrow A^{q+1}(M, E)
$$

which is like the exterior derivative when $E$ is the trivial bundle. As with the exterior derivative, we start with $q=0$.
2.1 Definition. A connection $\nabla$ on a smooth vector bundle $E$ over a smooth manifold $M$ is a complex linear map $\nabla: A^{0}(M, E)=\Gamma(E) \rightarrow \Gamma\left(T^{*}(M) \otimes E\right)=$ $A^{1}(M, E)$ such that

$$
\nabla(f s)=f \nabla(s)+d f \otimes s \quad \text { for all } s \in A^{0}(M, E), f \in A^{0}(M)
$$

2.2 Theorem. Let $\nabla$ be a connection on a smooth vector bundle $E$ over $M$. Then there exists a unique extension of $\nabla$ to a linear map $\nabla: A^{q}(M, E) \rightarrow$ $A^{q+1}(M, E)$ for each $q \geq 0$ and a two form, called the curvature form, $K \in A^{2}(M, \operatorname{End}(E))$ such that
(1) $\nabla(\alpha \otimes s)=d \alpha \otimes s+(-1)^{p} \alpha \wedge \nabla s$ for all $\alpha \in A^{p}(M), s \in A^{q}(M, E)$, and
(2) $\nabla \nabla(s)=K s$ for any $s \in A^{q}(M, E)$.

Proof. The existence of the extensions will follow the lines of ideas in (1.2) and (1.3). We calculate locally over an open subset $U$ of $M$ where $E$ has a basis of cross sectons $s_{1}, \ldots, s_{q}$ and the connection takes the values

$$
\nabla s_{i}=\sum_{1 \leq j \leq q} \theta_{i, j} \otimes s_{j} \quad \text { where } \theta_{i, j} \in A^{1}(M)
$$

This leads to the value of $\nabla \nabla$ on these cross sections locally on $U$

$$
\begin{aligned}
\nabla \nabla\left(s_{i}\right) & =\sum_{1 \leq k \leq q} \nabla\left(\theta_{i, k} \otimes s_{k}\right) \\
& =\sum_{1 \leq k \leq q}\left\{d \theta_{i, k}-\sum_{1 \leq j \leq q} \theta_{i, j} \wedge \theta_{j, k}\right\} \otimes s_{k} \\
& =\sum_{1 \leq k \leq q} K_{i, k} \otimes s_{k} .
\end{aligned}
$$

This defines $K$ on open sets with a chart for the bundle as a matrix of differential forms

$$
K_{i, j}=d \theta_{i, j}-\sum_{1 \leq k \leq q} \theta_{i, k} \wedge \theta_{k, j}
$$

In order to see that $K$ is globally defined we must consider a second basis of cross sections $s_{1}^{\prime}, \ldots, s_{q}^{\prime}$ and express them in terms of the first basis by a relation

$$
s_{i}^{\prime}=\sum_{1 \leq j \leq q} a_{i, j} s_{j} \quad \text { where }\left(a_{i, j}\right)=A \in M_{q}\left(A^{0}(M)\right)
$$

In the language of matrices we have the next four relations

$$
\begin{equation*}
\nabla s=\theta_{s}, \quad \nabla s^{\prime}=\theta^{\prime} s^{\prime}, \quad s^{\prime}=A s, \quad \text { and } \quad \theta^{\prime}=A \theta A^{-1}+(d A) A^{-1} \tag{1}
\end{equation*}
$$

Only the last relation needs some explanation, as it follows from the first two by the computation

$$
\theta^{\prime} A s=\theta^{\prime} s^{\prime}=\nabla s^{\prime}=\nabla(A s)=A \nabla s+(d A) s=(A \theta+d A) s
$$

Thus, the last relation follows by multiplying by $A^{-1}$ on the right.

Locally, the curvature form is either

$$
K=d \theta-\theta \wedge \theta \quad \text { or } \quad K^{\prime}=d \theta^{\prime}-\theta^{\prime} \wedge \theta^{\prime}
$$

and the relation between two matrices of two forms is given by

$$
\begin{equation*}
K^{\prime}=A K A^{-1} \tag{2}
\end{equation*}
$$

To establish this relation, which shows that $K$ is a well-defined element in $A^{2}(M, \operatorname{End}(E))$, we use $d\left(A^{-1}\right)=-A^{-1}(d A) A^{-1}$ and calculate the curvature expression $K^{\prime}$ in terms of $K$ using formula (1)

$$
\begin{aligned}
K^{\prime}= & d \theta^{\prime}-\theta^{\prime} \wedge \theta^{\prime} \\
= & d\left(A \theta A^{-1}+(d A) A^{-1}\right)-\left(A \theta A^{-1}+(d A) A^{-1}\right) \wedge\left(A \theta A^{-1}+(d A) A^{-1}\right) \\
= & (d A) \theta A^{-1}+A(d \theta) A^{-1}-A \theta\left(d A^{-1}\right)-(d A) \wedge\left(d A^{-1}\right)-\left[A \theta \wedge \theta A^{-1}\right. \\
& \left.+(d A) \wedge \theta A^{-1}+A \theta A^{-1}(d A) A^{-1}+\left(d A^{-1}\right) A^{-1}(d A) A^{-1}\right] \\
= & A(d \theta-\theta \wedge \theta) A^{-1} \\
= & A K A^{-1} .
\end{aligned}
$$

This establishes the conjugate relation between two local curvature matrices. This proves the theorem.

## 3. Invariant Polynomials in the Curvature of a Connection

The relation $K^{\prime}=A K A^{-1}$ is the motivation for considering polynomials $P\left(x_{1,1}, \ldots, x_{n, n}\right)=P(X)$ in $n$ by $n$ matrices $X$ such that

$$
P\left(A X A^{-1}\right)=P(X)
$$

for such polynomial expressions in the locally-defined curvature forms will define global forms on the manifold.
3.1 Elementary symetric functions. The permutation group $\operatorname{Sym}_{n}$ on $n$ objects permutes the varibles of $k\left[x_{1}, \ldots, x_{n}\right]$ preserving the $k$-submodule $k\left[x_{1}, \ldots, x_{n}\right]_{q}$ of homogeneous polynomials of degree $q$. The subalgebra of polynomials invariant under the symmetric group is a polynomial algebra on certain elementary sysmmetric functions denoted $\sigma_{q}$ of degree $q$. Thus, we have

$$
k\left[x_{1}, \ldots, x_{n}\right] \supset k\left[x_{1}, \ldots, x_{n}\right]^{\mathrm{Sym}_{n}}=k\left[\sigma_{1}, \ldots, \sigma_{n}\right]
$$

where $\sigma_{q}(\dot{x}) \in k\left[x_{1}, \ldots, x_{n}\right]$ is defined by either of the following relations:

$$
\begin{aligned}
& Q_{x}(t)= \prod_{1 \leq j \leq n}\left(1+x_{j} t\right)=\sum_{0 \leq q \leq n} \sigma_{q}\left(x_{1}, \ldots, x_{n}\right) t^{q}, \quad \text { or } \\
& \sigma_{q}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i(1)<\cdots<i(q)} x_{i(1)} \cdots x_{i(q)}
\end{aligned}
$$

3.2 Notation. Again, using the above polynomial $Q_{x}(t)$, we introduce some new polynomials $e_{q}\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ by the following formal relation in characteristic zero

$$
-t \frac{d}{d t} \log Q_{x}(t)=\sum_{q \geq 1} e_{q}\left(\sigma_{1}, \ldots, \sigma_{n}\right)(-t)^{q}
$$

See also $14(1.8)$, where the notation is slightly different.
By conjugating with matrices, we define an action of the general linear group $\mathrm{GL}_{n}(k)$ on the algebra of polynomials in the $n^{2}$ matrix elements $k\left[x_{1,1}, \ldots, x_{n, n}\right]$.
3.3 Remark. The subalgebra of polynomials invariant under conjugation by $\mathrm{GL}_{n}(k)$ is a polynomial algebra over a field of characteristic 0 in elements $c_{1}(x), \ldots, c_{n}(x)$, that is,

$$
k\left[x_{1,1}, \ldots, x_{n, n}\right] \supset k\left[x_{1,1}, \ldots, x_{n, n}\right]^{\mathrm{GL}_{n}(k)}=k\left[c_{1}(x), \ldots, c_{n}(x)\right]
$$

where the polynomials $c_{q}(x)$ are given by the following relations:

$$
R_{x}(t)=\operatorname{det}(I+X t)=\sum_{0 \leq q \leq n} c_{q}(x) t^{q}
$$

In the case where $X$ is diagonal with $x_{i, j}=\delta_{i, j} \lambda_{i}$, the expression for $c_{q}(x)$ is an elementary symmetric function, that is,

$$
c_{q}\left(x_{1,1}, \ldots, x_{n, n}\right)=\sum_{i(1)<\cdots<i(q)} \lambda_{i(1)} \cdots \lambda_{i(q)}
$$

3.4 Remark. Assume that $k$ is a field of characteristic zero. We have the relations

$$
-t \frac{d}{d t} \log (\operatorname{det}(I+X t))=\sum_{1 \leq q} \operatorname{Tr}\left(X^{q}\right)(-t)^{q}
$$

or equivalently

$$
\operatorname{det}(I+X t)=\exp \left(-\sum_{1 \leq q} \operatorname{Tr}\left(X^{q}\right) \frac{(-t)^{q}}{q}\right)
$$

The following algebras of polynomials are equal

$$
k\left[c_{1}(x), \ldots, c_{n}(x)\right]=k\left[\operatorname{Tr}(X), \operatorname{Tr}\left(X^{2}\right), \ldots, \operatorname{Tr}\left(X^{n}\right)\right] .
$$

We denote this algebra by $\operatorname{Inv}(n)$, and the subspace of elements homogeneous of degree $q$ by $\operatorname{Inv}_{q}(n)$. The algebra $\operatorname{Inv}(n)$ is a direct sum of the subspaces $\operatorname{Inv}_{q}(n)$, and we have $c_{q}(x), \operatorname{Tr}\left(X^{q}\right) \in \operatorname{Inv}_{q}(n)$.

With the invariant polynomials $c_{q} \in k\left[x_{1,1}, \ldots, x_{n, n}\right]$ we introduce the characteristic differential forms of a smooth vector bundle $E$ with connection $\nabla$.
3.5 Definition. The characteristic Chern forms $c_{q}(E, \nabla)$ of a smooth vector bundle $E$ with connection $\nabla$ are defined to be

$$
c_{q}(E, \nabla)=\frac{1}{(2 \pi i)^{q}} c_{q}(K) .
$$

For any invariant polynomial $\phi(x) \in \operatorname{Inv}(n)=k\left[x_{1,1}, \ldots, x_{n, n}\right]^{\operatorname{GL}_{n}(k)}$ we denote the characteristic form with $K$ substituted into $\phi$ by $\phi(K)$.

By (2.2)(2) for two curvature matrices $K$ and $K^{\prime}$ in two local coordinate systems, we have $K^{\prime}=A K A^{-1}$ and thus $c_{q}(K)=c_{q}\left(K^{\prime}\right)$. Also more generally $\phi(K)=\phi\left(K^{\prime}\right)$ is a well-defined global form for any invariant polynomial. To prove that the characteristic Chern forms and more generally $\phi(K)$ are closed, we use the following formula.
3.6 Proposition. (Bianchi identity) If $\theta$ is a local connection form with curvature $K=d \theta-\theta \wedge \theta$, then we have

$$
d K=\theta \wedge K-K \wedge \theta=[\theta, K] .
$$

Proof. We calculate

$$
\begin{aligned}
d K & =d d \theta-d \theta \wedge \theta+\theta \wedge d \theta=-(K+\theta \wedge \theta) \wedge \theta+\theta \wedge(K+\theta \wedge \theta) \\
& =\theta \wedge K-K \wedge \theta=[\theta, K] .
\end{aligned}
$$

This proves the proposition.
3.7 Proposition. The characteristic Chern forms $c_{q}(E, \nabla)$ of a smooth ndimensional vector bundle $E$ with connection $\nabla$ are closed forms. Also $\phi(K)$ is a closed form for each invariant polynomial $\phi(x) \in \operatorname{Inv}(n)$.

Proof. Firstly, we calculate using the derivation property of $\alpha \mapsto[\theta, \alpha]$ on even forms $\alpha$

$$
\begin{aligned}
d \operatorname{Tr}\left(K^{q}\right) & =\sum_{i+j=q-1} \operatorname{Tr}\left(K^{i}(d K) K^{j}\right) \\
& =\sum_{i+j=q-1} \operatorname{Tr}\left(K^{i}[\theta, K] K^{j}\right) \\
& =\operatorname{Tr}\left(\left[\theta, K^{q}\right]\right) \\
& =0 .
\end{aligned}
$$

Since $\operatorname{Inv}(n)=k\left[c_{1}(x), \ldots, c_{n}(x)\right]=k\left[\operatorname{Tr}(X), \operatorname{Tr}\left(X^{2}\right), \ldots, \operatorname{Tr}\left(X^{n}\right)\right]$ is the algebra of all invariant polynomials, we see that the characteristic Chern forms and all $\phi(K)$ are in a polynomial algebra which is generated by closed forms $\operatorname{Tr}\left(K^{q}\right)$, and therefore, they are also closed forms. This proves the proposition.
3.8 Example. In the algebra of conjugation invariant polynomial functions on $n$ by $n$ matrices

$$
k\left[c_{1}(X), \ldots, c_{n}(X)\right]=k\left[\operatorname{Tr}(X), \operatorname{Tr}\left(X^{2}\right), \ldots, \operatorname{Tr}\left(X^{n}\right)\right],
$$

we have the relation $c_{1}(X)=\operatorname{Tr}(X)$ corresponding to the sum of the eigenvalues. Another relation is

$$
\operatorname{Tr}\left(X^{2}\right)=c_{1}(X)^{2}-2 c_{2}(X)
$$

This can be seen by squaring the sum of the eigenvalues and subtracting off the sum of products of distinct eigenvalues. In the case of $n=2$, the Hamilton-Cayley theorem says that

$$
X^{2}-\operatorname{Tr}(X) X+\operatorname{det}(X) I=0
$$

and taking the trace of this relation, we obtain

$$
\operatorname{Tr}\left(X^{2}\right)=\operatorname{Tr}(X)^{2}-2 \operatorname{det}(X)
$$

which is another version of this relation. This leads to another interesting characteristic class of bundles

$$
a_{2}(E)=c_{1}(E)^{2}-2 c_{2}(E)
$$

## 4. Homotopy Properties of Connections and Curvature

4.1 Definition. Let $E$ be a smooth vector bundle over a smooth manifold, and let $\nabla_{0}$ and $\nabla_{1}$ be two connections on $E$. A homotopy from $\nabla_{0}$ to $\nabla_{1}$ is a connection $\nabla$ on $E \times[0,1]$ over $M \times[0,1]$ such that $\nabla$ restricts to $\nabla_{i}$ on $E \times\{i\}$ over $M \times\{i\}$ for $i=0,1$.
4.2 Remark. We use the notations of the previous definition and consider an invariant polynomial $\phi \in$ Inv. The form $\phi(K)$ coming from the curvature $K$ of $\nabla$ on $E \times[0,1]$ over $M \times[0,1]$ restricts to $\phi\left(K_{i}\right)$ on $E \times\{i\}$ over $M \times\{i\}$. In particular $\phi\left(K_{0}\right)$ and $\phi\left(K_{1}\right)$ determine the same de Rham cohomology class.

There is a standard way of constructing a homotopy between any two connections.
4.3 Definition. Let $E$ be a smooth vector bundle over a smooth manifold $M$. Let $\nabla_{0}$ and $\nabla_{1}$ be two connections on $E$ with local connection forms. The affine homotopy from $\nabla_{0}$ to $\nabla_{1}$ is the connection

$$
\nabla=(1-t) \nabla_{0}+t \nabla_{1}
$$

defined on the smooth bundle $E \times[0,1]$ over the product $M \times[0,1]$.
If the local connection forms for $\nabla_{0}$ and $\nabla_{1}$ are $\theta_{0}$ and $\theta_{1}$ respectively, then $\theta=(1-t) \theta_{0}+\theta_{1}$ is the local connection form for the affine homotopy $\nabla$. The restriction of $\nabla$ to $E \times\{t\}$ over $M \times\{t\}$ is denoted $\nabla_{t}$ and of $\theta$ and $K$ to $B \times\{t\}$ are denoted $\theta_{t}$ and $K_{t}$.
4.4 Proposition. The curvature form $K_{t}$ for the affine homotopy $\nabla_{t}=$ $(1-t) \nabla_{0}+t \nabla_{1}$ is given by

$$
K_{t}=(1-t) K_{0}+t K_{1}+t(1-t)\left(\theta_{0}-\theta_{1}\right)^{2}+\left(\theta_{0}-\theta_{1}\right) d t
$$

where $\theta_{0}$ or $\theta_{1}$ is the local connection form from $\nabla_{0}$ to $\nabla_{1}$.
Proof. Now calculate using $(1-t)-(1-t)^{2}=t-t^{2}=t(1-t)$ from the definition

$$
\begin{aligned}
K_{t}= & d \theta_{t}-\theta_{t} \wedge \theta_{t} \\
= & (1-t) d \theta_{0}+t d \theta_{1}+d t\left(-\theta_{0}+\theta_{1}\right)-(1-t)^{2} \theta_{0} \wedge \theta_{0}-t^{2} \theta_{1} \wedge \theta_{1} \\
& -t(1-t)\left\{\theta_{0} \wedge \theta_{1}+\theta_{1} \wedge \theta_{0}\right\} \\
= & (1-t) K_{0}+t K_{1}+t(1-t)\left\{\theta_{0} \wedge \theta_{0}-\theta_{0} \wedge \theta_{1}-\theta_{1} \wedge \theta_{0}+\theta_{1} \wedge \theta_{1}\right\} \\
& +\left(\theta_{0}-\theta_{1}\right) d t \\
= & (1-t) K_{0}+t K_{1}+t(1-t)\left(\theta_{0}-\theta_{1}\right)^{2}+\left(\theta_{0}-\theta_{1}\right) d t .
\end{aligned}
$$

This proves the proposition.
Now we wish to apply the homotopy formula $d Q+Q d=j_{1}-j_{0}$ of (1.7) to a form coming from an invariant polynomial $\phi \in \operatorname{Inv}(n)$ with $K$ on $M \times[0,1]$ substituted into $\phi$. By (3.7) the form $\phi(K)$ is a closed form on $M \times[0,1]$.
4.5 Definition. Let $\phi(x) \in \operatorname{Inv}_{q}$ be an invariant homogeneous polynomial of degree $q$. Then for two connections $\nabla_{0}$ and $\nabla_{1}$ with curvatures $K_{0}$ and $K_{1}$ repectively, we form $\nabla$ with curvature $K$ and define

$$
\phi\left(K_{0}, K_{1}\right)=Q(\phi(K)) \in A^{2 q-1}(M) \quad \text { as in }(1.6) .
$$

This leads to a more explicit version of (4.4).
4.6 Proposition. Let $\nabla_{0}$ and $\nabla_{1}$ be two connections on a smooth n-dimensional vector bundle with curvature forms $K_{0}$ and $K_{1}$ respectively, and let $\phi \in \operatorname{Inv}_{q}(n)$ be a homogeneous polynomial of degree $q$. Then the two $2 q$-forms $\phi\left(K_{0}\right)$ and $\phi\left(K_{1}\right)$ define the same de Rham cohomology class. In particular, the Chern forms $c_{q}(E, \nabla)$ define de Rham cohomology classes independent of the connection $\nabla$ used to define these classes.

Proof. Using the formula $d Q+Q d=j_{1}-j_{0}$ of (1.7) applied to $\phi\left(K_{0}, K_{1}\right)$, we obtain $d Q\left(\phi\left(K_{0}, K_{1}\right)\right)=j_{1}\left(\phi\left(K_{0}, K_{1}\right)\right)-j_{0}\left(\phi\left(K_{0}, K_{1}\right)\right)=\phi\left(K_{1}\right)-\phi\left(K_{0}\right)$. Thus the difference between $\phi\left(K_{0}\right)$ and $\phi\left(K_{1}\right)$ is an exact form so that the de Rham cohomology classes $\left[\phi\left(K_{0}\right)\right]=\left[\phi\left(K_{1}\right)\right]$. In the special case of the Chern forms we have $\left[c_{q}\left(E, \nabla_{0}\right)\right]=\left[c_{q}\left(E, \nabla_{1}\right)\right]$. This proves the proposition.
4.7 Remark. We can denote $c_{q}(E)_{D R}=\left[c_{q}(E, \nabla)\right] \in H_{D R}^{2 q}(M, \underline{C})$ where $\nabla$ is any connection on the smooth vector bundle $E$. There is another Chern class $c_{q}(E) \in H^{2 q}(M, \underline{Z})$ defined axiomatically in 16(3.2). There is a coefficient morphism $H^{2 q}(M, \underline{Z}) \rightarrow H_{D R}^{2 q}(M, \underline{C})$ in cohomology, and under this coefficient morphism $c_{q}(E)$ is mapped to $c_{q}(E)_{D R}$.
4.8 Reference. There are further considerations in the theory of connections. For example, there is the notion of universal connections. For this and related topics, see M. S. Narasimhan and S. Ramanan, Existence of universal connections I and II, American Journal of Mathematics, 83, 1961, pp. 563572 and 85,1963 , pp. 223-231.

## 5. Homotopy to the Trivial Connection and the Chern-Simons Form

5.1 Remark. The curvature form $K_{t}$ of (4.2) for $\nabla_{t}=(1-t) \nabla_{0}+t \nabla_{1}$ in the case of $\nabla_{0}=0$ takes the following form in terms of the connection form $\theta_{1}$ :

$$
\begin{aligned}
K_{t} & =t K_{1}+t(1-t) \theta_{1}^{2}+\theta_{1} d t \\
& =t d \theta_{1}-t \theta_{1}^{2}+t \theta_{1}^{2}-t^{2} \theta_{1}^{2}-\theta_{1} d t \\
& =t d \theta_{1}-t^{2} \theta_{1} \wedge \theta_{1}-\theta_{1} d t .
\end{aligned}
$$

5.2 Proposition. For $K_{t}=t d \theta-t^{2} \theta \wedge \theta-\theta d t$ on the product manifold $M \times[0,1]$ the trace of the square is

$$
\operatorname{Tr}\left(K_{t}^{2}\right)=\operatorname{Tr}\left(2 t \theta \wedge d \theta+2 t^{2} \theta \wedge \theta \wedge \theta\right) d t-\operatorname{Tr}\left(2 t^{3} \theta \wedge \theta \wedge d \theta\right)
$$

and when integrated from $t=0$ to $t=1$ we obtain

$$
\int_{0}^{1} \operatorname{Tr}\left(K_{t}^{2}\right)=\operatorname{Tr}(\theta \wedge d \theta)+\frac{2}{3} \operatorname{Tr}(\theta \wedge \theta \wedge \theta) .
$$

Proof. The first expression comes from the cross terms in the trace of a square. The integral $d t$ gives contribution from the first two terms of the expression for $\operatorname{Tr}\left(K_{t}^{2}\right)$. This proves the proposition.
5.3 Definition. The three form $\operatorname{Tr}\left(\theta d \theta+\frac{2}{3} \theta^{3}\right)$ associated with a connection $\nabla$ with connection form $\theta$ is called the Chern-Simon form of the connection.

There are other versions associated with $\operatorname{Tr}\left(K_{t}^{n}\right)$, but it is this 3 -form that has many applications in the theory of three dimensional manifolds since its integral over the manifold is an invariant of the manifold $\bmod \mathbf{Z}$.

The above considerations are special to the three-dimensional case. In the general case, the Chern-Simon's form for a flat vector bundle lives on the principal bundle.
5.4 Definition. Let $(E, \nabla)$ be a flat vector bundle over a manifold $M$, and let $q: \operatorname{Pr}(E) \rightarrow M$ denote the associated principal bundle of $E$ over $M$. We consider two connections on the induced vector bundle $q^{*}(E)$ over the total space $\operatorname{Pr}(E)$ of the principal bundle: the induced flat connection $\nabla_{0}$ from $\nabla$ on $E$, and the canonical trivial connection $\nabla_{1}$ on $q^{*}(E)$ coming from the canonical trivialization of $q^{*}(E)$ over the total space of the principal bundle. Again, the affine homotopy (4.3) defines a standard homotopy, and for each $\phi \in \operatorname{Inv}_{q}$ we have a canonical Chern-Simons form $C S(E, \nabla) \in A^{2 q-1}(\operatorname{Pr}(E))$ on the principal bundle $\operatorname{Pr}(E)$ of $E$ with

$$
\phi\left(K_{0}\right)=d(C S(E, \nabla)) .
$$

Observe that the curvature form $K_{0}=q^{*}(K)$ where $K$ is the curvature form on $M$ for the flat bundle ( $E, \nabla$ ) on $M$.
5.5 Remark. When the flat bundle $(E, \nabla)$ in the previous definition is also trivial, or equivalently, when the principal bundle $\operatorname{Pr}(E)$ has a cross section $s$, the Chern-Simons form can be pulled back to $s^{*}(C S(E, \nabla))$ of the base space $M$. This form depends on the fibre homotopy type of $s$.
5.6 Remark. In the case of an oriented 3 dimensional manifold $M$ and its tangent bundle $E=T(M)$, we know that $T(M)$ is trivial and hence for each flatness structure $\nabla$ on $T(M)$ we have a curvature class on $\operatorname{Pr}(E)=$ $M \times S O(3)$. Now, consider the class

$$
a_{2}(E)=c_{1}(E)^{2}-2 c_{2}(E)
$$

on the principal bundle. It is of the form $d(\operatorname{CS}(M))$ where $\operatorname{CS}(M)$ is a three form on the principal bundle. Now we induce $s^{*}(C S(M))$ to the base 3 dimensional manifold $M$ giving a three form on $M$. By integrating this over $M$ we obtain a real number which depends on $s$. Since $[M, S O(3)]=\mathbf{Z}$, we see that the exponential

$$
\exp \left\{2 \pi i \int_{M} s^{*}(C S(M))\right\},
$$

called the Chern-Simon invariant of the flatness structure on the 3 dimensional manifold, is a well-defined numerical invariant.

## 6. The Levi-Civita or Riemannian Connection

Every Riemannian manifold has a unique connection on its tangent bundle called the Levi-Civita or Riemannian connection. In this section we show that it exits and is unique.
6.1 Definition. A pseudo-riemannian metric $g$ on a smooth real vector bundle $E$ over a manifold $M$ is an $A^{0}(M)$-bilinear map $g: \Gamma(E) \times \Gamma(E) \rightarrow A^{0}(M)$ such that
(1) $g\left(s, s^{\prime}\right)=g\left(s^{\prime}, s\right)$ for all $s, s^{\prime} \in \Gamma(E)$, and
(2) there exists an isomorphism $\gamma: \Gamma(E) \rightarrow \Gamma\left(E^{\vee}\right)$ such that the section $\gamma(s)$ the dual $E^{\vee}$ to $E$ applied to the section $s^{\prime}$ of $E$ gives $\gamma(s)\left(s^{\prime}\right)=g\left(s, s^{\prime}\right)$.

Note that in 3(9.1) an inner product on topological vector bundles was considered fibre by fibre on the bundle itself. If such an inner product is smooth, then it defines a pseudo-riemannian metric on $\Gamma(E)$.
6.2 Definition. The covariant derivative asociated with a connection $\nabla: \Gamma(E) \rightarrow \Gamma\left(T^{*}(M) \otimes E\right)$ is the map $\xi \mapsto \nabla_{\xi}$ defined $\Gamma(T(M)) \rightarrow \operatorname{Hom}(\Gamma(E)$, $\Gamma(E))$ such that $\nabla_{\xi}(s)=(\nabla(s))(\xi \otimes i d)$.
6.3 Remark. The covariant derivative satisfies the following relations as a function of $(\xi, s) \mapsto \nabla_{\xi} s$ :
(1) For $\xi \in \Gamma(T(M))$ and $s \in \Gamma(E)$ the function $\nabla_{\xi} s$ is $\mathbf{C}$-linear, and
(2) for a smooth function $f$ we have $\nabla_{f \xi} s=f \nabla_{\xi} s$ and

$$
\nabla_{\xi}(f s)=f \nabla_{\xi} s+\xi(f) s
$$

Conversely, given a covariant derivative $\nabla_{\xi} s$ we can define a connection $\nabla: \Gamma(E) \rightarrow \Gamma\left(T^{*}(M) \otimes E\right)$ by the relation $\nabla_{\xi}(s)=(\nabla(s))(\xi \otimes i d)$. One way is to see this is in local coordinates $x_{1}, \ldots, x_{n}$ giving local sections $\partial_{1}, \ldots, \partial_{n}$ of $T(M)$ and local sections $s_{1}, \ldots, s_{q}$ of $E$ where $\nabla\left(s_{i}\right)=\sum_{1 \leq j \leq q} \theta_{i, j} s_{j}$ with $\theta_{i, j}=$ $\sum_{1 \leq k \leq n} \Gamma_{i, j, k} d x_{k}$. Then the covariant derivative is given by the relation

$$
\nabla_{\hat{c}_{k}}\left(s_{i}\right)=\sum_{1 \leq j \leq q} \Gamma_{i, j, k} s_{j}
$$

Also, the covariant derivative determines the connection form.
6.4 Definition. A pseudo-riemannian metric $g$ on a smooth bundle is compatible with a connection $\nabla$ provided for the covariant derivative $\nabla_{\xi}$ associated with $\nabla$ and three elements $\xi, \eta, \zeta \in \Gamma(T(M))$

$$
\zeta g(\xi, \eta)=g\left(\nabla_{\xi} \xi, \eta\right)+g\left(\xi, \nabla_{\zeta} \eta\right) .
$$

6.5 Theorem. Let $M$ be a smooth manifold with a pseudo-riemannian metric $g$ on the tangent bundle $T(M)$. There exists a unique connection $\nabla$ compatible with $g$ such that

$$
\begin{equation*}
\nabla_{\xi} \eta-\nabla_{\eta} \xi=[\xi, \eta] . \tag{T}
\end{equation*}
$$

Proof. The compatibility relation can be written three ways

$$
\begin{aligned}
\zeta g(\xi, \eta) & =g\left(\nabla_{\zeta} \xi, \eta\right)+g\left(\xi, \nabla_{\zeta} \eta\right) \\
\eta g(\zeta, \xi) & =g\left(\nabla_{\eta} \zeta, \xi\right)+g\left(\zeta, \nabla_{\eta} \xi\right) \\
\xi g(\eta, \zeta) & =g\left(\nabla_{\xi} \eta, \zeta\right)+g\left(\eta, \nabla_{\xi} \zeta\right) \\
& =g\left(\nabla_{\xi} \eta, \zeta\right)+g\left(\eta, \nabla_{\zeta} \xi\right)+g(\eta,[\xi, \zeta])
\end{aligned}
$$

Now we form an alternating sum of these three expressions to obtain

$$
\begin{aligned}
& \zeta g(\xi, \eta)-\xi g(\eta, \zeta)+\eta g(\zeta, \xi) \\
& \quad=2 g\left(\xi, \nabla_{\zeta} \eta\right)-g(\eta,[\xi, \zeta])+g([\eta, \zeta], \xi)+g(\zeta,[\eta, \xi])
\end{aligned}
$$

This is a formula for $g\left(\xi, \nabla_{\zeta} \eta\right)$ as one half of a six-term formula involving $g$ and brackets of vector fields. This proves the uniqueness, and further the six term expression is a formula for $\nabla_{\zeta} \eta$ since it is determined by knowing $g\left(\xi, \nabla_{\zeta} \eta\right)$ for each $\xi \in \Gamma(T(M))$. It is easy to see that $\nabla_{\zeta} \eta$ is $\mathbf{C}$-bilinear in $\zeta$ and $\eta$. The $A^{0}(M)$-homogeneity properties are a direct calculation left to the reader. Using the formula to calculate $2\left(g\left(\xi, \nabla_{\zeta} \eta\right)-g\left(\xi, \nabla_{\eta} \zeta\right)\right)$, we get the term $2 g(\xi,[\zeta, \eta])$ showing that condition (T) holds. Similiarly, ${ }^{\eta} \nabla$ is compatible with $g$. This proves the theorem.
6.6 Remark. The condition $(T)$ of the previous theorem says that the torsion tensor of the connection $T(\xi, \eta)=0$ where

$$
T(\xi, \eta)=\nabla_{\xi} \eta-\nabla_{\eta} \xi-[\xi, \eta] .
$$

6.7 Remark. The previous existence theorem is the beginning of the subject of Riemannian geometry. With respect to a connection there is the notion of parallel transport along a curve in the manifold of a vector in the fibre at the initial point to a vector in the fibre at the final point of the curve. With respect to a positive definite Riemannian metric there is the notion of the curve of minimal length between two points called a geodesic. The relation between the two is that for a geodesic the tangent vector field along the curve is a parallel transport for the Levi-Civita connection. This condition of parallel transport is a first order differential equation for a general vector, while the fact that tangent vector to a curve is a parallel transport is a second order differential equation in the coordinates of the curve. The local existence of geodesics follows from theory of differential equations.

For a clear introduction of these ideas, together with application to geometry and Bott periodicity, we recommend the book by J. Milnor, Morse theory, Annals of Mathematics Studies.

## CHAPTER 20

## General Theory of Characteristic Classes

Using vector bundles over a space $X$, we are able to associate with $X$ various sets which reflect some of the topological properties of $X$, for example, $\operatorname{Vect}_{F}(X)$, the semigroup of isomorphism classes of $F$-vector bundles; $\operatorname{Vect}_{F}^{n}(X)$, the set of isomorphism classes of $n$-dimensional vector bundles over $X$; and $K_{F}(X)$, the group completion of $\operatorname{Vect}_{F}(X)$. We view a characteristic class as a morphism defined on one of the cofunctors Vect $_{F}$, Vect $_{F}^{n}$, or $K_{F}$ with values in a cohomology cofunctor. In several important cases, we are able to give a complete description of all characteristic classes. We conclude with a discussion of properties of the Chern character.

## 1. The Yoneda Representation Theorem

We begin with a general result in category theory that is basic for calculating characteristic classes and cohomology operations. In view of our area of application, the result is stated for cofunctors. By duality there is a corresponding statement for functors.
1.1 Proposition. Let A be a category, and let $K$ be an object in A. For each morphism $f: Y \rightarrow X$, let $[f, K]$ denote the function that assigns to each morphism $u \in[X, K]$ the morphism $u f \in[Y, K]$. Let $[-, K]$ denote the function that assigns to each $X$ in $\mathbf{A}$ the set $[X, K]$ and to each morphism $f: Y \rightarrow X$ the function $[f, K]:[X, K] \rightarrow[Y, K]$. Then $[-, K]: \mathbf{A} \rightarrow \mathbf{e n s}$ is a cofunctor.

Proof. We have only to check the axioms. If $u \in[X, K]$ and if $g: Z \rightarrow Y$ and $f: Y \rightarrow X$ are morphisms, we have $[f g, K] u=u f g=[g, K] u f=$ $[g, K][f, K] u$ and $[1, K] u=u$.

The next theorem is the Yoneda representation theorem, and it concerns the calculation of a certain set of morphisms between cofunctors.
1.2 Theorem. Let $T: \mathbf{A} \rightarrow$ ens be a cofunctor, and let $\beta:[[-, K], T] \rightarrow T(K)$ be the function defined by the relation $\beta(\phi)=\phi(K) 1_{K}$ for each morphism $\phi:[-, K] \rightarrow T$. Then $\beta$ is a bijection.

Proof. We define an inverse function $\alpha$ of $\beta$ by the relation $\alpha(x)(X) u=T(u) x$ for $x \in T(K)$ and $u \in[X, K]$. To verify that $\alpha(x):[-, K] \rightarrow T$ is a morphism of cofunctors, we make the following calculation for $f: Y \rightarrow X$ :

$$
T(f) \alpha(x)(X) u=T(f) T(u) x=T(u f) x=\alpha(x)(Y) u f=\alpha(x)(T)[f, K] u
$$

To show that $\alpha$ and $\beta$ are inverses to each other, we calculate $\beta(\alpha(x))=$ $\alpha(x)(K) 1_{K}=T\left(1_{K}\right) x=x$ and $\alpha \beta(\phi)(X) u=\alpha\left(\phi(K) 1_{K}\right)(X) u=T(u) \phi(K) 1_{K}=$ $\phi(X) u 1_{K}=\phi(X) u$. Consequently, we have $\beta \alpha=1$ and $\alpha \beta=1$. This proves the theorem.
1.3 Corollary. For two objects $K$ and $L$ in a category $\mathbf{A}$, let $\beta:[[-, K],[-, L]] \rightarrow[K, L]$ be the function defined by the relation $\beta(\phi)=$ $\phi(K) 1_{K}$ for a morphism $\phi:[-, K] \rightarrow[-, L]$. Then $\beta$ is a bijection.
1.4 Remark. Theorem (1.2) is useful for calculating the set of all morphisms $[F, T]$ for two set-valued cofunctors $F$ and $T$, where $F$ is isomorphic to $[-, K]$ for some $K \in \mathbf{A}$.

## 2. Generalities on Characteristic Classes

2.1 Definition. Let $H$ be a cofunctor defined on a category of spaces and maps with values in the category of sets. A characteristic class for $n$ dimensional bundles with values in $H$ is a morphism $\operatorname{Vect}_{F^{n}} \rightarrow H$.

In most cases, we shall discuss the situation where Vect $_{F^{n}}$ is isomorphic to some $\left[-, K_{n}\right]$ and the set of all characteristic classes in dimension $n$ is in natural bijection with the set $H\left(K_{n}\right)$.
2.2 Definition. Let $H$ be a cofunctor defined on a category of spaces and maps with values in the category of commutative semigroups (or semirings). A characteristic class for $F$-vector bundles with values in $H$ is a morphism Vect $_{F} \rightarrow H$. A characteristic class $\phi$ is stable provided there is a factorization $\phi^{\prime}: K_{F} \rightarrow H$ of $\phi$ by the natural morphism $\operatorname{Vect}_{F} \rightarrow K_{F}$.

The following diagram is commutative, and $\phi$ uniquely determines $\phi^{\prime}$ with respect to this property.


There is the following simple criterion for the stability of a characteristic class.
2.3 Proposition. A characteristic class $\phi$ with values in a cofunctor $H$ is stable if and only if $\phi(\xi)$ is invertible for each bundle class $\xi$. If $\phi$ is defined over the category of finite $C W$-complexes and if $\phi\left(\theta^{q}\right)$ is the neutral element in $H(X)$ for each trivial bundle class $\theta^{q}$, then $\phi$ is stable.

Proof. The first statement says that $\phi$ factors through the group completion $K_{F}$ if and only if its image is included in a subgroup of $H(X)$ for each $X$. The second statement follows from the first, because each bundle $\xi$ has an $s$-inverse $\eta$, where $\xi \oplus \eta$ is trivial. Then $\phi(\xi \oplus \eta)=\phi(\xi) \phi(\eta)$ is the neutral element of $H(X)$.
2.4 Example. Let $H(X)$ be $H^{\text {ev }}(X, Z)=\sum_{k \geqq 0} H^{2 k}(X, \mathbf{Z})$ with the cup product as the commutative semigroup operation. Then the total Chern class $c:$ Vect $_{\mathrm{C}} \rightarrow H^{\mathrm{ev}}(-, \mathbf{Z})$ is a characteristic class. Since $c(\xi)=1$ for a trivial bundle $\xi, c$ is stable by (2.3), and we can view $c$ as defined by $K \rightarrow H^{\mathrm{ev}}(-, \mathbf{Z})$.
2.5 Example. Let $H(X)$ be $H^{*}\left(X, Z_{2}\right)=\sum_{k \geqq 0} H^{k}\left(X, Z_{2}\right)$ with the cup product as the commutative semigroup operation. Then the total Stiefel-Whitney class $w: \operatorname{Vect}_{\mathrm{R}} \rightarrow H^{*}\left(-, Z_{2}\right)$ is a characteristic class. Since $w(\xi)=1$ for a trivial bundle $\xi, w$ is stable by (2.3), and we can view $w$ as defined by $K O \rightarrow$ $H^{*}\left(-, Z_{2}\right)$.
2.6 Example. Let $H(X)$ be $H^{\text {ev }}(X, \mathbf{Z})$ with the cup product as the commutative semigroup operation. Then the Euler class $e$ : $\operatorname{Vect}_{\mathrm{R}}^{+} \rightarrow H^{\mathrm{ev}}(-\mathbf{Z})$ is an example of a nonstable characteristic class. The cofunctor $\mathrm{Vect}_{\mathrm{R}}^{+}$is defined by requiring $\operatorname{Vect}_{\mathrm{R}}^{+}(X)$ to be the semiring of isomorphism classes of evendimenion real orientable vector bundles.

## 3. Complex Characteristic Classes in Dimension $n$

We consider complex characteristic classes with values in $H^{*}(X, \mathbf{Z})$ and $H^{\text {ev }}(X, \mathbf{Z})$. (We denote Vect $_{\mathrm{C}}$ by Vect and $K_{\mathrm{C}}$ by $K$.) The following result is useful in determining the $n$-dimensional characteristic classes.
3.1 Proposition. Let $h_{n}: C P^{\infty} \times \stackrel{(n)}{ } \times C P^{\infty} \rightarrow G_{n}\left(\mathbf{C}^{\infty}\right)$ be the classifying map for the bundle $\gamma \times \stackrel{(n)}{ } \times \gamma$, where $\gamma$ is the canonical line bundle over $C P^{\infty}$. Then $h_{n}$ is a splitting map for the canonical bundle $\gamma_{n}$ over $G_{n}\left(\mathbf{C}^{\infty}\right)$.
Proof. Since $h_{n}^{*}\left(\gamma_{n}\right)$ is isomorphic to $\gamma \times \stackrel{(n)}{ } \times \gamma$, it suffices to show that $h_{n}^{*}: H^{*}\left(G_{n}\left(C^{\infty}\right)\right) \rightarrow H^{*}\left(C P^{\infty} \times{ }^{(n)}=C P^{\infty}\right)$ is a monomorphism. For this, let $f: X \rightarrow G_{n}\left(\mathbf{C}^{\infty}\right)$ be any splitting map of $\gamma_{n}$, where $f^{*}\left(\gamma_{n}\right)=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$. Let $g_{i}: X \rightarrow C P^{\infty}$ be a classifying map for $\lambda_{i}$, where $\lambda_{i}$ is isomorphic to $g_{i}^{*}(\gamma)$. Then for $g=\left(g_{1}, \ldots, g_{n}\right)$ the bundle $\lambda_{1} \oplus \cdots \oplus \lambda_{n}$ is isomorphic to $g^{*}\left(\gamma \times{ }^{(n)} \times \gamma\right)$. Therefore, by $3(6.2)$ the maps $f$ and $h_{n} g$ are homotopic. Then as morphisms of cohomology we have $f^{*}=\left(h_{n} g\right)^{*}=g^{*} h_{n}^{*}$. Since $f^{*}$ is a monomorphism, $h_{n}^{*}$ is a monomorphism.

For some expositions of characteristic classes the next theorem is used as the starting point.
3.2 Theorem. Let $c_{i}$ denote $c_{i}\left(\gamma_{n}\right)$, where $\gamma_{n}$ is the universal $n$-dimensional vector bundle. Then the cohomology ring $H^{*}\left(G_{n}\left(\mathbf{C}^{\infty}\right), \mathbf{Z}\right)=\mathbf{Z}\left[c_{1}, \ldots, c_{n}\right]$ and the classes $c_{1}, \ldots, c_{n}$ are algebraically independent.
Proof. By (3.1), $h_{n}: C P^{\infty} \times \stackrel{(n)}{n} \times C P^{\infty} \rightarrow G_{n}\left(\mathbf{C}^{\infty}\right)$ is a splitting map. Since $\gamma \times{ }^{(n)} \times \gamma$ is invariant under the action of the symmetric group in $n$ letters, the image of $h_{n}^{*}$ in $H^{*}\left(C P^{\infty} \times{ }^{(n)} \times C P^{\infty}, \mathbf{Z}\right)=\mathbf{Z}\left[y_{1}, \ldots, y_{n}\right]$ is a subring of the ring of symmetric polynomials in the variables $y_{1}, \ldots, y_{n}$. If $p r_{i}: C P^{\infty} \times{ }^{(n)} \times C P^{\infty} \rightarrow C P^{\infty}$ is the projection on the $i$ th factor, then $y_{i}$ equals $c_{1}\left(p r_{i}^{*}(\gamma)\right)$. Since $h_{n}^{*}\left(\gamma_{n}\right)=p r_{1}^{*}(\gamma) \oplus \cdots \oplus p r_{n}^{*}(\gamma)$, there is the following relation for the total Chern class $c\left(\gamma_{n}\right)$, that is, $h_{n}^{*}\left(c\left(\gamma_{n}\right)\right)=c\left(h_{n}^{*}\left(\gamma_{n}\right)\right)=c\left(p r_{1}^{*}(\gamma)\right.$ $\left.\oplus \cdots \oplus p r_{n}^{*}(\gamma)\right)=\left(1+y_{1}\right) \cdots\left(1+y_{n}\right)$. Consequently, $h_{n}^{*}\left(c_{i}\left(\gamma_{n}\right)\right)$ is the $i$ th elementary symmetric function $\sigma_{i}$ in the variables $y_{1}, \ldots, y_{n}$. Since $\mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ is a polynomial ring and since $h_{n}^{*}: H^{*}\left(G_{n}\left(\mathbf{C}^{\infty}\right), \mathbf{Z}\right) \rightarrow$ $\mathbf{Z}\left[\sigma_{1}, \ldots, \sigma_{n}\right]$ is an isomorphism with $h_{n}^{*}\left(c_{i}\right)=\sigma_{i}$, we have proved the theorem.
3.3 Remarks. From the relation of vector bundles and general fibre bundles [see 5(2.8)], we have $G_{n}\left(\mathbf{C}^{\infty}\right)=B U(n)$ and $C P^{\infty} \times \stackrel{(n)}{ } \times C P^{\infty}=B T(n)$, where $T(n)=S_{1} \times \stackrel{(n)}{ } \times S^{1}$. The inclusion of $T(n) \subset U(n)$ as a maximal torus induces the splitting map $B T(n) \rightarrow B U(n)$ or $C P^{\infty} \times \cdots \times C P^{\infty} \rightarrow G_{n}\left(\mathbf{C}^{\infty}\right)$.

From Theorems (3.2) and (1.2) we have the following theorem immediately.
3.4 Theorem. Each characteristic class has the form $q\left(c_{1}(\xi), \ldots, c_{n}(\xi)\right)$, where $q\left(y_{1}, \ldots, y_{n}\right)$ is a polynomial uniquely determined by $\phi$ and $c_{i}(\xi)$ is the ith Chern class of $\xi$.
3.5 Remark. Since the Chern classes are all even-dimensional classes, each characteristic class $\phi: \operatorname{Vect}_{\mathrm{C}^{n}} \rightarrow H^{*}(-, \mathbf{Z})$ can be viewed as a characteristic class with values in $H^{\mathrm{ev}}(-, \mathbf{Z})$.

## 4. Complex Characteristic Classes

Let $R$ denote a commutative ring with a unit. Associated with the ring $R[[t]]$ of formal series in $t$ with coefficients in $R$ are several commutative semigroups. Let $R[[t]]_{+}$denote the additive group of $R[[t]]$, let $R[[t]]_{\times}$ denote the multiplicative semigroup of nonzero elements of $R[[t]]$, and let $R[[t]]_{\times}^{*}$ denote the group of units in $R[[t]]$.
4.1 Notation. Let $H$ be a ring-valued cofunctor. Let $\left[\mathrm{Vect}_{F}, H\right]_{\mu}$ denote the set of all characteristic classes $\phi: \mathrm{Vect}_{F} \rightarrow H$ which preserve the following algebraic structures:
(1) For $\mu=(+,+), \phi(\xi \oplus \eta)=\phi(\xi)+\phi(\eta)$.
(2) For $\mu=(+, \times), \phi(\xi \oplus \eta)=\phi(\xi) \phi(\eta)$.
(3) For $\mu=r$, each $\phi(X)$ is required to be a semiring morphism.
4.2 Remarks. The natural morphism Vect $_{F} \rightarrow K_{F}$ defines an injection $\left[K_{F}, H\right]_{\mu} \rightarrow\left[\operatorname{Vect}_{F}, H\right]_{\mu}$. In the two sets $\left[\operatorname{Vect}_{F}, H\right]_{+,+}$and $\left[\operatorname{Vect}_{F}, H\right]_{+, \times}$ there is a natural semigroup structure, where $(\phi+\psi)(\xi)=\phi(\xi)+\psi(\xi)$ in the first case and $(\phi \psi)(\xi)=\phi(\xi) \psi(\xi)$ in the second case.

In the next theorem, we consider a category of paracompact spaces which contains $C P^{n}$ for $0 \leqq n \leqq+\infty$.

For a ring $R$, we denote by $c_{1}(\xi)$ the image under $H^{2}(X, \mathbf{Z}) \rightarrow H^{2}(X, R)$ of the first Chern class of $\xi$. Finally, we denote Vect ${ }_{\mathrm{C}}$ by Vect and $K_{\mathrm{C}}$ by $K$.
4.3 Theorem. There exist a function $a$ : $\left[\mathrm{Vect}, H^{\mathrm{ev}}(-, R)\right]_{+,+} \rightarrow R[[t]]_{+}$ such that $a(\phi)\left(c_{1}(\lambda)\right)=\phi(X) \lambda$ for each line bundle $\lambda$ over $X$ and a function $m:\left[\operatorname{Vect}, H^{\mathrm{ev}}(-, R)\right]_{+, \times} \rightarrow R[[t]]_{\times}$such that $m(\psi)\left(c_{1}(\lambda)\right)=\psi(X)(\lambda)$ for each line bundle $\lambda$ over $X$. The functions $a$ and $m$ are unique with respect to this property, and $a$ and $m$ are semigroup isomorphisms.

Additional properties of $a$ and $m$ are contained in the following statements.
(1) The natural injection $\left[K, H^{\mathrm{ev}}(-, R)\right]_{+,+} \rightarrow\left[\mathrm{Vect}, H^{\mathrm{ev}}(-, R)\right]_{+,+}$is a bijection.
(2) After restriction of $m$, there is a commutative diagram where the horizontal functions are bijections.

(3) The restriction of a to $\left[\operatorname{Vect}, H^{\mathrm{ev}}(-, R)\right]_{r}$ is a bijection onto the set of $\left\{0, e^{b t}\right\}$, where $b \in R$ in the case that $R$ is a ring with $\mathbf{Q} \subset R$.
(4) The conjugate $\bar{\phi}$ of a characteristic class $\phi$ is defined by the relation $\bar{\phi}(\xi)=\phi(\bar{\xi})$, where $\xi$ is the conjugate bundle. Then $a(\bar{\phi})(t)=a(\phi)(-t)$ and $m(\bar{\psi})(t)=m(\psi)(-t)$.

Proof. We construct $a$ as follows: Let $a(\phi)(t) \in R[[t]]$ be such that $a(\phi)\left(c_{1}(\gamma)\right)=\phi\left(C P^{n}\right) \gamma$ in $H^{\text {ev }}\left(C P^{n}, R\right)=R[x] \bmod x^{n+1}$. This yields an inductive definition of the first $n$ coefficients of $a(\phi)(t)$ and displays the unicity of $a$. If $\lambda$ is a line bundle over $X$, there is a map $f: X \rightarrow C P^{n}$ such that $f^{*}(\gamma)$ and $\lambda$ are $X$-isomorphic. Then we have $\phi(X)(\lambda)=f^{*}\left(\phi\left(C P^{n}\right) \gamma\right)=f^{*}\left[\alpha(\phi)\left(c_{1}(\gamma)\right)\right]=$ $a(\phi)\left[f^{*}\left(c_{1}(\gamma)\right)\right]=\alpha(\phi)\left(c_{1}(\lambda)\right)$. Similarly, $m$ is constructed in this unique way.

Next, for two characteristic classes $\phi$ and $\phi^{\prime}$ we have $a\left(\phi+\phi^{\prime}\right)\left(c_{1}(\gamma)\right)=$ $\left(\phi+\phi^{\prime}\right)\left(C P^{n}\right) \gamma=\phi\left(C P^{n}\right) \gamma+\phi^{\prime}\left(C P^{n}\right) \gamma \operatorname{in} H^{\mathrm{ev}}\left(C P^{n}, R\right)=R[x] \bmod x^{n+1}$. Consequently, we have $a\left(\phi+\phi^{\prime}\right)(t) \equiv a(\phi)(t)+a\left(\phi^{\prime}\right)(t) \bmod t^{n+1}$ for each $n$ and $a\left(\phi+\phi^{\prime}\right)=a(\phi)+a\left(\phi^{\prime}\right)$. SimilarIy, the relation $m\left(\psi \psi^{\prime}\right)=m(\psi) m\left(\psi^{\prime}\right)$ holds.

To prove that $a$ is injective, we suppose that $a\left(\phi_{1}\right)=a\left(\phi_{2}\right)$. Then for a line bundle $\lambda$ over $X$ we have $\phi_{1}(X) \lambda=a\left(\phi_{1}\right)\left(c_{1}(\lambda)\right)=a\left(\phi_{2}\right)\left(c_{1}(\lambda)\right)=\phi_{2}(X) \lambda$. For a bundle $\xi$ over $Y$, let $u: X \rightarrow Y$ be a splitting map with $u^{*}(\xi)=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$. Then the following relation holds:

$$
\begin{aligned}
u^{*}\left(\phi_{1}(Y) \xi\right) & =\phi_{1}(X) \lambda_{1}+\cdots+\phi_{1}(X) \lambda_{n}=\phi_{2}(X) \lambda_{1}+\cdots+\phi_{2}(X) \lambda_{n} \\
& =u^{*}\left(\phi_{2}(T) \xi\right)
\end{aligned}
$$

Since $u^{*}$ is a morphism, we have $\phi_{1}=\phi_{2}$. Similarly, if $m\left(\psi_{1}\right)=m\left(\psi_{2}\right)$, we have $\psi_{1}=\psi_{2}$, and $a$ and $m$ are injections.

To prove that $a$ is surjective, we take $f(t) \in R[[t]]$ and define $\phi(X) \lambda$ to be $f\left(c_{1}(\lambda)\right)$ for a line bundle $\lambda$ and $X$. For an arbitrary bundle $\xi$ over $X$, let $u: X^{\prime} \rightarrow X$ be a splitting map with $u^{*}(\xi)=\lambda_{1} \oplus \cdots \oplus \lambda_{n}$. Then we require $\phi\left(X^{\prime}\right) u^{*}(\xi)$ to be $\phi\left(X^{\prime}\right) \lambda_{1}+\cdots+\phi\left(X^{\prime}\right) \lambda_{n}$. Observe that $\phi\left(X^{\prime}\right) \lambda_{1}+\cdots+$ $\phi\left(X^{\prime}\right) \lambda_{n}$ is a polynomial in $c_{i}\left(u^{*}(\xi)\right)=u^{*}\left(c_{i}(\xi)\right)$, the elementary symmetric functions of the classes $c_{1}\left(\lambda_{1}\right), \ldots, c_{1}\left(\lambda_{n}\right)$. Since $u^{*}: H^{\mathrm{ev}}(X, R) \rightarrow H^{\mathrm{ev}}\left(X^{\prime}, R\right)$ is a monomorphism, there is a unique element $\phi(X) \xi$ such that $u^{*}\left(\phi\left(X^{\prime}\right) \xi\right)=$ $\phi(X) u^{*}(\xi)$. The above construction contains implicitly the fact that $\phi$ is $a$ morphism Vect $\rightarrow H^{\mathrm{ev}}(-, R)$. To prove that $m$ is surjective, we use the above argument and require $\psi(X) u^{*}(\xi)$ to be the $\psi\left(X^{\prime}\right) \lambda_{1} \cdots \psi\left(X^{\prime}\right) \lambda_{n}$. The above construction is independent of $u$.

Statement (1) follows from the fact that $H^{\text {ev }}(X, R)$ is an additive group, and statement (2) follows from the criterion in Proposition (2.3). For (3), from the splitting principle, a characteristic class $\phi$ : Vect $\rightarrow H^{\mathrm{ev}}(-, R)$ is a semiring morphism if and only if we have

$$
\begin{aligned}
a(\phi)\left(c_{1}(\lambda)+c_{1}\left(\lambda^{\prime}\right)\right) & \left.=a(\phi)\left(c_{1}\left(\lambda \otimes \lambda^{\prime}\right)\right)=\phi(X)\left(\lambda \otimes \lambda^{\prime}\right)\right)=(\phi(X) \lambda)\left(\phi(X) \lambda^{\prime}\right) \\
& =a(\phi)\left(c_{1}(\lambda)\right) a(\phi)\left(c_{1}\left(\lambda^{\prime}\right)\right)
\end{aligned}
$$

that is, we must have $a(\phi)\left(t \oplus t^{\prime}\right)=a(\phi)(t) a(\phi)\left(t^{\prime}\right)$. For (4), we have $\bar{\phi}(\lambda)=$ $-\phi(\lambda)$ for line bundles, and therefore $a(\bar{\phi})(t)=a(\phi)(-t)$ and $m(\bar{\psi})(t)=$ $m(\psi)(-t)$. This proves the theorem.

Under $m$ the total Chern class corresponds to $1+t$.

## 5. Real Characteristic Classes Mod 2

The results of Secs. 3 and 4 on complex characteristic classes carry over to real characteristic classes by replacing Chern classes with Stiefel-Whitney classes and restricting to coefficient rings $R$ containing $Z_{2}$. We state the results and leave it to the reader to supply the parallel verifications.
5.1 Proposition. Let $h_{n}: R P^{\infty} \times \stackrel{(n)}{ } \times R P^{\infty} \rightarrow G_{n}\left(\mathbf{R}^{\infty}\right)$ be the classifying map for the bundle $\gamma \times{ }^{(n)} \times \gamma$, where $\gamma$ is the canonical line bundle over $R P^{\infty}$. Then $h_{n}$ is a splitting map for the canonical bundle $\gamma_{n}$ over $G_{n}\left(\mathbf{R}^{\infty}\right)$ with respect to $Z_{2}$ cohomology.
5.2 Theorem. Let $w_{i}$ denote $w_{i}\left(\gamma_{n}\right)$. Then the cohomology ring $H^{*}\left(G_{n}\left(R^{\infty}\right), Z_{2}\right)$ $=Z_{2}\left[w_{1}, \ldots, w_{n}\right]$ and the classes $w_{1}, \ldots, w_{n}$ are algebraically independent.

Statements (5.1) and (5.2) are parallel to (3.1) and (3.2).
5.3 Remarks. We have $G_{n}\left(\mathbf{R}^{\infty}\right)=B O(n)$ and $R P^{\infty} \times{ }^{(n)} \times R P^{\infty}=B\left(Z_{2}\right)^{n}$. The inclusion of diagonal matrices $\left(Z_{2}\right)^{n}$ into $O(n)$ induces the splitting map $B\left(Z_{2}\right)^{n} \rightarrow B O(n)$ or $R P^{\infty} \times \stackrel{(n)}{ } \times R P^{\infty} \rightarrow G_{n}\left(\mathbf{R}^{\infty}\right)$.
5.4 Theorem. Each characteristic class $\phi: \operatorname{Vect}_{R^{n}} \rightarrow H^{*}\left(-, Z_{2}\right)$ is of the form $\phi(X) \xi=q\left(w_{1}(\xi), \ldots, w_{n}(\xi)\right)$, where $q\left(y_{1}, \ldots, y_{n}\right)$ is a polynomial uniquely determined by $\phi$ and $w_{i}(\xi)$ is the ith Stiefel-Whitney class of $\xi$.

In keeping with the notations of (4.1), we have the following theorem which is similar to (4.3).
5.5 Theorem. Let $Z_{2}$ be the subring of $R$ generated by 1 . There exist a function $a:\left[\operatorname{Vect}_{\mathrm{R}}, H^{*}(-, R)\right]_{+,+} \rightarrow R[[t]]_{+}$such that $a(\phi)\left(w_{1}(\lambda)\right)=\phi(X) \lambda$ for each line bundle $\lambda$ over $X$ and a function $m:\left[\operatorname{Vect}_{R}, H^{*}(-, R)\right]_{+, \times} \rightarrow R[[t]]_{\times}$ such that $m(\psi)\left(w_{1}(\lambda)\right)=\psi(X) \lambda$ for each line bundle $\lambda$ over $X$. The functions a and $m$ are unique with respect to this property, and $a$ and $m$ are semigroup isomorphisms.

Additional properties of $a$ and $m$ are contained in the following statements.
(1) The natural injection $\left[K O, H^{*}(-, R)\right]_{+,+} \rightarrow\left[\mathrm{Vect}, H^{*}(-, R)\right]_{+,+}$is a bijection.
(2) After restriction of $m$, there is a commutative diagram where the horizontal functions are bijections.


In the above theorem, $w_{i}(\xi) \in H^{i}(B(\xi), R)$ denotes the image of the $i$ th Stiefel-Whitney class of $\xi$ under $H^{i}\left(B(\xi), Z_{2}\right) \rightarrow H^{i}(B(\xi), R)$ which is induced by $Z_{2} \rightarrow R$.

## 6. 2-Divisible Real Characteristic Classes in Dimension $n$

The theory of real characteristic classes divides naturally in two parts: the theory for rings $R$ with $2 R=0$ (see Sec. 5) and the theory for rings $R$ with $1 / 2 \in R$, that is, 2-divisible rings which we consider in this and the following section.

The next result on principal $Z_{2}$-bundles is very useful in the following discussion.
6.1 Proposition. Let $q: E \rightarrow B$ be a locally trivial principal $Z_{2}$-bundle, let $R$ be a 2-divisible ring, and let $\tau$ denote the involution of $H^{*}(E, R)$ induced by the action of $-1 \in Z_{2}$ on $E$. Then $q^{*}: H^{*}(B, R) \rightarrow H^{*}(E, R)$ is a monomorphism, and the image of $q^{*}$ is the fixed elements of $\tau$.

Proof. Let $U_{i}$ for $i \in I$ be an open covering of $B$ such that the restriction $q^{-1}\left(U_{i}\right) \rightarrow U_{i}$ is a trivial $Z_{2}$-bundle. By a standard result in singular cohomology theory (see Eilenberg and Steen rod [1, p. 197]), it suffices to consider cochains which are defined only on singular simplexes with images in some $U_{i}$ or $q^{-1}\left(U_{i}\right)$. Then, as a cochain complex, $C^{*}(E, R)=C_{+}^{*}(E, R) \oplus$ $C_{-}^{*}(E, R)$, where $C_{ \pm}^{*}(E, R)$ are the $\pm 1$ eigenspaces of the involution induced by the action of -1 on $E$. Then $q^{*}: C^{*}(B, R) \rightarrow C_{+}^{*}(E, R)$ is a cochain isomorphism, and this proves the proposition.
6.2 Remarks. Since $S O(2)=U(1)=S^{1}$, oriented real plane bundles $\eta$ have a natural complex line bundle structure compatible with their orientation. These bundles over $X$ are classified by elements of $H^{2}(X, \mathbf{Z})$, using the characteristic class $e(\eta)$ which is the first Chern class $c_{1}(\eta)$ of the complex line bundle or the Euler class of the real plane bundle. The complexification $\eta \otimes \mathbf{C}$ of the real plane bundle $\eta$ equals $\eta \oplus \bar{\eta}$ as complex vector bundles. The Chern classes are given by $c_{1}(\eta \otimes \mathbf{C})=c_{1}(\eta)+c_{1}(\bar{\eta})=c_{1}(\eta)-c_{1}(\eta)=0$ and $-c_{2}(\eta \otimes \mathbf{C})=-c_{1}(\eta) c_{1}(\bar{\eta})=c_{1}(\eta)^{2}=p_{1}(\eta)$, the first Pontrjagin class of $\eta$. If $\eta$ is any real plane bundle, we have $c_{1}(\eta \otimes \mathbf{C})=c_{1} \overline{(\eta \otimes \mathbf{C})}=-c_{1}(\eta \otimes \mathbf{C})$ and $2 c_{1}(\eta \otimes \mathbf{C})=0$. If the coefficient ring is 2 -divisible, then the relations $c_{1}(\eta \otimes \mathbf{C})=0$ and $p_{1}(\eta)=-c_{2}(\eta \otimes \mathbf{C})$ hold.

The constructions in the previous remarks yield the following commutative diagram:


The two horizontal maps on the right refer to complexification, $G_{2}^{+}\left(\mathbf{R}^{\infty}\right) \rightarrow$ $G_{2}\left(\mathbf{R}^{\infty}\right)$ is a locally trivial principal $Z_{2}$-bundle defined by forgetting orientation, and $C P^{\infty} \times C P^{\infty} \rightarrow G_{2}\left(\mathbf{C}^{\infty}\right)$ is the splitting map considered in (3.1).
6.3 Proposition. The cohomology of the above spaces with values in a 2-divisible ring $R$ is the following: $H^{*}\left(C P^{\infty}\right)=R\left[c_{1}(\gamma)\right], H^{*}\left(G_{2}^{+}\left(\mathbf{R}^{\infty}\right)\right)=R\left[e\left(\gamma_{2}^{+}\right)\right]$, $H^{*}\left(G_{2}\left(\mathbf{R}^{\infty}\right)\right)=R\left[p_{1}\left(\gamma_{2}\right)\right], \quad H^{*}\left(C P^{\infty} \times C P^{\infty}\right)=R\left[c_{1}\left(\gamma^{\prime}\right), c_{1}\left(\gamma^{\prime \prime}\right)\right], \quad$ and $H^{*}\left(G_{2}\left(\mathbf{C}^{\infty}\right)\right)=R\left[c_{1}\left(\gamma_{2}\right), c_{2}\left(\gamma_{2}\right)\right]$. Moreover, in the following commutative diagram, $\quad w_{2}\left(e\left(\gamma_{2}^{+}\right)\right)=c_{1}(\gamma), \quad v_{2}\left(p_{1}\left(\gamma_{2}\right)\right)=e\left(\gamma_{2}^{+}\right)^{2}, \quad v_{1}\left(c_{1}\left(\gamma_{2}\right)\right)=0$, $v_{1}\left(c_{2}\left(\gamma_{2}\right)\right)=p_{1}\left(\gamma_{2}\right), u_{2}\left(c_{1}\left(\gamma^{\prime}\right)\right)=e\left(\gamma_{2}^{+}\right)$, and $u_{2}\left(c_{1}\left(\gamma^{\prime \prime}\right)\right)=-e\left(\gamma_{2}^{+}\right)$.


Proof. The statements about $C P^{\infty}, C P^{\infty} \times C P^{\infty}$, and $G_{2}\left(C^{\infty}\right)$ follow from (3.1) and (3.2). Since $u_{2}$ is induced by the map corresponding to $\eta \mapsto \eta \oplus \bar{\eta}$, we have determined $u_{2}$. The character of $w_{2}$ and $H^{*}\left(G_{2}^{+}\left(\mathbf{R}^{\infty}\right)\right)$ follows from the fact that $C P^{\infty} \rightarrow G_{2}^{+}\left(\mathbf{R}^{\infty}\right)$ is an isomorphism. The statement about $v_{2}$ and $H^{*}\left(G_{2}\left(\mathbf{R}^{\infty}\right)\right)$ follows from (6.1) and about $v_{1}$ from (6.2). This proves the proposition.
6.4 Diagram. The calculations $H^{*}(B S O(2), R)=R[e]$ and $H^{*}(B O(2), R)=$ $R\left[p_{1}\right]$ can be extended to the case of any $n \geqq 2$. We have the following commutative diagram where $n=2 r$ or $n=2 r+1$ :


The horizontal arrows are the classifying maps for the complexification of real universal bundles, and the vertical maps are the classifying maps for the sum of real plane bundles or complex line bundles.
6.5 Theorem. Let $R$ be a 2-divisible ring. If e denotes the Euler class of the universal bundle, and if $p_{i}$ denotes the ith Pontrjagin class of the universal bundle, then there are the following polynomial rings:

$$
\begin{array}{cl}
H^{*}(B O(2 r), R)=R\left[p_{1}, \ldots, p_{r}\right] & H^{*}(B S O(2 r), R)=R\left[p_{1}, \ldots, p_{r-1}, e\right] \\
H^{*}(B O(2 r+1), R)=R\left[p_{1}, \ldots, p_{r}\right] & H^{*}(B S O(2 r+1), R)=R\left[p_{1}, \ldots, p_{r}\right]
\end{array}
$$

Proof. We begin by observing that (6.1) allows us to deduce the result for $B O(n)$ from $B S O(n)$ and the relation $e^{2}=p_{r}$.

We have the following maps:

which are defined by the relations $q(W, x)=W$ and $\pi(W, x)=W^{\prime}$, where $W=W^{\prime} \perp \mathbf{R} x$ and $W^{\prime}$ has the induced orientation. In addition, there is an isomorphism between $q^{*}\left(\gamma_{n}^{+}\right)$and $\pi^{*}\left(\gamma_{n-1}^{+}\right) \oplus \theta^{1}$. The Gysin sequence [see 17(7.5)] has the following form:

$$
\begin{gathered}
\cdots \rightarrow H^{i}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right)\right) \xrightarrow{\substack{\text { mult. } \\
\text { by } e}} H^{i+n}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right)\right) \xrightarrow{q^{*}} H^{i+n}\left(E_{0}\right) \xrightarrow{\psi} H^{i+1}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right)\right) \\
\pi^{*-1} q^{*} \\
H^{i+1}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right)\right)
\end{gathered}
$$

From the naturality of $p\left(\gamma_{n}^{+}\right)$and $p\left(\gamma_{n-1}^{+}\right)$we see that $\pi^{*-1} q^{*}\left(p_{i}\left(\gamma_{n}^{+}\right)\right)=$ $p_{i}\left(\gamma_{n-1}^{+}\right)$. By induction on $n$ we see that $H^{*}(B S O(n), R)$ is generated by $p_{1}, \ldots$, $p_{r}$ and $e$. We recall, if $n=2 r+1$, that $e=0$; otherwise, we have $e^{2}=p_{r}$.

Finally, we must show that the set $p_{i}, \ldots, p_{r-1}, e$ for $n=2 r$ and $p_{1}, \ldots, p_{r}$ for $n=2 r+1$ is algebraically independent. For this, there is the following diagram where $e_{(j)}=e\left(p r_{j}^{*}\left(\gamma_{2}^{+}\right)\right)$and $c_{(i)}=c_{1}\left(p r_{i}^{*}(\gamma)\right)$ :

$$
\begin{aligned}
& H^{*}\left(G_{2}^{+}\left(\mathbf{R}^{\infty}\right)^{r}\right)=\begin{array}{c}
R\left[e_{(1)}, \ldots, e_{(r)}\right] \\
\wp^{*}
\end{array} \stackrel{v}{ }_{v^{*}} H^{*}\left(\left(C P^{\infty}\right)^{n}\right)=R\left[c_{(1)}, \ldots, c_{(n)}\right] \\
& ; H^{*}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right)\right)=\left\{\begin{array}{l}
R\left[p_{1}, \ldots, p_{r}\right], n=2 r+1 \\
R\left[p_{1}, \ldots, p_{r-1}, e\right], n=2 r
\end{array} u^{u^{*}} H^{*}\left(G_{n}\left(\mathbf{C}^{\infty}\right)\right)=R\left[c_{1}, \ldots, c_{n}\right]\right.
\end{aligned}
$$

We consider the formal sum $\sum_{1 \leqq i \leqq n} c_{i} x^{i}$. We have

$$
g^{*}\left(\sum_{1 \leq i \leq n} c_{i} x^{i}\right)=\prod_{1 \leqq i \leq n}\left(1+c_{(i)} x\right)
$$

and $v^{*} g^{*}\left(\sum_{i} c_{i} x^{i}\right)=\prod_{i \leq j \leq r}\left(1-e_{(j)}^{2} x\right)$. But we have, in addition,

$$
f^{*}\left(\sum_{1 \leqq j \leqq r}(-1)^{j} p_{j} x^{2 j}\right)=\prod_{1 \leqq j \leqq r}\left(1-e_{(j)}^{2} x\right)
$$

Therefore, the elements $f^{*}\left(p_{1}\right), \ldots, f^{*}\left(p_{r}\right)$ are the elementary symmetric functions in $e_{(1)}^{2}, \ldots, e_{(r)}^{2}$, and therefore the set $p_{1}, \ldots, p_{r}$ is algebraically independent. In the case $n=2 r$, let $f\left(p_{1}, \ldots, p_{r-1}, e\right)=0$ be a polynomial relation. Then $0=f\left(p_{1}, \ldots, p_{r-1}, e\right)=f_{1}\left(p_{1}, \ldots, p_{r}\right)+f_{2}\left(p_{1}, \ldots, p_{r}\right) e$, where $f_{1}$ and $f_{2}$ are polynomials. This means $f_{1}\left(p_{1}, \ldots, p_{r}\right)=f_{2}\left(p_{1}, \ldots, p_{r}\right)=0$ and $f_{1}=f_{2}=0$. This proves the theorem.
6.6 Remark. In the process of proving Theorem (6.5) we demonstrated that $f:\left[G_{2}^{+}\left(\mathbf{R}^{\infty}\right)\right]^{r} \rightarrow G_{n}^{+}\left(\mathbf{R}^{\infty}\right)$ is a splitting map, in the sense that $f^{*}$ : $H^{*}\left(G_{n}^{+}\left(\mathbf{R}^{\infty}\right), R\right) \rightarrow H^{*}\left(\left[G_{2}^{+}\left(R^{\infty}\right)\right]^{r}, R\right)$ is a monomorphism and that $f^{*}\left(\gamma_{n}^{+}\right)$ splits into a sum of oriented plane bundles and oriented line bundles. A similar statement holds for the classifying map $\left[G_{2}\left(\mathbf{R}^{\infty}\right)\right]^{r} \rightarrow G_{n}\left(R^{\infty}\right)$.

From Theorems (6.5) and (1.2) we have the following theorem immediately.
6.7 Theorem. Let $R$ be a 2-divisible ring. Each characteristic class $\phi: \operatorname{Vect}_{R}^{n} \rightarrow$ $H^{*}(-, R)$ is of the form $\phi(X) \xi=q\left(p_{1}(\xi), \ldots, p_{r}(\xi)\right)$, where $q\left(y_{1}, \ldots, y_{r}\right)$ is a polynomial uniquely determined by $\phi, p_{i}(\xi)$ is the ith Pontrjagin class, and $n$ equals $2 r$ or $2 r+1$. If $\mathrm{Vect}^{n}{ }_{+}^{n}$ denotes the cofunctor of oriented $n$-dimensional real vector bundles, each characteristic class $\phi: \operatorname{Vect}_{+}^{n} \rightarrow H^{*}(-, R)$ is of the form $\phi(X) \xi=q\left(p_{1}(\xi), \ldots, p_{r-1}(\xi), e(\xi)\right)$ for $n=2 r$ or $q\left(p_{1}(\xi), \ldots, p_{r}(\xi)\right)$ for $n=2 r+1$, where $q$ is a polynomial uniquely determined by $\phi$.

## 7. Oriented Even-Dimensional Real Characteristic Classes

Let $R^{+}[[t]]$ denote the subgroup of $R[[t]]_{+}$consisting of all $f(t)$ with $f(-t)=f(t)$, that is, $f(t)=g\left(t^{2}\right)$ for some $g \in R[[t]]$, and let $R^{ \pm}[[t]]$ denote the subsemigroup of $f(t) \in R[[t]]_{\times}$with $f(-t)=f(t)$ or $f(-t)=-f(t)$, that is, $f(t)=g\left(t^{2}\right)$ or $t g\left(t^{2}\right)$ for some $g \in R[[t]]$.

Let $\operatorname{Vect}^{+}(X)$ denote the semiring of isomorphism class of even-dimensional oriented real vector bundles.
7.1 Theorem. Let $R$ be a 2-divisible ring. There exist a function a: $\left[\mathrm{Vect}^{+}, H^{\mathrm{ev}}(-, R)\right]_{+,+} \rightarrow R^{+}[[t]]$ such that $a(\phi)(e(\eta))=\phi(X) \eta$ for each oriented plane bundle $\eta$ over $X$ and a function $m:\left[\operatorname{Vect}^{+}, H^{\mathrm{ev}}(-, R)\right]_{+, x} \rightarrow$ $R^{ \pm}[[t]]$ such that $m(\psi)(e(\eta))=\psi(X) \eta$ for each oriented plane bundle $\eta$ over $X$. The functions $a$ and $m$ are unique with respect to this property, and $a$ and $m$ are semigroup isomorphisms.

Additional properties of a and $m$ are contained in the following statements:
(1) The following squares are commutative.


The morphism $u_{1}$ is induced by $\varepsilon_{0}:$ Vect $\rightarrow$ Vect $^{+}$and $u_{2}$ by $\varepsilon_{U}:$ Vect $^{+} \rightarrow$ Vect. The morphism $v_{1}$ is inclusion. The morphism $v_{2}$ assigns to $f(t)$ the series $f(t)+f(-t)$, and $v_{3}$ assigns to $f(t)$ the series $f(t) f(-t)$.
(2) The restriction of a to $\left[\mathrm{Vect}^{+}, H^{\mathrm{ev}}(-, R)\right]_{r}$ is a bijection onto the set $\left\{0, e^{a t}+e^{-a t}\right\}$ for $a \in R$, where $\mathbf{Q} \subset R$.

Proof. The construction of $a$ and $m$ proceeds as in paragraph 1 of the proof of (4.3) and the monomorphic character of $a$ and $m$ as semigroup morphisms as in paragraphs 2 and 3.

Let $\eta$ be the oriented 4-plane bundle over $C P^{n} \times C P^{n}$ which is the Whitney sum $\eta_{1} \oplus \eta_{2}$, where $\eta_{i}=p r_{i}^{*}\left(\varepsilon_{0}(\gamma)\right)$ for $i=1$, 2 . Observe that $\varepsilon_{0}(\gamma)=\gamma_{2}^{+}$over $C P^{n}=G_{2}^{+}\left(R^{2 n+2}\right)$. Then $H^{*}\left(C P^{n} \times C P^{n}, R\right)$ is the polynomial ring $R[x, y]$ modulo the relations $x^{n+1}=0$ and $y^{n+1}=0$. Then we have $a(\phi)(x)+a(\phi)(y)=\phi\left(\eta_{1} \oplus \eta_{2}\right)=\phi\left(\eta_{1}^{*} \oplus \eta_{2}^{*}\right)=a(\phi)(-x)+a(\phi)(-y) \quad$ and $m(\phi)(x) m(\phi)(y)=\phi\left(\eta_{1} \oplus \eta_{2}\right)=\phi\left(\eta_{1}^{*} \oplus \eta_{2}^{*}\right)=m(\phi)(-x) m(\phi)(-y)$ since reversing the orientation of both $\eta_{1}$ and $\eta_{2}$ leaves the orientation of $\eta_{1} \oplus \eta_{2}$ unchanged. By writing a power series $f(t)=g_{1}\left(t^{2}\right)+\operatorname{tg}_{2}\left(t^{2}\right)$, we see that $a(\phi)(t) \in R^{+}[[t]]$ and $m(\phi)(t) \in R^{ \pm}[[t]]$.

To show that $a$ and $m$ are surjective, let $f(t)=g\left(t^{2}\right) \in R^{+}[[t]]$. Define $\phi$ by $\phi(X)(\eta))=f\left(c_{1}(\eta)\right)=g\left(p_{1}(\eta)\right)$ for an oriented 2-plane bundle $\eta$ over $X$. For an arbitrary oriented real bundle $\xi$ over $X$, let $u: X_{1} \rightarrow X$ be a splitting map $u^{*}(\xi)=\eta_{1} \oplus \cdots \oplus \eta_{r}$ in the sense of (6.6), where $\eta_{i}$ is an oriented 2-plane bundle. Then $\phi\left(X_{1}\right)\left(u^{*}(\xi)\right)$ is required to be $\phi\left(X_{1}\right)\left(\eta_{1}\right)+\cdots+\phi\left(X_{1}\right)\left(\eta_{r}\right)$. Note that $\phi\left(X_{1}\right)\left(\eta_{1}\right)+\cdots+\phi\left(X_{1}\right)\left(\eta_{r}\right)$ is a polynomial in the elementary symmetric functions evaluated on the classes $p_{1}\left(\eta_{1}\right), \ldots, p_{1}\left(\eta_{r}\right)$. The $i$ th elementary symmetric function in $p_{1}\left(\eta_{j}\right)$ is $p_{i}\left(u^{*}(\xi)\right)=u^{*}\left(p_{i}(\xi)\right)$ because $1 / 2$ exists in $R$. Since $u^{*}: H^{\mathrm{ev}}(X, R) \rightarrow H^{\mathrm{ev}}\left(X_{1}, R\right)$ is a monomorphism, there is a unique element $\phi(X) \xi$ such that $u^{*}(\phi(X) \xi)=\phi\left(X_{1}\right)\left(u^{*}(\xi)\right)$. The above construction demonstrates that $\phi$ is a morphism $\operatorname{Vect}_{\mathrm{R}}^{+} \rightarrow H^{\mathrm{ev}}(-, R)$. To prove $m$ is surjective, the above argument is used, but $\psi\left(X_{1}\right)\left(u^{*}(\xi)\right)$ is required to be $\psi\left(X_{1}\right)\left(\eta_{1}\right) \cdots \psi\left(X_{1}\right)\left(\eta_{r}\right)$. If $f(t)=\operatorname{tg}\left(t^{2}\right)$, this is $c_{1}\left(\eta_{1}\right) g\left(p_{1}\left(\eta_{1}\right)\right) \cdots c_{1}\left(\eta_{r}\right) g\left(p_{1}\left(\eta_{r}\right)\right)$ which is the Euler class $e\left(u^{*}(\xi)\right)$ times a polynomial in $p_{i}\left(u^{*}(\xi)\right)=u^{*}\left(p_{i}(\xi)\right)$. If $f(t)=g\left(t^{2}\right)$, only Pontrjagin classes appear.

The commutativity of the above diagrams in statement (1) is immediate. For $\phi \in\left[\operatorname{Vect}_{\mathbf{R}}^{+}, H^{\mathrm{ev}}(-, \mathbf{Q})\right]_{+,+}$with $a(\phi)=f$, the morphism $\phi$ preserves the ring structure if and only if $\phi\left(\eta_{1} \bigotimes_{\mathbf{R}} \eta_{2}\right)=\phi\left(\eta_{1}\right) \phi\left(\eta_{2}\right)$, where $\eta_{1}$ and $\eta_{2}$ are two plane bundles by the splitting principle of (6.6). We can take $\eta_{i}$ to be $p r_{i}^{*}\left(\varepsilon_{0}(\gamma)\right)$ for $i=1,2$ on $C P^{n} \times C P^{n}$. Then we have $f(x) f(y)=\phi\left(\eta_{1}\right) \phi\left(\eta_{2}\right)=$ $\phi\left(\eta_{1} \bigotimes_{\mathbf{R}} \eta_{2}\right)=\phi\left(\eta_{1} \bigotimes_{\mathbf{C}} \eta_{2}\right)+\phi\left(\eta_{1} \bigotimes_{\mathbf{C}} \eta_{2}\right)=f(x+y)+f(x-y)$. By differentiating twice with respect to $x$ and setting $y=0$, we see that $f(t)=0$ or $f(t)=e^{a t}+e^{-a t}$ are the only solutions of this functional relation. This proves the theorem.
7.2 Remark. For fibre maps of finite type we were able to give an "elementary" proof of the Leray-Hirsch theorem $17(1.1)$ from which the splitting principle follows. The reader is invited to determine under what hypothesis the results of Secs. 2 to 7 can be developed in an elementary framework.

## 8. Examples and Applications

8.1 Example. Under the bijection $m:\left[\operatorname{Vect}(-), H^{\mathrm{ev}}(-, \mathbf{Z})\right]_{+, \times} \rightarrow \mathbf{Z}[[t]]$, the total Chern class corresponds to $1+t$, and under bijection $m$ : $\left[\operatorname{Vect}_{\mathrm{R}}(-), H^{*}\left(-, Z_{2}\right)\right]_{+, \times} \rightarrow Z_{2}[[t]]$, the total Stietel-Whitney class corresponds to $1+t$. The top Chern class and top Stiefel-Whitney class correspond to $t$ in each of the respective cases. The above statements are clearly true for line bundles, and therefore they are true in general.
8.2 Definition. Under the bijection $a$ : $\left[\operatorname{Vect}(-), H^{\text {ev }}(-, \mathbf{Q})\right]_{\text {ring }} \rightarrow\left\{0, e^{a t}\right\} \subset$ $\mathbf{Q}[[t]]_{+}$, the Chern character ch: $\operatorname{Vect}(-) \rightarrow H^{\mathrm{ev}}(-, \mathbf{Q})$ is defined to be the morphism corresponding to $e^{t}$.

The Chern character is stable, and it can be viewed as a morphism ch: $K(-) \rightarrow H^{\mathrm{ev}}(-, \mathbf{Q})$.
8.3 Example. Under the bijection $m$ : $\left[\operatorname{Vect}_{\mathrm{R}}^{+}(-), H^{\mathrm{ev}}(-, \mathbf{Z})\right]_{+, \times} \rightarrow Z^{ \pm}[[t]]$, the Euler class corresponds to $t$. By the uniqueness statement, this need be checked only on 2-plane bundles where it is clear. Similarly, the total Pontrjagin class corresponds to $1+t^{2}$ and the top Pontrjagin class to $t^{2}$.

If the first vertical arrow represents the function induced by $\varepsilon_{0}$, restriction of scalars from $\mathbf{C}$ to $\mathbf{R}$, there is the following commutative diagram from Theorem (7.1).


The second vertical arrow refers to the function that assigns to $f(t)$ the series $f(t) f(-t)$. Since $1-t^{2}=(1+t)(1-t)$, there follows the relation $\tilde{p}\left(\varepsilon_{0}(\eta)\right)=$ $c(\eta) \tilde{c}(\eta)$, where $\tilde{p}_{i}=(-1)^{i} p_{i}$ and $\tilde{c}_{i}=(-1)^{i} c_{i}$ are augmentations of the usual Pontrjagin and Chern classes. Here $\tilde{p}$ corresponds to $1-t^{2}$ under $m$ and $\tilde{c}$ to $1-t$. Translating the above relation into a relation between Pontrjagin class and Chern classes, we have the following result.
8.4 Proposition. If $\eta_{R}$ denotes the real bundle associated with the complex vector bundle $\eta$, there exists the relation $(-1)^{i} p_{i}\left(\eta_{R}\right)=\sum_{j+k=2 i}(-1)^{k} c_{j}(\eta) c_{k}(\eta)$.

If $p\left(M^{n}\right)$ denotes $p\left(\tau(M)_{R}\right)$ for a complex manifold, there is the following result for $C P^{n}$, using the fact that $c\left(\tau\left(C P^{n}\right)\right)=(1+u)^{n+1}$, where $u$ is the canonical generator of $H^{2}\left(C P^{n}, \mathbf{Z}\right)$.
8.5 Proposition. The relation $p\left(C P^{n}\right)=\left(1+u^{2}\right)^{n+1}$ holds.

Proof. Since $\tilde{p}\left(C P^{n}\right)=c\left(\tau\left(C P^{n}\right)\right) \tilde{c}\left(\tau\left(C P^{n}\right)\right)=\left(1-u^{2}\right)^{n+1}$, then we have $p\left(C P^{n}\right)=\left(1+u^{2}\right)^{n+1}$.
8.6 Examples. For complex vector bundles, the $L$-genus is defined to be the characteristic class corresponding to $t / \tanh t$, the $A$-genus is defined to be the characteristic class corresponding to $t / \sinh t$, and the Todd class is the characteristic class corresponding to $t / 1-e^{-t}$. For real oriented vector bundles, the $\hat{A}$-genus is the characteristic class corresponding to $(t / 2) /(\sinh t / 2)$. For manifolds these characteristic classes are evaluated on the top class of the manifold to give a number, also called the $L$-genus, $A$-genus and $\hat{A}$-genus respectively.

## 9. Bott Periodicity and Integrality Theorems

In this section we relate the Chern character to the complex periodicity and prove the Bott integrality theorem. In doing this, we given an alternative proof of the complex periodicity theorem.

Let $\gamma$ denote the canonical line bundle (or hyperplane bundle) over $S^{2}=$ $C P^{1}$. Then, from the results in Chap. 11, 1 and $\gamma-1$ form an additive base for $K\left(S^{2}\right)$. All $K$-groups are complex $K$-groups.
9.1 Proposition. The ring homomorphism ch: $K\left(S^{2}\right) \rightarrow H^{*}\left(S^{2}, \mathbf{Z}\right)$ is an isomorphism.

Proof. Clearly $\operatorname{ch}(1)=1$, where $c_{1}(1)=0$ for the trivial line bundle 1 and $\operatorname{ch}(\gamma-1)=c_{1}(\gamma)$ which generates $H^{2}\left(S^{2}, \mathbf{Z}\right)$.
9.2 Corollary. The relation $(\gamma-1)^{2}=0$ holds on $S^{2}$.

Proof. Since ch is a ring homomorphism, $\operatorname{ch}(\gamma-1)^{2}=\operatorname{ch}(\gamma-1) \operatorname{ch}(\gamma-1)=$ $c_{1}(\gamma)^{2}=0$. Since ch is an isomorphism, $(\gamma-1)^{2}=0$.
9.3 Corollary. The relation $\gamma^{m}=1+m(\gamma-1)$ holds on $S^{2}$.

Proof. From (9.2), we have $\gamma^{m}=(1+(\gamma-1))^{m}=1+m(\gamma-1)$.
9.4 Definition. The Bott homomorphism $\beta: \tilde{K}(X) \rightarrow \tilde{K}\left(X \wedge S^{2}\right)$ is defined by $\beta(\xi)=\xi \otimes(\gamma-1)$.

The justification for this definition results from the following split exact sequence of 9(3.4).

$$
0 \leftarrow \tilde{K}\left(X \vee S^{2}\right) \leftarrow \tilde{K}\left(X \times S^{2}\right) \leftarrow \tilde{K}\left(X \wedge S^{2}\right) \leftarrow 0
$$

Since the image of $\xi \otimes(\gamma-1)$ in $\tilde{K}\left(X \vee S^{2}\right)$ is zero, we can view $\xi \otimes(\gamma-1) \in$ $\tilde{K}\left(X \wedge S^{2}\right)$.
9.5 Remark. By elementary methods one can prove that the Bott homomorphism $\beta: \tilde{K}(X) \rightarrow \tilde{K}\left(X \wedge S^{2}\right)$ is surjective if $X$ is compact.

We give Hirzebruch's version of the Bott periodicity and integrality theorem.
9.6 Theorem. For each sphere $X$ the Bott homomorphism $\beta: \tilde{K}(X) \rightarrow$ $\tilde{K}\left(X \wedge S^{2}\right)$ is an isomorphism. For each $k \geqq 1$, ch carries $\tilde{K}\left(S^{2 k}\right)$ isomorphically onto $H^{2 k}\left(S^{2 k}, \mathbf{Z}\right) \subset H^{2 k}\left(S^{2 k}, \mathbf{Q}\right)$.

Proof. We begin by proving the Bott map $\beta$ is an isomorphism for $X=S^{2 k}$ and the integrality statement, both by induction on $k$.

For this, we consider the following diagram:


Here $u \in H^{2}\left(S^{2}, Z\right)$ is the canonical generator. The above diagram commutes since $\operatorname{ch}(\gamma-1)=u$. The bottom two horizontal arrows are isomorphisms. If ch factors through $\tilde{H}^{*}\left(S^{2 k}, \mathbf{Z}\right)$ by an isomorphism, then $\beta$ is injective, and, by (9.5), $\beta$ is bijective. If $\beta$ is an isomorphism, then ch factors through $\tilde{H}^{*}\left(S^{2 k+2}, \mathbf{Z}\right)$ by an isomorphism. Since the induction starts at $k=1$, the integrality theorem holds.

Since $\tilde{K}\left(S^{1}\right)=\left[S^{0}, U\right]_{0}$ and $U$ is connected, and since $\beta$ is an epimorphism, we have $\tilde{K}\left(S^{2 k+1}\right)=0$ for all $k$. This proves the theorem.
9.7 Remark. The Bott morphism $\beta: \tilde{K}(X) \rightarrow \tilde{K}\left(X \wedge S^{2}\right)$ is an isomorphism for each sphere $X=S^{i}$. By a standard comparison theorem for half-exact cofunctors, $\beta$ is a cofunctor isomorphism.
9.8 Corollary. Let $a \in H^{2 n}\left(S^{2 n}, \mathbf{Z}\right)$ be a generator. Then for each complex vector bundle $\xi$ over $S^{2 n}$, the nth Chern class $c_{n}(\xi)$ is a multiple of $(n-1)!$ a, and for each $m$ with $m \equiv 0 \bmod (n-1)$ ! there exists a unique $\xi \in \tilde{K}\left(S^{2 n}\right)$ with $c_{n}(\xi)=m a$.

Proof. Since ch $\xi=r k(\xi) \pm n c_{n}(\xi) / n!$ in $H^{0}\left(S^{2 k}, \mathbf{Z}\right) \oplus H^{2 k}\left(S^{2 k}, \mathbf{Z}\right)$ we have the first statement. The second follows immediately from the above formula and Theorem (9.6). Note that we used the relation $s_{n}\left(\sigma_{1}, \ldots, \sigma_{n}\right)= \pm n \sigma_{n}+\cdots$ and $s_{n}\left(0, \ldots, 0, \sigma_{n}\right)= \pm n \sigma_{n}$.

## 10. Comparison of $K$-Theory and Cohomology Definitions of Hopf Invariant

10.1 Let $f: S^{2 n-1} \rightarrow S^{n}$ be a map, and form $C_{f}$, the cell complex, with one 0 cell, one $n$ cell, and one $2 n$ cell. From the sequence of spaces $S^{2 n-1} \xrightarrow{f}$ $S^{n} \rightarrow C_{f} \rightarrow S S^{2 n-1}=S^{2 n}$ there are the following isomorphisms in integral cohomology: $H^{n}\left(S^{n}\right) \leftarrow H^{n}\left(C_{f}\right)$ and $H^{2 n}\left(C_{f}\right) \leftarrow H^{2 n}\left(S^{2 n}\right)$. There are well classes $c_{n} \in H^{n}\left(S^{n}\right)$ such that $\mathrm{ch}_{n} \beta_{n}=c_{n}$ for $n$ even where $\mathrm{ch}_{n}$ is the $n$th component of ch. In this way there are two classes $a^{*} \in H^{n}\left(C_{f}\right)$ and $b^{*} \in H^{2 n}\left(C_{f}\right)$ with $\mathrm{ch}_{n} a_{f}=a^{*}$ and $\mathrm{ch}_{2 n} b_{f}=b^{*}$ for $n$ even. The cohomology Hopf invariant $h_{f}^{*}$ is defined by $\left(a^{*}\right)^{2}=h_{f}^{*} b^{*}$. By (graded) commutativity of the cup product, $h_{f}^{*}=0$ for $n$ odd. The main result of this section is contained in the next proposition.
10.2 Proposition. The $K$-theory Hopf invariant $h_{f}$ equals the cohomology Hopf invariant $h_{f}^{*}$.

Proof. The Chern character ch: $K(X) \rightarrow H^{\mathrm{ev}}(X, \mathbf{Q})$ is a ring homomorphism. Therefore, we have $\operatorname{ch} a_{f}^{2}=\operatorname{ch} a_{f} \operatorname{ch} a_{f}=\left(a^{*}+r b^{*}\right)=\left(a^{*}\right)^{2}$, where $r \in \mathbf{Q}$. Then from $a_{f}^{2}=h_{f} b_{f}$ we derive the relation $h_{f} b_{f}^{*}=\operatorname{ch} h_{f} b_{f}=\operatorname{ch} a_{f}^{2}=$ $\left(a^{*}\right)^{2}=h_{f}^{*} b^{*}$ or $h_{f}=h_{f}^{*}$. This proves the proposition.

## 11. The Borel-Hirzebruch Description of Characteristic Classes

11.1 Notations. Let $\alpha$ be a locally trivial principal $G$-bundle over $X$, let $T^{r}$ be a maximal torus of $G$ of dimension $r$, and let $M$ be an $m$-dimensional complex $G$-module. By restricting the action of $G$ on $M$ to $T^{r}$, we get $m$ $T^{r}$-modules $M_{1}, \ldots, M_{m}$ defined byy $m$ elements of $\operatorname{Hom}\left(T^{r}, T^{1}\right)=H^{1}\left(T^{r}, \mathbf{Z}\right)$. We wish to calculate the Chern class $c(\alpha[M])$ and the Chern character $\operatorname{ch}(\alpha[M])$ in terms of $M_{1}, \ldots, M_{m}$. Here $T^{1}=S^{1}$ is the circle.
11.2 The transgression. Let $\gamma$ be a principal $T^{r}$-bundle and define the transgression $\tau_{\gamma}: H^{1}\left(T^{r}, \mathbf{Z}\right) \rightarrow H^{2}(B(\gamma), \mathbf{Z})$ by the following commutative diagram:


The isomorphism $v$ is defined by the relation $v(h)=h^{*}(s)$, where $s$ is a generator of $H^{1}(T, \mathbf{Z})$, and the morphism $\mu$ is defined by the relation $\mu(h)$ equals the first Chern class $c_{1}\left(\gamma\left[\mathbf{C}_{h}\right]\right)$, where $\mathbf{C}_{h}$ is the simple $T^{r}$-module $\mathbf{C}$ and scalar multiplication $t z$ is equal to $h(t) z$ for $t \in T^{r}$ and $z \in \mathbf{C}$.
11.3 Proposition. If $\gamma$ is the universal $T^{r}$-bundle over $\left(C P^{x}\right)^{r}$, then $\tau_{\gamma}$ : $H^{1}\left(T^{r}, \mathbf{Z}\right) \rightarrow H^{2}(B(\gamma), \mathbf{Z})$ is an isomorphism.

Proof. For $r=1$ the free generator of $H^{1}\left(S^{1}, \mathbf{Z}\right)$ corresponds to the canonical line bundle over $C P^{\infty}$, and its first Chern class is the free generator of $H^{2}\left(C P^{\infty}, \mathbf{Z}\right)$. For general $r$ the transgression $\tau_{\gamma}$ is the product of $r$ transgressions, where $r=1$, and consequently $\tau_{\gamma}$ is an isomorphism.

Using the notation (11.1), we associate with a principal $G$-bundle $\alpha$ a principal $T$-bundle $\alpha_{T}$, where $E(\alpha)=E\left(\alpha_{T}\right)$ and $B\left(\alpha_{T}\right)=E(\alpha) \bmod T$. We have the following commutative diagram:


The bundle can be proved to be locally trivial, using a local cross section of $G \rightarrow G \bmod T$, and $q_{T}$ is the natural quotient map. The map $q_{T}$ plays the role of a splitting map, where $\alpha_{T}$ and $q_{T}^{*}(\alpha)$ are $B\left(\alpha_{T}\right)$-isomorphic.
11.4 Theorem. Let $M$ be an m-dimensional complex $G$-module, where $M=$ $M_{1} \oplus \cdots \oplus M_{m}$ as $T^{r}$-modules. Then

$$
q_{T}^{*}(c(\alpha[M]))=\prod_{1 \leqq j \leqq m}\left(1+\tau\left(M_{j}\right)\right)
$$

and

$$
q_{T}^{*}(\operatorname{ch}(\alpha[M]))=\sum_{1 \leqq j \leqq m} e^{\tau\left(M_{j}\right)}
$$

Proof. By the naturality of $c$ and the Whitney sum formula for $c$, we have

$$
\begin{aligned}
q_{T}^{*}(c(\alpha[M])) & =c\left(q_{T}^{*}(\alpha[M])\right) \\
& =c\left(\gamma\left[M_{1} \oplus \cdots \oplus M_{m}\right]\right) \\
& =c\left(\gamma\left[M_{1}\right]\right) \cdots c\left(\gamma\left[M_{m}\right]\right) \\
& =\left(1+\tau\left(M_{1}\right)\right) \cdots\left(1+\tau\left(M_{m}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
q_{T}^{*}(\operatorname{ch}(\alpha[M])) & =\operatorname{ch}\left(q_{T}^{*}(\alpha[M])\right) \\
& =\operatorname{ch}\left(\gamma\left[M_{1} \oplus \cdots \oplus M_{m}\right]\right) \\
& =\operatorname{ch}\left(\gamma\left[M_{1}\right]\right)+\cdots+\operatorname{ch}\left(\gamma\left[M_{m}\right]\right) \\
& =e^{\tau\left(M_{1}\right)}+\cdots+e^{\tau\left(M_{m}\right)}
\end{aligned}
$$

This proves the theorem.
Now we state the following theorem of Borel [3].
11.5 Theorem. For the universal $G$-bundle $\alpha$, the morphism $q_{T}^{*}: H^{*}\left(B_{G}, \mathbf{Q}\right) \rightarrow$ $H^{*}\left(B_{T}, \mathbf{Q}\right)$ is a monomorphism and the image of $q_{T}^{*}$ consists of the subgroup of $H^{*}\left(B_{T}, \mathbf{Q}\right)$ of elements left elementwise fixed by the action of the Weyl group on $H^{*}\left(B_{T}, \mathbf{Q}\right)$.

The statement of (11.5) should be compared with the relation between $R(G)$ and elements of $R(T)$ elementwise fixed by the action of the Weyl group.
11.6 Theorem. Let $\alpha$ be the universal $G$-bundle, where $G$ is a compact, connected Lie group. There is a commutative triangle


The morphism ch is the Chern character, and ch* has the property that $c^{*} M=e^{-\tau(M)}$ for $M$, a complex T-module.

This theorem follows from (11.5) by comparing $R(G)$ with $R(T)$ and $H^{*}\left(B_{G}, \mathbf{Q}\right)$ with $H^{*}\left(B_{T}, \mathbf{Q}\right)$.

## APPENDIX 1

## Dold's Theory of Local Properties of Bundles

In this appendix we state the main results in the important paper of $A$. Dold [4]. These results are concerned with the relation between local and global properties of bundles.
A. 1 Definition. A covering $\left\{U_{i}\right\}$ of a space $X$ is numerable provided there exists a partition of unity $\left\{\eta_{j}\right\}$ on $X$ such that the covering $\left\{\overline{\eta_{j}^{-1}((0,1])}\right\}$ refines $\left\{U_{i}\right\}$.

We consider four properties of bundles. The main results of Dold are that if these properties hold locally they hold globally. That a property holds locally means it holds over each set in a numerable covering of the space.
A. 2 Definition. A halo of a subset $A$ in a space $X$ is an open set $V$ with $A \subset V$ such that there is a map $f: X \rightarrow[0,1]$ with $A \subset f^{-1}(1)$ and $f^{-1}((0,1]) \subset V$.
A. 3 Definition. The section extension property holds for a bundle $p: E \rightarrow X$ provided each cross section s over $A \subset X$ which extends to a halo of $A$ also extends to all of $X$.

The next statement refers to the local character of the section extension property.
A. 4 Theorem. Let $p: E \rightarrow X$ be a bundle. If $p: E \rightarrow X$ has the section extension property, its restriction to an open subset of $X$ has the section extension property. If $p: E \rightarrow X$ has the section extension property over the subsets $U_{i}$ of a numerable covering $\left\{U_{i}\right\}$, then $p: E \rightarrow X$ has the section extension property.

The following definition is stronger than that used in Chap. 1.
A. 5 Definition. A bundle $p: E \rightarrow X$ is a fibration provided the homotopy lifting property holds for all spaces.
A. 6 Theorem. If a bundle $p E \rightarrow X$ is a fibration when restricted to the subsets $U_{i}$ of a numerable covering $\left\{U_{i}\right\}$, then $p: E \rightarrow X$ is a fibration.

The next concept is preserved under fibre homotopy equivalence.
A. 7 Definition. A bundle $p: E \rightarrow X$ is a weak fibration provided for each homotopy $h_{t}: W \rightarrow X$ and map $f: W \rightarrow E$ with $p f=h_{0}$ there is a homotopy $f_{t}: W \rightarrow E$ such that $p f_{t}=h_{t}$. Moreover, it is assumed that $f_{0}$ and $f$ are homotopic with a homotopy $k_{t}: W \rightarrow E$ such that $p k_{t}=f_{0}=f$ for all $t \in$ $[0,1]$ and $k_{0}=f_{0}, k_{1}=f$.
A. 8 Theorem. If a bundle $p: E \rightarrow X$ is a weak fibration when restricted to the subsets $U_{i}$ of a numerable covering $\left\{U_{i}\right\}$, then $p: E \rightarrow X$ is a weak fibration.

We used a mild form of the next theorem in Chap. 16.
A. 9 Theorem. Let $f: E \rightarrow E^{\prime}$ be an $X$-morphism of bundles $p: E \rightarrow X$ and $p^{\prime}$ : $E^{\prime} \rightarrow X$ over $X$. If the restriction of $f$ over subsets $U_{i}$ of a numerable covering $\left\{U_{i}\right\}$ of $X$ is a fibre homotopy equivalence, then $f: E \rightarrow E^{\prime}$ is a fibre homotopy equivalence.

In the three statements (A.6), (A.8), and (A.9), the proofs are achieved by reducing the statements to an application of (A.4) by mapping space construction.

## APPENDIX 2

## On the Double Suspension

We analyze the pair $\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)$ considered by Toda [2] using the fibre space techniques of John Moore introduced in exposé 22 of the Cartan Séminaire $1954 / 55$ and the process of localizing a space at a prime $p$. As in the approach of Toda, we consider a filtration $S^{2 n-1} \subset \Omega F_{n} \subset \Omega^{2} S^{2 n+1}$. In our case the analysis of the pair ( $\Omega F_{n}, S^{2 n-1}$ ) depends on the nonexistence of elements of $\bmod p$ Hopf invariant one for $n>1$. The boundary map $\pi_{i}\left(\Omega^{2} S^{2 n+1}, \Omega F_{n}\right) \rightarrow \pi_{i-1}\left(\Omega F_{n}, S^{2 n-1}\right)$ is exhibited as an induced map of the homotopy groups of spaces and related to the double suspension.

We develop the necessary properties of $\Omega S X$ and $S \Omega S X$ in the first few sections and then give an exposition of the results related to the mod $p$ Hopf invariant. The single suspension sequence of I James (see Annals of Math., vol. 63, 1956, pp. 407-429) is included.

## 1. $H_{*}(\Omega S(X))$ as an Algebraic Functor of $H_{*}(X)$

Let $R$ be a commutative ring. In order to calculate $H_{*}(\Omega S(X), R)$ in terms of $H_{*}(X, R)$, we use the following preliminaries on the path space fibration $\pi: E(Y) \rightarrow Y$ where $\pi(\delta)=\delta(1)$ and $\pi^{-1}(*)=\Omega(Y)$. We define $\mu$ to be the path product making the following diagram commutative

given by the formula $\mu(\gamma, \delta)= \begin{cases}\gamma(2 t) & \text { for } t \leqq \frac{1}{2} \\ \delta(2 t-1) & \text { for } \frac{1}{2} \leqq t .\end{cases}$

For $E(Y) \times E(Y)$ the subspace of $\left(\delta_{1}, \delta_{2}\right) \in E(Y) \times E(Y)$ with $\pi\left(\delta_{1}\right)=\pi\left(\delta_{2}\right)$, we define the path product $v: E(Y) \times \underset{\pi}{\times}(Y) \rightarrow \Omega(Y)$ by the formula

$$
v\left(\delta_{1}, \delta_{2}\right)= \begin{cases}\delta_{1}(2 t) & t \leqq \frac{1}{2} \\ \delta_{2}(2-2 t) & \frac{1}{2} \leqq t\end{cases}
$$

Let $S_{+}(X)\left(\right.$ resp. $\left.S_{-}(X)\right)$ denote the subspace of all $[x, t] \in S(X)$ where $\frac{1}{2} \leqq t$ (resp. $t \leqq \frac{1}{2}$ ), and identify $X$ with $S_{+}(X) \cap S_{-}(X)$. Restrict the pathspace fibration $\pi: E=E(\Omega(X)) \rightarrow S(X)$ to $\pi_{ \pm}: E_{ \pm} \rightarrow S_{ \pm}(X)$ where $E_{ \pm}=\pi^{-1}\left(S_{ \pm}(X)\right)$ over the cones $S_{ \pm}(X)$.

Now define maps $f_{ \pm}$and $g_{ \pm}$mapping the following diagrams commutative.


Let $u_{ \pm}: S_{ \pm}(X) \rightarrow E_{ \pm}$be the canonical cross sections given by $u_{-}[x, s](t)=$ $[x, s t]$ and $u_{+}[x, s](t)=[x, 1-(1-s) t]$. Then we define $f_{ \pm}(\gamma,[x, s])=$ $\mu\left(\gamma, u_{ \pm}([x, s])\right)$ and $g_{ \pm}(\delta)=\left(v\left(\delta, u_{ \pm}(\pi(\delta))\right), \pi(\delta)\right)$. An easy construction will show that $f_{ \pm}$and $g_{ \pm}$are fibre homotopy inverses of each other.

Let $\beta(X)=\beta: X \rightarrow \Omega S(X)$ be the natural map where $\beta(X)(t)=[x, t]$. We denote $H_{*}\left(X, x_{0}\right)=\bar{H}_{*}(X)$ for a pointed space $X$.
1.1 Proposition. Let $X$ be a pointed space. If $H_{*}(X)=H_{*}(X, R)$ is R-flat, then the following composite is an isomorphism where $\phi$ is the multiplication on the algebra $H_{*}(\Omega S(X))$.


Proof. We have the following commutative diagram where the top horizontal morphism and the morphisms in the last column are isomorphisms.


Since $\beta: X \rightarrow \Omega S(X)$ is the composite

$$
X \xrightarrow{u_{-}} E^{+} \xrightarrow{g_{+}} \Omega S(X) \times S_{-}(X) \xrightarrow{p r_{1}} \Omega S(X)
$$

the triangle on the left is commutative. The large rectangle is commutative from the relation between $u_{-}$and $f_{-}$and the naturality of boundary morphisms. Since $\phi\left(1 \otimes H_{*}(\beta)\right)$ is a composite of isomorphisms, it is an isomorphism and this proves the proposition.
1.2 Proposition. Let $C$ be a connected graded $R$-coalgebra, let $A$ be a connected graded $R$-Hopf algebra, and let $i: C \rightarrow A$ be a morphism of coalgebras such that the following composite is an isomorphism

$$
A \otimes I(C) \xrightarrow{A \otimes I(i)} A \otimes I(A) \xrightarrow{\phi(A)} I(A)
$$

Then the unique Hopf algebra morphism $f: T(C) \rightarrow A$, of the tensor Hopf algebra $T(C)$ into $A$ induced by $i: C \mapsto A$, is an isomorphism.

Proof. Since $A=R \oplus I(A)$ as modules, we can iterate the above given isomorphism to an isomorphism

$$
\coprod_{1 \leqq k<m} I(C)^{k \otimes} \oplus\left(A \otimes I(C)^{m \otimes}\right) \rightarrow I(A)
$$

whose restriction $f_{m}: \coprod_{1 \leqq k<m} I(C)^{k \otimes} \rightarrow I(A)$ is just the restriction of $f$ to this part of the tensor algebra. By the connectivity hypothesis $f_{m}$ is an isomorphism
in degrees $<m$ and hence $f: T(C) \rightarrow A$ is an isomorphism because $I(C)^{m \otimes}$ is zero in degrees $<m$. This proves the proposition.

Putting together (1.1) and (1.2), we have the following theorem which was pointed out to us by John Moore.
1.3 Theorem. Let $X$ be a path connected space such that $H_{*}(X)=H_{*}(X, R)$ is $R$-flat. Then the coalgebra morphism $H_{*}(\beta): H_{*}(X) \rightarrow H_{*}(\Omega S(X))$ is factored by a natural morphism of Hopf algebras $T H_{*}(X) \rightarrow H_{*}(\Omega S(X))$ which is an isomorphism.

Concerning cohomology, the following result comes from duality.
1.4 Theorem. Let $X$ be a path connected space such that $H_{*}(X)$ is $R$-projective of finite type. Then the algebra morphism $H_{*}(\beta): H^{*}(\Omega S(X)) \rightarrow H^{*}(X)$ is factored by a natural morphism of Hopf algebras $H^{*}(\Omega S(X)) \rightarrow T^{\prime} H^{*}(X)$ which is an isomorphism where $T^{\prime}$ is the tensor Hopf algebra on the algebra $H_{*}(X)$.

Moreover, if $R=\mathbf{F}_{p}$ the field with $p$ elements, then the action of the $\bmod p$ Steenrod algebra on $H^{*}(X)$ induces an action on $T^{\prime} H^{*}(X)$ and the above isomorphism preserves this action.

Proof. The first statement follows from (1.3) by duality. The second statement follows by observing that the dual of the composite isomorphism of (1.1) defined $\bar{H}^{*}(\Omega S(X)) \rightarrow H^{*}(\Omega S(X)) \otimes \bar{H}^{*}(X)$ is an isomorphism preserving the Steenrod algebra. This is carried through in the dual to (1.2).

The above theorems yield immediately the first suspension theorem.
1.5 Theorem. Let $X$ be an $(n-1)$-connected space for $n>1$. The pair $(\Omega S X, X)$ is $(2 n-1)$ connected and $\beta: X \rightarrow \Omega S X$ induces $\pi_{i}(X) \rightarrow \pi_{i}(\Omega S X) \simeq$ $\pi_{i+1}(S X)$ which is an isomorphism for $i \leqq 2 n-2$ and an epimorphism for $i \leqq 2 n-1$.

Proof. Since $H_{*}(\Omega S X, R)=T\left(\bar{H}_{*}(X, R)\right)$ and $\bar{H}_{i}(X, R)=0$ for $i<n$ and $R$ a field, it follows that $\beta$ induces an isomorphism $H_{i}(X, R) \rightarrow H_{i}(\Omega S X, R)$ for $i \leqq 2 n-1$ and so $H_{i}(\Omega S X, X ; R)=0$ for $i \leqq 2 n-1$. This holds over any field $R$ and thus over any ring $R$ by the universal coefficient theorem. Since $X$ is simply connected, the pair $(\Omega S X, X)$ is also simply connected and by the Whitehead theorem $\pi_{i}(\Omega S X, X)=0$ for $i \leqq 2 n-1$ and $(\Omega S X, X)$ is $(2 n-1)$ connected. The second statement follows from the exact homotopy sequence of a pair, and this proves the theorem.
1.6 Corollary. For $S^{n}$ the $n$ sphere where $n \geqq 2$, the pair $\left(\Omega S^{n+1}, S^{n}\right)$ is $(2 n-1)$ connected and the induced morphism $\pi_{i}\left(S^{n}\right) \rightarrow \pi_{i}\left(\Omega S^{n+1}\right)=\pi_{i+1}\left(S^{n+1}\right)$ is an isomorphism for $i \leqq 2 n-2$ and an epimorphism for $i \leqq 2 n-1$.

Proof. Since $S^{n}$ is $(n-1)$-connected the corollary follows from the theorem.
The induced morphism $\pi_{i}(\beta): \pi_{i}\left(S^{n}\right) \rightarrow \pi_{i}\left(\Omega S^{n+1}\right)=\pi_{i+1}\left(S^{n+1}\right)$ is just the morphism which assigns to the homotopy class of $u: S^{i} \rightarrow S^{n}$ the homotopy class of its suspension $S u: S^{i+1} \rightarrow S^{n+1}$. Hence the terminology suspension morphism while the notation $E: \pi_{i}\left(S^{n}\right) \rightarrow \pi_{i+1}\left(S^{n+1}\right)$ for $\pi_{i}(\beta)$ comes from the fact that suspension in German is Einhängung.

## 2. Connectivity of the Pair $\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)$ Localized at $p$

The connectivity of the localized pair $\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)$ will be derived from the following calculation, due to J. C. Moore, of $H_{*}\left(\Omega^{2} S^{2 n+1}, k\right)$ where $k$ will denote in this section a field of characteristic $p>2$. In [2] J. C. Moore did this calculation as a structure theorem on Hopf algebras, while here we sketch another argument of Moore which is an easy consequence of the induced fibration spectral sequence of Eilenberg and Moore.

### 2.1 Theorem. As a Hopf algebra over $k$ of characteristic $p>2$

$$
H_{*}\left(\Omega^{2} S^{2 n+1}, k\right)=\bigotimes_{0 \leqq i} E\left(u_{i}, 2 n p^{i}-1\right) \otimes \bigotimes_{1 \leqq j}^{\bigotimes} S\left(v_{j}, 2 n p^{j}-2\right)
$$

Proof. As a Hopf algebra $H^{*}\left(\Omega S^{2 n+1}, k\right)=S^{\prime}(w, 2 n)$ by (1.4) and as an algebra for $w_{j}=\gamma_{p j}(w)$ we have

$$
H^{*}\left(\Omega S^{2 n+1}, k\right)=\bigotimes_{1 \leqq j} S\left(w_{j}, 2 n p^{j}\right) /\left(w_{j}^{p}\right)
$$

To see that the spectral sequence going from the cohomology of the base $\Omega S^{2 n+1}$ to the fibre $\Omega^{2} S^{2 n+1}$ collapses, we recall that it is a spectral sequence of Hopf algebras with

$$
E_{2}=\operatorname{Tor}^{H *\left(\Omega S^{2 n+1}, k\right)}(k, k)
$$

or

$$
E^{2}=\operatorname{Cotor}^{H_{*}\left(\Omega S^{2 n+1}, k\right)}(k, k)
$$

This Hopf algebra $E^{2}$ is a tensor product of polynomial algebras generated by elements on the -2 filtration line and exterior algebras generated by elements on the -1 filtration line which are homology suspensions. Since the image of the homology suspension is stationary in the spectral sequence and since the other factor of the spectral sequence is in even total degree, the spectral sequence collapses. Since $E^{\infty}=E^{0} H_{*}\left(\Omega^{2} S^{2 n+1}, k\right)$ is free commutative, the theorem follows.
2.2 Corollary. For $i<2 p n-2$ we have $\bar{H}_{i}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}, k\right)=0$ and $\pi_{i}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}=0$.

### 2.3 Corollary. The double suspension

$$
\pi_{i}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{i}\left(\Omega^{2} S^{2 n+1}\right)_{(p)}=\pi_{i+2}\left(S^{2 n+1}\right)_{(p)}
$$

is an isomorphism for $i<2 n p-2$ and an epimorphism for $i \leqq 2 n p-2$.
Note that corollaries (2.2) and (2.3) can be derived from a simple application of the total space (Serre) spectral sequence, and they should be regarded as refinements of (1.6).

We will make several uses of the following calculation.
2.4 Proposition. For an odd sphere $S^{2 n-1}$ the pair $\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)$ localized at a prime $p$ has the following first nonzero homology group $H_{2 n p-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)=\mathbf{Z} / p \mathbf{Z}$.

Proof. We make the calculation in cohomology over $\mathbf{Z}_{(p)}$. The total space spectral sequence for the path space fibration over $\Omega S^{2 n+1}$ has $E_{2}^{*, *}=$ $S^{\prime}(x, 2 n) \otimes H^{*}\left(\Omega^{2} S^{2 n+1}\right)$ and $E_{\infty}^{*, *}=\mathbf{Z}_{(p)}$. Thus $H^{2 n-1}\left(\Omega^{2} S^{2 n+1}\right)=\mathbf{Z}_{(p)} y$, $E_{2}^{*, *}=E_{2 n}^{*, *}$, and $d_{2 n}(y)=x$. Hence $d_{2 n}\left(y \gamma_{m}(x)\right)=(m+1) \gamma_{m+1}(x)$ and $E_{2 n+1}^{a, b}=$ 0 for $(a, b) \neq(0,0)$ and $a<2 n p$ or $b<2 n p-1$. Since $d_{2 n}\left(y \gamma_{p-1}(x)\right)=p \gamma_{p}(x)$, $E_{2 n+1}^{2 n p, 0}=\cdots=E_{2 n p}^{2 n p, 0}=\mathbf{Z} / p$, and because $d_{2 n p}: E_{2 n p}^{0,2 n p-1} \rightarrow E_{2 n p}^{2 n p, 0}$ must be an isomorphism for $E_{\infty}^{*, *}=\mathbf{Z}_{(p)}$, it follows that $H^{2 n p-1}\left(\Omega^{2} S^{2 n+1}, \mathbf{Z}_{(p)}\right)=\mathbf{Z} / p$. Hence by the universal coefficient theorem $H_{2 n p-1}\left(\Omega^{2} S^{2 n+1}, \mathbf{Z}_{(p)}\right)=$ $H_{2 n p-1}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}, \mathbf{Z}_{(p)}\right)=\mathbf{Z} / p$ and this proves the proposition.

Proposition (2.4) holds for $p=2$ while (2.1) does not as it stands. The reader is invited to reformulation and prove (2.1) for $p=2$.

## 3. Decomposition of Suspensions of Products and $\Omega S(X)$

3.1 Proposition. For two points spaces $X$ and $Y$ there is a homotopy equivalence $S(X \times Y) \rightarrow S(X \wedge Y) \vee S(X) \vee S(Y)$.

Proof. We give two arguments for the proof. The projections $X \times Y \rightarrow$ $X \wedge Y, X \times Y \rightarrow X$, and $X \times Y \rightarrow Y$ induce the maps $S(X \times Y) \rightarrow S(X \wedge Y)$, $S(X \times Y) \rightarrow S(X)$ and $S(X \times Y) \rightarrow S(Y)$. The coHspace structure of the suspension defines a map $S(X \times Y) \rightarrow \bigvee_{3} S(X \times Y)$ which composed with the wedge of these three maps yields the desired map $S(X \times Y) \rightarrow S(X \wedge Y) \vee$ $S(X) \vee S(Y)$. Now this map is seen to be a homology isomorphism for any ring of coefficients, and this proves the proposition at least in the case when the spaces $X$ and $Y$ are connected and have the homotopy type of a $C W$ complex. Alternatively for any space $W$ the following is a split exact sequence of groups


Again the projections $X \times Y \rightarrow X$ and $X \times Y \rightarrow Y$ induce the splitting $s$. Hence we have an isomorphism of group valued functors of the pointed space $W$

$$
\begin{aligned}
& {[S(X \wedge Y), W]_{0} \times[S(X), W]_{0} \times[S(Y), W]_{0}} \\
& \quad=[S(X \wedge Y) \vee S(X) \vee S(Y), W]_{0} \rightarrow[S(X \times Y), W]_{0}
\end{aligned}
$$

which must be defined by a homotopy equivalence

$$
S(X \times Y) \rightarrow S(X \wedge Y) \vee S(X) \vee S(Y)
$$

This proves the proposition.
Since $\beta=\beta(X): X \rightarrow \Omega S(X)$ is a map into an $H$-space, it defines by taking products $\beta_{n}: X^{n} \rightarrow \Omega S(X)$ and we suspend this map and apply inductively the splitting of the suspension of a product

3.2 Theorem. The maps $v_{n}: S\left(\bigwedge_{n} X\right) \rightarrow S \Omega S(X)$ collect to define a map $v: \bigvee_{1 \leqq n} S\left(\bigwedge_{n} X\right) \rightarrow S \Omega S(X)$ which is a weak homotopy equivalence for path connected $X$.

Proof. By (1.3), $H_{*}(\Omega S(X))=T H_{*}(X)$ over any field. Since $\bar{H}_{*}\left(\bigwedge_{n} X\right)=$ $\bar{H}_{*}(X)^{\otimes n}$ over a field, we see that

$$
H_{*}\left(v_{n}\right): S \bar{H}_{*}(X)^{\otimes n}=\bar{H}_{*}\left(S\left(\bigwedge_{n} X\right)\right) \rightarrow \bar{H}_{*}(S \Omega S(X))
$$

maps isomorphically onto the suspension of the $n$th summand in $\bar{H}_{*}(\Omega S(X))=\coprod_{1 \leqq n} \bar{H}_{*}(X)^{\otimes n}$ and the collection $v: \bigvee_{1 \leqq n} S\left(\bigwedge_{n} X\right) \rightarrow S \Omega S(X)$ induces an isomorphism of homology with any field coefficients. Since the spaces are simply connected being suspensions of path connected spaces, $v$ is a weak homotopy equivalence. This proves the theorem.
3.3 Corollary. The maps $v_{n}: S^{n r+1} \rightarrow S \Omega S^{r+1}$ collect to define a map $v: \bigvee_{1 \leqq n} S^{n+1} \rightarrow S \Omega S^{r+1}$ which is a homotopy equivalence.

Proof. The proof follows from (3.2) and the Whitehead theorem.
3.4 Remark. With the above notations for a map $f: S^{r} \rightarrow S^{r}$ of degree $q$, it follows that $\beta_{n}\left(f \times{ }^{(n)} \times f\right)=\Omega S(f)$,

$$
\Omega S(f)_{*}: H_{n r}\left(\Omega S^{r+1}\right) \rightarrow H_{n r}\left(\Omega S^{r+1}\right)
$$

is multiplication by $q^{r}$, and the following diagram is commutative up to homotopy


Let $u: S \Omega S^{n+1} \rightarrow \bigvee_{1 \leq i} S^{n i+1}$ be a homotopy inverse of $v: \bigvee_{1 \leqq i} S^{n i+1} \rightarrow$ $S \Omega S^{n+1}$ considered in (3.3), and let $p_{(q)}: \bigvee_{1 \leq i} S^{n i+1} \rightarrow S^{n q+1}$ be the restriction to the wedge of the projection onto the $q$ th factor. Form the composite $p_{(q)} u$ : $S \Omega S^{n+1} \rightarrow S^{n q+1}$, take the adjoint map $\Omega S^{n+1} \rightarrow \Omega S^{n+1}$, and make it into a fibre map which we will denote $f_{(q)}: \Omega S^{n+1} \rightarrow \Omega S^{n+1}$ with $f_{(q)}\left(S^{n}\right)=*$. Let $F_{n}(q)$ denote the fibre of the map $f_{(q)}$. In fact $f_{(q)}: \Omega S X \rightarrow \Omega S\left(\bigwedge^{q} X\right)$ can be defined for any space $X$ where the map $v$ in (3.2) is homotopy equivalence. This would be the case for any $C W$ complex.

For odd spheres the cohomology algebra $H^{*}\left(\Omega S^{2 n+1}, R\right)$ is the divided power algebra $S^{\prime}(x, 2 n)$ by (1.4) and $H^{*}\left(f_{(q)}\right)$ is described in the next proposition.
3.5 Proposition. With the above notations the map $f_{(q)}: \Omega S^{2 n+1} \rightarrow \Omega S^{2 n q+1}$ induces $f_{(q)}^{*}$ : $H^{2 k n q}\left(\Omega S^{2 n q+1}, R\right) \rightarrow H^{2 k n q}\left(\Omega S^{2 n+1}, R\right)$ which is multiplication by $\left[k!(q!)^{k} /(q k)!\right]$ on modules of rank 1 .

Proof. For $H^{*}\left(\Omega S^{2 n+1}, R\right)=S^{\prime}(x, 2 n)$ and $H^{*}\left(\Omega S^{2 n q+1}, R\right)=S^{\prime}(y, 2 n q)$,

$$
f_{(q)}^{*}: H^{2 n q}\left(\Omega S^{2 n q+1}, R\right)=R y \rightarrow H^{2 n q}\left(\Omega S^{2 n+1}, R\right)=R \gamma_{q}(x)
$$

is an isomorphism and we choose $y$ such that $f_{(q)}^{*}(y)=\gamma_{q}(x)$. Since the calculation is independent of $R$, we can assume $R$ is the integers and use $m!\gamma_{m}(x)=x^{m}$. We calculate

$$
\begin{aligned}
f_{(q)}^{*}\left(\gamma_{k}(y)\right) & =k!f_{(9)}^{*}\left(y^{k}\right)=k!\left[\gamma_{q}(x)\right]^{k}=k!(q!)^{k} x^{q k} \\
& =\left[k!(q!)^{k} /(q k)!\right] \gamma_{q k}(x)
\end{aligned}
$$

This proves the proposition because $H^{2 k n q}\left(\Omega S^{2 n q+1}, R\right)=R \gamma_{k}(y)$ and $H^{2 k n q}\left(\Omega S^{2 n+1}, R\right)=R \gamma_{k q}(x)$.

In the next section we study the fibre map $f_{(2)}: \Omega S^{n+1} \rightarrow \Omega S^{2 n+1}$ for both even and odd spheres. In order to study whether or not $f_{(q)}^{*}$ is an isomorphism we use the notation $i=\operatorname{ord}_{p} x$ where $x$ is a nonzero rational number of the
form $x=p^{i} \frac{a}{b}$ and $a, b$ are integers not divisible by the prime $p$. If $[x]$ denotes the largest integer $\leqq x$, then one shows easily that

$$
\operatorname{ord}_{p}(k!)=\left[\frac{k}{p}\right]+\left[\frac{k}{p^{2}}\right]+\cdots+\left[\frac{k}{p^{i}}\right]+\cdots
$$

which is a finite sum terminating when $k<p^{i}$. When $q=p^{j}$ in (3.5) we calculate that

$$
\begin{aligned}
\operatorname{ord}_{p}\left[k!(q!)^{k} /(q k)!\right]= & \operatorname{ord}_{p}(k!)+k \operatorname{ord}_{p}\left(p^{j}!\right)-\operatorname{ord}_{p}\left(p^{j} k!\right) \\
= & {\left[\frac{k}{p}\right]+\left[\frac{k}{p^{2}}\right]+\cdots+k\left(1+p+\cdots+p^{j-1}\right) } \\
& -\left(\left[\frac{p^{j} k}{p}\right]+\cdots+\left[\frac{p^{j} k}{p}\right]+\cdots\right)=0
\end{aligned}
$$

This means that $\left[k!(q!)^{k} /(q k)!\right]$ is a unit over any $\mathbf{Z}_{(p)}-$ algebra $R$ and $\left(f_{\left(p^{j}\right)}\right)^{*}$ : $H^{2 k n q}\left(\Omega S^{2 n q+1}, R\right) \rightarrow H^{2 k n q}\left(\Omega S^{2 n+1}, R\right)$ is an isomorphism. Moreover

$$
\operatorname{Tor}^{H^{*}\left(\Omega S^{2 n q}+1, R\right)}\left(R, H^{*}\left(\Omega S^{2 n+1}, R\right)\right)=R \otimes_{H^{*}\left(\Omega S^{2 n q+1, R)}\right.} H^{*}\left(\Omega S^{2 n+1}, R\right)
$$

and this is the cohomology of the fibre $F_{n}(q)$ of $f_{(q)}: \Omega S^{2 n+1} \rightarrow \Omega S^{2 n q+1}$ localized at $p$ for the case $q=p^{j}$. From this discussion the following theorem results immediately using the relation

$$
\left(m p^{i}, k\right) \equiv 1(\bmod p) \quad \text { for } 0<k<m p^{i} .
$$

3.6 Theorem. The fibre $F_{n}(q)$ of $\Omega S^{2 n+1} \rightarrow S^{2 n q+1}$ localized at $p$ for $q=p^{j}$ has cohomology $H^{*}\left(F_{n}(q), R\right)=S^{\prime}(x, 2 n)$ truncated with $\gamma_{i}(x)=0$ for $i \geqq q$ and homology $H_{*}\left(F_{n}(q), R\right)$ the subcoalgebra of $T(x, 2 n)=S(x, 2 n)$ consisting of those elements in degrees $\leqq 2 n q-1$.

## 4. Single Suspension Sequences

In order to investigate further the terms $\pi_{*}\left(\Omega S^{n+1}, S^{n}\right)$, considered first in (1.6), we study the map $f_{(2)}: \Omega S^{n+1} \rightarrow \Omega S^{2 n+1}$ introduced in section 3 and examined in (3.5). We have already used the relation $H^{*}\left(\Omega S^{2 n+1}, R\right)=$ $S^{\prime}(2 n, R)$ for an odd sphere and now we remark that for an even sphere $H^{*}\left(\Omega S^{m}, R\right)=E(y, m-1) \otimes S^{\prime}(z, 2 m-2)$ where $E(y, m-1)$ is the exterior algebra on the generator $y$ in degree $m-1$.
4.1 Proposition. For the fibre map $f_{(2)}: \Omega S^{n+1} \rightarrow \Omega S^{2 n+1}$ with fibre $F_{n}$ and $n \geqq 2$, the inclusion $j: S^{n} \rightarrow F_{n}$ is a homotopy equivalence for $n$ odd and localized at 2 the map $j: S^{n} \rightarrow F_{n}$ is a homotopy equivalence for $n$ even.

Proof. For $n$ odd, $n+1$ is even and $H^{*}\left(\Omega S^{n+1}, R\right)=E(y, n) \otimes S^{\prime}(z, 2 n)$ and $f_{(2)}^{*}: H^{*}\left(\Omega S^{2 n+1}, R\right)=S^{\prime}(x, 2 n) \rightarrow H^{*}\left(\Omega S^{n+1}, R\right)$ carries $H^{*}\left(\Omega S^{2 n+1}, R\right)$ isomorphically onto the factor $S^{\prime}(z, 2 n)$, and $H^{*}\left(F_{n}, R\right)=E(y, n)$ so that $j^{*}$ : $H^{*}\left(F_{n}, R\right) \rightarrow H^{*}\left(S^{n}, R\right)$ and $j_{*}: H_{*}\left(S^{n}, R\right) \rightarrow H_{*}\left(F_{n}, R\right)$ are isomorphisms for all $R$. This proves the first statement.

For $n$ even, $n+1$ is odd and $j_{*}: H_{*}\left(S^{n}, R\right) \rightarrow H_{*}\left(F_{n}, R\right)$ is an isomorphism for each $\mathbf{Z}_{(2)}$-algebra by (3.6). This proves the theorem.

The fibre map $f_{(2)}:\left(\Omega S^{n+1}, F_{n}(2)\right) \rightarrow\left(\Omega S^{2 n+1}, *\right)$ induces an isomorphism $\pi_{*}\left(\Omega S^{n+1}, F_{n}(2)\right) \rightarrow \pi_{*}\left(\Omega S^{2 n+1},{ }_{*}\right)$ and leads to the following diagram with an exact triangle


From this and (4.1) we deduce the single suspension sequences immediately. These are also called the $E H P$ sequences.
4.2 Theorem. For $n$ odd the following triangle is exact.


For $n$ even the following triangle of 2 torsion groups is exact.


Here $P$ is the boundary morphism of degree -1 .
Since $\pi_{i}\left(\Omega S^{n}, S^{n-1}\right)=0$ for $i<2 n-2$, the Hurwicz morphism $h$ : $\pi_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right) \rightarrow H_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right)=\mathbf{Z}$ is an isomorphism.
4.3 Definition. The (integral) Hopf invariant $H: \pi_{2 n-1}\left(S^{n}\right) \rightarrow \mathbf{Z}$ is the composite morphism

$$
\pi_{2 n-1}\left(S^{n}\right)=\pi_{2 n-2}\left(\Omega S^{n}\right) \xrightarrow{H} \pi_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right) \xrightarrow{h} H_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right)=\mathbf{Z}
$$

Because of the ambiguity in the identification of $\mathbf{Z}$ with $H_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right)$ the morphism $H: \pi_{2 n-1}\left(S^{n}\right) \rightarrow \mathbf{Z}$ is well defined only up to sign. From the following commutative diagram with indicated isomorphisms

we see that $h(\alpha)=H(\alpha) \gamma_{2}(x)$ up to sign for any $\alpha \in \pi_{2 n-1}\left(S^{n}\right)=\pi_{2 n-2}\left(\Omega S^{n}\right)$ and this provides an alternative formulation for the Hopf invariant $H$ : $\pi_{2 n-1}\left(S^{n}\right) \rightarrow \mathbf{Z}$.
4.4 Theorem. (Serre) Let $f: S^{2 n-1} \rightarrow S^{n}$ be a map and let $C_{f}$ denote its mapping cone. Then $H^{n}\left(C_{f}\right)=\mathbf{Z} v, H^{2 n}\left(C_{f}\right)=\mathbf{Z} w$, and $v^{2}= \pm H([f]) w$ where $[f]$ is the homotopy class of $f$.

Proof. Let $S^{2 n-1} \rightarrow M_{f} \rightarrow S^{n}$ be the mapping cylinder factorization of $f$ where $M_{f} / S^{2 n-1}=C_{f}$ the mapping cone and $S^{n} \rightarrow M_{f}$ is a homotopy equivalence. Then $H^{n}\left(C_{f}\right)=H^{n}\left(M_{f}, S^{2 n-1}\right)=\mathbf{Z} v$ and $H^{2 n}\left(C_{f}\right)=H^{2 n}\left(M_{f}, S^{2 n-1}\right)=\mathbf{Z} w$ are the only nonzero cohomology groups in this two cell complex. If $v^{2}=h w$, then we must show $h= \pm H([f])$.

Let $E \rightarrow M_{f}$ be the path space fibration and let $E^{\prime} \rightarrow S^{2 n-1}$ be its restriction to $S^{2 n-1}$. The fibre can be taken to be $\Omega S^{n} \subset E^{\prime} \subset E$ because $S^{n} \rightarrow M_{f}$ is a homotopy equivalence. Now the groups $H^{2 n-1}\left(E^{\prime}\right) \sim H^{2 n}\left(E, E^{\prime}\right)$ isomorphic, and we will prove that $\pm h=H([f])$ by showing that $H^{2 n-1}\left(E^{\prime}\right)=$ $\mathbf{Z} / H([f])$ and $H^{2 n}\left(E, E^{\prime}\right)=\mathbf{Z} / h$.

For $H^{2 n}\left(E, E^{\prime}\right)$ we consider the spectral sequence $E_{r}$ of the pair of fibre spaces $\left(E, E^{\prime}\right)$ where $E_{2}^{*, *}=H^{*}\left(M_{f}, S^{2 n-1}\right) \otimes H^{*}\left(\Omega S^{n}\right)$. So $E_{2}^{a, b}=0$ for $a \neq 0$, $n, 2 n$ or $b \not \equiv 0 \bmod (n-1)$. Thus $E_{n}=E_{2}$ and $E_{n}^{n, n-1}=E_{2}^{n, n-1}$ is generated by $v \otimes x$ and $E_{n}^{2 n, 0}=E_{2}^{2 n, 0}$ is generated by $w \otimes 1$. Calculate

$$
d_{n}(v \otimes x)=(v \otimes 1) d_{n}(1 \otimes x)= \pm(v \otimes 1)^{2}= \pm h(w \otimes 1)
$$

using the action $E \times\left(E, E^{\prime}\right) \rightarrow\left(E, E^{\prime}\right)$ to see that $d_{n}((v \otimes 1)(1 \otimes x))=$ $(v \otimes 1) d_{n}(1 \otimes x)$. Hence it follows that $H^{2 n}\left(E, E^{\prime}\right)=E_{n+1}^{2 n, 0}=\mathbf{Z} / h$.

If $g: S^{2 n-2} \rightarrow \Omega S^{n}$ denotes the adjoint of $f: S^{2 n-1} \rightarrow S^{n}$, then $g_{*}$ : $H_{2 n-2}\left(S^{2 n-2}\right) \rightarrow H_{2 n-2}\left(\Omega S^{n}\right)$ is multiplication by $h^{\prime}=H([f])$. In the following commutative diagram the image of $\alpha$ is generated by [g]


Hence $H_{2 n-2}\left(E^{\prime}\right)=\mathbf{Z} / h^{\prime}$ and in cohomology $H^{2 n-1}\left(E^{\prime}\right)=\mathbf{Z} / h^{\prime}$ since it is the cokernel of $H^{2 n-2}\left(\Omega S^{n}\right) \rightarrow H^{2 n-1}\left(S^{2 n-1}\right)$. This proves the theorem.
4.5 Corollary. For $n$ odd and $\alpha \in \pi_{2 n-1}\left(S^{n}\right)$ the Hopf invariant $H(\alpha)=0$.

Proof. The cup square of an odd dimensional class is zero.
4.6 Remark. If $f: S^{2 n-1} \rightarrow S^{n}$ is a map, if $v: S^{n} \rightarrow S^{n}$ has degree $a$, and if $u: S^{2 n-1} \rightarrow S^{2 n-1}$ has degree $b$, then $H([v f u])=a^{2} b H([f])$.

The Hopf construction on a map $g: X \times Y \rightarrow Z$ is a map $g^{0}: X * Y \rightarrow S Z$ where $X * Y$ is the join of $X$ and $Y$ defined as the quotient of $X \times[0,1] \times Y$ where $(x, 0, y)$ and ( $x^{\prime}, 0, y$ ) are identified and ( $x, 1, y$ ) and ( $x, 1, y^{\prime}$ ) are identified, and $g^{0}$ is given by $g^{0}(x, t, y)=\langle g(x, y), t\rangle \in S(Z)$. Note that $S^{p} * S^{q}$ is homeomorphic to $S^{p+q+1}$.

The bidegree of a map $g: S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is $\left(d_{1}, d_{2}\right)$ provided $x \mapsto$ $g(x, y)$ has degree $d_{1}$ and $y \mapsto g(x, y)$ has degree $d_{2}$.
4.7 Remark. If $g: S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ is a map of bidegree $\left(d_{1}, d_{2}\right)$, then for the Hopf construction $g^{0}: S^{2 n-1} \rightarrow S^{n}$ the Hopf invariant $H\left(\left[g^{0}\right]\right)=d_{1} d_{2}$, see 14(3.5).
4.8 Example. In 8(10.2) we prove the existence of a map $S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ of bidegree $\left(+1+(-1)^{n},-1\right)$. Hence for $n=2 m$, there is a map $S^{4 m-1} \rightarrow S^{2 m}$ of Hopf invariant 2 by (4.7).
4.9 Example. The restriction to the unit spheres $S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ of multiplication in the complex numbers, quaternions, and Cayley numbers yields $H$-space structures on $S^{n-1}$ for $n=2,4$, and 8 respectively. These maps of bidegree $(1,1)$ give maps of Hopf invariant 1 defined $S^{3} \rightarrow S^{2}$ for $n=2$, $S^{7} \rightarrow S^{4}$ for $n=4$, and $S^{15} \rightarrow S^{8}$ for $n=8$.

In section 6 we will see that these are the only integers $m$ for which there is a map $S^{4 m-1} \rightarrow S^{2 m}$ of Hopf invariant 1. The infinite real projective space $\mathbf{P}_{\infty}(\mathbf{R})$ is the classifying space for the $H$-space $S^{0}$, the infinite complex projective space $\mathbf{P}_{\infty}(\mathbf{C})$ for $S^{1}$, and the infinite quaternionic projective space $\mathbf{P}_{\infty}(\mathbf{H})$ for $S^{3}$. In section 6 we will prove that $S^{7}$ has no classifying space, in fact, it is not homotopy associative.
4.10 Remark. The existence of a map $S^{n-1} \times S^{n-1} \rightarrow S^{n-1}$ of bidegree ( $2,-1$ ) for any odd sphere shows that the localization at $p$ of an odd sphere $S_{(p)}^{2 m+1}$ is an $H$-space. In section 6 we will see which of these $H$-spaces have classifying spaces.
4.11 Remark. Let $f: S^{4 n-1} \rightarrow S^{2 n}$ be a map of Hopf invariant $h$. Then a straightforward argument shows that the $E H P$ exact triangle in (4.2) tensored with $\mathbf{Z}\left[\frac{1}{h}\right]$ is decomposed into a split short sequence.

$$
0 \rightarrow \pi_{+}\left(S^{2 n-1}\right) \otimes \mathbf{Z}\left[\frac{1}{h}\right] \stackrel{E}{\rightarrow} \pi_{*}\left(\Omega S^{2 n}\right) \otimes \mathbf{Z}\left[\frac{1}{h}\right] \stackrel{H}{\rightleftarrows} \pi_{*}\left(\Omega S^{4 n-1}\right) \otimes \mathbf{Z}\left[\frac{1}{h}\right] \rightarrow 0
$$

For $n=1,2$, and 4 we have a map of Hopf invariant 1 and hence an isomorphism

$$
\pi_{*}\left(S^{2 n-1}\right) \oplus \pi_{*}\left(\Omega S^{4 n-1}\right) \rightarrow \pi_{*}\left(\Omega S^{2 n}\right)
$$

For any $n$ we have a map of Hopf invariant 2 and hence an isomorphism of the localizations at an odd prime

$$
\pi_{*}\left(S^{2 n-1}\right)_{(p)} \oplus \pi_{*}\left(\Omega S^{4 n-1}\right)_{(p)} \vec{\sim} \pi_{*}\left(\Omega S^{2 n}\right)_{(p)} .
$$

Thus the homotopy localized at an odd prime $p$ of an even sphere is determined by the homotopy of the odd spheres.

## 5. $\operatorname{Mod} p$ Hopf Invariant

The integral Hopf invariant considered in the previous section used the Hurwicz isomorphism $h: \pi_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right) \rightarrow H_{2 n-2}\left(\Omega S^{n}, S^{n-1}\right)=\mathbf{Z}$. The $\bmod p$ Hopf invariant uses the Hurwicz isomorphism

$$
h: \pi_{2 p n-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)} \rightarrow H_{2 p n-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}=\mathbf{Z} / p
$$

for the pair $\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)$ localized at $p$.
5.1 Definition. The mod $p$ Hopf invariant $H_{(p)}: \pi_{2 p n}\left(S^{2 n+1}\right)_{(p)} \rightarrow \mathbf{Z} / p$ is the composite

$$
\begin{aligned}
\pi_{2 p n}\left(S^{2 n+1}\right)_{(p)} & \rightarrow \pi_{2 p n-2}\left(\Omega^{2} S^{2 n+1}\right)_{(p)} \\
& \rightarrow \pi_{2 p n-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)} \\
& \rightarrow H_{2 p n-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)} \\
& =\mathbf{Z} / p .
\end{aligned}
$$

The integral Hopf invariant $H$ involves the first degree $i$ where $E: \pi_{i}\left(S^{m-1}\right) \rightarrow \pi_{i}\left(\Omega S^{m}\right)$ is not necessarily an isomorphism. This is made precise with the following exact sequence

$$
\cdots \rightarrow \pi_{2 m-2}\left(S^{m-1}\right) \stackrel{E}{\rightarrow} \pi_{2 m-2}\left(\Omega S^{m}\right) \xrightarrow{H} \mathbf{Z} \rightarrow \pi_{2 m-3}\left(S^{m-1}\right) \rightarrow \pi_{2 m-3}\left(\Omega S^{m}\right) \rightarrow 0
$$

and isomorphism $E: \pi_{i}\left(S^{m-1}\right) \rightarrow \pi_{i}\left(\Omega S^{m}\right)$ for $i<2 m-3$. The $\bmod p$ Hopf invariant $H_{(p)}$ involves the first degrees $i$ where the double suspension $E^{2}: \pi_{i}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{i}\left(\Omega^{2} S^{2 n+1}\right)_{(p)}=\pi_{i+2}\left(S^{2 n+1}\right)_{(p)}$ is not necessarily an isomorphism. This is made precise with the following exact sequence

$$
\begin{aligned}
\cdots \rightarrow \pi_{2 p n-2}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{2 p n-2}\left(\Omega^{2}\right. & \left.S^{2 n+1}\right)_{(p)} \xrightarrow{H_{(p)}} \mathbf{Z} / p \\
& \rightarrow \pi_{2 p n-3}\left(S^{2 n-1}\right)_{(p)} \xrightarrow{E^{2}} \pi_{2 p n-3}\left(\Omega^{2} S^{2 n+1}\right)_{(p)} \rightarrow 0
\end{aligned}
$$

and isomorphism $\pi_{i}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{i}\left(\Omega^{2} S^{2 n+1}\right)_{(p)}$ for $i<2 n-3$.
The integral Hopf invariant $H: \pi_{4 n-1}\left(S^{2 n}\right) \rightarrow \mathbf{Z}$ is compared to the $\bmod 2$ Hopf invariant by the following commutative diagram.


If $E\left(\alpha^{\prime}\right)=\beta^{\prime} \in \pi_{4 n-2}\left(\Omega^{2} S^{2 n+1}\right)_{(2)}$ where $\alpha^{\prime} \in \pi_{4 n-2}\left(\Omega S^{2 n}\right)_{(2)}$, then $H_{(2)}^{\prime}(\beta)=1$ if and only if $H^{\prime}\left(\alpha^{\prime}\right)=2 k+1$ some integer $k$. Let $H^{\prime}\left(\alpha_{0}\right)=2$ as in (4.8). Thus $H(\alpha)=1$ for $\alpha=\alpha^{\prime}-k \alpha_{0}$ and we have the following proposition.
5.2 Proposition. There exists an element of Hopf invariant 1 in $\pi_{4 n-1}\left(S^{2 n}\right)$ if and only if $H_{(2)}: \pi_{4 n}\left(S^{2 n+1}\right) \rightarrow \mathbf{Z} / 2$ is nonzero.

In view of (4.9) the mod 2 Hopf invariant $H_{(2)}: \pi_{4 n}\left(S^{2 n+1}\right) \rightarrow \mathbf{Z} / 2$ is nonzero for $n=1,2$, and 4 and in the next section we see that these are the only cases of nonzero mod 2 Hopf invariant.

Recall from (3.6) that the fibre $F_{n}(p)$ of $f_{(p)}: \Omega S^{2 n+1} \rightarrow \Omega S^{2 n p+1}$ has coho$\operatorname{mology} H^{*}\left(F_{n}(p), \mathbf{Z}_{(p)}\right)=S(x, 2 n) /\left(x^{p}\right)$. As for the homology and cohomology of $\Omega F_{n}(p)$, we have the following result using the same argument as in the proof of (2.1).
5.3 Proposition. Let $R$ be any algebra over $\mathbf{Z}_{(p)}$. As Hopf algebras over $R$, we have

$$
H^{*}\left(\Omega F_{n}(p), R\right)=E\left(v^{*}, 2 n-1\right) \otimes S^{\prime}\left(w^{*}, 2 p n-2\right)
$$

and

$$
H_{*}\left(\Omega F_{n}(p), R\right)=E(v, 2 n-1) \otimes S(w, 2 p n-2)
$$

In the next proposition we consider several criterions for the nontriviality of the $\bmod p$ Hopf invariant which includes $(5.2)$ for $p=2$ since $F_{n}(2)=S^{2 n}$.
5.4 Proposition. The following are equivalent for $n \geqq 1$.
(1) The $\bmod p$ Hopf invariant $H_{(p)}: \pi_{2 n p}\left(S^{2 n+1}\right)_{(p)} \rightarrow \mathbf{Z} / p$ is nontrivial.
(2) The double suspension $E^{2}: \pi_{i}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{i}\left(\Omega^{2} S^{2 n+1}\right)_{(p)}$ is not an epimorphism for $i \leqq 2 n p-2$ (only an epimorphism for $i \leqq 2 n p-3$ ).
(3) There exists a complex $X=F_{n}(p) \cup_{u} e^{2 n p}$ and $u \in H^{2 n}\left(X, \mathbf{F}_{p}\right)$ with $u^{p} \neq 0$ in $H^{2 p n}\left(X, \mathrm{~F}_{p}\right)$.
(4) There exists a complex $Y=S^{i} \cup_{w} e^{i+2 n(p-1)}$ such that

$$
\mathscr{P P}^{n} H^{i}\left(Y, \mathbf{F}_{p}\right) \neq 0 \quad \text { for } p>2
$$

and

$$
\operatorname{Sq}^{2 n}\left(H^{i}\left(Y, \mathbf{F}_{2}\right)\right) \neq 0 \quad \text { for } p=2
$$

Proof. The equivalence of (1) and (2) follow immediately from the exact sequence involving $H_{(p)}$ mentioned after (5.1).

For (1) implies (3) observe that the pair $\left(\Omega S^{2 n+1}, F_{n}(p)\right)$ localized at $p$ is $(2 p n-1)$-connected and by (1) we have elements $[u] \in \pi_{2 p n-1}\left(F_{n}(p)\right)_{(p)}$ and $[v] \in \pi_{2 p n-2}\left(\Omega F_{n}(p)\right)_{(p)}$ related by the usual isomorphism and mapping to a nonzero element of $\mathbf{Z} / p$ in the following commutative diagram.


Form $X=F_{n}(p) \cup_{u} e^{2 p n}$ and view $S^{2 n} \subset F_{n}(p) \subset X$. Then we have maps $S^{2 n-1} \rightarrow \Omega F_{n}(p) \cup_{v} e^{2 p n-1} \rightarrow \Omega X$. By (5.3) and the homological properties of $u$ and $v$ it follows that the composite is an isomorphism.

$$
H_{i}\left(S^{2 n-1}\right) \rightarrow H_{i}\left(\Omega F_{n}(p) \cup_{v} e^{2 p n-1}\right) \rightarrow H_{i}(\Omega X)
$$

over $\mathbf{Z}_{(p)}$ for $i<2(p+1) n-3$. By the argument used to calculate $H_{*}(\Omega X)$ in (5.3), if the $p$ th power $H^{2 n}\left(X, \mathbf{F}_{p}\right) \rightarrow H^{2 n p}\left(X, \mathbf{F}_{p}\right)$ is zero, then $H^{2 n p-2}\left(\Omega X, \mathbf{F}_{p}\right) \neq 0$ which contradicts the fact that $H_{i}\left(S^{2 n-1}, \mathbf{F}_{p}\right) \xrightarrow{\sim}$ $H_{i}\left(\Omega X, \mathbf{F}_{p}\right)$ for $i<2(p+1) n-3$. This proves (3).

Assuming (3), we use the inclusion $S F_{n}(p) \subset S \Omega S^{2 n+1}$ and the map $\bar{w}: S \Omega S^{2 n+1} \rightarrow S^{2 n+1}$ given in (3.2) to map

$$
g: S\left(F_{n}(p) \cup_{u} e^{2 n p}\right) \rightarrow S S^{2 n} \cup_{\bar{w} S u} e^{2 n p+1}=S^{2 n+1} \cup_{w} e^{2 n p+1}=Y .
$$

Note that $g^{*}: H^{*}\left(Y, \mathbf{F}_{p}\right) \rightarrow H^{*}\left(S X, \mathbf{F}_{p}\right)$ is a monomorphism. Since $\mathscr{P}^{n}$ or $S q^{2 n}$ (for $p=2$ ) is the $p$ th power in the cohomology of $X=F_{n}(p) \cup_{u} e^{2 n p}$ and hence nonzero, it is nonzero defined $H^{2 n+1}\left(S X, \mathbf{F}_{p}\right) \rightarrow H^{2 n p+1}\left(S X, \mathbf{F}_{p}\right)$ and $H^{2 n+1}\left(Y, \mathbf{F}_{p}\right) \rightarrow H^{2 n p+1}\left(Y, \mathbf{F}_{p}\right)$ because this cohomology operation commutes with suspensions and induced morphisms of maps.

Finally for (4) implies (2), assume that (2) is false, that is, $E^{2}: \pi_{i}\left(S^{2 n-1}\right) \rightarrow \pi_{i+2}\left(S^{2 n+1}\right)$ is an epimorphism for all $i \leqq 2 n p-2$. Consider a two cell complex $Y=S^{t} \cup_{w} e^{t+2 n(p-1)}$ where $[w] \in \pi_{2 n(p-1)-1+t}\left(S^{t}\right)$. Suspending $Y$ is necessary, we can assume $t$ is odd. Then $[w]=E^{2 r}\left[w_{0}\right]$ where $\left[w_{0}\right] \in \pi_{2 n(p-1)-1+(2 n-1)}\left(S^{2 n-1}\right)$ for $2 r+(2 n-1)=t$, and $Y$ and $S^{2 r}\left(Y_{0}\right)$ have the same homotopy type. Since $\mathscr{P}^{n}$ or $S q^{n}$ is zero $H^{2 n-1}\left(Y_{0}, \mathbf{F}_{p}\right) \rightarrow$ $H^{2 n p-1}\left(Y_{0}, \mathbf{F}_{p}\right)$ when the class has such a low dimension, it is also zero $H^{t}\left(Y, \mathbf{F}_{p}\right) \rightarrow H^{t+2 n(p-1)}\left(Y, \mathbf{F}_{p}\right)$ because the cohomology operation commutes with suspension. Thus (4) is false when (2) is false and we have proved the proposition.
5.5 Remark. In the next section we will see that the mod $p$ Hopf invariant

$$
H_{(p)}: \pi_{2 p n}\left(S^{2 n+1}\right)_{(p)} \rightarrow \mathbf{Z} / p
$$

is zero for $n>1$ when $p>2$ (result originally of Luilevicius, Shimada, and Yamoshita) and for $n \neq 1,2,4$ when $p=2$ (Adams). The case $p=2$ is contained in (5.2) and (4.9). Now we show that $H_{(p)}: \pi_{2 p}\left(S^{3}\right)_{(p)} \rightarrow \mathbf{Z} / p$ is nonzero (the case $n=1$ ). This can be seen in different ways and we consider two. Let $P_{n}$ denote the complex projective $n$ space.

Proof (1). Map $g_{m}: S^{2} \times \stackrel{(m)}{ } \times S^{2} \rightarrow P_{m}$ by the relation

$$
g_{m}\left(\left(a_{1}, b_{1}\right), \ldots,\left(a_{m}, b_{m}\right)\right)=\prod_{j=1}^{m}\left(a_{j} z+b_{j}\right)
$$

where the coordinates of $P_{m}$ are coefficients of nonzero polynomials of degree $\leqq m$ up to scalar factor. The map $g_{m}$ has degree $m!$, and $S\left(g_{m}\right)$ : $\bar{S}\left(S^{2} \times \stackrel{(m)}{(m)} \times S^{2}\right) \rightarrow S P_{m}$ restricts to the top cell $S^{2 m+1}$ in the wedge decomposition given by (3.1) to a map $S^{2 m+1} \rightarrow S P_{m}$ of degree $m!$. Hence for $m<p$, localized at $p$ we have a homotopy equivalence $S P_{m-1} \vee e^{2 m+1} \rightarrow S P_{m}$. Again localized at $p$, we can split and map

$$
S P_{p} \simeq\left(S^{3} \vee S^{5} \vee \cdots \vee S^{2 p-1}\right) \cup_{\alpha} e^{2 p+1} \xrightarrow{f} S^{3} \cup_{\alpha} e^{2 p+1}
$$

where $f^{*}$ is a monomorphism on cohomology. The $p$ th power $=\mathscr{P}^{1}$ for $H^{2}\left(P_{p}, \mathbf{F}_{p}\right) \rightarrow H^{2 p}\left(P_{p}, \mathbf{F}_{p}\right)$ and is $\neq 0$. Using properties of $\mathscr{P}^{1}$, we deduce that $\mathscr{P}^{1}: H^{3}\left(S P_{p}, \mathbf{F}_{p}\right) \rightarrow H^{2 p+1}\left(S P_{p}, \mathbf{F}_{p}\right)$ and therefore

$$
\mathscr{P}^{1}: H^{3}\left(S^{3} \cup_{\alpha} e^{2 p+1}, \mathbf{F}_{p}\right) \rightarrow H^{2 p+1}\left(S^{3} \cup_{\alpha} e^{2 p+1}, \mathbf{F}_{p}\right)
$$

is nonzero. By (4)(5.4) the $\bmod p$ Hopf invariant is nonzero.
Proof (2). Map $F_{1}(p) \rightarrow P_{\infty}$ by representing the two dimensional cohomology generator of $H^{2}\left(F_{1}(p), \mathbf{Z}\right)$ for $P_{\infty}=K(\mathbf{Z}, 2)$ such that it factors $F_{1}(p) \rightarrow P_{p-1}$. Localized at $p$, this is a homotopy equivalence and $P_{p}$ is of the same homotopy type as $F_{1}(p) \cup_{u} e^{2 p}$ for some $u$ localized at $p$. Since the $p$ th power $H^{2}\left(P_{p}, \mathbf{F}_{p}\right) \rightarrow H^{2 p}\left(P_{p}, \mathbf{F}_{p}\right)$ is nonzero, we deduce by (3)(5.4) that the $\bmod p$ Hopf invariant is nonzero.

## 6. Spaces Where the $p$ th Power Is Zero

In order to describe the elementary number theory needed we use the notation $i=\operatorname{ord}_{p} x$ where $x$ is a nonzero rational number of the form $x=p^{i} \frac{a}{b}$ and $a, b$ are integers not divisible by the prime $p$. Clearly

$$
\operatorname{ord}_{p}(x y)=\operatorname{ord}_{p}(x)+\operatorname{ord}_{p}(y) .
$$

6.1 Remark. Let $k$ be an integer whose class in $\left(\mathbf{Z} / 2 p^{2}\right)^{*} /( \pm 1)$ generates this cyclic group. For $p=2$, we can let $k=5$ and for $p>2, k=(1+p) k^{\prime}$ where $k^{\prime}$ generates $(\mathbf{Z} / p)^{*}$ is such an example. Then $\operatorname{ord}_{p}\left(k^{n}-1\right)=0$ if $p-1 \nmid n$ and

$$
\operatorname{ord}_{p}\left(k^{m(p-1)}-1\right)= \begin{cases}\operatorname{ord}_{p}(m)+1 & \text { for } p>2 \\ 1 & \text { for } p=2, m \text { odd } \\ \operatorname{ord}_{2}(m)+2 & \text { for } p=2, m \text { even }\end{cases}
$$

Moreover $\operatorname{ord}_{p}\left(k^{m(p-1)}-1\right) \geqq m$ if and only if $m=1$ for $p>2$ and $m=1,2$, or 4 for $p=2$.
6.2 Theorem. Let $X$ be a finite complex with nonzero $\bmod p$ homology only in dimensions ni for $0 \leqq i \leqq p$.
(1) If $p>2$, and if $x^{p} \neq 0$ for some $x \in H^{n}\left(X, \mathbf{F}_{p}\right)$, then $n=2 m$ is even and $m$ divides $p-1$.
(2) If $n=2 m$, if $x \in H^{2 m}\left(X, \mathbf{Z}_{(p)}\right)$ and $y \in K(X) \otimes \mathbf{Z}_{(p)}$ such that the Chern character $\operatorname{ch}(y)=x+c x^{\prime}$ where $x^{\prime} \in H^{2 m p}\left(X, \mathbf{Z}_{(p)}\right)$, if each $H^{2 m i}\left(X, \mathbf{Z}_{(p)}\right)$ has $\mathbf{Z}_{(p)}-\operatorname{rank} 1$, and if $x^{p} \neq 0$ in $H^{2 m p}\left(X, \mathbf{F}_{p}\right)$, then $m=1$ for $p>2$ and $m=1,2$, or 4 for $p=2$.
(3) For $p=2$, if $n$ is odd and $x^{2} \neq 0$ for $x \in H^{n}\left(X, \mathbf{F}_{2}\right)$, then $n=1$.

Proof. (1) We make use of the projections $\pi_{i}: \tilde{K}(X) \otimes \mathbf{Q} \rightarrow \tilde{K}(X) \otimes \mathbf{Q}$ defined by the following relations where $\pi_{j}$ is taken over $1 \leqq j \leqq p, j \neq i$,

$$
\pi_{i}=\frac{\prod_{j}\left(\psi^{k}-k^{j m}\right)}{\prod_{j}\left(k^{i m}-k^{j m}\right)}
$$

Observe that $\pi_{i} \pi_{i}=\pi_{i}, \pi_{i} \pi_{j}=0$ for $i \neq j$, and $\left(\psi^{k}-k^{i m}\right) \pi_{i}=0$. Each $y \in$ $\widetilde{K}(X) \otimes \mathbf{Q}$ has the form $y=\sum_{i} \pi_{i}(y)$ with $\psi^{l}(y)=\sum_{i} l^{m i} \pi_{i}(y)$.

First, we prove $\psi^{p}(y) \in p \tilde{K}(X)+$ Tors $\tilde{K}(X)$ for any $y \in \tilde{K}(X)$ if $m$ does not divide $p-1$. Since $\psi^{p}(y)=\sum_{1 \leqq i \leqq p} p^{i m} \pi_{i}(y)$, it suffices to show that

$$
\operatorname{ord}_{p}\left(p^{i m}\right)=i m>\operatorname{ord}_{p}\left(\prod_{j \neq i}\left(k^{i m}-k^{j m}\right)\right)
$$

where $k$ is chosen so that it generates $\left(\mathbf{Z} / 2 p^{2}\right)^{*} /( \pm 1)$ as above. Now we calculate for given $i$

$$
\begin{aligned}
\sum_{j \neq i} \operatorname{ord}_{p}\left(k^{i m}-k^{j m}\right) & =\sum_{j \neq i} \operatorname{ord}_{p}\left(k^{(i-j) m}-1\right) \\
& =\sum_{p-1!(i-j) m} \operatorname{ord}_{p}(i-j) m+1
\end{aligned}
$$

Let $h=$ g.c.d. $(p-1, m)$ and write $m=\alpha h, p-1=\beta h$ where $\alpha>1$. Then for $1 \leqq j \leqq p, j \neq i$, as above

$$
\begin{aligned}
\operatorname{ord}_{p}\left(\prod_{j \neq i} k^{i m}-k^{j m}\right) & =\sum_{\beta \mid(i-j)} \operatorname{ord}_{p}((i-j) m) \\
& =\sum_{\beta \mid(i-j)} \operatorname{ord}_{p}(m) \\
& =h \cdot \operatorname{ord}_{p}(m)=h \cdot \operatorname{ord}_{p}(\alpha)<h \cdot \alpha=m
\end{aligned}
$$

since $\alpha>1$. This proves that $\psi^{p}(y) \in p \widetilde{K}(X)+\operatorname{Tors} \widetilde{K}(X)$ for $y \in \tilde{K}(X)$ and $m \nmid p-1$ since $\operatorname{ord}_{p}\left(\right.$ denominator of $\left.\pi_{i}\right)<i m$.

Since $\psi^{p}(y)-y^{p} \in p K(X)$, it follows that $y^{p} \in p K(X)+\operatorname{Tors} K(X)$ for all $y \in \tilde{K}(X)$ when $m$ does not divide $p-1$. Note that $H^{2 m i}\left(X, \mathbf{Z}_{(p)}\right) \rightarrow$ $H^{2 m i}\left(X, \mathbf{F}_{p}\right)$ is an epimorphism. For $x \in H^{2 m}\left(X, \mathbf{Z}_{(p)}\right)$ there exists $y \in \tilde{K}(X) \otimes$ $\mathbf{Z}_{(p)}$ with $\operatorname{ch}(y)=x+x^{\prime}$ where $x^{\prime} \in \coprod_{2 \leqq i} H^{2 m i}(X, \mathbf{Q})$. Now $y^{p}=p \bar{y}$ and $\operatorname{pch}(\bar{y})=\operatorname{ch}\left(y^{p}\right)=\left(x+x^{\prime}\right)^{p}=x^{p}$. Since $\operatorname{ch}(y) \in H^{2 m p}(X, \mathbf{Q})$ and has no component in $H^{2 m j}$ for $j<p$, it follows that $\operatorname{ch}(\bar{x}) \in H^{2 m p}\left(X, \mathbf{Z}_{(p)}\right)$. Finally $\bmod p$ we have $x^{p}=0$ and the $p$ th power is zero in $\bar{H}^{*}\left(X, \mathbf{F}_{p}\right)$ when $m$ does not divide $p-1$.
(2) Let $x_{i}$ be a generator of $H^{2 m i}\left(X, \mathbf{Z}_{(p)}\right)$ where $x=x_{1}, x^{\prime}=x_{p}$ and $x_{1}^{p}=x_{p}$. Then $\tilde{K}(X) \otimes \mathbf{Z}_{(p)}$ has a basis $y_{1}, \ldots, y_{p}$ with $\operatorname{ch}\left(y_{1}\right)=x_{1}+c x_{p}$ for $c \in \mathbf{Q}$ and $\operatorname{ch}\left(y_{i}\right)=x_{i}+$ (higher terms). Now apply the Chern character ch to the relation $\psi^{p}\left(y_{1}\right)-y_{1}^{p}=p \sum_{i} c_{i} y_{i}$ where $c_{i} \in \mathbf{Z}_{(p)}$ to get

$$
\begin{aligned}
& \left(p^{m} x_{1}+p^{m p} c x_{p}\right)-\left(x_{1}+c x_{p}\right)^{p} \\
& \quad=p c_{1}\left(x_{1}+c x_{p}\right)+c_{p} p x_{p}+\sum_{2 \leqq i \leqq p-1} c_{i} p\left(x_{i}+\text { higher terms }\right)
\end{aligned}
$$

or

$$
\begin{aligned}
& \left(p^{m}-p c_{1}\right) x_{1}+\left(p^{m p} c-1-p c_{1} c-c_{p} p\right) x_{p} \\
& \quad=\sum_{2 \leqq i \leqq p-1} c_{i} p\left(x_{i}+\text { higher terms }\right) .
\end{aligned}
$$

By the linear independence of $x_{1}, \ldots, x_{p}$ we see that $c_{2}=0, c_{3}=0$, $\ldots, c_{p-1}=0, p^{m}=p c_{1}, p^{m p} c=1+p\left(c_{1} c+c_{p}\right)$. Thus $p^{m}\left(p^{m(p-1)}-1\right) c=$ $1+p c_{p} \equiv 1(\bmod p)$. Hence $-m \geqq \operatorname{ord}_{p} c$.

Next apply ch to the relation $\psi^{k}\left(y_{1}\right)-k^{m} y_{1}=\sum_{i} b_{i} y_{i}$ to get

$$
\left(k^{m} x_{1}+k^{m p} c x_{p}\right)-\left(k^{m} x_{1}+k^{m} c x_{p}\right)=b_{p} x_{p}+\sum_{i<p} b_{i}\left(x_{i}+\text { higher terms }\right) .
$$

Again by linear independence of $x_{1}, \ldots, x_{p}$ it follows that $b_{1}=0, \ldots, b_{p-1}=0$ and $b_{p}=k^{m}\left(k^{m(p-1)}-1\right) c \in \mathbf{Z}_{(p)}$. For $k$ a generator of $\left(\mathbf{Z} / 2 p^{2}\right)^{*} /( \pm 1)$, it follows that $\operatorname{ord}_{p}\left(k^{m(p-1)}-1\right) \geqq-\operatorname{ord}_{p}(c) \geqq m$. By (6.1) we have $m=1$ for $p$ odd and $m=1,2$, or 4 for $p=2$.
(3) For $n$ odd and $n>1, H^{n}\left(X, \mathbf{Z}_{(2)}\right)=\mathbf{Z}_{(2)} u$ and $H^{2 n}\left(X, \mathbf{Z}_{(2)}\right)=\mathbf{Z}_{(2)} v$ but $u^{2}=0$. Hence the same relation holds over $\mathbf{F}_{2}$ which implies (3). This proves the theorem.

Finally there is one special case for the prime 2 which we can exclude using the methods of $K$-theory.
6.3 Theorem. Let $X$ be a finite complex with $H^{n}\left(X, \mathbf{F}_{2}\right)=\mathbf{F}_{2} x, H^{2 n}\left(X, \mathbf{F}_{2}\right)=$ $\mathbf{F}_{2} x^{2}, H^{3 n}\left(X, \mathbf{F}_{2}\right)=\mathbf{F}_{2} x^{3}, x^{4}=0$, and other cohomology groups equal to zero $\bmod 2$. Then $n=1,2$, or 4 .

Proof. By taking a skeleton $Y$ of $X$ we have a finite cell complex with $H^{n}\left(Y, \mathbf{F}_{2}\right)=\mathbf{F}_{2} x, H^{2 n}\left(Y, \mathbf{F}_{2}\right)=\mathbf{F}_{2} x^{2}$, and other cohomology groups equal to zero mod 2. By (6.2) it follows that $n=2,4$, or 8 . We have only to show $n=8$ is impossible.

Let $x$ denote a generator of $H^{8}\left(X, \mathbf{Z}_{(2)}\right)$ over $\mathbf{Z}_{(2)}$. Then $x^{2}$ and $x^{3}$ are generators of $H^{16}\left(X, \mathbf{Z}_{(2)}\right)$ and $H^{24}\left(X, \mathbf{Z}_{(2)}\right)$ over $\mathbf{Z}_{(2)}$ respectively. Now $\widetilde{K}(X) \otimes \mathbf{Z}_{(2)}$ has a basis $y_{1}, y_{2}, y_{3}$ over $\mathbf{Z}_{(2)}$ such that

$$
\operatorname{ch}\left(y_{1}\right)=x+a x^{2}+b x^{3}, \quad \operatorname{ch}\left(y_{2}\right)=x^{2}+c x^{3}, \quad \operatorname{ch}\left(y_{3}\right)=x^{3} .
$$

Since $\operatorname{ch}\left(y_{1}^{2}\right)=\left(x+a x^{2}+b x^{3}\right)^{2}=x^{2}+2 a x^{3}$ and $\operatorname{ch}\left(y_{2}\right)=x^{2}+c x^{3}$, it follows that $\operatorname{ch}\left(y_{1}^{2}-y_{2}\right)=(2 a-c) x^{3}$ and $2 a-c \in \mathbf{Z}_{(2)}$ because $y_{1}^{2}-y_{2} \in$ $\widetilde{K}(X) \otimes \mathbf{Z}_{(2)}$.

Applying ch to the relation $\psi^{2}\left(y_{1}\right)-y_{1}^{2}=2\left(a_{1} y_{1}+a_{2} y_{2}+a_{3} y_{3}\right)$, we derive the relation

$$
\begin{aligned}
& \left(2^{4} x+2^{8} a x^{2}+2^{12} b x^{3}\right)-\left(x^{2}+2 a x^{3}\right) \\
& \quad=2 a_{1}\left(x+a x^{2}+b x^{3}\right)+2 a_{2}\left(x^{2}+c x^{3}\right)+2 a_{3} x^{3}
\end{aligned}
$$

Hence $2 a_{1}=2^{4}$ and $2^{8} a-1=2^{4} a+2 a_{2}$ or $2^{4}\left(2^{4}-1\right) a=1+2 a_{2}$. From this we deduce $\operatorname{ord}_{2} a=-4$ and so $\operatorname{ord}_{2} c=-3$ since $2 a-c \in \mathbf{Z}_{(2)}$. From the coefficients of $x^{3}$ we have $2^{12} b-2 a=2^{4} b+2 c a_{2}+2 a_{3}$ so that $\operatorname{ord}_{2}(b)+4=\operatorname{ord}_{2}\left(2^{4}\left(2^{8}-1\right) b\right)=\operatorname{ord}_{2}(2 a)<\operatorname{ord}_{2}\left(2 c a_{2}+2 a_{3}\right)$. Thus $\operatorname{ord}_{2}(b)=$ $-4+1-4=-7$.

Now apply ch to the relation $\psi^{k}\left(y_{1}\right)-k^{4} y_{1}=b_{1} y_{1}+b_{2} y_{2}+b_{3} y_{3}$ for $b_{i} \in \mathbf{Z}_{(2)}$ and we have

$$
\begin{aligned}
& \left(k^{4} x+k^{8} a x^{2}+k^{12} b x^{3}\right)-\left(k^{4} x+k^{4} a x^{2}+k^{4} b x^{3}\right) \\
& \quad=b_{1}\left(x+a x^{2}+b x^{3}\right)+b_{2}\left(x^{2}+c x^{3}\right)+b_{3} x^{3}
\end{aligned}
$$

First $b_{1}=0$ and $b_{2}=k^{4}\left(k^{4}-1\right) a$. Thus $\operatorname{ord}_{2} b_{2}=(2+2)-4=0$ by (6.1). Moreover $k^{4}\left(k^{8}-1\right) b=b_{2} c+b_{3}$ and $-2=5+(-7)=\operatorname{ord}_{2}\left(k^{8}-1\right)+$ $\operatorname{ord}_{2} b=\operatorname{ord}_{2}\left(\left(b_{2} c+b_{3}\right)=\operatorname{ord}_{2}(c)=-3\right.$ which is a contradiction. This proves the theorem.

Now we apply the previous theorems to questions of nonzero Hopf invariant and properties of $H$-space structures on odd spheres.
6.4 Theorem. The $\bmod p$ Hopf invariant $H_{(p)}: \pi_{2 m p}\left(S^{2 m+1}\right) \rightarrow \mathbf{Z} / p$ is trivial unless
(1) $p=2$ and $m=1,2$, and 4 (theorem of Adams),
(2) $p>2$ and $m=1$ (Liulevicius, Shimada, Yamoshita).

Proof. For $p=2$ we use (2), (3)(6.2) and condition (3)(5.4). For $p>2$ again we use (2)(6.2) and (3)(5.4), but we must observe that $c h: K\left(F_{n}(p)\right) \rightarrow$ $H^{e v}\left(F_{n}(p), \mathbf{Q}\right)$ factors through $H^{e v}\left(F_{n}(p), \mathbf{Z}_{(p)}\right)$ and ch: $K\left(F_{n}(p)\right) \otimes \mathbf{Z}_{(p)} \rightarrow$ $H^{e v}\left(F_{n}(p), \mathbf{Z}_{(p)}\right)$ is an isomorphism, because $S^{2} F_{n}(p)$ localized at $p$ is a wedge of
spheres. In (4.9) with (5.2) and (5.5) we showed that the mod $p$ Hopf invariant was nontrivial in the cases described above. This proves the theorem.

In chap. $15, \S 4$ a more elementary derivation of the above theorem is given.
6.5 Remark. Of the four $H$-spaces $S^{0}, S^{1}, S^{3}$, and $S^{7}$ we saw in (4.9) that the first three $S^{0}, S^{1}$, and $S^{3}$ have classifying spaces $\mathbf{P}_{\infty}(\mathbf{R}), \mathbf{P}_{\infty}(\mathbf{C})$, and $\mathbf{P}_{\infty}(\mathbf{H})$ respectively. By (6.3) the $H$-space $S^{7}$ has no classifying space, and in fact more is true, any $H$-space structure on $S^{7}$ is not homotopy associative. If an $H$-space $G$ is homotopy associative, then $B_{3}(\mathbf{C})$, the third step in the classifying space construction, exists. For $G=S^{7}$ this has a cell decomposition $B_{3}\left(S^{7}\right)=S^{8} \cup e^{16} \cup e^{24}$ with the third power $H^{8}\left(B_{3}\left(S^{7}\right)\right) \rightarrow H^{24}\left(B_{3}\left(S^{7}\right)\right)$ nonzero. In (6.3) we showed that such a space cannot exist.
6.6 Remark. In (4.10) we remarked that each odd sphere $S_{(p)}^{2 n-1}$ localized at $p$ admits an $H$-space structure. By (1)(6.2) we see that if $S_{(p)}^{2 n-1}$ has a classifying space, then $n$ divides $p-1$. D. Sullivan proved that if $n$ divides $p-1$, then the localized space $S_{(p)}^{2 n-1}$ has a classifying space. He considered the space $K\left(\mathbf{Z}_{p}, 2\right)$ where $\mathbf{Z}_{p}$ is the $p$-adic integers and the subgroup $\Gamma$ of $\mathbf{Z}_{p}^{*}$ (the $p$-adic units) of order $n$. Then $\Gamma$ acts freely on a model of $K\left(\mathbf{Z}_{p}, 2\right)$ and $X=K\left(\mathbf{Z}_{p}, 2\right) / \Gamma$ has cohomology $H^{*}\left(X, \mathbf{F}_{p}\right)=S(x, 2 n)$ and $\pi_{1}(X)=\Gamma$. After completing $X$ at $p$ to $X_{p}$, we have a space with $\pi_{1}\left(X_{p}\right)=0$ and $H^{*}\left(X_{p}, \mathbf{F}_{p}\right)=S(x, 2 n)$. The map $S^{2 n-1} \rightarrow \Omega\left(X_{p}\right)$ defines a homotopy equivalence of spaces localized at $p$ and $X_{p}$ is a classifying space for $S_{(p)}^{2 n-1}$.

## 7. Double Suspension Sequences

In this section we use the notation $F_{n}$ for the space $F_{n}(p)$ the fibre of $f_{n}: \Omega S^{2 n+1} \rightarrow \Omega S^{2 n p+1}$ introduced in and before (3.5) under the notation $f_{(p)}$ for $f_{n}$. Note that $S^{2 n} \subset F_{n}$ as a subspace.

The main goal of this section is to analyze the filtration

$$
S^{2 n-1} \subset \Omega F_{n} \subset \Omega^{2} S^{2 n+1}
$$

and calculate $\pi_{*}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}$ in terms of $\pi_{*}\left(\Omega^{2} S^{2 n+1}, \Omega F_{n}\right)_{(p)}$ and $\pi_{*}\left(\Omega F_{n}, S^{2 n-1}\right)_{(p)}$. These last two relative homotopy groups will be shown to be isomorphic to certain homotopy groups of spheres as in (4.1) and (4.2) for the single suspension sequence. The term $\pi_{*}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}$ is used to analyze the kernel and cokernel of the double suspension morphism $E^{2}: \pi_{*}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{*}\left(\Omega^{2} S^{2 n+1}\right)_{(p)}$.

The following proposition is immediate.
7.1 Proposition. The map $\Omega f_{n}:\left(\Omega^{2} S^{2 n+1}, \Omega F_{n}\right) \rightarrow\left(\Omega^{2} S^{2 n p+1}, *\right)$ induces an isomorphism

$$
\left(\Omega f_{n}\right)_{*}: \pi_{*}\left(\Omega^{2} S^{2 n+1}, \Omega F_{n}\right) \rightarrow \pi_{*}\left(\Omega^{2} S^{2 n p+1}, *\right) .
$$

For the main task the study of the pair $\left(\Omega F_{n}, S^{2 n-1}\right)$, we consider the first nonzero relative group $\pi_{i}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}$. The following sequence is exact for $n>1$ by (2.4).

$$
\begin{aligned}
0 \rightarrow & \pi_{2 n p-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)} \stackrel{\imath}{\rightarrow} \pi_{2 p n-3}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{2 p n-3}\left(\Omega^{2} S^{2 n+1}\right)_{(p)} \rightarrow \\
& H_{2 n p-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}=\mathbf{Z} / p
\end{aligned}
$$

7.2 Notations. Let $\tau_{n} \in \pi_{2 n p-3}\left(S^{2 n-1}\right)_{(p)}$ denote the image under $\partial$ of a generator of $\pi_{2 n p-2}\left(\Omega^{2} S^{2 n+1}, S^{2 n-1}\right)_{(p)}=\mathbf{Z} / p$. This is nonzero exactly when $n>1$, and since the image of $\tau_{n}$ in $\pi_{2 n p-3}\left(\Omega^{2} S^{2 n+1}\right)$ is zero, it follows immediately that the double suspension $S^{2} \tau_{n}$ is null homotopic. The space $T_{n}$ is defined as the mapping cone of $\tau_{n}$ where

$$
S^{2 n p-3} \xrightarrow{\tau_{n}} S^{2 n-1} \rightarrow T_{n}=S^{2 n-1} \cup_{\tau_{n}} e^{2 n p-2}
$$

Observe that $S^{2} T_{n}=S^{2 n+1} \vee S^{2 n p-1}$.
7.3 Proposition. Assume $n>1$. The inclusion $i_{n}: S^{2 n-1} \rightarrow \Omega F_{n}$ extends to a map $j_{n}: T_{n} \rightarrow \Omega F_{n}$ such that $j_{n *}: H_{i}\left(T_{n}, \mathbf{F}_{p}\right) \rightarrow H_{i}\left(\Omega F_{n}, \mathbf{F}_{p}\right)$ is a monomorphism which is an isomorphism in degrees $i \leqq 4 p n-3$.

Proof. Consider the following commutative diagram


The map $j_{n}^{\prime}$ exists because $S^{2} \tau_{n}$ is null homotopic, and since $\left(\Omega f_{n}\right) j_{n}^{\prime}$ is null homotopic for reasons of connectivity, the map $j_{n}$ exists making the diagram homotopy commutative. The map $u_{n}$ exists since $p S\left(\tau_{n}\right)$ is null homotopic.

For the second statement we need only prove that $j_{n *}$ is an isomorphism for $i=2 p n-2$. For this consider the following commutative diagram.


Since $\partial: \pi_{2 n p-2}\left(T_{n}, S^{2 n-1}\right)_{(p)} \rightarrow \pi_{2 n p-3}\left(S^{2 n-1}\right)_{(p)}$ is a monomorphism, $w$ and $v$ are monomorphisms of cyclic groups of order $p$ and hence isomorphisms. Hence the diagram consists of isomorphisms and $j_{n *}$ is an isomorphism. This proves the proposition.

Now we consider a decomposition of $S \Omega F_{n}$ localized at $p$ which is similar to the decomposition of $S \Omega S(X)$ considered in (2.2).
7.4 Proposition. Localized at $p$ the space $S \Omega F_{n}$ has the homotopy type of a wedge of $S T_{n}$ and a sequence of spheres $S^{i}$ where $i>2 n p-2$ all localized at $p$.

Proof. The map $j_{n}: T_{n} \rightarrow \Omega F_{n}$ defines by loop multiplication a map $g_{m}$ : $\left(T_{n}\right)^{m} \rightarrow \Omega F_{n}$ and this map is a surjection in homology $\bmod p$ in degrees $\leqq(2 p n-2) m$. Suspend this map to get

where $h_{m}=S\left(g_{m}\right) \sigma$ and s is the right inverse of the projection $S\left(\left(T_{n}\right)^{m}\right) \rightarrow S\left(\bigwedge_{m} T_{n}\right)$ given in (2.1). Now collecting the various maps $h_{m}$ we have a map

$$
\bar{h}: \bigvee_{1 \leqq m} S\left(\bigwedge_{m} T_{n}\right) \rightarrow S \Omega F_{n}
$$

which is a surjection on homology $\bmod p$.
Next observe that $S\left(T_{n} \wedge T_{n}\right)=S T_{n} \wedge T_{n}$ is a wedge of spheres $S^{4 n-1} \vee S^{2 n(p+1)-2} \vee S^{2 n(p+1)-2} \vee S^{4 n p-3}$. Since $S^{2} \tau_{n}$ is null homotopic, the four cell complex $T_{n} \wedge T_{n}$ has the form

$$
T_{n} \wedge T_{n}=\left(S^{4 n-2} \vee S^{2 n(p+1)-3} \vee S^{2 n(p+1)-3}\right) \cup_{f} e^{4 n p-4}
$$

where $f: S^{4 n p-5} \rightarrow S^{4 n-2}$ is the attaching map for the top cell. Since $S^{2} T_{n} \wedge T_{n}$ is a wedge of four spheres, it follows that $S^{2} f$ is null homotopic. The
homotopy class of $S f$ is in $\pi_{4 n p-4}\left(S^{2 n-1}\right)$, and the suspension morphism from odd to even spheres is injective on the odd prime components

$$
\pi_{4 n p-4}\left(S^{2 n-1}\right)_{(p)} \rightarrow \pi_{4 n p-3}\left(S^{2 n}\right)_{(p)} .
$$

Hence the class of $S(f)$ is zero, and the space $S\left(T_{n} \wedge T_{n}\right)$ has the homotopy type of a wedge of four spheres. When the map $\bar{h}$ restricts to $\operatorname{arod} p$ homology isomorphism

$$
h: S T_{n} \vee X \rightarrow S \Omega F_{n}
$$

where $X$ is a subwedge of spheres of $\bigvee_{2 \leqq m} S\left(\bigwedge_{m} T_{n}\right)$. After localizing at $p$, we see that the map $h$ is the desired homotopy equivalence which proves the proposition.

Note that the homology of $S \Omega F_{n}$ determines which dimensions the spheres appear in the wedge decomposition of $S \Omega F_{n}$, namely of the form $(2 n p-2) i+1$ for $i \geqq 2$ and $(2 n p-2) i+(2 n-1)+1$ for $i \geqq 1$.

Let $g_{n}^{\prime}: S \Omega F_{n} \rightarrow S^{2 n p-1}$ be the composite of the projection $S \Omega F_{n} \rightarrow S T_{n}$ given by the previous splitting and $S v_{n}: S T_{n} \rightarrow S S^{2 n p-2}=S^{2 n p-1}$ where $v_{n}$ is the quotient $T_{n} \wedge T_{n} / S^{2 n-1}=S^{2 n p-2}$. Then $\bmod p$ the morphisms $H_{2 n p-1}\left(S v_{n}\right)$ and $H_{2 n p-1}\left(g_{n}^{\prime}\right)$ are isomorphisms. Let $g_{n}: \Omega F_{n} \rightarrow \Omega S^{2 n p-1}$ denote a fibre map adjoint to $g_{n}^{\prime}$ with $g_{n}\left(S^{2 n-1}\right)=*$.
7.5 Proposition. With the above notations, the inclusion $S^{2 n-1} \rightarrow g_{n}^{-1}(*)$ localized at $p$ is a homotopy equivalence where $g_{n}^{-1}(*)$ is the fibre of $g_{n}$.

Proof. The following is a monomorphism onto its second factor where the cohomology is over any $\mathbf{Z}_{(p)}$ - algebra $R$,

$$
S^{\prime}(y, 2 n p-2)=H^{*}\left(\Omega S^{2 n p-1}\right) \xrightarrow{g_{n}^{*}} H^{*}\left(\Omega F_{n}\right)
$$

$$
=E(2,2 n-1) \otimes S^{\prime}(x, 2 n p-2)
$$

Since $g_{n}^{*}(y)=x$, this holds over the integers localized at $p$, and since there is no $p$-torsion, it holds over any $\mathbf{Z}_{(p)}$ - algebra $R$. Thus $S^{2 n-1} \rightarrow g_{n}^{-1}(*)$ localized at $p$ is a homology isomorphism which implies the proposition.

Now we put together into one theorem the implications of having the fibrations: $f_{n}: \Omega S^{2 n+1} \rightarrow \Omega S^{2 n p+1}$ and $g_{n}: \Omega F_{n} \rightarrow \Omega S^{2 n p-1}$ with fibres $F_{n}$ and $S^{2 n-1}$ respectively given above. This is the double suspension theorem of Toda.
7.6 Theorem. (Toda) For an odd sphere $S^{2 n-1}$ we have the following exact triangles and isomorphisms $g_{n *}$ and $f_{n *}$.


## 8. Study of the Boundary Map

$\Delta: \Omega^{3} S^{2 n p+1} \rightarrow \Omega S^{2 n p-1}$
By (7.1) we have the following fibre sequence

$$
\Omega^{3} S^{2 n+1} \rightarrow \Omega^{3} S^{2 n p+1} \rightarrow \Omega F_{n} \rightarrow \Omega^{2} S^{2 n+1} \rightarrow \Omega^{2} S^{2 n p+1}
$$

and by (7.5) the fibre sequence

$$
\Omega^{2} S^{2 n p-1} \rightarrow S^{2 n-1} \rightarrow \Omega F_{n} \rightarrow S^{2 n p-1}
$$

Let $E_{n}$ denote the fibre of $S^{2 n-1} \rightarrow \Omega^{2} S^{2 n+1}$ yielding the fibre sequence

$$
\Omega^{3} S^{2 n+1} \rightarrow E_{n} \rightarrow S^{2 n-1} \rightarrow \Omega^{2} S^{2 n+1}
$$

From the factorization $S^{2 n-1} \rightarrow \Omega F_{n} \rightarrow \Omega^{2} S^{2 n+1}$ these diagrams fit together into the following diagram of fibre sequences


The map $\Omega^{2} S^{2 n p-1} \rightarrow E_{n}$ exists because the composite $\Omega^{2} S^{2 n p-1} \rightarrow S^{2 n-1} \rightarrow$ $\Omega^{2} S^{2 n+1}$ is null homotopic.

Composing the map $\Omega^{3} S^{2 n p+1} \rightarrow \Omega F_{n}$ in the second row with the double suspension map $E^{2}: \Omega S^{2 n p-1} \rightarrow \Omega^{3} S^{2 n p+1}$ yields a map $\Omega S^{2 p n-1} \rightarrow \Omega F_{n}$ such
that the following diagram is commutative from the lower part of the above diagram.

8.1 Proposition. The map $u_{p}: \Omega S^{2 n p-1} \rightarrow \Omega S^{2 n p-1}$ localized at $p$ is of degree $p$ and $\Delta \circ E^{2}=u_{p}$.

Proof. The second statement is immediate and for the first recall that $H_{2 n p-2}\left(\Omega^{2} S^{2 n+1}, \mathbf{Z}_{(p)}\right)=\mathbf{Z} / p$ by (2.4). Since the following sequence of homology groups over $\mathbf{Z}_{(p)}$ is exact,

$$
\mathbf{Z}_{(p)}=H_{2 n p-2}\left(\Omega^{3} S^{2 n p+1}\right) \rightarrow \mathbf{Z}_{(p)}=H_{2 n p-2}\left(\Omega F_{n}\right) \rightarrow H_{2 n p-2}\left(\Omega^{2} S^{2 n+1}\right)=\mathbf{Z} / p
$$

we see that $H_{2 n p-2}\left(\Omega^{3} S^{2 n p+1}\right)=\mathbf{Z}_{(p)} \rightarrow \mathbf{Z}_{(p)}=H_{2 n p-2}\left(\Omega F_{n}\right)$ is multiplication by $p$ up to a unit. Since $E^{2}$ and $g_{n}$ induce isomorphisms on $H_{2 n p-2}$ over $\mathbf{Z}_{(p)}$, it follows that $H_{2 n p-2}\left(u_{p}\right)$ is multiplication by $p$.
8.2 Remark. Using the decomposition of $S \Omega S^{n+1}$ given in (3.3), we have the following description of $\left[\Omega S^{n+1}, \Omega S^{n+1}\right]$.

$$
\begin{aligned}
{\left[\Omega S^{n+1}, \Omega S^{n+1}\right] } & =\left[S \Omega S^{n+1}, S^{n+1}\right] \\
& =\left[\bigvee_{1 \leqq i} S^{n i+1}, S^{n+1}\right] \\
& =\prod_{1 \leqq i} \pi_{n i+1}\left(S^{n+1}\right)
\end{aligned}
$$

Hence the class of $u_{p}: \Omega S^{2 n p-1} \rightarrow \Omega S^{2 n p-1}$ is a sequence of elements in $\pi_{2(n p-1) i+1}\left(S^{2 n p-1}\right)$ which for $i=1$ is just the element of degree $p$ in $\pi_{2 n p-1}\left(S^{2 n p-1}\right)$. Toda asserts in [1956, (8.3)] that all the components of $u_{p}$ in $\pi_{2(n p-1) i+1}\left(S^{2 n p-1}\right)$ for $i>1$ are zero. In other words $u_{p}=\Omega v_{p}$ where $v_{p}: S^{2 n p-1} \rightarrow S^{2 n p-1}$ is of degree $p$, that is, $u_{p}$ deloops.
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cross section of, 48
locally trivial, 47
morphism of, 46
over suspension, 85
trivial, 47
Fibre homotopy equivalence, 223, 224, 312, 313

Fibre homotopy type, 223, 224 312, 317
stable, 223-228
and Thom spaces, 227, 228
Fibre maps, 7, 312-313
Fibre product, 16

Gauge group
classifying space of, 83
calculation of, 81
definiton, 79-81
universal bundle of, 83
Gauss map, 33
$G$-module, 176
direct sum of, 176
exterior product of, 176
morphism of, 176
semisimple, 177,179
tensor product of, 176
Grassman manifold (or variety), 13, 25, 34
cohomology of, 297, 300, 302
as homogeneous space, 90,91
Group(s), classical (see Classical groups)
compact (see Compact group)
homotopy (see Homotopy groups)
Group(s), linear, 40
Group(s), orthogonal (see Orthogonal group)
reduction of structure, 77
spin (Spin(n)) (see Spin group)
symplectic (see Symplectic group)
topological, 40
transformation, 40
unitary (see Unitary group)
$G$-space, 40
morphism of, 41
principal, 42
Gysin sequence, 255

Homotopy equivalence, 1
fibre, 223, 224, 285, 312, 313
Homotopy formula for: connections, 288-291
differential forms, 283
Homotopy groups, 7
of classical groups, 94, 104-107
of $O(n), 94,104-107$
of $S O(n), 94,104-107$
of $S p(n), 94,104-107$
of Stiefel variety, 95, 103, 104
of $S U(n), 94,104-107$
of $U(n), 94,104-107$
Homotopy type, fibre (see Fibre homotopy type)
Hopf bundle, 142, 143
Hopf invariant, 210-216, 309, 326-328
$H$-space, 6

Integrality theorem of Bott, 307, 308
$J(X), 224$
calculation of $J\left(R P^{n}\right), 237-239$
of $J\left(S^{k}\right), 225-227$

K-cup product, 128
$k$-space, 2
$K(X)$ and $K O(X), 114-117,120$
Bott periodicity of, 140, 148-150, 236
as $\lambda$-ring, 171, 186-188
and representation ring, 180-181
as a ring, 128
$\tilde{K}(X)$ and $K \widetilde{O}(X), 114-117$
calculation of $\widetilde{K}\left(S^{n}\right), 187,188$
corepresentation of, 118,119
table of results for $\widetilde{K O}\left(S^{n}\right)$ and $K \widetilde{O}\left(R P^{n}\right), 235-237$
Künneth formula, 85, 86
$\lambda$-ring(s), 171
Adams operations in, 172
$K(X)$ and $K O(X)$ as, 171, 186-188
$\gamma$-operations in, 175
representation ring as, 180, 181, 185
split, 174

Leray-Hirsch theorem, 245
Levi-Civita, connection, 291-293
Linear groups, 40
Loop space, 5

Manifold(s), 262-279
atlas of charts for, 262, 263
duality in, 269-272
Euler class of, 274
fundamental class of, 268
Grassman [see Grassman manifold (or variety)]
orientation of, 267-269
Stiefel-Whitney classes of, 275, 276
tangent bundle to, 264
Thom class of, 272-274
Map(s), clutching (see Clutching maps)
fibre, 7, 312, 313
Gauss, 33
normal bundle of, 265
splitting, 251
Map space, 4
Mapping cone, 125
Mapping cylinder, 125
Maximal tori, of compact groups, 182-184
of $S O(n), 195,196$
of $S p(n), 193$
of $\operatorname{Spin}(n), 196,197$
of $S U(n), 191$
of $U(n), 191$
Mayer-Vietoris sequence, 246, 268270
Milnor's construction of a universal bundle, 54-56
verification of universal property, 56-58
Morphism, B-, 14
of bundles, 14
cokernel of, 36
of fibre bundles, 45
of $G$-module, 176
of $G$-space, 42
image of, 36
kernel of, 36
local representation of, 66
of principal bundles, 43
of vector bundles, 26

Normal bundle, of an immersion, 278
of a map, 265
to the sphere, 13
Numerable covering, 49, 312

Orientation, in euclidean space, 266, 267
of manifolds, 267-269
of vector bundles, 260
Orientation class, 267, 268
Orthogonal group $(O(n))$ and $(S O(n))$, 40, 87
examples, 90
homotopy groups of, 94, 104-107
infinite, 88
maximal tori of, 195, 196
representation ring of, 200-203
Weyl group of, 195, 196
Orthogonal multiplication, 152, 153
Orthogonal splitting, 155, 156

Path space, 5
Periodicity, Bott (see Bott periodicity)
Poincaré duality theorem, 271
Pontrjagin classes, 259, 260, 301-304
Principal bundle(s), 42
homotopy classification of, 56-58
induced, 43
morphism of, 42
numerable, 49
Products, of bundles, 15-17
euclidean inner, 13
of $G$-module, exterior, 176
tensor, 176
reduced, 5
Projection, 11
Projective space, 2
tangent bundle of, 14, 17, 251
Puppe sequence, 125-127, 139, 220, 221

Quadratic form, 154

Rank of a compact group, 183
Reduced product, 5
Reducible spaces, 227
relation to vector fields, 230-232

Representation(s), 176-178
and characteristic classes, 309-311
local, of morphism, 66
real, of $\operatorname{Spin}(n), 203-205$
semisimple, 179, 180
spin (see Spin representations)
and vector bundles, 177-178
Representation ring, 177-178, 203-205
character ring as, 180, 181
of compact group, 179-181
$K(X)$ and $K O(X)$ and, 177, 178
as $\lambda$-ring, $177,178,186,187$
real, 203-206
real-Spin, 203-205
of $S O(n), 200-203$
of $S p(n), 195$
of $\operatorname{Spin}(n), 200-203$
of $S U(n), 192$
of a torus, 185,186
of $U(n), 192$
Riemann connection, 291-293
Riemannian metrics of vector bundle, 37, 38
Ring, representation (see Representation ring)

S-category, 219-220
Schur's lemma, 179
Semiring, ring completion, 115, 116
Special orthogonal group (see Orthogonal group)
Special unitary group (see Unitary group)
Sphere(s), normal bundle to, 13
tangent bundle of, 13, 17, 98-100, 251
vector, fields on (see Vector fields, on spheres)
Sphere bundles, 253-255
Spin group $(\operatorname{Spin}(n)), 169,170$
maximal tori, 196, 197
real representations of, 203-205
representation ring of, 200-203
Weyl group of, 196, 197
Spin representations, complex, 198-200, 206-208
and $J\left(R P^{n}\right), 234-239$
real, 206-208
Splitting maps, 251

Stable equivalence (s-equivalence), 111, 118-120
Stability of classical groups, 94
Stiefel variety, 13, 91, 92
as homogeneous space, 87-89
homotopy groups of, 91-93, 95
Stiefel-Whitney classes, axiomatic properties of, 247
definition, 247
by Steenrod squares, 257
dual, 278
of a manifold, 275
multiplicative property of, 252, 253
relation of, to orientability, 278
Stiefel-Whitney numbers, 276
Subbundle, 11
Subspace, trivialization over, 122
Suspension, 5, 314
decomposition, 319-321
double, 318, 333-337
fibre bundles over, 97
sequences, 322-323
Symmetric bilinear form, 154
Symmetric functions, 189-191, 285, 286
Symplectic group ( $\operatorname{Sp}(n)$ ), 40, 87
examples, 90
homotopy groups of, 94, 104-107
infinite, 88
maximal tori of, 193
representation ring of, 195
Weyl group of, 193

Tangent bundle, of manifold, 263
of projective space, $14,17,251$
of sphere, $13,17,98-100,251$
Thom isomorphism, 258
Euler class and, 255, 258
Thom space(s), 217-219, 258
fibre homotopy type and, 227
Topological group, 40
Topology, compact-open, 4
Torus (tori), maximal (see Maximal tori)
representation ring of a 185,186
Total space, 11
Transformation group, 40
Transition functions, 62, 63
Trivialization over a subspace, 122

Unitary group $U(n)$ and $S U(n), 40,87$
examples, 90
homotopy groups of, 94, 104-107
infinite, 88
maximal tori of, 191
representation ring, 192
Weyl group of, 191
Universal bundle, 54, 55
for classical groups, 95
Milnor's construction of, 54-56
verification of universal property, 56-58
of vector bundles, 35,96

Vector bundle(s), 24
atlas of charts for, $24,62,63$
classification, $34,35,96$
Euler characteristic of stable, 136-137
finite type, 32
homotopy classification of, 28-35, 113
induced, 27, 28
isomorphism of, 26
metrics (riemannian and hermitian), 37-38
morphism of, 26
orientation of, 244, 285, 286
representations and, 177, 178
universal bundle of, 34, 35, 97
Whitney sum of, 27
Vector fields, and Euler characteristic, 274, 275
on spheres, $24,151,152,168,239$
and coreducibility, 232-233
and $J\left(R P^{k}\right), 233-235$
reducibility, 230-232

Weil, André, 280
Weyl group, of compact group, 184
of $S O(n), 195,196$
of $S p(n), 193$
of $\operatorname{Spin}(n), 196,197$
of $S U(n), 178,191$
of $U(n), 178,191$
Whitney sum of vector bundles, 27
Wu's formula, 275

Yoneda representation theorem, 294, 295
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