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  \[
  A_i^T w \approx y_i.
  \]
- More precisely, we wish to find \(w\) solving
  \[
  \min_w \mathbb{E}_{(A_i, y_i) \sim D} \left[ \text{loss}(A_i^T w, y_i) \right]
  \]

1. Draw sample pairs \((A_i, y_i)_{i=1}^n\) from \(D\).
2. Take the empirical average
  \[
  \min_w \frac{1}{n} \sum_{i=1}^n \text{loss}(A_i^T w, y_i)
  \]
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Problem

Primal
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Problem

Primal

\[
\min_{w \in \mathbb{R}^d} \left[ P(w) \triangleq \frac{1}{n} \sum_{i=1}^{n} \phi_i(A_i^\top w) + \lambda g(w) \right]
\]

Dual

\[
\max_{\alpha \in \mathbb{R}^n} \left[ D(\alpha) = -\lambda g^* \left( \frac{1}{\lambda n} \sum_{i=1}^{n} A_i \alpha_i \right) - \frac{1}{n} \sum_{i=1}^{n} \phi_i^*(-\alpha_i) \right]
\]
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Importance Sampling

\[ T \geq \left( n + \frac{1}{n} \sum_{i=1}^{n} \frac{v_i}{\lambda \gamma} \right) \log \left( \frac{c}{\epsilon} \right) \Rightarrow \mathbb{E}[P(w^T) - D(\alpha^T)] \leq \epsilon \]
Experiments
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Experiments

synthetic dataset, $d = 100$, $n = 10,000,000$, sparsity = 0.1

Smooth Hinge loss with $L_2$ regularizer
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