## Modern Birkhäuser Classics

# Discriminants, Resultants, and Multidimensional Determinants 

## I.M. Gelfand

 M.M. Kapranov A.V. ZelevinskyJob \#: 111365

Author Name: Gelfand

Title of Book: Discriminants, Resultants and Multidimen

ISBN \#: 9780817647704

## Modern Birkhäuser Classics

Many of the original research and survey monographs in pure and applied mathematics published by Birkhäuser in recent decades have been groundbreaking and have come to be regarded as foundational to the subject. Through the MBC Series, a select number of these modern classics, entirely uncorrected, are being re-released in paperback (and as eBooks) to ensure that these treasures remain accessible to new generations of students, scholars, and researchers.

# Discriminants, Resultants and Multidimensional Determinants 

I.M. Gelfand<br>M.M. Kapranov<br>A.V. Zelevinsky

# Reprint of the 1994 Edition 

Birkhäuser<br>Boston • Basel • Berlin

Israel M. Gelfand
Department of Mathematics
Rutgers University
New Brunswick, NJ 08903
U.S.A.

Mikhail M. Kapranov
Department of Mathematics
Yale University
New Haven, CT 06520-8283
U.S.A.

Andrei V. Zelevinsky
Department of Mathematics
Northeastern University
Boston, MA 02115
U.S.A.

Originally published in the series Mathematics: Theory and Applications
e-ISBN-13: 978-0-8176-4771-1
DOI: 10.1007/978-0-8176-4771-1

Library of Congress Control Number: 2007940668
Mathematics Subject Classification (2000): 14M25, 14M12, 13D25, 13XX, 14XX, 13C40, 15A15, 13F20, 52B20

## C 2008 Birkhäuser Boston

All rights reserved. This work may not be translated or copied in whole or in part without the written permission of the publisher (Birkhäuser Boston, c/o Springer Science + Business Media LLC, 233 Spring Street, New York, NY 10013, USA), except for brief excerpts in connection with reviews or scholarly analysis. Use in connection with any form of information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now known or hereafter developed is forbidden.
The use in this publication of trade names, trademarks, service marks and similar terms, even if they are not identified as such, is not to be taken as an expression of opinion as to whether or not they are subject to proprietary rights.

Cover design by Alcx Gerasev.
Printed on acid-free paper.

I. M. Gelfand<br>M. M. Kapranov<br>A. V. Zelevinsky

## Discriminants, Resultants, and Multidimensional Determinants

Birkhäuser
Boston • Basel • Berlin

Israel M. Gelfand
Department of Mathematics
Rutgers University
New Brunswick, N.J. 08903

Mikhail M. Kapranov
Department of Mathematics
Northwestern University
Evanston, IL 60208

Andrei V. Zelevinsky
Department of Mathematics
Northeastern University
Boston, MA 02115

# Library of Congress Cataloging In-Publication Data 

Gelfand, I. M. (Israel Moiseevich)
Discriminants, resultants, and multidimensional determinants /
I. M. Gelfand, M. M. Kapranov, A. V. Zelevinsky.
p. cm. -- (Mathematics : theory \& applications)

Includes bibliographical references and index. ISBN 0-8176-3660-9

1. Determinants. 2. Discriminant analysis. I. Kapranov, M. M.
(Mikhail M.), 1962- . II. Zelevinsky, Andrei V., 1953-
III. Title. IV. Series: Mathematics (Boston, Mass.)

QA191.G45 1994
93-46733
516.3'5--dc20

CIP

Printed on acid-free paper
(C) Birkhäuser Boston 1994

Birkhäuser

Copyright is not claimed for works of U.S. Government employees.
All rights reserved. No part of this publication may be reproduced, stored in a retrieval system, or transmitted, in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise, without prior permission of the copyright owner.

Permission to photocopy for internal or personal use of specific clients is granted by Birkhäuser Boston for libraries and other users registered with the Copyright Clearance Center (CCC), provided that the base fee of $\$ 6.00$ per copy, plus $\$ 0.20$ per page is paid directly to CCC, 222 Rosewood Drive, Danvers, MA 01923, U.S.A. Special requests should be addressed directly to Birkhäuser Boston, 675 Massachusetts Avenue, Cambridge, MA 02139, U.S.A.

ISBN 0-8176-3660-9
ISBN 3-7643-3660-9
Typeset by the Authors in TEX.
Printed and bound by Quinn-Woodbine, Woodbine, NJ.
Printed in the U.S.A.

## Contents

Preface ..... ix
Introduction ..... 1
I. GENERAL DISCRIMINANTS AND RESULTANTS
CHAPTER 1. Projective Dual Varieties and General Discriminants

1. Definitions and basic examples ..... 13
2. Duality for plane curves ..... 16
3. The incidence variety and the proof of the biduality theorem ..... 27
4. Further examples and properties of projective duality ..... 30
5. The Katz dimension formula and its applications ..... 39
CHAPTER 2. The Cayley Method for Studying Discriminants
6. Jet bundles and Koszul complexes ..... 48
7. Discriminantal complexes ..... 54
8. The degree and the dimension of the dual ..... 61
9. Discriminantal complexes in terms of differential forms ..... 71
10. The discriminant as the determinant of a spectral sequence ..... 80
CHAPTER 3. Associated Varieties and General Resultants
11. Grassmannians. Preliminary material ..... 91
12. Associated hypersurfaces ..... 97
13. Mixed resultants ..... 105
14. The Cayley method for the study of resultants ..... 112
CHAPTER 4. Chow Varieties
15. Definitions and main properties ..... 122
16. 0-cycles, factorizable forms and symmetric products ..... 131
17. Cayley-Green-Morrison equations of Chow varieties ..... 146
II. A-DISCRIMINANTS AND A-RESULTANTS
CHAPTER 5. Toric Varieties
18. Projectively embedded toric varieties ..... 165
19. Affine toric varieties and semigroups ..... 172
20. Local structure of toric varieties ..... 177
21. Abstract toric varieties and fans ..... 187
CHAPTER 6. Newton Polytopes and Chow Polytopes
22. Polynomials and their Newton polytopes ..... 193
23. Theorems of Kouchnirenko and Bernstein on the number of solutions of a system of equations ..... 200
24. Chow polytopes ..... 206
CHAPTER 7. Triangulations and Secondary Polytopes
25. Triangulations and secondary polytopes ..... 214
26. Faces of the secondary polytope ..... 227
27. Examples of secondary polytopes ..... 233
CHAPTER 8. A-Resultants and Chow Polytopes of Toric Varieties
28. Mixed $\left(A_{1}, \ldots, A_{k}\right)$-resultants ..... 252
29. The $A$-resultant ..... 255
30. The Chow polytope of a toric variety and the secondary polytope ..... 259
CHAPTER 9. A-Discriminants
31. Basic definitions and examples ..... 271
32. The discriminantal complex ..... 275
33. A differential-geometric characterization of A-discriminantal hypersurfaces ..... 285
CHAPTER 10. Principal A-Determinants
34. Statements of main results ..... 297
35. Proof of the prime factorization theorem ..... 313
36. Proof of the properties of generalized $A$-determinants ..... 329
37. The proof of the product formula ..... 333
CHAPTER 11. Regular A-Determinants and A-Discriminants
38. Differential forms on a singular toric variety and the regular $A$-determinant ..... 344
39. Newton numbers and Newton functions ..... 351
40. The Newton polytope of the regular $A$-determinant and $D$-equivalence of triangulations ..... 361
41. More on $D$-equivalence ..... 370
42. Relations to real algebraic geometry ..... 378
III. CLASSICAL DISCRIMINANTS AND RESULTANTS
CHAPTER 12. Discriminants and Resultants for Polynomials in One Variable
43. An overview of classical formulas and properties ..... 397
44. Newton polytopes of the classical discriminant and resultant ..... 411
CHAPTER 13. Discriminants and Resultants for Forms in Several Variables
45. Homogeneous forms in several variables ..... 426
46. Forms in several groups of variables ..... 437
CHAPTER 14. Hyperdeterminants
47. Basic properties of the hyperdeterminant ..... 444
48. The Cayley method and the degree ..... 450
49. Hyperdeterminant of the boundary format ..... 458
50. Schläfli's method ..... 475
APPENDIX A. Determinants of Complexes ..... 480
APPENDIX B. A. Cayley: On the Theory of Elimination ..... 498
Bibliography ..... 503
Notes and References ..... 513
List of Notations ..... 517
Index ..... 521

## Preface

This book has expanded from our attempt to construct a general theory of hypergeometric functions and can be regarded as a first step towards its systematic exposition. However, this step turned out to be so interesting and important, and the whole program so overwhelming, that we decided to present it as a separate work. Moreover, in the process of writing we discovered a beautiful area which had been nearly forgotten so that our work can be regarded as a natural continuation of the classical developments in algebra during the 19th century.

We found that Cayley and other mathematicians of the period understood many of the concepts which today are commonly thought of as modern and quite recent. Thus, in an 1848 note on the resultant, Cayley in fact laid out the foundations of modern homological algebra. We were happy to enter into spiritual contact with this great mathematician.

The place of discriminants in the general theory of hypergeometric functions is similar to the place of quasi-classical approximation in quantum mechanics. More precisely, in [GGZ] [GKZ2] [GZK1] a general class of special functions was introduced and studied, the so-called $A$-hypergeometric functions. These functions satisfy a certain holonomic system of linear partial differential equations (the $A$-hypergeometric equations). The $A$-discriminant, which is one of our main objects of study, describes singularities of $A$-hypergeometric functions. According to the general principles of the theory of linear differential equations, these singularities are governed by the vanishing of the highest symbols of $A$-hypergeometric equations. The relation between differential operators and their highest symbols is the mathematical counterpart of the relation between quantum and classical mechanics; so we can say that hypergeometric functions provide a "quantization" of discriminants.

In our work on hypergeometric functions we found connections with many questions in algebra and combinatorics. We hope that this book brings to light some of these connections. One of the algebraic concepts which seems to us particularly important is that of hyperdeterminants (analogs of determinants for multi-dimensional "matrices.") After rediscovering hyperdeterminants in connection with hypergeometric functions, we found that they too, had been introduced by Cayley in the 1840s. Unfortunately, later on, the study of hyperdeterminants was largely abandoned in favor of another, more straightforward definition (cf. [P]). The only other work on hyperdeterminants of which we are aware is an important
paper by Schläfli [Schl]. In this volume we give a detailed treatment of hyperdeterminants with the hope of attracting the attention of other mathematicians to this subject.

We would like to thank S.I. Gelfand, M.I. Graev and V.A. Vassiliev, who, through discussions and collaboration, have much influenced our understanding of the vast and beautiful field of hypergeometric functions.

## Introduction

## I

In this book we study discriminants and resultants of polynomials in several variables. The most familiar example is the discriminant of a quadratic polynomial $f(x)=a x^{2}+b x+c$. This is

$$
\begin{equation*}
\Delta(f)=b^{2}-4 a c \tag{1}
\end{equation*}
$$

which vanishes when $f(x)$ has a double root.
More generally, we can consider a polynomial $f\left(x_{1}, \ldots, x_{k}\right)$ of degree $\leq d$ in $k$ variables. An analog of a multiple root for $f$ is a point where $f$ vanishes together with all its first partial derivatives $\partial f / \partial x_{i}$. The discriminant $\Delta(f)$ is a polynomial function in the coefficients of $f$ which vanishes whenever $f$ has such a "multiple root." The existence of $\Delta$ is not quite trivial; however, it can be shown that $\Delta(f)$ exists and is unique up to sign if we require it to be irreducible and to have relatively prime integer coefficients. For instance, the discriminant of a cubic polynomial in one variable ( $k=1, d=3$ ) is given by

$$
\begin{equation*}
\Delta\left(a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}\right)=a_{1}^{2} a_{2}^{2}-4 a_{1}^{3} a_{3}-4 a_{0} a_{2}^{3}-27 a_{0}^{2} a_{3}^{2}+18 a_{0} a_{1} a_{2} a_{3} \tag{2}
\end{equation*}
$$

There is a subtle point in the definition of $\Delta(f)$ : that is, $\Delta(f)$ depends not only on $f$ but also on the choice of a degree bound $d$. For instance, the formula (2) applied to a quadratic polynomial gives a different expression from (1). With this in mind, we introduce the following more general version of a discriminant. Let $A$ be a finite set of monomials in $k$ variables, and let $\mathbf{C}^{A}$ denote the space of all polynomials with complex coefficients all of whose monomials belong to $A$. The A-discriminant $\Delta_{A}(f)$ is an irreducible polynomial in the coefficients of $f \in \mathbf{C}^{A}$ which vanishes whenever $f$ has a multiple root $\left(x_{1}, \ldots, x_{k}\right)$ with all $x_{i} \neq 0$ (the last condition is added to be able to ignore trivial multiple roots which can appear if all monomials from $A$ have high degree). The $A$-discriminant will be one of our main objects of study.

The notion of the $A$-discriminant includes as special cases several fundamental algebraic concepts. If we take $A=\left\{1, x, \ldots, x^{m}, y, y x, \ldots, y x^{n}\right\}$, for example, then a typical polynomial from $\mathbf{C}^{A}$ has the form $f(x)+y g(x)$. Its $A$-discriminant is the resultant of $f$ and $g$ : it vanishes whenever $f$ and $g$ have a common root.

More generally, the resultant of $k+1$ polynomials $f_{0}, \ldots, f_{k}$ in $k$ variables is defined as an irreducible polynomial in the coefficients of $f_{0}, \ldots, f_{k}$, which
vanishes whenever these polynomials have a common root. The resultant can be treated as a special case of the $A$-discriminant of an auxiliary polynomial $f_{0}(x)+$ $\sum_{i=1}^{k} y_{i} f_{i}(x), \quad x=\left(x_{1}, \ldots, x_{k}\right)$.

Another important example occurs when $A$ consists of $n^{2}$ monomials $x_{i} y_{j}$, $i, j=1, \ldots, n$. A typical polynomial from $\mathbf{C}^{A}$ is now a bilinear form $f(x, y)=$ $\sum a_{i j} x_{i} y_{j}$ whose $A$-discriminant is the determinant of the matrix $\left\|a_{i j}\right\|$.

The last example has a natural generalization: we can take $A$ as the set of all multilinear monomials in three or more groups of variables. An element $f \in \mathbf{C}^{A}$ (i.e., a multilinear form) is represented by a higher-dimensional "matrix" $\left\|a_{i_{1} \ldots i_{r}}\right\|$. Thus the $A$-discriminant $\Delta_{A}$ in this case is a polynomial function of a "matrix" which extends the notion of a determinant. Following Cayley [Ca1], we call this $\Delta_{A}$ the hyperdeterminant of $\left\|a_{i_{1} \ldots i_{r}}\right\|$. For example, the hyperdeterminant of a $2 \times 2 \times 2$ matrix $\left\|a_{i j k}\right\|, i, j, k=0,1$, is given by

$$
\begin{gathered}
\left(a_{000}^{2} a_{111}^{2}+a_{001}^{2} a_{110}^{2}+a_{010}^{2} a_{101}^{2}+a_{011}^{2} a_{100}^{2}\right) \\
-2\left(a_{000} a_{001} a_{110} a_{111}+a_{000} a_{010} a_{101} a_{111}+a_{000} a_{011} a_{100} a_{111}+a_{001} a_{010} a_{101} a_{110}\right. \\
\left.+a_{001} a_{011} a_{110} a_{100}+a_{010} a_{011} a_{101} a_{100}\right)+4\left(a_{000} a_{011} a_{101} a_{110}+a_{001} a_{010} a_{100} a_{111}\right)
\end{gathered}
$$

The study of hyperdeterminants was initiated by Cayley [Ca1] and Schläfli [Schl] but then was largely abandoned for 150 years. We present a treatment of hyperdeterminants in Chapter 14.

## II

Let $\nabla_{A}=\left\{f \in \mathbf{C}^{A}: \Delta_{A}(f)=0\right\}$ be the hypersurface in the space of polynomials consisting of polynomials with vanishing $A$-discriminant. We shall be mainly concerned with the following two closely related problems:
(a) the study of the geometric properties of the hypersurface $\nabla_{A}$;
(b) finding an explicit algebraic expression of the discriminant $\Delta_{A}$.

To illustrate the importance of problem (a), consider the special case when $A$ consists of all monomials in $x_{1}, \ldots, x_{k}$ of a given degree $d$. Every $f \in \mathbf{C}^{A}$ (i.e., a homogeneous form of degree $d$ ) defines a hypersurface $\{f=0\}$ in the projective space $P^{k-1}$. It is easy to see that $\nabla_{A}$ consists exactly of those $f$ for which the hypersurface $\{f=0\}$ is singular. Therefore the complement $\mathbf{C}^{A}-\nabla_{A}$ parametrizes all smooth hypersurfaces of a given degree in the projective space. To understand the geometric structure of $\mathbf{C}^{A}-\nabla_{A}$ is an important instance of the general moduli problem in algebraic geometry.

Equally important is the situation over the real numbers. Hilbert's 16th problem (classifying isotopy types of smooth real hypersurfaces of given degree $d$ )
amounts to the study of connected components of $\mathbf{R}^{A}-\nabla_{A}$, the space of real polynomials with a non-vanishing discriminant.

Problem (b) has a long and glorious history. Explicit formulas for discriminants and resultants were the focus of several remarkable mathematicians in the last century. Many ingenious formulas were found by Cayley, Sylvester and their followers. However, we are still very far from a complete understanding of discriminants. For instance, an explicit polynomial expression for $\Delta_{A}$ is known only in a very limited number of special cases. Such formulas would be of great importance for the problem of finding explicit solutions of systems of polynomial equations. Problems of this kind are of interest not only for theoretical reasons, but are encountered more and more on a practical level because of the progress in computer technology.

## III

We will use three main approaches in our study of discriminants and resultants:

- a geometric approach via projective duality and associated hypersurfaces;
- an algebraic approach via homological algebra and determinants of complexes (Whitehead torsion);
- a combinatorial approach via Newton polytopes and triangulations.

The geometric approach to discriminants is based on the observation that the discriminantal variety $\nabla_{A}$ is projectively dual to a certain variety $X_{A}$ defined by a simple parametric representation. For example, if $A$ consists of all monomials of degree $d$ in $k$ variables then $X_{A}$ is the projective space $P^{k-1}$ in its Veronese embedding. In the general case, $X_{A}$ is the projective toric variety associated with $A$. The notion of the projectively dual variety $X^{\vee}$ makes sense for an arbitrary projective variety $X \subset P^{n-1}$ : it is the closure of the set of all hyperplanes in $P^{n-1}$ which are tangent to $X$ at some smooth point. Thus the problem of finding the discriminant is a particular case of a more general geometric problem: find the equation(s) of $X^{\vee}$. We call this equation (in the case where $X^{\vee}$ is a hypersurface) the $X$-discriminant.

Although the resultants can be formally treated as discriminants of a special kind (see above), they have their own interesting geometric meaning. As for discriminants, we can associate the resultant to any projective variety $X \subset P^{n-1}$. Instead of $X^{\vee}$, we now consider the associated hypersurface $\mathcal{Z}(X)$ of $X$. If $\operatorname{dim} X=k-1$ then $\mathcal{Z}(X)$ is the locus of all codimension $k$ projective subspaces in $P^{n-1}$ which meet $X$. The equation of $\mathcal{Z}(X)$ in the appropriate Grassmannian is the classical Chow form of $X$. This can be represented as a polynomial in the
coefficients of $k$ linear forms defining a subspace from $\mathcal{Z}(X)$. We call this polynomial the $X$-resultant (the classical resultant of polynomials in several variables is a special case of this construction).

In Part I of this book we examine $X$-discriminants and $X$-resultants (or, in other words, projective duality and associated hypersurfaces) in the general context of projective geometry.

## IV

The algebraic approach to discriminants and resultants which we use here goes back to Cayley. In his breathtaking 1848 note [Ca4] * he outlined a general method of writing down the resultant of several polynomials in several variables. We were very surprised to find that Cayley introduced in this note several fundamental concepts of homological algebra: complexes, exactness, Koszul complexes, and even the invariant now sometimes called the Whitehead torsion or ReidemeisterFranz torsion of an exact complex. The latter invariant is a natural generalization of the determinant of a square matrix (which itself was a rather recent discovery back in 1848!), so we prefer to call it the determinant of a complex. Using this terminology, Cayley's main result is that the resultant is the determinant of the Koszul complex.

Cayley's method is very general: without much effort it can be adapted to the study of $X$-discriminants and $X$-resultants associated as above to an arbitrary projective variety $X$. To get more detailed information, we complement Cayley's method with more recent tools such as coherent sheaves, perverse sheaves, microlocal geometry and $D$-modules.

## V

Under a combinatorial approach we treat polynomials in the most naive way: as sums of monomials. To the best of our knowledge, there were no attempts in the classical literature to understand discriminants and resultants from this point of view, i.e., to describe which monomials can appear in them and with which coefficients. This is probably because the number of occurring monomials is usually very large. For example, the discriminant of a cubic form in three variables contains 2040 monomials (we are obliged to S. Duzhin who first showed it to us some years ago). At first glance, there seems to be no structure at all in these monomials and their coefficients. However, such a structure exists! The "magic crystal" that brings it to light is the concept of a Newton polytope.

Every monomial $x_{1}^{\omega_{1}} \cdots x_{n}^{\omega_{n}}$ in $n$ variables can be visualized as a lattice point $\left(\omega_{1}, \ldots, \omega_{n}\right)$ in $\mathbf{R}^{n}$. The Newton polytope $N(F)$ of a polynomial $F\left(x_{1}, \ldots, x_{n}\right)$ is

[^0]the convex hull in $\mathbf{R}^{n}$ of all lattice points representing monomials occurring in $F$. The structure of this polytope is deeply related to the geometry of the hypersurface $\{F=0\}$. In fact, the asymptotic behavior of this hypersurface "at infinity" is controlled by the extreme monomials of $F$ which correspond to the vertices of $N(F)$.

The notion of a Newton polytope goes back to Newton, and made some isolated appearances in the 19th century, cf. [ Br 2 2]. More recently, some spectacular applications of Newton polytopes to classical algebraic problems (the number of solutions of systems of polynomial equations) have been found by A. Kouchnirenko, D. Bernstein, A. Khovansky [Ber], [Kou], [Kh]. We make use of these results in Part II.

It was a very surprising discovery for us when we realized that the Newton polytopes of $A$-discriminants admit a very nice combinatorial description. We recall that $A$ is a finite set of monomials in $k$ variables. As before, we represent the monomials from $A$ as lattice points in $\mathbf{R}^{k}$. Hence we can consider the convex hull $Q \in \mathbf{R}^{k}$ of the set $A$. Our main result (which is the central point of Part II) is a description of the Newton polytope $N\left(\Delta_{A}\right)$ in terms of $Q$ and $A$. Roughly speaking, it turns out that vertices of $N\left(\Delta_{A}\right)$ (i.e., extreme monomials in the $A$ discriminant) correspond to some triangulations of $Q$ into simplices all of whose vertices lie in $A$.

The extreme monomial in $\Delta_{A}$ corresponding to a triangulation $T$ of $Q$ is determined explicitly once we know all the simplices in $T$ and their volumes. The coefficient of this monomial is the product of numbers of the form $V_{i}^{V_{i}}$ where the $V_{i}$ are the volumes of the simplices of $T$ under suitable normalization. This provides an explanation of such coefficients as $4=2^{2}$ or $27=3^{3}$ in the formulas (1) and (2) above. The expression $\Pi V_{i}^{V_{i}}$ (or, rather, its $\operatorname{logarithm} \sum V_{i} \log \left(V_{i}\right)$ ) brings to mind the entropy of a probability distribution. It would be interesting to find a "probabilistic" reason for its appearance in discriminants. Even more intriguing is the fact that this appearance is not isolated-entropy-like expressions enter the formula for the rational uniformization of the variety $\nabla_{A}$ (see Chapter 9 ).

To illustrate the above description, consider the simplest $A$-discriminant of a quadratic polynomial $a x^{2}+b x+c$ given by (1). Here $A$ consists of $0,1,2 \in \mathbf{Z}$, the polytope $Q$ is the segment [0,2], with its two "triangulations". The first one consists of just one 1 -dimensional "simplex" $[0,2]$ of length 2 , corresponding to the term -4ac in (1). The second "triangulation" consists of two "simplices": $[0,1]$ and $[1,2]$, corresponding to the term $b^{2}$. Similarly, for the case of a cubic polynomial in one variable, we have $A=\{0,1,2,3\}$ and $Q=[0,3]$. There are now 4 triangulations of $Q$ which correspond to the first four terms in the discriminant (2). Our final example is the determinant of a $2 \times 2$ matrix given by
a familiar formula $\Delta=a d-b c$. We have already seen that this is also a special case of an $A$-discriminant. The set $A$ now consists of the vertices of a square $Q$; the terms $a d$ and $-b c$ correspond to two triangulations of $Q$ by means of one of its diagonals.

The description of the Newton polytope of $\Delta_{A}$ leads to a purely geometric notion of the secondary polytope $\Sigma(A)$ of a point configuration $A$. This is a polytope whose vertices correspond to the so-called coherent triangulations of the convex hull $Q$ of $A$. Secondary polytopes and their generalizations (fiber polytopes introduced and studied by Billera and Sturmfels [BS1], [BS2]) are quite interesting by themselves. A triangulation of a polytope $Q$ can be viewed as a discrete analog of a Riemannian metric on $Q$. So $\Sigma(A)$ can be seen as a kind of combinatorial Teichmüller space parametrizing such metrics. This reminds us of the work of Penner [Pen] who constructed a combinatorial model for the Teichmüller space of a Riemann surface in terms of its curvilinear triangulations.

## VI

As mentioned in the Preface, our interest in the subject arose from the theory of hypergeometric functions [Ge] [GGZ] [GKZ2] [GZK1]. Although this theory is not formally present in the book, its influence is felt in several places. In a sense, one can say that hypergeometric functions provide a "quantization" of the discriminants. More precisely, to a finite set of monomials $A$, we associate a certain holonomic system of differential equations on the space $\mathbf{C}^{A}$ whose solutions are the so-called $A$-hypergeometric functions. The highest symbols of the equations of this system define, in the cotangent bundle of $\mathbf{C}^{A}$, the characteristic variety of the system. One of the components of this variety, when projected back to $\mathbf{C}^{A}$ is the discriminantal hypersurface $\nabla_{A}$ and the projections of other components are similar hypersurfaces associated to subsets of $A$.

The notion of a coherent triangulation, which plays such an essential part in our combinatorial approach to discriminants, was first brought to our attention by the analysis of $A$-hypergeometric functions. In fact, every coherent triangulation of the convex hull $Q$ of $A$ produces an explicit basis in the space of $A$-hypergeometric functions. This basis consists of a finite number of power series whose coefficients are products of the values of the Euler $\Gamma$-function.

## VII

The book is subdivided into three parts. The first part is devoted to discriminants and resultants associated with arbitrary projective subvarieties. Most of the results here are classical but, to the best of our knowledge, have been never systematically treated in a book. Chapter 1 discusses projective duality. Chapter

2 introduces the Cayley method of expressing the discriminant as the determinant of a complex. Chapter 3 presents a parallel treatment of the resultants. Finally, Chapter 4 gives an exposition of the theory of Chow varieties (parameter spaces for projective subvarieties of given dimension and degree).

In Part II we consider $A$-discriminants and $A$-resultants. Geometrically, this corresponds to the specialization of the setting of Part I to projective toric varieties. We review toric varieties in Chapter 5 and the work of Bernstein and Kouchnirenko on Newton polytopes in Chapter 6. In Chapter 7 we present our main combinatorial-geometric construction: the secondary polytopes. In Chapters $8-11$ this construction is related to Newton polytopes of $A$-discriminants and $A$ resultants. The main link between discriminants and triangulations is the so-called principal A-determinant. This is a certain product of discriminants whose Newton polytope is precisely the secondary polytope $\Sigma(A)$. For discriminants themselves, the correspondence between triangulations and the vertices of the Newton polytope is, in general, many-to-one.

Finally, Part III is devoted to the most classical examples of discriminants and resultants. The case of polynomials in one variable is treated in Chapter 12. Surprisingly, the point of view of Newton polytopes leads to new results even in this case. We treat the case of forms in several variables in Chapter 13, and hyperdeterminants in Chapter 14.

Geometrically, all of these examples correspond to varieties which are products of projective spaces $P^{l_{1}} \times \cdots \times P^{l_{r}}$ in a suitable projective embedding.

## VIII

We did not attempt in this volume to collect all that is known about discriminants and resultants. The choice of material reflects both personal interests and the expertise of the authors.

Let us give a brief overview of some of the developments not included here but closely related to our subject. The following list is by no means complete.

First of all, an old tradition going back to Cayley and Sylvester, includes discriminants and resultants in the general context of the invariant theory of the group $G L(n)$. This approach involves expressing discriminants and resultants using the symbolic method (see e.g., [Go]). Our combinatorial approach focuses on the monomials, and thus is based on the action of the algebraic torus $\left(\mathbf{C}^{*}\right)^{n}$, not on the action of the whole group $G L(n)$.

Second, the study of discriminants and resultants constitutes only a part of Elimination Theory. There are other aspects of this theory which we do not discuss. Among those, we can mention the study of certain resultant ideals using
commutative algebra, which goes back to Macaulay [Macaul2]. A more modern treatment of these questions was undertaken by Jouanolou [Jo].

Macaulay made another intriguing contribution to the theory by giving an ingenious refinement of the Cayley method [Macaul1]. It would be interesting to put his approach in the general framework of this book.

We did not discuss at all computational applications of explicit formulas for discriminants and resultants. An interesting work in this direction was recently done by J. Canny [Can].

The material we present gives rise to many natural questions. Some of them are currently under active investigation. We did not try to give the most up-to-date account of these developments. Let us just mention some directions of current research.

In the geometric direction, the structures related to Chow forms and $X$ resultants have led to the notion of the so-called Chow quotient for an action of an algebraic group [KSZ]. These quotients, which are different from the quotients provided by the geometric invariant theory, already have some promising applications. For example, in [Ka2], [Ka3] they were related to Grothendieck-Knudsen moduli spaces of stable curves.

In the algebraic direction, there is the work concerning explicit polynomial expressions for discriminants and resultants. In some cases it is possible to classify all such expressions which can be obtained by the Cayley method [SZ], [WZ].

There are other kinds of formulas for discriminants and resultants, in terms of products of some irrational factors (such as the values of one polynomial at the roots of another one). A rather general version of such a formula was given in [PS].

As for the combinatorial direction, we should mention further studies of the properties and applications of secondary and fiber polytopes [BFS], [BGS], [BS1], [BS2]. The Newton polytopes of classical resultants made an unexpected appearance in the axiomatics of monoidal 2-categories [KV]. The study of the Chow forms associated to determinantal varieties and related combinatorial structures has been initiated in [SZ2], [BZ]. Finally, a different approach to the combinatorics of $A$-resultants was developed in [Stu1].
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## Conventions

We always work over the field $\mathbf{C}$ of complex numbers, unless otherwise specified. In many cases it is straightforward to extend the definitions and results to an arbitrary ground field, but we usually leave this to the reader.

Topological terminology (the closure, open and closed sets, etc.) usually refers to Zariski topology.

A few words about the organization of the material. The book is divided into 14 chapters. Each chapter consists of several sections, and each section is divided into subsections numbered by the letters $\mathrm{A}, \mathrm{B}, \mathrm{C}$, etc. The numeration of sections starts anew in every chapter, and the numeration of all statements (theorems, definitions, examples etc.) starts anew in every section. Thus, the reference to Theorem 4.2 without specifying a chapter, means the second statement in Section 4 of the current chapter.

PART I
General Discriminants and Resultants

## CHAPTER 1

## Projective Dual Varieties and General Discriminants

## 1. Definitions and basic examples

## A. Projective duality

We denote by $P^{n}$ the standard complex projective space of dimension $n$. Thus a point of $P^{n}$ is given by $(n+1)$ homogeneous coordinates $\left(x_{0}: \ldots: x_{n}\right), x_{i} \in \mathbf{C}$, which are not all equal to 0 and are regarded modulo simultaneous multiplication by a non-zero number. More generally, if $V$ is a finite-dimensional complex vector space, then we denote by $P(V)$ the projectivization of $V$, i.e., the set of 1 -dimensional vector subspaces in $V$. Thus $P^{n}=P\left(\mathbf{C}^{n+1}\right)$.

If $W \subset V$ is a vector subspace, then $P(W)$ is naturally a subset in $P(V)$. Subsets of this form are called projective subspaces. As usual, projective subspaces of dimension 1,2 or of codimension 1 are called lines, planes, and hyperplanes.

Consider the projective space $P=P(V)$, where $V$ is as before. Hyperplanes in $P$ form another projective space $P^{*}$ which is the projectivization of the dual vector space $V^{*}$. Conversely, to every point $p$ in $P$, we can associate a hyperplane $p^{\vee}$ in $P^{*}$, namely the set of all hyperplanes in $P$ containing $p$, see Figure 1. Thus $\left(P^{*}\right)^{*}$ is naturally identified with $P$. If $L \subset P$ is a projective subspace then we can consider the projective subspace $L^{\vee} \subset P^{*}$, the intersection of all hyperplanes $p^{\vee}, p \in L$. Clearly, $\operatorname{codim} L^{\vee}=\operatorname{dim} L+1$, and $\left(L^{\vee}\right)^{\vee}=L$. We say that $L^{\vee}$ is projectively dual to $L$. If $L$ is the projectivization of a linear subspace $K \subset V$ then $L^{\vee}$ is the projectivization of the orthogonal complement $K^{\perp} \subset V^{*}$.


Figure 1a. A point in $\left(P^{2}\right)^{*}$


Figure 1b. A line in $\left(P^{2}\right)^{*}$

Remarkably, projective duality can be extended to an involutive correspondence between non-linear algebraic subvarieties in $P$ and $P^{*}$. More precisely, let
$X \subset P$ be a closed irreducible algebraic subvariety. A hyperplane $H \subset P$ is said to be tangent to $X$ if there exists a smooth point $x \in X$ such that $x \in H$ and the tangent space to $H$ at $x$ contains the tangent space to $X$ at $x$. Denote by $X^{\vee} \subset P^{*}$ the closure of the set of all hyperplanes tangent to $X$. The variety $X^{\vee}$ is called projectively dual to $X$.

In the case when $X$ is smooth and does not lie in any hyperplane, the projectively dual variety $X^{\vee}$ has the following geometric interpretation: a hyperplane $H$ belongs to $X^{\vee}$ if and only if the intersection $H \cap X$ is singular. Here $H \cap X$ is regarded as a scheme, and "singular" means "not a smooth algebraic variety."

It is often helpful to consider a projective variety $X \subset P(V)$ together with the associated conic variety (or simply the cone) $Y \subset V$ formed by 0 and all vectors whose projectivization lies in $X$. The cone $Y^{\vee} \in V^{*}$ associated to $X^{\vee}$ will be called projectively dual to $Y$. In particular, each linear subspace $K \subset V$ is a cone, and its projectively dual cone is $K^{\perp} \subset V^{*}$.

The name "dual variety" is justified by the following fundamental fact.
Theorem 1.1. (Biduality Theorem). For any projective variety $X \subset P$, we have $\left(X^{\vee}\right)^{\vee}=X$. Moreover, if $z$ is a smooth point of $X$ and $H$ is a smooth point of $X^{\vee}$, then $H$ is tangent to $X$ at $z$ if and only if $z$, regarded as a hyperplane in $P^{*}$, is tangent to $X^{\vee}$ at $H$.

We postpone the proof of Theorem 1.1 until Section 3.
Let us mention a corollary here which shows that "typically" the projective dual variety is a hypersurface. We shall say that an algebraic variety $X \subset P$ is ruled in projective spaces of dimension $r$, if there is a Zariski open subset $U \subset X$ which is the union of $r$-dimensional projective subspaces lying on $U$ (in this case it is easy to show, by a closedness argument, that one can in fact take $U=X$; but we do not need this). For example, a quadratic cone in the projective 3 -space is ruled in projective lines.

Corollary 1.2. If $X^{\vee}$ is not a hypersurface, say, $\operatorname{codim} X^{\vee}=r+1$, then $X$ is a variety ruled in projective spaces of dimension $r$.

Proof. By the biduality theorem, the statement is equivalent to the following: if codim $X=r+1$, then $X^{\vee}$ is ruled in projective spaces of dimension $r$. But this is obvious. Indeed, the condition for a hyperplane $H$ to be tangent to $X$ at a smooth point $x$ is that $T_{x} H$ contains the tangent space $T_{x} X$. For a given $x$, all $H$ with this property form a projective space of dimension $r$.

## B. General discriminants

As before, let $X$ be a closed algebraic subvariety in a projective space $P$, and let
$X^{\vee} \subset P^{*}$ be the projectively dual variety.
Proposition 1.3. If $X$ is irreducible then $X^{\vee}$ is irreducible.
Proof. Let $X_{s m} \subset X$ be the smooth locus of $X$. Consider the set $W_{0} \subset P \times P^{*}$ of pairs $(x, H)$ such that $x \in X_{s m}$, and $H$ is the hyperplane tangent to $X$ at $x$. Let $W$ be the Zariski closure of $W_{0}$. By definition, $X^{\vee}=p r_{2}(W)$, the projection of $W$ on $P^{*}$. On the other hand, the first projection $p r_{1}: W_{0} \rightarrow X_{s m}$ makes $W_{0}$ into a bundle over $X_{s m}$ whose fibers are projective spaces. If $X$ is irreducible we conclude that each of the varieties $X_{s m}, W_{0}, W$, and $X^{\vee}$ is also irreducible, thus proving the proposition.

Now we suppose that $X$ is an irreducible variety. It will be convenient to think of $P$ as $P\left(V^{*}\right)$, the projectivization of the vector space $V^{*}$ dual to a finite dimensional vector space $V$. Then $X^{\vee}$ is an irreducible subvariety in $P(V)$.

Suppose that $X^{\vee}$ is a hypersurface in $P(V)$. We shall call the $X$-discriminant and denote by $\Delta_{X}$ the defining polynomial of $X^{\vee}$. This is an irreducible homogeneous polynomial function on $V$ such that $X^{\vee}$ is given by the equation $\Delta_{X}=0$. Note that $\Delta_{X}$ is defined only up to a non-zero constant multiple. When $\operatorname{codim} X^{\vee}>$ 1 , we set $\Delta_{X}=1$.

The definition of $\Delta_{X}$ can be reformulated as follows. Let $Y \subset V^{*}$ be a cone over $X$, and suppose $x_{1}, \ldots, x_{k}$ are local coordinates on $Y$. Every $f \in V$ is a linear form on $V^{*}$. After restricting $f$ to $Y$ it becomes an algebraic function in $x_{1}, \ldots, x_{k}$, which will also be denoted by $f$. The $X$-discriminant $\Delta_{X}$ can be defined as an irreducible polynomial, which vanishes at $f \in V$ whenever the function $f\left(x_{1}, \ldots, x_{k}\right)$ has a "multiple root", i.e., it vanishes at some $y \in Y-\{0\}$ together with all of its first derivatives $\partial f / \partial x_{i}$.
Example 1.4. Consider the $d$-dimensional projective space $P^{d}=P\left(V^{*}\right)$ with homogeneous coordinates $z_{0}, \ldots, z_{d}$, and let $X \subset P^{d}$ be the curve formed by points

$$
\left(x^{d}: x^{d-1} y: x^{d-2} y^{2}: \ldots: x y^{d-1}: y^{d}\right), x, y \in \mathbf{C},(x, y) \neq(0,0)
$$

(the Veronese curve). The space $V$ consists of linear forms in $z_{0}, \ldots, z_{d}$. Every linear form $l(z)=\sum a_{i} z_{i}$ is uniquely recovered from its restriction to (the cone over) $X$ which is a binary form $f(x, y)=\sum_{i=0}^{d} a_{i} x^{d-i} y^{i}$. We can also write $f$ in a non-homogeneous form: $f(x)=\sum_{i=0}^{d} a_{i} x^{d-i}$. The condition that $l \in X^{\vee}$ means that the corresponding polynomial $f(x)$ has a multiple root. Hence $\Delta_{X}$ is an irreducible polynomial in the coefficients $a_{0}, a_{1}, \ldots, a_{d}$, vanishing whenever $f(x)=\sum a_{i} x^{d-i}$ has a multiple root. We see that $\Delta_{X}$ is the classical discriminant of a polynomial in one variable.

Returning to the general case, suppose that $X \subset P\left(V^{*}\right)$ does not lie in a hyperplane, and is smooth, and $X^{\vee}$ is a hypersurface. Then a vector $f \in V$ satisfies $\Delta_{X}(f)=0$ if and only if the hyperplane section $\{f=0\}$ of $X$ is singular. Our next result shows that the information about $\Delta_{X}$ allows us to find the singular point of this section.

Theorem 1.5. Suppose, $X \subset P^{n-1}$ is smooth, and $X^{\vee} \subset\left(P^{n-1}\right)^{*}$ is a hypersurface. Let $z_{1}, \ldots, z_{n}$ be homogeneous coordinates on $P^{n-1}$, and $a_{1}, \ldots, a_{n}$ the dual homogeneous coordinates on ( $\left.P^{n-1}\right)^{*}$. Suppose $f=\left(a_{1}: \ldots: a_{n}\right)$ is a smooth point of $X^{\vee}$. Then the hyperplane section $\{f=0\}$ of $X$ has a unique singular point $z$, and the coordinates of $z$ are given by $\left(\frac{\partial \Delta_{X}}{\partial a_{1}}(f): \ldots: \frac{\partial \Delta_{X}}{\partial a_{n}}(f)\right)$.
Proof. Let $H \subset P^{n-1}$ be the hyperplane corresponding to $f$. By the Biduality Theorem 1.1, $H$ is tangent to $X$ at $z$ if and only if the hyperplane in $\left(P^{n-1}\right)^{*}$ corresponding to $z$ is tangent to $X^{\vee}$ at $f$. Since, by our assumption, $f$ is a smooth point of $X^{\vee}$, such a point $z$ is unique and is given by $z_{i}=\frac{\partial \Delta_{X}}{\partial a_{i}}(f)$.

## 2. Duality for plane curves

To become more intuitive about projectively dual varieties, we look at the case of plane curves.

## A. Parametric representation of the dual

For any irreducible curve $X \subset P^{2}$ which is not a line, the dual variety $X^{\vee} \subset$ $\left(P^{2}\right)^{*}$ is also an irreducible curve, according to Proposition 1.3. Let $x, y, z$ be homogeneous coordinates on $P^{2}$, and $p, q, r$ the dual homogeneous coordinates on $\left(P^{2}\right)^{*}$. The duality associates to every irreducible homogeneous polynomial $f(x, y, z)$ of degree $\geq 2$ (the equation of a curve $X$ ) an irreducible homogeneous polynomial $F(p, q, r)=\Delta_{X}$ (the equation of $X^{\vee}$ ). The polynomial $F$ is defined by $f$ uniquely up to scalar multiple.

It is not so easy to find $F$ from $f$. However, it is quite easy to write down a parametric representation of $X^{\vee}$ given a parametric representation of $X$. We shall do it using appropriate affine coordinates in $P^{2}$ and $\left(P^{2}\right)^{*}$. We choose an affine chart $\mathbf{C}^{2}=\{z \neq 0\} \subset P^{2}$ with affine coordinates $x, y$ (so the third homogeneous coordinate $z$ is set to be 1 ). The dual chart $\mathbf{C}^{2 *} \subset\left(P^{2}\right)^{*}$ with coordinates $p, q$ is obtained by setting the third homogeneous coordinate $r$ in $\left(P^{2}\right)^{*}$ to be -1 . Geometrically, $\mathbf{C}^{2 *}$ consists of lines in $P^{2}$ not passing through the point $(0,0) \in \mathbf{C}^{2} \subset P^{2}$. Every such line that meets $\mathbf{C}^{2}$ is given by the affine equation $p x+q y=1$, and the coordinates $p, q$ of the line are the coefficients in this equation. Note that the line in $\left(P^{2}\right)^{*}$ with coordinates $p=q=0$ does not meet $\mathbf{C}^{2}$, i.e., it is the line "at infinity."

A local parametric equation of $X$ has the form $x=x(t), y=y(t)$, where $t$ is a local coordinate on $X$, and $x(t), y(t)$ are analytic functions. By definition, the dual curve $X^{\vee}$ has the parametrization $p=p(t), q=q(t)$, where $p(t) x+q(t) y+1=0$ is the affine equation of the tangent line to $X$ at $(x(t), y(t))$. Hence, the parametric representation of $X^{\vee}$ has the form

$$
\begin{equation*}
p(t)=\frac{-y^{\prime}(t)}{x^{\prime}(t) y(t)-x(t) y^{\prime}(t)}, q(t)=\frac{x^{\prime}(t)}{x^{\prime}(t) y(t)-x(t) y^{\prime}(t)} \tag{2.1}
\end{equation*}
$$

This formula readily implies biduality theorem 1.1 for plane curves. Indeed, applying (2.1) once again, we find that the parametric representation of $X^{\vee \vee}$ is $x=u(t), y=v(t)$, where

$$
u(t)=\frac{-q^{\prime}(t)}{p^{\prime}(t) q(t)-p(t) q^{\prime}(t)}, \quad v(t)=\frac{p^{\prime}(t)}{p^{\prime}(t) q(t)-p(t) q^{\prime}(t)}
$$

Substituting here the values of $p(t)$ and $q(t)$ from (2.1), we find that $u(t)=$ $x(t), v(t)=y(t)$, hence $X^{\vee \vee}=X$.

## B. Biduality and caustics

To give an intuitive sense of the biduality theorem in $P^{2}$, we express the notion of tangency in the dual projective plane $\left(P^{2}\right)^{*}$ in terms of the original plane $P^{2}$. By definition, a tangent line to a curve at some point is the line which contains this point and which is infinitesimally close to the curve near this point.

In our situation, a point of $\left(P^{2}\right)^{*}$ is a line $l \subset P^{2}$. A curve $C$ in $\left(P^{2}\right)^{*}$ is a 1 -parameter family of lines in $P^{2}$; see Figure 2. A line in $\left(P^{2}\right)^{*}$ is a pencil $x^{\vee}$ of all lines in $P^{2}$ passing through a given point $x \in P^{2}$; see Figure 1b. The condition that $x^{\vee}$ is tangent to $C$ at $l$ means that the line $l \in\left(P^{2}\right)^{*}$ is a member of the family $C$, a point $x$ lies on $l$, and other lines from $C$ near $l$ are infinitesimally close to the pencil $x^{\vee}$. This is usually expressed by saying that $x$ is a caustic point for the family of lines $C$.

One can imagine (by making a negative photograph of Figure 2) that a light ray of some fixed intensity is coming along each line of $C$. Then the total brightness of the ongoing light in an arbitrary small neighborhood of a caustic point $x$ will be infinite, though there may be only one ray (line from $C$ ) meeting the point $x$ itself. The set of all caustic points of the family of lines $C$ is usually called the caustic of $C$. This is nothing more than the projectively dual curve $C^{\vee} \subset P^{2}$. Now the biduality theorem means that every curve coincides with the caustic for the family of its tangent lines. This is intuitively obvious. The "dual" form of this theorem is less obvious: it means that every 1-parameter family $C$ of lines in $P^{2}$ consists of
tangent lines to some curve in $P^{2}$, and this curve is the caustic for $C$. An example of a 1-parameter family of lines which does not a priori come as tangent lines to some curve is given by reflecting a parallel beam of light in a curved mirror.


Figure 2. A family of lines and its caustic point

## C. First examples

Example 2.1. Let $X \subset P^{2}$ be a smooth conic. In homogeneous coordinates, which we now prefer to denote by $x_{1}, x_{2}, x_{3}$, the curve $X$ is given by

$$
(A x, x)=\sum_{i, j=1}^{3} a_{i j} x_{i} x_{j}=0
$$

where $A=\left\|a_{i j}\right\|$ is a non-degenerate symmetric $3 \times 3$ matrix. We claim that $X^{\vee} \subset\left(P^{2}\right)^{*}$ is also a conic curve defined by the inverse matrix $A^{-1}$. It is clear that the tangent line to $X$ at a point $x^{(0)} \in X$ is given by $\left(A x^{(0)}, x\right)=0$. Hence the point $\xi \in\left(P^{2}\right)^{*}$ corresponding to this tangent line has homogeneous coordinates $A x^{(0)}$, which implies $\left(A^{-1} \xi, \xi\right)=0$.

We see that the duality operation $f \rightarrow F$ on homogeneous polynomials can be regarded as a generalization of the matrix inversion. The analog of the set of non-degenerate matrices (where the matrix inversion behaves continuously) is the set of polynomials defining non-singular curves. The condition of non-singularity is again a certain discriminantal condition, as we shall see later (Example 4.15).

Example 2.2. Let $X \subset P^{2}$ be the cubic parabola, whose equation in affine coordinates $(x, y)$ (in $A^{2} \subset P^{2}$ ) is $y=x^{3}$. At $(0,0)$, the curve $X$ has an inflection point (or a flex): the tangent line $l$ to $X$ at this point actually has the second order of tangency. Let us look at the behavior of the dual curve $X^{\vee}$ in the neighborhood of $l$.

The line $l$ is not covered by the affine coordinate system described in subsection A since it contains the origin. So we introduce a new affine chart in $\left(P^{2}\right)^{*}$
consisting of lines with affine equations $y=\xi x-\eta$. We can treat the equation of $X$ as parametric: $x=t, y=t^{3}$. By calculating the tangent line we find the parametric representation of $X^{\vee}$ in our coordinates to be $\xi(t)=3 t^{2}, \eta(t)=2 t^{3}$. Hence $X^{\vee}$ is given by $4 \xi^{3}=27 \eta^{2}$. Thus $X^{\vee}$ is a semi-cubic parabola (see Figure 3).

We see that the singular point (cusp) of $X^{\vee}$ corresponds to the inflection point $(0,0)$ of $X$. Considered in the entire projective plane, $X$ itself has a cusp at infinity, as can be seen by choosing the appropriate coordinates. The dual curve $X^{\vee}$ has a cusp at $(0,0)$ and an inflection point at infinity.

Similarly we can consider the curve $y=x^{k}$ which has an inflection point at $(0,0)$ of order $(k-1)$. Its dual curve has the equation $(k-1)^{k-1} \xi^{k}=k^{k} \eta^{k-1}$ and has a complicated cusp.



Figure 3. A flex and a cusp
Now consider arbitrary curves. Apart from flexes, there is another source of singularities for the dual curve $X^{\vee}$ : the double tangents to $X$ (see Figure 4). Such a tangent will be a point of self-intersection of $X^{\vee}$, typically of the type called a node (see Figure 4b).

The notion of cusps and nodes for arbitrary plane curves is defined as follows. Suppose that a curve is given by an affine equation $f(x, y)=0$ and the point in question is $(0,0)$ so $f(0,0)=0$. Let $f_{x}, f_{y}, f_{x x}$ and so on denote the partial derivatives of $f$. The point $(0,0)$ is said to be a node if $f_{x}(0,0)=f_{y}(0,0)=0$, and the quadratic form, given by second derivatives

$$
\psi(p, q)=f_{x x}(0,0) p^{2}+2 f_{x y}(0,0) p q+f_{y y}(0,0) q^{2}
$$

has two distinct non-zero linear factors. So a node is a point of intersection of two smooth branches with distinct tangents. The point $(0,0)$ is said to be a (simple) cusp if $f_{x}(0,0)=f_{y}(0,0)=0$, the form $\psi(p, q)$ is non-zero and is a square of a linear form.


Figure 4. A double tangent and a node
In general, for a smooth curve $X$, cusps of $X^{\vee}$ correspond to the simple inflection points of $X$, i.e., such points where the tangent line has tangency to $X$ of exactly the second order and is not tangent to $X$ anywhere else. Similarly, nodes of $X^{\vee}$ correspond to simple bitangents of $X$ (i.e., such that both tangencies are of first order and there are no other points of tangency). Both these statements can be easily seen in local coordinates.

Example 2.3. Consider the curve $X_{0}$ in $\mathbf{C}^{2}$ given by

$$
\begin{equation*}
x^{a}+y^{a}=1, \quad a \geq 2 \tag{2.2}
\end{equation*}
$$

We regard $\mathbf{C}^{2}$ as an affine chart of the projective plane $P^{2}$ with homogeneous coordinates $x, y, z$. The closure of $X_{0}$ in $P^{2}$ (denoted by $X$ ) has the homogeneous equation $x^{a}+y^{a}=z^{a}$. This curve is called the Fermat curve of order $a$. We are going to find the projective dual curve.

The equation (2.2) can be written in parametric form:

$$
x=t, y=\sqrt[a]{1-t^{a}}
$$

Using (2.1) we get the parametric representation of the dual curve in coordinates $p, q$ as follows:

$$
\begin{equation*}
p(t)=t^{a-1}, \quad q(t)=\left(1-t^{a}\right)^{\frac{a-1}{a}} \tag{2.3}
\end{equation*}
$$

The relation between $p(t)$ and $q(t)$ has the form

$$
\begin{equation*}
p^{\frac{a}{a-1}}+q^{\frac{a}{a-1}}=1 \tag{2.4}
\end{equation*}
$$

Hence $X^{\vee}$ is given by an equation similar to (2.2) but with the new exponent $b=a /(a-1)$ which satisfies the relation $\frac{1}{a}+\frac{1}{b}=1$. This fact is the algebraic
version of the duality between Banach spaces $L_{p}$, which is well-known in analysis; see, e.g., [Ru], Theorem 6.16.

If $a \geq 3$, the equation (2.4) involves multivalued fractional power functions. We can put this equation into polynomial form by constructing an equation of degree $a(a-1)$ for $X^{\vee}$ as follows. Consider the quantities $u=p^{\frac{a}{a-1}}, v=q^{\frac{a}{a-1}}$. Then on $X^{\vee}$ we have $u+v=1$. We have the obvious equalities

$$
\left\{\begin{array}{l}
u^{a-1}+v^{a-1}=p^{a}+q^{a}  \tag{2.5}\\
u^{2(a-1)}+v^{2(a-1)}=p^{2 a}+q^{2 a} \\
\vdots \\
\vdots \\
u^{(a-1)^{2}}+v^{(a-1)^{2}}=p^{(a-1) a}+q^{(a-1) a} .
\end{array}\right.
$$

The left hand side of each of these equalities is a symmetric polynomial in $u$ and $v$, so it can be expressed as a polynomial in $u+v$ and $u v$. More precisely, for any $d$, we have

$$
\begin{equation*}
u^{d}+v^{d}=(-1)^{d} d \sum_{i+2 j=d}(-1)^{i+j} \frac{(i+j-1)!}{i!j!}(u+v)^{i}(u v)^{j} . \tag{2.6}
\end{equation*}
$$

This is the classical Girard formula (see e.g., [MS]). We shall have more occasions later to use this formula and its generalizations.

Note that $u+v=1$ on $X^{\vee}$ and $(u v)^{a-1}=p^{a} q^{a}$ is a monomial in $p$ and $q$. Hence any monomial in $(u+v)$ and $u v$ has the form $\varphi(p, q)(u v)^{j}$ where $\varphi$ is a monomial in $p$ and $q$ and $0 \leq j \leq a-2$. Thus, after substituting the Girard formula on the left hand side of the $i$-th equality in (2.5), we can write it in the form
$\varphi_{i 0}(p, q)+\varphi_{i 1}(p, q) \cdot u v+\varphi_{i 2}(p, q) \cdot(u v)^{2}+\cdots+\varphi_{i, a-2}(p, q) \cdot(u v)^{a-2}=0$,
where $\varphi_{i j}$ are polynomials in $p, q$. (For example, $p^{i a}+q^{i a}$ on the right hand side of the $i$-th equation will contribute to $\varphi_{i 0}$.) Thus the vector ( $\left.1, u v,(u v)^{2}, \ldots,(u v)^{a-2}\right)$ is a solution of the system of $a-1$ linear equations (2.7) on $a-1$ unknowns. The condition of compatibility of this system, i.e., the condition

$$
\operatorname{det}\left\|\varphi_{i j}(p, q)\right\|_{i=1, \ldots, a-1, j=0, \ldots, a-2}=0
$$

is a polynomial equation of degree $a(a-1)$ equivalent to $p^{\frac{a}{a-1}}+q^{\frac{a}{a-1}}=1$.
For example, let us transform equation

$$
\begin{equation*}
p^{\frac{3}{2}}+q^{\frac{3}{2}}=1 \tag{2.8}
\end{equation*}
$$

defining the curve dual to $x^{3}+y^{3}=1$. We have, by setting $u=p^{\frac{3}{2}}, v=q^{\frac{3}{2}}$, the following:

$$
\begin{gathered}
u^{2}+v^{2}=(u+v)^{2}-2 u v=1-2 u v \\
u^{4}+v^{4}=(u+v)^{4}-4(u+v)^{2} u v+2(u v)^{2}=1-4 u v+2(u v)^{2}=\left(1+2 p^{3} q^{3}\right)-4 u v .
\end{gathered}
$$

So, from (2.5), we get a linear system in (1,uv):

$$
\left\{\begin{array}{l}
\left(1-p^{3}-q^{3}\right)-2 u v=0 \\
\left(1+2 p^{3} q^{3}-p^{6}-q^{6}\right)-4 u v=0
\end{array}\right.
$$

and the equation of the dual curve can be written

$$
\begin{align*}
F(p, q) & =-\frac{1}{2}\left|\begin{array}{cc}
1-p^{3}-q^{3} & -2 \\
1+2 p^{3} q^{3}-p^{6}-q^{6} & -4
\end{array}\right| \\
& =p^{6}+q^{6}-2 p^{3} q^{3}-2 p^{3}-2 q^{3}+1=0 \tag{2.9}
\end{align*}
$$

The same answer can be obtained by squaring (2.8), expressing $2 p^{\frac{3}{2}} q^{\frac{3}{2}}=1-$ $p^{3}-q^{3}$ and then squaring again.

## D. Plücker formulas

Typically, the dual of a smooth plane curve will be singular. The nature and number of typical singularities are given by the Plücker formulas.

Proposition 2.4. Let $X \subset P^{2}$ be a smooth curve of degree d. Then $X^{\vee}$ has degree $d(d-1)$. For a generic smooth curve of degree $d$, the curve $X^{\vee}$ contains $3 d(d-2)$ cusps and $(1 / 2) d(d-2)\left(d^{2}-9\right)$ nodes. In other words, a generic smooth plane curve of degree $d$ has $3 d(d-2)$ inflection points and $(1 / 2) d(d-2)\left(d^{2}-9\right)$ double tangents.

The proof can be found in [GH], Chapter 2, Section 4.
Note that although the degree of $X^{\vee}$ (denoted by $d^{\vee}$ ) equals $d(d-1)$ we cannot conclude by biduality that $d=\left(d^{\vee}\right)\left(d^{\vee}-1\right)$ because $X^{\vee}$ is singular and Proposition 2.4 is not applicable. Also let us note that if we take an arbitrary smooth plane curve then $X^{\vee}$ can have more complicated singularities than just cusps and nodes.

For example, if $X$ is a smooth cubic, then $X^{\vee}$ is a curve of degree 6 with exactly 9 simple cusps (corresponding to 9 inflection points of $X$ ) and no other singularities. Here the assumption of genericity is not essential. Indeed, any inflectional tangent $l$ to $X$ cannot have an order of tangency more than 2 (since then the multiplicity of intersection $l \cap X$ would be at least 4). So all cusps of $X^{\vee}$ are simple. Similarly, any double tangent to $X$ would have intersection multiplicity
$\geq 4$ which is impossible. So $X^{\vee}$ is a very special curve of degree 6 . The dual of a generic curve of degree 6 will have degree 30 .

There is a more general and symmetric version of the Plücker formulas in which both $X$ and $X^{\vee}$ are allowed to have singularities.
Proposition 2.5. Let $X \subset P^{2}$ be an irreducible curve of degree $d$ having, as its only singularities, $\kappa$ cusps and $\nu$ nodes and such that $X^{\vee}$ also has only cusps and nodes as its only singularities. Denote by $d^{\vee}, \kappa^{\vee}, \nu^{\vee}$ the degree, the numbers of cusps and of nodes of $X^{\vee}$. Then

$$
\begin{gathered}
d^{\vee}=d(d-1)-3 \kappa-2 v \\
\kappa^{\vee}=3 d(d-2)-8 \kappa-6 v
\end{gathered}
$$

The number $v^{\vee}$ can be found from the equation $d=d^{\vee}\left(d^{\vee}-1\right)-2 \kappa^{\vee}-3 v^{\vee}$ obtained by applying Proposition 2.5 to $X^{\vee}$.

For the proof of this proposition, we again refer to [GH], Chapter 2, Section 4.
E. Schläfli's formula for the dual of a smooth plane cubic.

Let $X \subset P^{2}$ be a smooth cubic curve with homogeneous equation $f\left(x_{0}, x_{1}, x_{2}\right)=$ 0 . Denote by $p_{0}, p_{1}, p_{2}$ the dual coordinates in $P^{2 *}$ and by $F\left(p_{0}, p_{1}, p_{2}\right)=0$ the homogeneous equation of the dual curve $X^{\vee}$. From the Plücker formula we find that $\operatorname{deg}(F)=6$. There is an explicit formula for $F$ in terms of $f$ (L. Schläfli [Schl]).

Denote by $f_{i}, f_{i j}$ etc. the partial derivatives $\partial f / \partial x_{i}, \partial^{2} f / \partial x_{i} \partial x_{j}$ etc. Consider the polynomial

$$
V(p, x)=\left|\begin{array}{cccc}
0 & p_{0} & p_{1} & p_{2} \\
p_{0} & f_{00}(x) & f_{01}(x) & f_{02}(x) \\
p_{1} & f_{10}(x) & f_{11}(x) & f_{12}(x) \\
p_{2} & f_{20}(x) & f_{21}(x) & f_{22}(x)
\end{array}\right|
$$

Schläfli's formula is as follows.
Theorem 2.6. The equation $F\left(p_{0}, p_{1}, p_{2}\right)$ of $X^{\vee}$ is equal, up to a non-zero constant factor, to the polynomial

$$
G\left(p_{0}, p_{1}, p_{2}\right)=\left|\begin{array}{cccc}
0 & p_{0} & p_{1} & p_{2}  \tag{2.10}\\
p_{0} & \frac{\partial^{2} V}{\partial x_{0}^{2}}(p) & \frac{\partial^{2} V}{\partial x_{0} \partial x_{1}}(p) & \frac{\partial^{2} V}{\partial x_{0} \partial x_{2}}(p) \\
p_{1} & \frac{\partial^{2} V}{\partial x_{1} \partial x_{0}}(p) & \frac{\partial^{2} V}{\partial x_{1}^{2}}(p) & \frac{\partial^{2} V}{\partial x_{1} \partial x_{2}}(p) \\
p_{2} & \frac{\partial^{2} V}{\partial x_{2} \partial x_{0}}(p) & \frac{\partial^{2} V}{\partial x_{2} \partial x_{1}}(p) & \frac{\partial^{2} V}{\partial x_{2}^{2}}(p)
\end{array}\right|
$$

Example 2.7. Consider the case of the Fermat cubic, defined by

$$
f\left(x_{0}, x_{1}, x_{2}\right)=-x_{0}^{3}+x_{1}^{3}+x_{2}^{3}=0
$$

In affine coordinates $x=x_{1} / x_{0}, y=x_{2} / x_{0}$, the equation will be $x^{3}+y^{3}=1$, the kind considered in Example 2.3. Then

$$
-V(p, x)=36\left(-p_{0}^{2} x_{1} x_{2}-p_{1}^{2} x_{0} x_{2}+p_{2}^{2} x_{0} x_{1}\right)
$$

and the equation of the dual curve is (after dividing by a constant)

$$
F\left(p_{0}, p_{1}, p_{2}\right)=p_{0}^{6}+p_{1}^{6}+p_{2}^{6}-2 p_{0}^{3} p_{1}^{3}-2 p_{1}^{3} p_{2}^{3}-2 p_{0}^{3} p_{2}^{3}
$$

which is the homogeneous version of (2.9).
The proof of Theorem 2.6, which will occupy the rest of this section, uses some classical concepts of projective geometry. Consider the total polarization of the cubic form $f$, i.e., the symmetric trilinear form $A(x, y, z), x, y, z \in \mathbf{C}^{3}$, given by

$$
\begin{equation*}
A(x, y, z)=\frac{1}{6} \sum_{i, j, k=0}^{2} f_{i j k} x_{i} y_{j} z_{k} \tag{2.11}
\end{equation*}
$$

where $f_{i j k}$ are the third partial derivatives of $f$ (they are constant since $\operatorname{deg} f=3$ ). Then $f(x)=A(x, x, x)$. For any $x=\left(x_{0}: x_{1}: x_{2}\right) \in P^{2}$, we consider the conic

$$
\begin{equation*}
K_{x}=\left\{x^{\prime} \in P^{2}: A\left(x, x^{\prime}, x^{\prime}\right)=0\right\}=\left\{x^{\prime}: \sum_{i, j=0}^{2} f_{i j}(x) x_{i}^{\prime} x_{j}^{\prime}=0\right\} \tag{2.12}
\end{equation*}
$$

known as the first polar of $X$ at $x$. (We shall have another occasion to use polars later in Chapter 4, Section 2.)

For $p=\left(p_{0}: p_{1}: p_{2}\right) \in P^{2 *}$, we denote by $l_{p}$ the corresponding line in $P^{2}$, i.e., the line $\sum p_{i} x_{i}=0$. Let us give a geometric interpretation of the expressions in Theorem 2.6.

Lemma 2.8. We have $V(p, x)=0$ if and only if the line $l_{p}$ is tangent to the conic $K_{x}$.

Proof. The polynomial $V(p, x)$ is a quadratic form in $p_{i}$ whose coefficients are the cofactors of the Hessian matrix $\left\|f_{i j}(x)\right\|$. So this quadratic form is, for any given $x$, a scalar multiple of the form given by the inverse matrix $\left\|f_{i j}(x)\right\|^{-1}$. Hence, by Example 2.1, the vanishing of this form is equivalent to the tangency of $l_{p}$ and the conic $K_{x}$ given by (2.12). The lemma is proved.

For a given $p \in P^{2 *}$, let $C_{p} \subset P^{2}$ be the locus of $x$ such that $V(p, x)=0$, i.e., $K_{x}$ is tangent to $l_{p}$. Since $V(p, x)$ has degree 2 in $x_{i}$, we find that $C_{p}$ is also a conic.

Lemma 2.9. We have $G(p)=0$ (where $G$ is defined by (2.10)) if and only if the line $l_{p}$ is tangent to $C_{p}$.

The proof is similar to that of Lemma 2.8.
Let us now note that $G$ is homogeneous of degree 6 . Thus to prove Theorem 2.6 , we need to show that $G$ is not identically zero and $G$ vanishes on $X^{\vee}$. The second of these assertions is implied by the following lemma.

Lemma 2.10. Let $p \in P^{2 *}$ be such that the line $l_{p}$ is tangent to $X$ at a point $x$ which is not an inflection point. Then the conic $C_{p}$ contains $x$ and is tangent to $X$ at $x$.

Proof. We first prove that $x \in C_{p}$, i.e., $K_{x}$ contains $x$ and is tangent to $X$ at $x$. We use the trilinear form $A$ given by (2.11). If $x \in X$ then $A(x, x, x)=0$, so $x \in K_{x}$. Moreover, the tangent line to both $X$ and $K_{x}$ at $x$ consists of $y$ such that $A(x, x, y)=0$. So $K_{x}$ is tangent to $X$ at $x$, i.e., $x \in C_{p}$.

Let us now show that $C_{p}$ is tangent to $X$ at $x$. Let us choose some parametric representation of the curve $C_{p}$ near $x$, say, $t \mapsto z(t)=\left(x+t x^{\prime}+\ldots\right)$ where $t$ is the local parameter. Since the coefficients $p_{i}$ of the equation of the tangent line $l_{p}$ are proportional to the partial derivatives $f_{i}$, we obtain the value of $V(p, z(t))$ to be

$$
\left|\begin{array}{cccc}
0 & f_{0}(x) & f_{1}(x) & f_{2}(x) \\
f_{0}(x) & f_{00}\left(x+t x^{\prime}+\ldots\right) & f_{01}\left(x+t x^{\prime}+\ldots\right) & f_{02}\left(x+t x^{\prime}+\ldots\right) \\
f_{1}(x) & f_{10}\left(x+t x^{\prime}+\ldots\right) & f_{11}\left(x+t x^{\prime}+\ldots\right) & f_{12}\left(x+t x^{\prime}+\ldots\right) \\
f_{2}(x) & f_{20}\left(x+t x^{\prime}+\ldots\right) & f_{21}\left(x+t x^{\prime}+\ldots\right) & f_{22}\left(x+t x^{\prime}+\ldots\right)
\end{array}\right| .
$$

Let us multiply the second, third and fourth columns of the above matrix with $x_{0}, x_{1}, x_{2}$ respectively, and subtract half their sum from the first column. Now perform the same operation with respect to rows. Then, by virtue of the Euler identity for the homogeneous functions $f_{i}$ and the linearity of $f_{i j}$, we get the matrix (denoted by $W(t)$ ) of the following form:

$$
\left(\begin{array}{cccc}
t\left(\sum x_{i}^{\prime} f_{i}\right)+O\left(t^{2}\right) & O(t) & O(t) & O(t) \\
O(t) & f_{00}\left(x+t x^{\prime}+\ldots\right) & f_{01}\left(x+t x^{\prime}+\ldots\right) & f_{02}\left(x+t x^{\prime}+\ldots\right) \\
O(t) & f_{10}\left(x+t x^{\prime}+\ldots\right) & f_{11}\left(x+t x^{\prime}+\ldots\right) & f_{12}\left(x+t x^{\prime}+\ldots\right) \\
O(t) & f_{20}\left(x+t x^{\prime}+\ldots\right) & f_{21}\left(x+t x^{\prime}+\ldots\right) & f_{22}\left(x+t x^{\prime}+\ldots\right)
\end{array}\right)
$$

where, by $O(t)$, we have denoted the functions having at least the first order of
vanishing at $t=0$. It follows that

$$
V(p, z(t))=\operatorname{det} W(t)=t \cdot\left(\sum_{i=0}^{2} x_{i}^{\prime} f_{i}+O\left(t^{2}\right)\right) \cdot H_{f}(z(t))
$$

where $H_{f}=\operatorname{det}\left\|f_{i j}\right\|$ is the Hessian determinant of $f$. We have assumed that our chosen point $x$ is not an inflection point of $X$ so $H_{f}(x) \neq 0$. Therefore, since $V(p, z(t))=0$ identically in $t$, we obtain that $\sum x_{i}^{\prime} f_{i}(x)=0$. This precisely means that $C_{p}$ is tangent to $X$. Lemma 2.10 is proved.

To establish Theorem 2.6, it remains to show that the polynomial $G(p)$ is not identically zero. By Lemma 2.9 this means that, for a generic $p \in P^{2 *}$, the line $l_{p} \subset P^{2}$ intersects $C_{p}$ at two distinct points. By definition of $C_{p}$, this means that there are two distinct points $z, z^{\prime} \in l_{p}$ such that the conics $K_{z}$ and $K_{z^{\prime}}$ are tangent to $l_{p}$.

Note that the conics $K_{x}, x \in P^{2}$, form a linear system of curves (i.e., the coefficients of the equation of $K_{x}$ are linear functions of $x$. Note also that there are no points common to all $K_{x}$. (Indeed, if $z$ is such a point, then $A(x, z, z)=0$ for any $x$, so $z$ should be a singular point of $X$.) This implies that, for generic $x, y \in P^{2}$, the intersection $K_{x} \cap K_{y}$ consists of four distinct points. We take such points $x, y$ and take $l_{p}$ to be the line $\langle x, y>$ joining $x$ and $y$. We can and will assume, moreover, that $K_{x}$ and $K_{y}$ are nonsingular and $l_{p}$ is not tangent to $X$. We claim that $l_{p}$ satisfies the conditions of the previous paragraph (and so $G(p) \neq 0$ ).

Let $K_{x} \cap K_{y}=\left\{q_{1}, \ldots, q_{4}\right\}$. Since $K_{x}, K_{y}$ are conics, no three of the $q_{i}$ are collinear. All the conics through $q_{1}, \ldots, q_{4}$ form a 1 -dimensional linear system (pencil) $\mathcal{L} \cong P^{1}$. The conics $K_{z}, z \in l_{p}$, contain $q_{1}, \ldots, q_{4}$ and also form a pencil. Hence $K_{z}, z \in l_{p}$ are all the conics through $q_{1}, \ldots, q_{4}$. Note that $l_{p}$ does not contain any of the $q_{i}$. Indeed, otherwise we would have

$$
A\left(x, q_{i}, q_{i}\right)=A\left(y, q_{i}, q_{i}\right)=A\left(q_{i}, q_{i}, q_{i}\right)=0
$$

for some $i$. This means that $q_{i} \in X$ and the line $<x, y>=l_{p}$ is tangent to $X$ at $q_{i}$, contrary to our assumption. Now the nonvanishing of $G$ is a consequence of the next lemma.
Lemma 2.11. Let $q_{1}, \ldots, q_{4}$ be four points in $P^{2}$ of which no three are collinear and let $l \subset P^{2}$ be a line that does not meet any of the $q_{i}$. Then there are two distinct conics through $q_{1}, \ldots, q_{4}$ tangent to $l$.

Proof. By choosing the appropriate homogeneous coordinates $x_{0}, x_{1}, x_{2}$ in $P^{2}$, we can assume that $q_{1}=(1: 0: 0), q_{2}=(0: 1: 0), q_{3}=(0: 0: 1), q_{4}=(1: 1: 1)$. Consider the transformation (Cremona inversion)

$$
\Psi: P^{2} \longrightarrow P^{2}, \quad\left(x_{0}: x_{1}: x_{2}\right) \longmapsto\left(\frac{1}{x_{0}}: \frac{1}{x_{1}}: \frac{1}{x_{2}}\right) .
$$

This transformation takes the system of conics through $q_{1}, \ldots, q_{4}$ into the system of straight lines through $q_{4}=(1: 1: 1)$. The line $l$ is taken into a conic $\Psi(l)$ not containing $q_{4}$. Clearly there are two tangent lines to $\Psi(l)$ through $q_{4}$. Applying the inverse transformation $\Psi^{-1}=\Psi$, we get two conics through $q_{1}, \ldots, q_{4}$ tangent to $l$. This concludes the proof of Lemma 2.11 and Theorem 2.6.

## 3. The incidence variety and the proof of the biduality theorem

## A. The incidence variety and the conormal bundle

We shall use the following standard terminology and notation. If $M$ is a smooth algebraic variety, then $T M$ denotes the tangent bundle of $M$. If $Z \subset M$ is a smooth (not necessarily closed) algebraic subvariety, then $T Z$ is a subbundle in $\left.T M\right|_{Z}$, the restriction of $T M$ to $Z$. The quotient by this subbundle is called the normal bundle of $Z$ in $M$ and denoted by $T_{Z} M$. By taking the duals to $T M$ and $T_{Z} M$, we get the cotangent bundle $T^{*} M$ of $M$ and the conormal bundle $T_{Z}^{*} M$ of $Z$ in $M$. Note that $T_{Z}^{*} M$ can be naturally regarded as a subvariety in $T^{*} M$.

Let $X \subset P^{n}$ be a projective variety and let $X^{\vee} \subset P^{n *}$ be its projective dual. We denote the set of smooth points of $X$ by $X_{s m}$. Let $W_{X}^{0} \subset P^{n} \times P^{n *}$ be the set of pairs $(x, H)$ where $x \in X_{s m}$ and $H$ is a hyperplane in $P^{n}$ tangent to $X$ at $x$. Denote the Zariski closure of $W_{X}^{0}$ by $W_{X}$. We shall call $W_{X}$ the incidence variety corresponding to $X$.

Let us denote by $\mathrm{pr}_{1}, \mathrm{pr}_{2}$ the projections of $P^{n} \times P^{n *}$ to the first and second factors. We have the following.
(1) The variety $X^{\vee}$ coincides with $\mathrm{pr}_{2}\left(W_{X}\right)$.
(2) The projection $\mathrm{pr}_{1}: W_{X}^{0} \rightarrow X_{s m}$ is a projective bundle.

More precisely, consider the conormal bundle $T_{X_{s m}}^{*} P^{n}$. Then $\mathrm{pr}_{1}$ identifies $W_{X}^{0}$ with the projectivization $P\left(T_{X_{s m}}^{*} P^{n}\right)$ of this bundle. Indeed, the choice of a hyperplane $H \subset P^{n}$ tangent to $X$ at $x$ is equivalent to the choice of a hyperplane $T_{x} H$ in the tangent space $T_{x} P^{n}$ which contains $T_{x} X$. The equation of such a hyperplane is a covector in the conormal space to $X$ at $x$.

The biduality theorem can be reformulated by saying that

$$
\begin{equation*}
W_{X}=W_{X^{\mathrm{v}}} \tag{3.1}
\end{equation*}
$$

It will be convenient for us to prove (3.1) by working in vector spaces instead of projective ones.

We assume that our $P^{n}$ is $P(V)$ and $P^{n *}$ is $P\left(V^{*}\right)$. Let $Y \subset V$ be the affine cone over $X$, i.e., $Y$ consists of 0 and all vectors $v \in V$ whose projectivization is in $X$. Let $Y^{\vee} \subset V^{*}$ be the similar cone over $X^{\vee}$ so that, in the terminology of

Section 1A, $Y$ and $Y^{\vee}$ are dual cones. Let $Y_{s m}$ be the smooth part of $Y$. Denote by Con $(Y)$ the closure in the cotangent bundle $T^{*} V$ of the conormal bundle $T_{Y_{s m}}^{*} V$.

The space $T^{*} V$ is canonically identified with $V \times V^{*}$. Denote by $\mathrm{pr}_{i}, i=1,2$, the projections of this product to the first and second factors. Then $Y^{\vee}$ coincides with $\mathrm{pr}_{2}(\operatorname{Con}(Y))$. An equivalent reformulation of (3.1) is

$$
\begin{equation*}
\operatorname{Con}(Y)=\operatorname{Con}\left(Y^{\vee}\right) \tag{3.2}
\end{equation*}
$$

in the natural identification of $T^{*} V$ and $T^{*} V^{*}$ with $V \times V^{*}$. We shall prove (3.2). For this we need some background.

## B. Lagrangian varieties

Let $M$ be any smooth algebraic variety, $m=\operatorname{dim} M$. Recall [Ar] that the cotangent bundle $T^{*} M$ carries a canonical symplectic structure, i.e., a differential 2 -form $\omega$ with the following two properties.
(1) $d \omega=0$, i.e., $\omega$ is closed.
(2) If $(x, \xi)$ is any point of $T^{*} M$ then $\omega$ defines a non-degenerate skew product on the tangent space $T_{(x, \xi)}\left(T^{*} M\right)$.
The form $\omega$ admits the following description in terms of a local coordinate system $\left(x_{1}, \ldots, x_{m}\right)$ in $M$. Let $\xi_{i}$ be the fiberwise linear function on $T^{*} M$ given by the pairing with the vector field $\partial / \partial x_{i}$. Then ( $x_{1}, \ldots, x_{m}, \xi_{1}, \ldots, \xi_{m}$ ) forms a local coordinate system in $T^{*} M$. The form $\omega$ is defined by

$$
\begin{equation*}
\omega=\sum_{i=1}^{m} d x_{i} \wedge d \xi_{i} \tag{3.3}
\end{equation*}
$$

Although (3.3) uses a choice of coordinates in $M$, the form $\omega$ does not depend on this choice.

An irreducible closed subvariety $\Lambda \subset T^{*} M$ is called Lagrangian if $\operatorname{dim} \Lambda=$ $\operatorname{dim} M=m$ and the restriction of $\omega$ to the smooth part $\Lambda_{s m}$ of $\Lambda$ vanishes as a 2-form on $\Lambda_{s m}$.

An important example of a Lagrangian variety is obtained as follows. Let $Z \subset M$ be any irreducible subvariety, $Z_{s m}$ the smooth part of $Z$ and let

$$
\begin{equation*}
\operatorname{Con}(Z)=\overline{T_{Z s m}^{*}}(M) \tag{3.4}
\end{equation*}
$$

be the closure of the conormal bundle of $Z_{s m}$. We shall call $\operatorname{Con}(Z)$ the conormal variety of $Z$ (since it is in general not a bundle). We claim that $\operatorname{Con}(Z)$ is Lagrangian. Indeed, the statement about the dimension is obvious. To see that $\left.\omega\right|_{\operatorname{Con}(Z)}=0$, it suffices to work over the smooth part of $Z$. Let $x_{1}, \ldots, x_{m}$ be a
local coordinate system on $M$ such that $x_{1}=\cdots=x_{r}=0$ is the local system of equations of $Z$. Then the fibers of the conormal bundle over points of $Z$ are generated by 1 -forms $d x_{r+1}, \ldots, d x_{m}$. Hence $\xi_{r+1}=\cdots=\xi_{m}=0$ on $T_{Z_{s m}}^{*} M$ and by (3.3) we find that $\omega=0$ on $T_{Z_{\mathrm{s} m}}^{*} M$. So $\operatorname{Con}(Z)$ is Lagrangian.

Note that the variety $\operatorname{Con}(Z) \subset T^{*} M$ is conic, i.e., it is invariant under dilations of fibers of $T^{*} M$.

The converse statement is crucial for us.
Proposition 3.1. Any conic Lagrangian subvariety $\Lambda \subset T^{*} M$ has the form $\operatorname{Con}(Z)$ for some irreducible subvariety $Z \subset M$.

Proof. Let pr : $T^{*} M \rightarrow M$ be the projection. Define $Z=\operatorname{pr}(\Lambda)$. This is an irreducible subvariety in $M$. Let $z$ be any smooth point of $Z$. We claim that the fiber $\mathrm{pr}^{-1}(z) \cap \Lambda$ is contained in the conormal space $\left(T_{Z}^{*} M\right)_{z}$. Indeed, let $\xi$ be any covector in $\operatorname{pr}^{-1}(z) \cap \Lambda$. Since $T_{z}^{*} M$ is a vector space, we can regard $\xi$ as a tangent vector to $T^{*} M$ at a point $z \in M \subset T^{*} M$ (here we identify $M$ with the zero section of the projection $\mathrm{pr}: T^{*} M \rightarrow M$ ). Since $\Lambda$ is Lagrangian, $\xi$ is orthogonal with respect to $\omega$ to any tangent vector $v \subset T_{z} Z$. But the scalar product with respect to $\omega$ of any such vertical vector (coming from an element $\xi$ of $T_{z}^{*} M$ ) and any horizontal tangent vector (coming from a vector $v \in T_{z} M$ ) is equal to $\xi(v)$, the standard pairing of a vector and a covector. This can be seen at once from (3.3). Hence $\mathrm{pr}^{-1}(z) \cap \Lambda \subset\left(T_{Z}^{*} M\right)_{z}$.

We have proved that $\Lambda \subset \operatorname{Con}(Z)$. Since $\Lambda$ and $\operatorname{Con}(Z)$ are irreducible varieties of the same dimension, we conclude that $\Lambda=\operatorname{Con}(Z)$. Proposition 3.1 is proved.

## C. Proof of the biduality theorem

We shall prove the equality (3.2). We specialize the considerations of subsection B to the case of the smooth variety $M=V$ and the subvariety $Y \subset V$. The conormal space $\operatorname{Con}(Y)$ is a Lagrangian subvariety in $T^{*} V$.

The identification $T^{*} V=V \times V^{*}=T^{*} V^{*}$ takes the canonical symplectic form on $T^{*} V$ to minus the canonical symplectic form on $T^{*} V^{*}$. Indeed, choosing a linear system of coordinates $x_{1}, \ldots, x_{m}$ in $V$ and the dual coordinates $\xi_{1}, \ldots, \xi_{m}$ in $V^{*}$, the form on $T^{*} V$ can be written as $\sum d x_{i} \wedge d \xi_{i}$, and the form on $T^{*} V^{*}$ as $\sum d \xi_{i} \wedge d x_{i}$. Hence $\operatorname{Con}(Y)$ regarded as a subvariety in $T^{*} V^{*}$ will still be Lagrangian. Moreover, $Y \subset V$ being the cone over $X$, is invariant under dilations of $V$. Hence $\operatorname{Con}(Y) \subset V \times V^{*}$ is invariant under dilations of $V$ as well as under dilations of $V^{*}$. This means that $\operatorname{Con}(Y)$ regarded as a subvariety in $T^{*} V^{*}$ will be conic (i.e., invariant under dilations of the fibers of $T^{*} V^{*} \rightarrow V^{*}$ ). Thus, by Proposition 3.1, $\operatorname{Con}(Y)=\operatorname{Con}(Z)$ where $Z \subset V^{*}$ is the projection of $\operatorname{Con}(Y)$.

But this projection coincides with $Y^{\vee}$. Hence $\operatorname{Con}(Y)=\operatorname{Con}\left(Y^{\vee}\right)$. This concludes the proof of the biduality theorem.
D. The incidence variety as the desingularization of the dual

We return to the situation of subsection $A$ in which we have the projective variety $X \subset P^{n}$ and the dual variety $X^{\vee} \subset P^{n *}$. Consider once again the diagram of projections

$$
\begin{equation*}
X \stackrel{\mathrm{pr}_{1}}{\rightleftarrows} W_{X} \xrightarrow{\mathrm{pr}_{2}} X^{\vee} \tag{3.5}
\end{equation*}
$$

where $W_{X}$ is the incidence variety. We have proved that $W_{X}$ coincides with $W_{X^{\vee}}$. Hence, over the smooth locus of $X^{\vee}$, the map $\mathrm{pr}_{2}$ is a projective bundle. A similar statement holds, of course, for $\mathrm{pr}_{1}$.

## Proposition 3.2.

(a) If $X$ is smooth then $W_{X}$ is smooth.
(b) If $X^{\vee}$ is a hypersurface then $\mathrm{pr}_{2}: W_{X} \rightarrow X^{\vee}$ is a birational isomorphism.

Proof. (a) This follows from the fact that $W_{X}$ is a projective bundle over $X_{s m}=X$.
(b) If $X^{\vee}$ is a hypersurface then $\operatorname{dim} X^{\vee}=\operatorname{dim} W_{X}=n-1$. Since $\mathrm{pr}_{2}$ is generically a projective bundle, its generic fiber is a 0 -dimensional projective space, i.e., a point. In other words, $\mathrm{pr}_{2}$ is birational.

Thus, in the most interesting case when $X$ is smooth and $X^{\vee}$ is a hypersurface, the variety $W$ gives a resolution of singularities of $X^{\vee}$.

## 4. Further examples and properties of projective duality

## A. Duality and projections

We start with the study of the behavior of projective duality under projection. Let $P$ be an $n$-dimensional projective space and $L \subset P$ a projective subspace of some dimension $k>0$. The quotient projective space $P / L$ has, as points, $(k+1)$-dimensional projective subspaces in $P$ containing $L$.

The projection with center $L$ (or from $L$ ) is the map $\pi_{L}: P-L \rightarrow P / L$ which takes any point $x \in P-L$ to the ( $k+1$ )-dimensional subspace spanned by $x$ and $L$. The space $P / L$ and the projection $\pi_{L}$ can be visualized inside the initial projective space $P$. To do this, we choose another, $(n-k)$-dimensional projective subspace $H \subset P$ not intersecting $L$. Then any $(k+1)$-plane containing $L$ intersects $H$ at exactly one point, so $P / L$ becomes identified with $H$ (see Figure 5).


Figure 5. A space curve and its projection from a point
By definition, the dual projective space $(P / L)^{*}$ is embedded into $P^{*}$ as a projective subspace. Namely, $(P / L)^{*}$ is identified with the space of hyperplanes in $P$ containing $L$.

Proposition 4.1. Let $X \subset P$ be an algebraic subvariety not intersecting the projective subspace $L$ and such that $\operatorname{dim}(X)<\operatorname{dim}(P / L)$. Then

$$
\begin{equation*}
\left(\pi_{L}(X)\right)^{\vee} \quad \subset \quad L^{\vee} \cap X^{\vee} \tag{4.1}
\end{equation*}
$$

If, moreover, $\pi_{L}: X \rightarrow \pi_{L}(X)$ is an isomorphism of algebraic varieties, then the inclusion in (4.1) is an equality, i.e.,

$$
\begin{equation*}
\left(\pi_{L}(X)\right)^{\vee}=L^{\vee} \cap X^{\vee} \tag{4.2}
\end{equation*}
$$

Before proving Proposition 4.1, let us reformulate it in terms of general discriminants, i.e., equations of dual varieties. To do this, we represent all of the projective spaces above as projectivizations of vector spaces. Let

$$
0 \rightarrow K \xrightarrow{\alpha} V \xrightarrow{\beta} W \rightarrow 0
$$

be an exact sequence of vector spaces. Consider the projective spaces $P=$ $P\left(V^{*}\right), L=P\left(W^{*}\right)$. Then $P / L=P\left(K^{*}\right)$. The map $\pi_{L}$ is induced by $\alpha^{*}$ : $V^{*} \rightarrow K^{*}$.

If $X \subset P\left(V^{*}\right)$ is a subvariety then the $X$-discriminant $\Delta_{X}$ is a polynomial function on $V$. The discriminant $\Delta_{\pi_{L}(X)}$ is a polynomial function on $K$.

Corollary 4.2. In the situation described above, let $X \subset P=P\left(V^{*}\right)$ be a projective subvariety not intersecting $L=P\left(W^{*}\right)$ and such that $\operatorname{dim} X<\operatorname{dim} P\left(K^{*}\right)$.

Then $\Delta_{\pi_{L}(X)}$ is a factor of the restriction to $K$ of $\Delta_{X}$. If, in addition, $\pi_{L}: X \rightarrow$ $\pi_{L}(X)$ is an isomorphism then

$$
\begin{equation*}
\Delta_{\pi_{L}(X)}=\left.\Delta_{X}\right|_{K} \tag{4.3}
\end{equation*}
$$

Proof of Proposition 4.1. A hyperplane in $P / L$ is just a hyperplane in $P$ containing $L$. It follows from our assumption that, if $H$ regarded as a hyperplane in $P / L$, is tangent to $\pi_{L}(X)$ at some smooth point $y=\pi_{L}(x)$ (where $x \in X$ is smooth), then $H$, regarded as a hyperplane in $P$, is tangent to $X$ at $x$. This proves the inclusion (4.1).

Suppose now that $\pi_{L}: X \rightarrow \pi_{L}(x)$ is an isomorphism. Let us denote by $X_{0}^{\vee}$ the open part of $X^{\vee}$ consisting of hyperplanes that are tangent to $X$ at a smooth point. So $X^{\vee}$ is a closure of $X_{0}^{\vee}$. Similarly, introduce the open part $\pi_{L}(X)_{0}^{\vee}$ of $\pi_{L}(X)^{\vee}$. Since $\pi_{L}$ induces an isomorphism of smooth loci $X_{s m} \rightarrow \pi_{L}(X)_{s m}$, we have

$$
\pi_{L}(X)_{0}^{\vee}=L^{\vee} \cap X_{0}^{\vee}
$$

Now $\pi_{L}(X)^{\vee}$ is the closure of $\pi_{L}(X)_{0}^{\vee}$. Thus, to prove (4.2) it suffices to show that $L^{\vee} \cap X^{\vee}$ coincides with the closure of $L^{\vee} \cap X_{0}^{\vee}$. Since $X^{\vee}=\overline{X_{0}^{\vee}}$, the assertion we need can be stated as follows.

Lemma 4.3. Let $H(t), t \in \mathbf{C},|t|<1$, be a 1 -parameter family of hyperplanes in $P$ (depending analytically on $t$ ) such that for $t \neq 0$ the hyperplane $H(t)$ is tangent to $X$ at some smooth point $x(t)$ and the hyperplane $H(0)$ contains $L$. Then there is another 1-parameter family of hyperplanes $H^{\prime}(t)$ such that:
(a) $H^{\prime}(0)=H(0)$,
(b) For $t \neq 0$ the hyperplane $H^{\prime}(t)$ is tangent to $X$ at $x(t)$ and in addition contains $L$.

Proof of the lemma. Consider the point $x(0)=\lim _{t \rightarrow 0} x(t) \in X$. This limit exists since $P$ is a compact manifold. However, $x(0)$ may be a singular point of $X$. Let $T_{x(0)} X$ be the Zariski tangent space to $X$ at $x(0)$. By a slight abuse of notation we regard it as a projective subspace in $P$ containing $x(0)$. The isomorphism $\pi_{L}: X \rightarrow \pi_{L}(X)$ induces an isomorphism of Zariski tangent spaces at any point. This implies that $T_{x(0)} X$, regarded as a projective subspace in $P$, does not intersect $L$.

For any $t \neq 0$, consider $T_{x(t)} X$ as a projective subspace in $P$. We denote this subspace by $T(t)$. Let $T(0)$ be the limit position of these subspaces as $t \rightarrow 0$. Then $T(0)$ is contained in $T_{x(0)} X$. Hence $T(0)$ does not intersect $L$ either. We get a 1-parameter family $T(t)$ of projective subspaces in $P$ of the same dimension, none of which intersects $L$. The hyperplane $H(t)$ for $t \neq 0$ contains $T(t)$ by
definition of tangency. Hence $H(0)$ contains $T(0)$. Denote by $<L, T(t)>$ the projective subspace spanned by $L$ and $T(t)$. This space has the same dimension for all $t$, namely $\operatorname{dim} L+\operatorname{dim} X+1$. For $t=0$ we have that $H(0)$ contains $<L, T(0)>$. Hence we can construct a 1-parameter family of hyperplanes $H^{\prime}(t)$ such that $H^{\prime}(0)=H(0)$ and $H^{\prime}(t)$ contains $<L, T(t)>$. This is the required family.

Lemma 4.3 and Proposition 4.1 are proved.
Note that the condition that $\pi_{L}: X \rightarrow \pi_{L}(X)$ be an isomorphism cannot be dropped. Indeed, critical points of $\pi_{L}: X \rightarrow \pi_{L}(X)$ will produce extra components of $L^{\vee} \cap X^{\vee}$, as can be seen in Figure 5: any 2-plane containing the line $<L, y>$ belongs to $X^{\vee}$. Therefore $L^{\vee} \cap X^{\vee}$ is the union of the curve $\left(\pi_{L}(X)\right)^{\vee}$ and the line $\pi_{L}(y)^{\vee}$.

Now consider the situation when $X$ is a projective variety embedded into a projective space $P$ and $P$ is embedded, as a projective subspace, into another projective space $M$. Then we can regard $X$ as a subvariety in either $P$ or $M$. Correspondingly, $X$ has two dual varieties, $\left(X^{\vee}\right)_{P} \subset P^{*}$ and $\left(X^{\vee}\right)_{M} \subset M^{*}$. To relate them, note that $P^{*}$ is the quotient projective space $M^{*} /\left(P^{\vee}\right)_{M}$ and therefore we have the projection

$$
\pi: M^{*}-\left(P^{\vee}\right)_{M} \longrightarrow P^{*}
$$

with the center $\left(P^{\vee}\right)_{M}$. In particular, if $Z \subset P^{*}$ is any subvariety then we can form the cone over $Z$ with apex $\left(P^{\vee}\right)_{M}$. This is a subvariety in $M^{*}$ defined as the union of $\left(P^{\vee}\right)_{M}$ and all the fibers $\pi^{-1}(z), z \in Z$.

Proposition 4.4. In the above notation the variety $\left(X^{\vee}\right)_{M}$ is the cone over $\left(X^{\vee}\right)_{P}$ with apex $\left(P^{\vee}\right)_{M}$.

The proof is obvious.
Let us reformulate this proposition in terms of general discriminants. Consider a surjection $\pi: E \rightarrow V$ of vector spaces and put $P=P\left(V^{*}\right), M=P\left(E^{*}\right)$. Then we have an embedding $j: P \hookrightarrow M$. If $X$ is a subvariety in $P$ then $\Delta_{X}$ is a polynomial function on $V$. If we regard $X$ as a subvariety in $M$, i.e., consider $j(X) \subset M$, then $\Delta_{j(X)}$ is a polynomial function on $E$.

Corollary 4.5. In the described situation we have, for any $f \in E$,

$$
\Delta_{j(X)}(f)=\Delta_{X}(\pi(f))
$$

In other words, $\Delta_{j(X)}$ does not depend on some of the arguments and forgetting these arguments yields $\Delta_{X}$.

## B. Linear normality and invertible sheaves

Definition 4.6. A projective variety $X \subset P^{n}$ is called non-degenerate if it does not lie in a hyperplane. A variety $X$ is called linearly normal if it is non-degenerate and cannot be represented as an isomorphic projection of a non-degenerate variety from a projective space of higher dimension.

The embedding of a linearly normal variety can be described intrinsically, in terms of the variety itself and a certain invertible sheaf on it. Let us recall this correspondence between invertible sheaves and projective embeddings [GH] [Hart].

By an invertible sheaf on an algebraic variety, we mean the sheaf of sections of some algebraic line bundle. We shall not distinguish notationally a line bundle from the corresponding invertible sheaf.

Let $X$ be a projective variety and let $\mathcal{L}$ be an invertible sheaf on $X$. Let $V=$ $H^{0}(X, \mathcal{L})$ be the space of global sections of $\mathcal{L}$. It is well-known that $\operatorname{dim} V<\infty$. To any point $x \in X$ we associate a linear subspace $\Gamma(x) \subset V$ consisting of all sections vanishing at $x$. Clearly, the codimension of $\Gamma(x)$ can be only 0 or 1 . If $\operatorname{codim}(\Gamma(x))=0$, the point $x$ is called a base point for $\mathcal{L}$. If there are no base points we obtain a regular map

$$
\begin{equation*}
\Gamma=\Gamma_{\mathcal{L}}: X \rightarrow P\left(V^{*}\right) \tag{4.4}
\end{equation*}
$$

The sheaf $\mathcal{L}$ is called very ample if $\Gamma_{\mathcal{L}}$ is an embedding and it is called ample if some tensor power $\mathcal{L}^{\otimes m}, m \geq 1$, is very ample.

Before going further, let us recall the construction of invertible sheaves on projective spaces. For any $d \in \mathbf{Z}$, we denote by $\mathcal{O}(d)$ or $\mathcal{O}_{P\left(V^{*}\right)}(d)$ the sheaf of degree $d$ homogeneous functions on $P\left(V^{*}\right)$. More precisely, let $\pi: V^{*}-\{0\} \rightarrow$ $P\left(V^{*}\right)$ be the canonical projection. If $U \subset P\left(V^{*}\right)$ is a Zariski open set then the sections of $\mathcal{O}(d)$ over $U$ are, by definition, regular functions $f$ on $\pi^{-1}(U) \subset V^{*}$ which are homogeneous of degree $d$, i.e., such that $f(\lambda x)=\lambda^{d} f(x), \lambda \in \mathbf{C}^{*}$. It is well known [Hart] that $\mathcal{O}(d)$ corresponds to a line bundle on $P\left(V^{*}\right)$, also denoted by $\mathcal{O}(d)$. For example, the fiber of $\mathcal{O}(-1)$, as a line bundle, over a point of $P\left(V^{*}\right)$ represented by a 1 -dimensional subspace $l \subset V^{*}$ is $l$ itself.

Now let $X$ be a smooth irreducible variety embedded into $P\left(V^{*}\right)$ as a closed subvariety. By $\mathcal{O}_{X}(d)$ we shall denote the restriction of the line bundle $\mathcal{O}_{P\left(V^{*}\right)}(d)$ to $X$, as well as the corresponding sheaf of sections. Such sections can be described in a similar way to the above description for the whole $P\left(V^{*}\right)$ by considering regular homogeneous functions on $\pi^{-1}(U)$ where $U \subset X$ is Zariski open.

Proposition 4.7. A projective variety $X \subset P\left(V^{*}\right)$ is linearly normal if and only
if it is projectively isomorphic to the image of $\Gamma_{\mathcal{L}}$ for some very ample invertible sheaf $\mathcal{L}$ on $X$.

The proof of Proposition 4.7 is well-known, so we shall only sketch it. Consider the projective space $P=P\left(V^{*}\right)$. If $d \geq 0$ then any homogeneous polynomial $f \in S^{d}(V)$ on $V^{*}$ defines a global section of $\mathcal{O}_{P}(d)$. It is well-known [GH] [Hart] that the resulting map $S^{d}(V) \rightarrow H^{0}(P, \mathcal{O}(d))$ is an isomorphism.

Restricting our sheaf on $X$ and taking $d=1$, we obtain the restriction morphism

$$
\begin{equation*}
\text { res }: V \rightarrow H^{0}(X, \mathcal{O}(1)) \tag{4.5}
\end{equation*}
$$

Proposition 4.7 is a consequence of the following.
Proposition 4.8. A variety $X$ is linearly normal if and only if the map res is an isomorphism.

Proof. The fact that res is not injective means that there are non-zero linear forms vanishing on $X$, i.e., $X$, lies in a hyperplane. If res is not surjective then the map $\Gamma_{\mathcal{O}_{(1)}}$ gives a non-degenerate embedding of $X$ to a projective space $P\left(H^{0}(X, \mathcal{O}(1))^{*}\right)$ of higher dimension. The initial embedding is obtained from this one by the projection with center $P\left(\operatorname{Im}(\text { res })^{\perp}\right)$. Conversely, if $X$ can be obtained as an isomorphic projection of a non-degenerate subvariety $\tilde{X}$ in a larger projective space $P\left(W^{*}\right)$ then we have a proper embedding $V \hookrightarrow W$. The map $W \rightarrow H^{0}(X, \mathcal{O}(1))$, given by restricting linear functions from $P\left(W^{*}\right)$ to $\tilde{X}$, is an injection, since any non-zero vector from its kernel defines a hyperplane in $P\left(W^{*}\right)$ containing $\tilde{X}$, which contradicts the assumption that $\tilde{X}$ is non-degenerate. Thus the map res, which is the composition of the two described maps, is not surjective.

Note that every projective variety $X$ is an isomorphic projection of a linearly normal variety: namely of the image of $X$ in the embedding given by $\mathcal{O}(1)$. Thus Corollaries 4.2 and 4.5 imply that, in finding general discriminants, we can restrict our attention to the class of linearly normal varieties.

## C. More examples of dual varieties

## Example 4.9. Quadrics.

(a) Let $X \subset P(V)$ be a smooth quadric hypersurface, defined by $(A x, x)=0$, where $A: V \rightarrow V^{*}$ is a non-degenerate symmetric bilinear form. Then $X^{\vee} \in$ $P\left(V^{*}\right)$ is a quadric hypersurface defined by the condition $\left(A^{-1} \xi, \xi\right)=0$ where $A^{-1}: V^{*} \rightarrow V$ is the bilinear form on $V^{*}$ inverse to $A$.

The proof is entirely similar to that of Example 2.1, so we omit it.
(b) Let $X \subset P(V)$ be a singular quadric hypersurface defined by the equation
$(A x, x)=0$ where the bilinear form $A$ is degenerate. Let $K \subset V$ be the kernel of $A$. Then $A$ induces a non-degenerate bilinear form $\bar{A}$ on $V / K$. The dual vector space to $V / K$ is $K^{\perp} \subset V^{*}$. Hence we obtain the inverse form $\bar{A}^{-1}$ on $K^{\perp}$. The subvariety projectively dual to $X$ will be the quadric hypersurface in $P\left(K^{\perp}\right) \subset P\left(V^{*}\right)$, defined by the non-degenerate form $\bar{A}^{-1}$.

To show this we note $X$ is a cone with apex $P(K)$ so the result follows from the dual form of Proposition 4.4.

Example 4.10. Determinantal varieties. We fix natural numbers $m \leq n$ and let $V$ be the vector space of $m$ by $n$ matrices $A=\left\|a_{i j}\right\|$ with complex entries. Let $r<m$. Consider the variety $Y_{r} \subset V$ consisting of matrices $A$ such that $\mathrm{rk} A \leq r$. Let $X_{r} \subset P(V)$ be the projectivization of $Y_{r}$. We identify the dual space $V^{*}$ with $V$ using the bilinear form

$$
\begin{equation*}
(A, B)=\sum_{i, j} a_{i j} b_{i j} \tag{4.6}
\end{equation*}
$$

After this identification we can regard the dual variety $X_{r}^{\vee} \subset P\left(V^{*}\right)$ as an embedding into $P(V)$.
Proposition 4.11. The variety $X_{r}^{\vee}$ coincides with $X_{m-r}$.
Proof. We shall explicitly calculate tangent spaces to $Y_{r}$ at smooth points. Note that every matrix of rank exactly $r$ is a smooth point of $Y_{r}$. Indeed, they form an open subset and the group $G L(m)$ acts on them transitively (in fact, all the other points of $Y_{r}$ are singular, see [ACGH] [Harr]; we do not need this). So we shall restrict ourselves to considering only these points.

We shall proceed in two steps. First we consider the particular case $m=n$ and $r=n-1$, i.e., the subvariety of square matrices with determinant zero.

Let $A \in Y_{n-1}$ be an $n$ by $n$ matrix of rank $n-1$. Denote by $\tilde{A}$ the matrix of cofactors of $A$, i.e.,

$$
(\tilde{A})_{i j}=(-1)^{i+j} \operatorname{det}\left\|a_{p q}\right\|_{p \neq i, q \neq j}
$$

In other words, if $A$ is the matrix of an operator $\mathbf{A}: \mathbf{C}^{n} \rightarrow \mathbf{C}^{n}$ then $\tilde{A}$ is the matrix of the exterior power $\bigwedge^{n-1}(\mathbf{A})$.
Lemma 4.12. The tangent hyperplane $T_{A} Y_{n-1}$ consists of matrices $B \in V$ such that $(\tilde{A}, B)=0$, where $(\tilde{A}, B)$ is defined by (4.6).

Proof of the lemma. A matrix $B$ belongs to $T_{A} Y_{n-1}$ if and only if

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{det}(A+t B)=0
$$

An explicit expansion of the determinant gives

$$
\left.\frac{d}{d t}\right|_{t=0} \operatorname{det}(A+t B)=(\tilde{A}, B)
$$

from which the statement follows.
By the lemma, the dual cone $Y_{n-1}^{\vee}$ is the closure of the set of matrices $\tilde{A}$ corresponding to all $A$ of rank $n-1$. Note that $\tilde{A}$ has rank 1 if rk $A=n-1$, and $\tilde{A}=0$ if rk $A<n-1$. Hence $Y_{n-1}^{\vee}=Y_{1}$. This proves Proposition 4.11 in the particular case when $m=n, r=n-1$.

Now let us consider the general case. The variety $Y_{r}$ is defined by the vanishing of all the minors of order $r+1$. For any $(r+1)$-element subsets $I \subset\{1, \ldots, m\}, J \subset\{1, \ldots, n\}$ and any $(m \times n)$ - matrix $S$, we denote by $S_{I J}$ the submatrix of $S$ with rows from $I$ and columns from $J$. Let $A \in Y_{r}$. It follows from Lemma 4.12 above that the matrix $B$ lies in $T_{A} Y_{r}$ if and only if $\left(B_{I J}, \tilde{A_{I J}}\right)=0$ for any $r+1$-element subsets $I, J$ of rows and columns. Denote by $\left[\tilde{A_{I J}}\right]$ the $m$ by $n$ matrix given by

$$
\left[\tilde{A_{I J}}\right]_{p q}= \begin{cases} \pm \operatorname{det}\left\|a_{i j}\right\|_{i \in I-\{p\}, j \in J-\{q\}} & \text { if } p \in I, q \in J \\ 0 & \text { otherwise } .\end{cases}
$$

Then the orthogonal complement to $T_{A} Y_{r}$ is spanned, as a vector space, by matrices [ $\tilde{A_{I J}}$ ].

We shall show that for one special matrix $A$ of rank $r$, the space $\left(T_{A} Y_{r}\right)^{\perp}$ consists of matrices of rank $\leq m-r$ and contains some matrices of exactly rank $m-r$. Since all the matrices of a given rank are equivalent under the action of $G L(n)$, Proposition 4.11 will follow.

We take $A$ such that $A_{i j}=1$ if $i=j \leq r$ and $A_{i j}=0$ otherwise. For any $i \in\{1, \ldots, m\}, j \in\{1, \ldots, n\}$ denote by $E(i, j)$ the corresponding matrix unit: $E(i, j)_{p, q}=1$ if $p=i, q=j$ and $E(i, j)_{p, q}=0$ otherwise. An explicit computation shows that $\left[\tilde{A_{I J}}\right]=0$ unless both $I$ and $J$ contain $[r]=\{1,2, \ldots, r\}$; furthermore, if $I=[r] \cup\{i\}, J=[r] \cup\{j\}$ then $\left[\tilde{A_{I J}}\right]= \pm E(i, j)$. Clearly, each linear combination of such matrices has rank $\leq m-r$ and some of them have rank $m-r$. Proposition 4.11 is proved.

Example 4.13. Consider the particular case of matrices of rank 1 in Example 4.10. Each such matrix can be seen as a product of a vector and a covector. Therefore the variety $X_{1}$ is the product $P^{m-1} \times P^{n-1}$ of two projective spaces. The resulting embedding of this product is known as the Segre embedding [Harr] [Sh]. We can write the space $V$ of $m$ by $n$ matrices as the tensor product $E \otimes F$ where $\operatorname{dim} E=m, \operatorname{dim} F=n$. In this notation the Segre embedding has the form

$$
P(E) \times P(F) \hookrightarrow P(E \otimes F), \quad(e, f) \mapsto e \otimes f
$$

The dual variety to $P^{k-1} \times P^{m-1}$ consists, therefore, of matrices that are not of full rank. For $k=m$, this is the determinantal variety. In this case the $X$-discriminant is the determinant of a square matrix.

Another instructive case from Example 4.10 is $m=2, n>2$ and $r=1$. The projectivization $X_{1}$ of $Y_{1}$ is the product $P^{1} \times P^{n-1}$ and hence is smooth. The dual variety is again isomorphic to $X_{1}$. So both of these varieties are smooth and have codimension $n$ in their ambient projective spaces. In particular, this provides an example of a smooth subvariety whose dual is not a hypersurface.

Example 4.14. Let $X$ be the product of three projective spaces in its Segre embedding:

$$
X=P(E) \times P(F) \times P(G) \hookrightarrow P(E \otimes F \otimes G), \quad(e, f, g) \mapsto e \otimes f \otimes g
$$

By choosing bases in $E, F, G$, we can identify the space $E \otimes F \otimes G$ as well as its dual, with the space of 3-dimensional matrices (arrays) $A=\left\|a_{i j k}\right\|$ where $i=1, \ldots, \operatorname{dim} E, j=1, \ldots, \operatorname{dim} F, k=1, \ldots, \operatorname{dim} G$. The $X$-discriminant is a polynomial in variables $a_{i j k}$. In view of the previous example it is natural to call $\Delta_{X}$ the hyperdeterminant of the 3-dimensional matrix $\left\|a_{i j k}\right\|$. In a similar way, we define the hyperdeterminant of an $r$-dimensional matrix $\left\|a_{i_{1}, \ldots, i_{r}}\right\|$. A detailed study of hyperdeterminants will be undertaken in Chapter 14.

Example 4.15. Let $X$ be the projective space $P^{k-1}$ in its Veronese embedding of degree $d$. In other words (see [Harr] [Sh]), $X=P(E)$ where $E$ is a $k$-dimensional vector space and the embedding has the form

$$
X=P(E) \hookrightarrow P\left(S^{d} E\right), \quad e \mapsto e^{d} .
$$

The space $\left(S^{d} E\right)^{*}=S^{d} E^{*}$ is identified with the space of homogeneous polynomials (forms) of degree $d$ in $k$ variables. The dual variety $X^{\vee} \subset P\left(S^{d} E^{*}\right)$ consists of polynomials $f$ for which the hypersurface $\{f=0\} \subset P(E)$ is singular. The $X$-discriminant in this case is the classical discriminant of a form of degree $d$ in $k$ variables. It was introduced in this generality in 1842 by G. Boole (see [Ca1]), who found that the degree of the discriminant is $k d^{k-1}$. Beyond this, little is known about the discriminant $\Delta_{X}$ (in this example). Except in the case of a binary or quadratic form, it is never written in an expanded form, in part because it is so cumbersome. For example, the discriminant of the ternary cubic form $\sum_{i+j+k=3} a_{i j k} x^{i} y^{j} z^{k}$ has degree 12 as a polynomial in ( $a_{i j k}$ ) (and it is well-known in the theory of modular forms). The expanded form of this polynomial contains 2040 terms (we would like to thank S. V. Duzhin for making available to us a computer-generated formula for $\left.\Delta\left(\left\{a_{i j k}\right\}\right)\right)$.

Example 4.16. Let $a \geq 2$ be a natural number. Consider the hypersurface $X \subset P^{m}$ with the affine equation

$$
x_{1}^{a}+\cdots+x_{m}^{a}=1
$$

(or the homogeneous equation $x_{1}^{a}+\cdots+x_{m}^{a}=x_{0}^{a}$ ). Introduce an affine chart in $P^{m *}$ consisting of hyperplanes with affine equations of the form $\sum_{i=1}^{m} p_{i} x_{i}=1$. So $p_{1}, \ldots, p_{m}$ are coordinates in this chart. An explicit calculation similar to that of Example 2.3 shows that the hypersurface dual to $X$ can be defined, in coordinates $p_{1}, \ldots, p_{n}$, by

$$
\begin{equation*}
p_{1}^{\frac{a}{a-1}}+\cdots+p_{m}^{\frac{a}{a-1}}=1 \tag{4.7}
\end{equation*}
$$

Like the procedure described in Example 2.3, the irrational equation (4.7) can be replaced by a polynomial equation of degree $a(a-1)^{m-1}$.

Example 4.17. Our last example is a "mixture" of Segre and Veronese embeddings giving a common generalization of Examples 4.14 and 4.15 . Let $X$ be the product of several projective spaces $P\left(E_{1}\right) \times P\left(E_{2}\right) \times \cdots \times P\left(E_{r}\right)$ taken in the embedding into $P\left(S^{d_{1}}\left(E_{1}\right) \otimes S^{d_{2}}\left(E_{2}\right) \otimes \cdots \otimes S^{d_{r}}\left(E_{r}\right)\right)$, where $d_{1}, \ldots, d_{r}$ are some positive integers. Let $V=S^{d_{1}}\left(E_{1}\right) \otimes S^{d_{2}}\left(E_{2}\right) \otimes \cdots \otimes S^{d_{r}}\left(E_{r}\right)$, then the dual vector space $V^{*}$ is identified with the space of multihomogeneous forms $f\left(x_{1}, \ldots, x_{r}\right)$ ( $x_{i} \in E_{i}$ ) having degree $d_{i}$ in each vector variable $x_{i}$. We call the $X$-discriminant the multigraded discriminant. The hyperdeterminant in Example 4.14 is a special case of the multigraded discriminant when all degrees $d_{i}$ are equal to 1 . We shall give a criterion for the non-triviality of the multigraded discriminant (i.e., determine for which dimensions and degrees the dual variety $X^{\vee}$ is a hypersurface) in the next section. Additional properties of multigraded discriminants will be considered in Chapter 13.

## 5. The Katz dimension formula and its applications

## A. Katz dimension formula

Let $X \subset P^{n}$ be a $k$-dimensional projective variety, and $X^{\vee} \subset\left(P^{n}\right)^{\vee}$ be the projectively dual variety of $X$. The following result due to N . Katz [Kat] expresses the codimension of $X^{\vee}$ in terms of the rank of certain Hessian matrix.

We write the ambient projective space $P^{n}$ containing $X$ as $P(V)$, where $V$ is a vector space of dimension $n+1$. Then $X^{\vee} \subset P\left(V^{*}\right)$. The elements of $V^{*}$ are homogeneous functions of degree 1 on the cone $Y \subset V$ over $X$. For $x \in P(V)$ let $x^{\perp} \in V^{*}$ denote the orthogonal complement to $x$, i.e., the codimension 1 subspace of functions vanishing at $x$. Now let $x_{0}$ be a smooth point of $X$. Then one can choose linear functionals $T_{0} \in V^{*}-x_{0}^{\perp}$ and $T_{1}, \ldots, T_{k} \in x_{0}^{\perp}$ so that the functions
$t_{1}=T_{1} / T_{0}, t_{2}=T_{2} / T_{0}, \ldots, t_{k}=T_{k} / T_{0}$ are local coordinates on $X$ near $x_{0}$. For every $U \in x^{\perp}$ the function $u=U / T_{0}$ on a neighborhood of $x_{0}$ in $X$ is an analytic function of $t_{1}, \ldots, t_{k}$ such that $u(0,0, \ldots, 0)=0$. Consider the Hessian matrix

$$
\begin{equation*}
\operatorname{Hes}(u)=\operatorname{Hes}\left(U ; T_{0}, T_{1}, \ldots, T_{k} ; x_{0}\right)=\left\|\frac{\partial^{2} u}{\partial t_{i} \partial t_{j}}(0,0, \ldots, 0)\right\|_{1 \leq i, j \leq k} \tag{5.1}
\end{equation*}
$$

Theorem 5.1. We have

$$
\begin{equation*}
\operatorname{codim} X^{\vee}=1+\min \operatorname{corank} \operatorname{Hes}(u), \tag{5.2}
\end{equation*}
$$

the minimum over all possible choices of $x_{0}$ and $U$.
Proof. We start with the following obvious remark. If $\pi: Z \rightarrow S$ is any regular map of algebraic varieties then the dimension of the closure of $\pi(Z)$ is equal to the maximum value of the rank of the Jacobian matrix of $\pi$ at smooth points of $Z$.

To apply this in our situation, let $W_{0} \subset P(V) \times P\left(V^{*}\right)$ be the smooth part of the incidence variety consisting of pairs $(x, H)$ such that $x$ is a smooth point of $X$, and $H$ is a hyperplane in $P(V)$ tangent to $X$ at $x$ (cf. Section 3). Let $\pi: W_{0} \rightarrow P\left(V^{*}\right)$ be the second projection. Then $X^{\vee}$ is the closure of $\pi\left(W_{0}\right)$. To prove our theorem, we compute the Jacobian matrix of $\pi$ in appropriate local coordinates and relate it to the Hessian matrices appearing in the theorem.

Let $\left(x_{0}, H_{0}\right) \in W$. Choose $T_{0} \in V^{*}-x_{0}^{\perp}$ and $T_{1}, \ldots, T_{k} \in x_{0}^{\perp}$ as above so that the functions $t_{1}=T_{1} / T_{0}, t_{2}=T_{2} / T_{0}, \ldots, t_{k}=T_{k} / T_{0}$ are local coordinates on $X$ near $x_{0}$. Extend $T_{1}, \ldots, T_{k}$ to a basis $\left\{T_{1}, \ldots, T_{k}, U_{1}, U_{2}, \ldots, U_{n-k}\right\}$ of $x_{0}^{\perp}$. Then each of the functions $u_{i}=U_{i} / T_{0}(i=1, \ldots, n-k)$ on $X$ is an analytic function of $\left(t_{1}, \ldots, t_{k}\right)$ in a neighborhood of $(0,0, \ldots, 0)$, and we have $u_{i}(0,0, \ldots, 0)=0$.

Let $x \in X$ be a point close to $x_{0}$ with local coordinates $\left(t_{1}, \ldots, t_{k}\right)$ (so in homogeneous coordinates $x=\left(1: t_{1}: \ldots: t_{k}: u_{1}: \ldots: u_{n-k}\right)$ ). Let $H$ be the hyperplane in $P(V)$, defined by a linear form $\left(\sum_{j=0}^{k} \tau_{j} T_{j}+\sum_{i=1}^{n-k} \eta_{i} U_{i}\right) \in V^{*}$. Then $H$ is tangent to $X$ at $x$ if and only if the function

$$
\tau_{0}+\sum_{j=1}^{k} \tau_{j} t_{j}+\sum_{i=1}^{n-k} \eta_{i} u_{i}
$$

vanishes at $x$ together with all its first derivatives. We see that for a given $x$, the hyperplanes tangent to $X$ at $x$ form a projective space of dimension $n-k-1$ with homogeneous coordinates ( $\eta_{1}: \eta_{2}: \ldots: \eta_{n-k}$ ), and the remaining coordinates $\tau_{j}$ of $H$ are given by

$$
\begin{equation*}
\tau_{j}=-\sum_{i=1}^{n-k} \eta_{i} \partial u_{i} / \partial t_{j}(j=1, \ldots, k) \tag{5.3}
\end{equation*}
$$

$$
\begin{equation*}
\tau_{0}=-\left(\sum_{j=1}^{k} \tau_{j} t_{j}+\sum_{i=1}^{n-k} \eta_{i} u_{i}\right)=-\sum_{i=1}^{n-k} \eta_{i} u_{i}+\sum_{j=1}^{k} \sum_{i=1}^{n-k} \eta_{i} t_{j} \partial u_{i} / \partial t_{j} \tag{5.4}
\end{equation*}
$$

Without loss of generality, we can assume that the hyperplane $H_{0}$ has coordinates $\left(\eta_{1}: \eta_{2}: \ldots: \eta_{n-k}\right)=(0: 0: \ldots: 1)$. It follows that we can set $\eta_{n-k}=1$ in the above formulas, and use $\left(t_{1}, \ldots, t_{k}, \eta_{1}, \ldots, \eta_{n-k-1}\right)$ as local coordinates on $W$ near $\left(x_{0}, H_{0}\right)$ (so that $\left(x_{0}, H_{0}\right)$ has all the coordinates equal to 0 ).

In these coordinates the projection $\pi: W_{0} \rightarrow P\left(V^{*}\right)$ takes the form

$$
\left(t_{1}, \ldots, t_{k}, \eta_{1}, \ldots, \eta_{n-k-1}\right) \mapsto\left(\tau_{0}, \tau_{1}, \ldots, \tau_{k}, \eta_{1}, \ldots, \eta_{n-k-1}\right),
$$

where $\tau_{0}, \tau_{1}, \ldots, \tau_{k}$ are given by (5.3) and (5.4) (with $\eta_{n-k}=1$ ). An obvious calculation shows that the Jacobian matrix of $\pi$ at the origin is the following $n \times(n-1)$ matrix:

$$
\begin{align*}
& \frac{\partial\left(\tau_{0}, \tau_{1}, \ldots, \tau_{k}, \eta_{1}, \ldots, \eta_{n-k-1}\right)}{\partial\left(t_{1}, \ldots, t_{k}, \eta_{1}, \ldots, \eta_{n-k-1}\right)}(0, \ldots, 0) \\
= & \left(\begin{array}{cc}
0 & 0 \\
-\operatorname{Hes}\left(u_{n-k}\right) & -\left(\frac{\partial\left(u_{1}, \ldots, u_{n-k-1}\right)}{\partial\left(t_{1}, \ldots, l_{k}\right)}(0, \ldots, 0)\right)^{t} \\
0 & I_{n-k-1}
\end{array}\right) . \tag{5.5}
\end{align*}
$$

Here horizontal sizes of the blocks are $1, k, n-k-1$, and vertical sizes are $k, n-k-1$; the $k \times k$ matrix Hes ( $u_{n-k}$ ) is defined by (5.1), and $I_{n-k-1}$ is the identity matrix of order $n-k-1$.

Clearly, the Jacobian matrix (5.5) has rank

$$
n-k-1+\operatorname{rk} \operatorname{Hes}\left(u_{n-k}\right) .
$$

It follows that

$$
\begin{equation*}
\operatorname{dim} X^{\vee}=n-k-1+\max \operatorname{rk} \operatorname{Hes}(u) \tag{5.6}
\end{equation*}
$$

the maximum over the same choices as in Theorem 5.1. The equality (5.6) is equivalent to (5.2), and the theorem is proved.

Theorem 5.1 implies the following criterion for the non-triviality of the $X$ discriminant.

Corollary 5.2. The dual variety $X^{\vee}$ is a hypersurface if and only if there exist a smooth point $x_{0} \in X$ and linear forms $U, T_{0}, T_{1}, \ldots, T_{k}$ as in Theorem 5.1 such that the Hessian matrix Hes ( $u$ ) is invertible.

Using this criterion, Knop and Menzel [Knop-Me] classified all irreducible representations of simple Lie algebras such that the dual of the highest vector orbit is a hypersurface.

## B. The dimension of the dual to a hypersurface: Segre's theorem

Although the projective duality is an involutive operation, the most typical situation, from the intuitive point of view, is when the projective dual $X^{\vee}$ is a hypersurface. Indeed, if $X^{\vee}$ is not a hypersurface, say, $\operatorname{codim} X^{\vee}=r+1$ then, by Corollary 1.2, $X$ is covered by the projective spaces of dimension $r$ lying on $X$, which is certainly atypical behavior. For example, if $X$ is a curve other than a straight line then $X^{\vee}$ is always a hypersurface.

Therefore by taking projective duals to hypersurfaces, we can get a considerable amount of subvarieties which are not hypersurfaces. This is of interest since it is very easy to define a hypersurface by an equation, whereas the description by equations of subvarieties of higher codimension is much more difficult.

This line of thought was formulated explicitly by B. Segre [Se]. The first step in this approach is to find the codimension of the dual to a hypersurface $X$. The answer, due to Segre, is as follows.

Theorem 5.3. Let $f\left(x_{0}, \ldots, x_{n}\right)$ be an irreducible homogeneous polynomial of degree $d$ and let $X \subset P^{n}$ be the hypersurface with the equation $f=0$. Let $m$ be the largest number with the following property: any $m$ by minor of the Hessian matrix $\left\|\partial^{2} f / \partial x_{i} \partial x_{j}\right\|$ (which is a polynomial in $x_{i}$ of degree $m(d-2)$ ) is divisible by $f$. Then $\operatorname{dim} X^{\vee}=m-2$.

Proof. This is very similar to the proof of Theorem 5.1. Let $W_{0}$ and $\pi: W_{0} \rightarrow X^{\vee}$ have the same meaning as in that proof. Since $X$ is a hypersurface, the other projection $\rho: W_{0} \rightarrow X$ is birational, so $\operatorname{dim} W_{0}=\operatorname{dim} X$. The rational map $\pi \circ \rho^{-1}: X \rightarrow X^{\vee}$ has dense image so $\operatorname{dim} X^{\vee}$ is equal to the generic rank of the Jacobian matrix of $\pi \circ \rho^{-1}$. Let this rank be $r$. Note that for a smooth point $x \in X$ we have

$$
\left(\pi \circ \rho^{-1}\right)(x)=\left(\frac{\partial f}{\partial x_{0}}(x): \ldots: \frac{\partial f}{\partial x_{n}}(x)\right)
$$

Taking partial derivatives, we find that $r$ equals the generic rank of the Hessian matrix of $f$ on $X$ minus one. This is precisely what is claimed in the theorem.

The first non-trivial case is the case of space curves. In this case Theorem 5.3 gives the following.

Corollary 5.4. An irreducible surface in $P^{3}$ with equation $f\left(x_{0}, \ldots, x_{3}\right)=0$ is projectively dual to a space curve if and only if the Hessian det $\left\|\partial^{2} f / \partial x_{i} \partial x_{j}\right\|_{i, j=0, \ldots, 3}$ is divisible by $f$.
C. Dimension of the dual of the product

Let $X_{1} \subset P^{n_{1}}$ and $X_{2} \subset P^{n_{2}}$ be two irreducible projective varieties. The product
$X_{1} \times X_{2}$ is naturally embedded in $P^{n_{1} n_{2}+n_{1}+n_{2}}$ via the Segre embedding $P^{n_{1}} \times$ $P^{n_{2}} \rightarrow P^{n_{1} n_{2}+n_{1}+n_{2}}$. Let $\left(X_{1} \times X_{2}\right)^{\vee} \subset\left(P^{n_{1} n_{2}+n_{1}+n_{2}}\right)^{\vee}$ be the projectively dual variety. Using Theorem 5.1, we shall calculate $\operatorname{dim}\left(X_{1} \times X_{2}\right)^{\vee}$ in terms of the dimensions of $X_{1}, X_{2}$ and their duals. To present the answer in the most symmetric form, we introduce the following notation. Let $X \subset P^{n}$ be an irreducible projective variety, and let $X^{\vee} \subset\left(P^{n}\right)^{\vee}$ be the projectively dual variety. We set

$$
\begin{equation*}
\mu(X)=\operatorname{dim} X+\operatorname{codim} X^{\vee}-1 \tag{5.7}
\end{equation*}
$$

Theorem 5.5. (Product Theorem) We have

$$
\begin{equation*}
\mu\left(X_{1} \times X_{2}\right)=\max \left(\operatorname{dim} X_{1}+\operatorname{dim} X_{2}, \mu\left(X_{1}\right), \mu\left(X_{2}\right)\right) . \tag{5.8}
\end{equation*}
$$

Proof. Let $\operatorname{dim} X_{1}=k_{1}, \operatorname{dim} X_{2}=k_{2}$. Let $x_{0}=\left(x_{01}, x_{02}\right)$ be a smooth point of $X_{1} \times X_{2}$. We choose local coordinates $t_{11}, t_{21}, \ldots, t_{k_{1}, 1}$ on $X_{1}$ near $x_{01}$ and $t_{12}, t_{22}, \ldots, t_{k_{2}, 2}$ on $X_{2}$ near $x_{02}$ as in subsection A. So for $v=1,2$, a point $x_{v} \in X_{v}$ close to $x_{0 v}$ has homogeneous coordinates

$$
x_{\nu}=\left(1: t_{1 \nu}: \ldots: t_{k_{v}, v}: u_{1 \nu}: \ldots: u_{n_{v}-k_{v}, v}\right)
$$

where each $u_{i \nu}$ is an analytic function of $t_{1 \nu}, t_{2 v}, \ldots, t_{k_{v}, v}$ vanishing at the origin.
By definition of the Segre embedding, a point $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$ has as homogeneous coordinates all pairwise products of homogeneous coordinates of $x_{1}$ and $x_{2}$. Therefore, the set of homogeneous coordinates consists of 1 and the following eight sets of variables:

$$
\begin{gather*}
t_{1}=\left\{t_{j 1}\right\}, t_{2}=\left\{t_{j 2}\right\}, u_{1}=\left\{u_{i 1}\right\}, u_{2}=\left\{u_{i 2}\right\}, \\
t t=\left\{t_{j 1}, 1 t_{j 2}, 2\right\}, t u=\left\{t_{j 1} u_{i 2}\right\}, u t=\left\{u_{i 1} t_{j 2}\right\}, u u=\left\{u_{i_{1}, 1} u_{i_{2}, 2}\right\} \tag{5.9}
\end{gather*}
$$

(here $t t, t u, u t$, and $u u$ are simply symbols not to be confused with products). Among these coordinates we choose those in $t_{1}$ and $t_{2}$ as local coordinates on $X_{1} \times X_{2}$ near $x_{0}$. The coordinates from the remaining six sets are analytic functions of these local coordinates vanishing at the origin.

To apply Theorem 5.1, we have to consider the Hessian matrix Hes ( $u$ ), where $u$ is a linear combination of all the coordinates in (5.9) regarded as a function of local coordinates from $t_{1}$ and $t_{2}$. By some abuse of notation we write $u$ as

$$
u=t_{1}+t_{2}+u_{1}+u_{2}+t t+t u+u t+u u
$$

where each of the summands stands for a linear combination of the variables of the corresponding group. We write Hes ( $u$ ) as

$$
\operatorname{Hes}(u)=\left(\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right)
$$

where

$$
A_{\alpha \beta}=\left\|\frac{\partial^{2} u}{\partial t_{i \alpha} \partial t_{j \beta}}(0,0, \ldots, 0)\right\|_{1 \leq i \leq k_{\alpha}, 1 \leq j \leq k_{\beta}}
$$

An easy computation shows that $A_{11}=\operatorname{Hes}\left(u_{1}\right), A_{22}=\operatorname{Hes}\left(u_{2}\right)$, so that

$$
\operatorname{Hes}(u)=\left(\begin{array}{cc}
\operatorname{Hes}\left(u_{1}\right) & A  \tag{5.10}\\
{ }^{t} A & \operatorname{Hes}\left(u_{2}\right)
\end{array}\right)
$$

where $A$ can be an arbitrary $k_{1} \times k_{2}$ matrix.
We need to find the minimal possible value of the corank of Hes $(u)$. Clearly, such a value is attained for generic $u_{1}, u_{2}$, and $A$. By Theorem 5.1 , we have

$$
\begin{equation*}
\text { corank Hes }\left(u_{1}\right)=\operatorname{codim} X_{1}^{\vee}-1, \text { corank Hes }\left(u_{2}\right)=\operatorname{codim} X_{2}^{\vee}-1 \tag{5.11}
\end{equation*}
$$

To complete the proof of Theorem 5.5 we use the following result from linear algebra.

Proposition 5.6. Let $E$ be a finite dimensional vector space decomposed into the direct sum $E=E_{1} \oplus E_{2}$ of two subspaces having dimensions $k_{1}$ and $k_{2}$. For any two integers $c_{1} \in\left[0, k_{1}\right], c_{2} \in\left[0, k_{2}\right]$, let $\operatorname{Bil}\left(c_{1}, c_{2}\right)$ denote the set of all symmetric bilinear forms $\varphi$ on $E$ such that, for $v=1,2$, the restriction of $\varphi$ on $V_{\nu}$ has corank $c_{\nu}$. Then a generic form $\varphi \in \operatorname{Bil}\left(c_{1}, c_{2}\right)$ has corank

$$
\begin{equation*}
\operatorname{corank}(\varphi)=\max \left(0, c_{1}-k_{2}, c_{2}-k_{1}\right) \tag{5.12}
\end{equation*}
$$

Combining Proposition 5.6 with Theorem 5.1 and (5.11), we see that

$$
\begin{gather*}
\operatorname{codim}\left(X_{1} \times X_{2}\right)^{\vee}-1 \\
=\max \left(0, \operatorname{codim} X_{1}^{\vee}-1-\operatorname{dim} X_{2}, \operatorname{codim} X_{2}^{\vee}-1-\operatorname{dim} X_{1}\right) \tag{5.13}
\end{gather*}
$$

Adding $\operatorname{dim} X_{1}+\operatorname{dim} X_{2}$ to both sides of (5.13), we obtain (5.8).
Proof of Proposition 5.6. We think of $\varphi$ as a linear map $\varphi: E_{1} \oplus E_{2} \rightarrow E_{1}^{*} \oplus E_{2}^{*}$. For $\alpha, \beta=1,2$, let $\varphi_{\alpha \beta}$ be the component of $\varphi$ acting from $E_{\beta}$ to $E_{\alpha}^{*}$. The condition
that $\varphi$ is symmetric means that $\varphi_{11}^{*}=\varphi_{11}, \varphi_{22}^{*}=\varphi_{22}, \varphi_{21}^{*}=\varphi_{12}$. By definition, $\operatorname{corank}(\varphi)=\operatorname{dim} \operatorname{Ker} \varphi$, where

$$
\begin{equation*}
\operatorname{Ker} \varphi=\left\{\left(-x_{1}, x_{2}\right) \in E_{1} \oplus E_{2}: \varphi_{11}\left(x_{1}\right)=\varphi_{21}^{*}\left(x_{2}\right), \varphi_{21}\left(x_{1}\right)=\varphi_{22}\left(x_{2}\right)\right\} \tag{5.14}
\end{equation*}
$$

Without loss of generality we can assume that $k_{1} \leq k_{2}$. For a generic $\varphi \in$ $\operatorname{Bil}\left(c_{1}, c_{2}\right)$ the map $\varphi_{21}: E_{1} \rightarrow E_{2}^{*}$ is injective. Hence for a given $x_{2} \in E_{2}$ there is at most one $x_{1}$ such that $\left(-x_{1}, x_{2}\right) \in \operatorname{Ker} \varphi$, namely

$$
\begin{equation*}
x_{1}=\varphi_{21}^{-1} \varphi_{22}\left(x_{2}\right) \tag{5.15}
\end{equation*}
$$

Let $U=\varphi_{22}^{-1}\left(\operatorname{Im} \varphi_{21}\right) \subset E_{2}$, and let $\psi: U \rightarrow E_{1}^{*}$ be given by

$$
\begin{equation*}
\psi=\varphi_{21}^{*}-\varphi_{11} \varphi_{21}^{-1} \varphi_{22} \tag{5.16}
\end{equation*}
$$

Using (5.14) and (5.15), we see that $\operatorname{Ker} \varphi$ is isomorphic to $\operatorname{Ker} \psi$.
We have

$$
\operatorname{dim}\left(\operatorname{Im} \varphi_{22}\right)=k_{2}-c_{2}, \operatorname{dim}\left(\operatorname{Im} \varphi_{21}\right)=k_{1}
$$

For $\varphi$ generic, these two subspaces are in general position in $E_{2}^{*}$. Now consider two cases.

Case 1. $c_{2} \geq k_{1}$. Then $\operatorname{Im} \varphi_{22} \cap \operatorname{Im} \varphi_{21}=(0)$. Therefore, $U=\operatorname{Ker} \varphi_{22}$, and $\psi$ coincides with the restriction of $\varphi_{21}^{*}$ to $U$. It follows that

$$
\operatorname{corank} \varphi=\operatorname{dim}\left(\operatorname{Ker} \varphi_{22} \cap \operatorname{Ker} \varphi_{21}^{*}\right)
$$

But $\operatorname{Ker} \varphi_{22} \cap \operatorname{Ker} \varphi_{21}^{*}$ is the orthogonal complement of $\operatorname{Im} \varphi_{22}+\operatorname{Im} \varphi_{21}$, and hence $\operatorname{corank} \varphi=k_{2}-\left(k_{2}-c_{2}+k_{1}\right)=c_{2}-k_{1}$.
Case 2. $c_{2} \leq k_{1}$. Then $\operatorname{dim}\left(\operatorname{Im} \varphi_{22} \cap \operatorname{Im} \varphi_{21}\right)=k_{1}-c_{2}$, hence $\operatorname{dim} U=k_{1}$. Therefore, for generic $\varphi$, we have $\operatorname{Ker} \varphi_{21}^{*} \cap W=(0)$, i.e., $\varphi_{21}^{*}$ is an isomorphism between $U$ and $E_{1}^{*}$. Now replace $\varphi_{21}$ by $\lambda \varphi_{21}$ for a non-zero scalar $\lambda$. Then $\psi$ given by (5.16) is replaced by

$$
\lambda \varphi_{21}^{*}-\lambda^{-1} \varphi_{11} \varphi_{21}^{-1} \varphi_{22}=\lambda\left(\varphi_{21}^{*}-\lambda^{-2} \varphi_{11} \varphi_{21}^{-1} \varphi_{22}\right) .
$$

The latter map is invertible for sufficiently large $|\lambda|$, $\operatorname{so} \operatorname{corank} \varphi=\operatorname{dim}(\operatorname{Ker} \psi)=$ 0 .

Clearly, (5.12) holds in both cases. Proposition 5.6 and Theorem 5.5 are proved.

## D. Some corollaries of the Product Theorem

First, Theorem 5.5 immediately generalizes to the product of more than two factors.
Theorem 5.7. Let $X_{1}, X_{2}, \ldots, X_{r}$ be embedded irreducible projective varieties, and let $X_{1} \times \cdots \times X_{r}$ be their product in the Segre embedding. Then

$$
\begin{equation*}
\mu\left(X_{1} \times \cdots \times X_{r}\right)=\max \left(\operatorname{dim} X_{1}+\cdots+\operatorname{dim} X_{r}, \mu\left(X_{1}\right), \ldots, \mu\left(X_{r}\right)\right) \tag{5.17}
\end{equation*}
$$

Theorem 5.7 immediately implies the following criterion.
Corollary 5.8. The dual variety $\left(X_{1} \times \cdots \times X_{r}\right)^{\vee}$ is a hypersurface if and only if

$$
\begin{equation*}
\mu\left(X_{j}\right) \leq \operatorname{dim} X_{1}+\cdots+\operatorname{dim} X_{r} \text { for } j=1, \ldots, r \tag{5.18}
\end{equation*}
$$

If $X=P^{k}$ is taken in the tautological embedding into itself then $X^{\vee}=\emptyset$, and we use the convention that $\operatorname{dim}\left(P^{k}\right)^{\vee}=-1$, hence $\operatorname{codim}\left(P^{k}\right)^{\vee}=k+1$, hence $\mu\left(P^{k}\right)=2 k$.

Corollary 5.9. Let $X$ be an embedded irreducible projective variety. Then the dual variety $\left(X \times P^{l}\right)^{\vee}$ is a hypersurface if and only if

$$
\begin{equation*}
\operatorname{codim} X^{\vee}-1 \leq l \leq \operatorname{dim} X \tag{5.19}
\end{equation*}
$$

Proof. In view of (5.18), $\left(X \times P^{l}\right)^{\vee}$ is a hypersurface if and only if $\mu(X) \leq$ $\operatorname{dim} X+l$ and $2 l \leq \operatorname{dim} X+l$, which is equivalent to (5.19).

Corollary 5.9 shows that even if the $X$-discriminant is constant, we can associate a family of discriminants with $X$ corresponding to the products $X \times P^{l}$ for $l$ running over the string $\left\{\operatorname{codim} X^{\vee}-1, \operatorname{codim} X^{\vee}, \ldots, \operatorname{dim} X\right\}$. We shall see later that the discriminant in this family corresponding to the maximal value $l=\operatorname{dim} X$ has a nice geometric meaning, namely it can be identified with the Chow form of $X$ (see Chapter 3, Section2D below). The geometric interpretations for other values of $l$ can be found in [WZ 2].

The following result is a special case of Corollary 5.8.
Corollary 5.10. The dual variety $\left(P^{k_{1}} \times \cdots \times P^{k_{r}}\right)^{\vee}$ is a hypersurface if and only if

$$
\begin{equation*}
2 k_{j} \leq k_{1}+\cdots+k_{r} \tag{5.20}
\end{equation*}
$$

for $j=1, \ldots, r$.

Without loss of generality we can assume that $k_{1}=\max \left(k_{1}, k_{2}, \ldots, k_{r}\right)$. Then (5.20) is equivalent to the condition $k_{1} \leq k_{2}+\cdots+k_{r}$. According to Example 4.14, this is the criterion for the existence of the hyperdeterminant for the matrix format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$. In particular, for $r=2$ we recover an obvious fact that a usual (2-dimensional) matrix possessing the non-trivial determinant must be square. From this perspective, (5.20) can be regarded as the multidimensional analog of the notion of a square matrix. These questions will be treated in more detail in Chapter 14.

The criterion of Corollary 5.10 can be extended to the case when $X_{j}$ for $j=$ $1, \ldots, r$ is the projective space $P^{k_{j}}$ in the Veronese embedding into $P\left(S^{d_{j}}\left(C^{k_{j}+1}\right)\right)$, where $d_{1}, \ldots, d_{r}$ are any positive integers (in Corollary 5.10, all $d_{j}$ are equal to 1 ).
Corollary 5.11. Suppose $X_{j}$ for $j=1, \ldots, r$ is the projective space $P^{k_{j}}$ in the Veronese embedding into $P\left(S^{d_{j}}\left(\mathbf{C}^{k_{j}+1}\right)\right)$. Then the dual variety $\left(X_{1} \times \cdots \times X_{r}\right)^{\vee}$ is a hypersurface if and only if (5.20) holds for all $j$ such that $d_{j}=1$ (in particular this is always the case if all $d_{j}>1$ ).

Proof. We have seen already that $\mu\left(X_{j}\right)=2 k_{j}$ if $d_{j}=1$. It is known that if $d_{j}>1$ then $X_{j}^{\vee}$ is a hypersurface (cf. Example 4.15), hence $\mu\left(X_{j}\right)=k_{j}$. Now our statement follows from Corollary 5.10.

Corollary 5.11 gives the criterion of existence of the multigraded discriminant, i.e., the discriminant of a multihomogeneous form on $P^{k_{1}} \times \cdots \times P^{k_{r}}$ of multidegree $\left(d_{1}, \ldots, d_{r}\right)$ (cf. Example 4.17).

## CHAPTER 2

## The Cayley Method for Studying Discriminants

In Chapter 1 we introduced, for any projective variety $X \subset P^{n}$, the $X$-discriminant $\Delta_{X}$ which is the equation of the projective dual variety $X^{\vee}$ (so $\Delta_{X}$ is a constant if $X^{\vee}$ is not a hypersurface). We now explain the method that allows us, for a smooth $X$, to write down at least in principle, the polynomial $\Delta_{X}$. The method goes back to the remarkable paper by Cayley [Ca4] on elimination theory, in which the foundations were laid for what is now called homological algebra. The Cayley method can also be applied to other similar problems, such as finding resultants (see Chapter 3). For discriminants, the Cayley method can be described in modern terminology as consisting of three steps:

Step 1. Interpret the vanishing of $\Delta_{X}(f)$ (i.e., tangency of $X$ with the hyperplane $f=0$ ) as a violation of the exactness of a certain complex of coherent sheaves on $X$. Usually the violation of exactness occurs at the points of tangency.

Step 2. Interpret the non-exactness of a complex of sheaves as the non-exactness of a certain complex of vector spaces whose terms are fixed and whose differential varies with $f$.

This is usually done by considering the complex of global sections of our complex of sheaves (possibly after tensor multiplication by a sufficiently ample invertible sheaf to ensure good behavior of the functor $H^{0}$ ). Instead of a complex of vector spaces, we can also construct a spectral sequence taking into account the higher cohomology of the sheaves from the complex.

Step 3. The $X$-discriminant is the determinant of the complex (spectral sequence) from step 2 .

The notion of the determinant of a complex (or spectral sequence) is described in detail in Appendix A. Throughout the present chapter we shall assume familiarity with this notion.

The Cayley method gives an expression of $\Delta_{X}(f)$ as an alternating product of determinants of certain matrices whose entries depend linearly on $f$. In some simple instances, the alternating product will reduce to just one determinant.

## 1. Jet bundles and Koszul complexes

We now will carry out the first step of the Cayley method: interpret the vanishing of $\Delta_{X}(f)$ as the violation of exactness of a complex of sheaves. The complex in question will be the Koszul complex, obtained from a jet bundle. We start by reviewing some background material on jets. For more details the reader is referred to [Sau].

## A. Jets

Let $X$ be a smooth irreducible algebraic variety. By $\mathcal{O}_{X}$ we denote the sheaf of regular functions on $X$. For any algebraic vector bundle $E$ on $X$, we shall denote by the same letter $E$ the sheaf of regular sections of this bundle, which is a locally free sheaf of $\mathcal{O}_{X}$-modules. The sheaves corresponding to line bundles (vector bundles of rank 1) are known as invertible sheaves.

Let $\mathcal{L}$ be an algebraic line bundle on $X$. We consider the bundle $J(\mathcal{L})$ of first jets of sections of $\mathcal{L}$. By definition, the fiber of $J(\mathcal{L})$ at a point $x \in X$ is the quotient of the space of all sections of $\mathcal{L}$ near $x$ by the subspace of sections which vanish at $x$ together with their first derivatives. In other words,

$$
\begin{equation*}
J(\mathcal{L})_{x}=\mathcal{L} / I_{x}^{2} \mathcal{L} \tag{1.1}
\end{equation*}
$$

where $I_{x} \subset \mathcal{O}_{x}$ is the ideal of functions vanishing at $x$. Thus $J(\mathcal{L})$ is a vector bundle on $X$ of rank $\operatorname{dim} X+1$.

To any section $f$ of $\mathcal{L}$, we associate a section $j(f)$ of $J(\mathcal{L})$ called the first jet of $f$. Namely, the value of $j(f)$ at any $x \in X$ is the class of $f$ modulo $I_{x}^{2} \mathcal{L}$ (this is a vector in the fiber $\left.J(\mathcal{L})_{x}\right)$. The correspondence $f \mapsto j(f)$ is C-linear:

$$
\begin{equation*}
j\left(f_{1}+f_{2}\right)=j\left(f_{1}\right)+j\left(f_{2}\right), \quad j(\lambda f)=\lambda j(f), \lambda \in \mathbf{C} \tag{1.2}
\end{equation*}
$$

(but this correspondence, being in fact a differential operator, is not $\mathcal{O}_{X}$-linear). Note that every vector in every fiber of $J(\mathcal{L})$ can be represented as the value of some $j(f)$, but not every section of $J(\mathcal{L})$ has the form $j(f)$.

The relevance of jets to discriminants is as follows. Consider the projective space $P\left(V^{*}\right)$ where $V$ is a vector space. Suppose $X \subset P\left(V^{*}\right)$ is a smooth closed irreducible subvariety and take $\mathcal{L}=\mathcal{O}_{X}(1)$ (see Section 4B, Chapter 1). Any vector $f \in V$ gives a linear function on $V^{*}$ and hence can be regarded as a section of $\mathcal{L}$. The following proposition is an immediate consequence of definitions.

Proposition 1.1. A vector $f \in V$ represents a point in the dual variety $X^{\vee} \subset P(V)$ if and only if the section $j(f)$ of the bundle $J(\mathcal{L})$ vanishes at some point $x \in X$.

Let us point out several properties of jet bundles. The first is the isomorphism

$$
\begin{equation*}
J(\mathcal{L}) \simeq J\left(\mathcal{O}_{X}\right) \otimes \mathcal{L} \tag{1.3}
\end{equation*}
$$

This isomorphism is only between sheaves of sections of the two bundles in (1.3) and does not come from a fiberwise isomorphism of the bundles themselves. Its construction is as follows. A section of $J\left(\mathcal{O}_{X}\right)$ over $U \subset X$ is an assignment, to any $x \in U$, of a function $\psi(x, y)$ defined for $y$ close to $x$ and considered modulo $I_{x}^{2}$. Therefore a section of $J\left(\mathcal{O}_{X}\right) \otimes \mathcal{L}$ is an assignment of a similar function $\psi(x, y)$ but taking, for each $x$, values in the fiber $\mathcal{L}_{x}$. We can think of $\psi$ as being defined on a small neighborhood of the diagonal in $U \times U$, so for $x \in U$ we have a section $y \mapsto \psi(y, x)$ of $\mathcal{L}$ defined near $x$. Taking, for each $x$, the first jet of this section, we get a section of $J(\mathcal{L})$. This defines the required isomorphism.

Similarly to (1.3), we get an isomorphism of sheaves of sections:

$$
\begin{equation*}
J(\mathcal{L} \otimes \mathcal{M}) \simeq J(\mathcal{L}) \otimes \mathcal{M} \tag{1.4}
\end{equation*}
$$

for any two line bundles $\mathcal{L}, \mathcal{M}$ on $X$.
For any $i \geq 0$ let $\Omega_{X}^{i}$ be the sheaf of regular differential $i$-forms on $X$. The second property of jets we want to mention is the exact sequence of vector bundles

$$
\begin{equation*}
0 \rightarrow \Omega_{X}^{1} \otimes \mathcal{L} \xrightarrow{\alpha} J(\mathcal{L}) \xrightarrow{\beta} \mathcal{L} \rightarrow 0 . \tag{1.5}
\end{equation*}
$$

Here $\beta$ is the map which takes any vector $j(f)(x) \in J(\mathcal{L})_{x}$ into $f(x) \in \mathcal{L}_{x}$.
Consider now the simplest case when $X$ is a projective space.
Proposition 1.2. The jet bundle $J\left(\mathcal{O}_{P\left(V^{*}\right)}(1)\right)$ is a trivial bundle naturally identified with $\mathcal{O}_{P\left(V^{*}\right)} \otimes V$.

Proof. The space $V$ is identified with the space of global sections of $\mathcal{O}(1)$ on $P\left(V^{*}\right)$. For any $x \in P\left(V^{*}\right)$, we get a linear map of vector spaces

$$
V \rightarrow J\left(\mathcal{O}_{P\left(V^{*}\right)}(1)\right)_{x}, \quad f \mapsto j(f)(x)
$$

This map is an isomorphism, which may be verified, for instance, using local coordinates.

Proposition 1.2 admits a certain generalization to an arbitrary variety $X$ and a line bundle $\mathcal{L}$ on $X$. Let us denote by $Y$ the total space of the bundle $\mathcal{L}^{*}$ from which the zero section is deleted. In the important special case when $X$ lies in a projective space $P\left(V^{*}\right)$ and $\mathcal{L}=\mathcal{O}(1)$, the manifold $Y \subset V^{*}-\{0\}$ is the punctured cone over $X$, i.e., the set of all non-zero points in $V^{*}$ whose projectivization lies in $X$. Any local section $f$ of $\mathcal{L}$ defines a function $\tilde{f}$ on $Y$ homogeneous of degree 1 .

Denote by $\pi: Y \rightarrow X$ the standard projection. Denote by $\xi$ the Euler vector field on $Y$ (i.e., the generator of the group of homotheties). The vector field $\xi$ defines the Lie derivation $\mathrm{Lie}_{\xi}$ on tensor fields on $Y$, in particular, on the sheaves $\Omega_{Y}^{k}$ of differential $k$-forms. For any $l \in Z$, let us define a subsheaf $\Omega_{l, Y}^{1} \subset \Omega_{Y}^{1}$ whose sections are 1 -forms $\gamma$ on $Y$ such that $\operatorname{Lie}_{\xi}(\gamma)=l \cdot \gamma$, i.e., $\gamma$ is homogeneous of degree $l$ under homotheties. Note that $\Omega_{l_{, Y}}^{1}$ is not a sheaf of $\mathcal{O}_{Y}$-modules, in particular, not a coherent sheaf on $Y$. Let $\pi_{*}$ denote the direct image of sheaves under $\pi$.

Proposition 1.3. We have a natural isomorphism of sheaves on $X$

$$
\psi: J(\mathcal{L}) \rightarrow \pi_{*}\left(\Omega_{1, Y}^{1}\right)
$$

In other words, sections of $J(\mathcal{L})$ over a domain $U$ are naturally identified with differential 1 -forms $\gamma$ over $\pi^{-1}(U)$ such that $\operatorname{Lie}_{\xi}(\gamma)=\gamma$. Moreover, let $f$ be any local section of $\mathcal{L}$, and let $\tilde{f}$ be the corresponding homogeneous (of degree 1) function on $Y$. Then under the isomorphism $\psi$, the section $j(f)$ goes to the 1 -form $d \tilde{f}$ on $Y$.

Proof. The isomorphism $\psi$ will be constructed fiberwise in order to satisfy the second assertion of the proposition. The fiber of $J(\mathcal{L})$ at a point $x$ is $\mathcal{L} / I_{x}^{2} \mathcal{L}$, see (1.1). Consider the correspondence

$$
\left.f \bmod I_{x}^{2} \longmapsto d(\tilde{f})\right|_{\pi^{-1}(x)}
$$

where on the right stands the restriction of $d(\tilde{f})$, as a section of $\Omega_{Y}^{1}$, to the fiber $\pi^{-1}(x)$. It is straightforward to see that this correspondence is well-defined, gives a required isomorphism of fibers and that these isomorphisms for various $x$ glue together into an isomorphism of vector bundles.

## B. Koszul complexes

Let $X$ be an irreducible algebraic variety. Let $E$ be an algebraic vector bundle on $X$ of rank $r$ and let $s$ be a global section of $E$. Consider the complex of sheaves on $X$

$$
\begin{equation*}
\mathcal{K}_{+}(E, s)=\left\{0 \rightarrow \mathcal{O}_{X} \xrightarrow{s} E \xrightarrow{\wedge s} \bigwedge^{2} E \xrightarrow{\wedge s} \cdots \rightarrow \bigwedge^{r} E \rightarrow 0\right\}, \tag{1.6}
\end{equation*}
$$

whose differential is given by exterior multiplication with $s$. We call $\mathcal{K}_{+}(E, s)$ the (positive) Koszul complex associated to $E$ and $s$. We fix the grading in this complex by assigning the degree $j$ to $\bigwedge^{j} E$.

It is also convenient to consider the complex dual to (1.6), i.e., the complex

$$
\begin{equation*}
\mathcal{K}_{-}(E, s)=\left\{0 \rightarrow \bigwedge^{r} E^{*} \rightarrow \cdots \rightarrow \bigwedge^{2} E^{*} \xrightarrow{i_{s}} E^{*} \xrightarrow{i_{s}} \mathcal{O}_{X} \rightarrow 0\right\} \tag{1.7}
\end{equation*}
$$

Here the differential is given by contraction with $s$, i.e., by the map $i_{s}: \bigwedge^{j} E^{*} \rightarrow$ $\bigwedge^{j-1} E^{*}$ dual to the map $\bigwedge^{j-1} E \rightarrow \bigwedge^{j} E$ given by exterior multiplication by $s$. We normalize the grading of $\mathcal{K}_{-}(E, s)$ by assigning the degree $(-j)$ to $\wedge^{j} E^{*}$. Note that we have an isomorphism of complexes

$$
\begin{equation*}
\mathcal{K}_{-}(E, s) \cong \mathcal{K}_{+}(E, s) \otimes \bigwedge^{r} E^{*}[r] \tag{1.8}
\end{equation*}
$$

where $r$ in brackets means the shift in the grading of the complex by $r$.
The reason for the introduction of both of these complexes is that it is often more straightforward to work with $\mathcal{K}_{+}$, whereas $\mathcal{K}_{-}$has simpler cohomology sheaves, as we shall see from the following proposition.

## Proposition 1.4.

(a) The exactness of any of $\mathcal{K}_{+}(E, s), \mathcal{K}_{-}(E, s)$ is equivalent to the fact that $s$ does not vanish anywhere on $X$.
(b) Suppose that $X$ is smooth and that $s$ vanishes along a smooth subvariety $Z \subset$ $X$ of codimension exactly $r=\mathrm{rk} E$ and is transverse to the zero section. Then $\mathcal{K}_{-}(E, s)$ has only one non-trivial cohomology sheaf, namely $\mathcal{O}_{Z}$ (regarded as a sheaf on $X$ ) in (highest) degree 0 . In this situation $\mathcal{K}_{+}(E, s)$ has the only non-trivial cohomology sheaf in the highest degree $r$, and this sheaf is the restriction $\left.\bigwedge^{r}(E)\right|_{Z}$ regarded as a sheaf on $X$.
(c) More generally, suppose that $X$ is not necessarily smooth but possesses a smooth morphism $\pi: X \rightarrow S$ to some (possibly singular) variety $S$. Suppose also that the zero locus $Z$ of $s$ is such that $\pi: Z \rightarrow S$ is a smooth morphism, $\operatorname{codim} Z=\operatorname{rk} E$ and, after restricting $s$ to each fiber of $\pi$ (which is smooth by assumption), s intersects the zero section transversally. Then all the conclusions of part (b) hold.

For the definition of a smooth morphism in part (c) we refer the reader to [Hart], Chapter 3, Section 10. Informally, the notion of a smooth morphism is a relative version of the notion of a smooth variety over a field. Thus, if $\pi: X \rightarrow S$ is a smooth morphism, then both $X$ and $S$ may be singular, but every fiber of $\pi$ is smooth. An example of a smooth morphism is given by a projection $Z \times S \rightarrow S$ where $S$ is any variety (possibly singular) and $Z$ is smooth. In fact, we will not need any other examples in this book.

Proof of Proposition 1.4 (a) If $W$ is a vector space and $w \in W$ is a non-zero vector then the differential in the exterior algebra $\Lambda^{\bullet}(W)$, given by the exterior multiplication with $w$, is exact. This can easily be seen by choosing a basis of $W$ containing $w$. The dual differential $i_{w}$ in $\bigwedge^{\bullet} W^{*}$ is therefore also exact. Applying this to our situation, we see that if the section $s$ does not vanish anywhere on $X$ then the complexes $\mathcal{K}_{ \pm}(E, s)$ will be fiberwise exact, and hence exact as complexes of sheaves. If, however, $s$ vanishes at some $x \in X$, then the cokernel of the last differential in $\mathcal{K}_{ \pm}(E, s)$ is non-trivial. Indeed, trivializing $E$ near $x$, we represent $s$ as a collection of functions $\left(f_{1}, \ldots, f_{r}\right)$, and represent the last differential in both complexes as

$$
\mathcal{O}^{r} \rightarrow \mathcal{O}, \quad\left(u_{1}, \ldots, u_{r}\right) \longmapsto \sum \sum u_{i} f_{i}
$$

If $s$ vanishes at $x$, then all $f_{i}$ also vanish and the above map is not surjective.
(b), (c) Trivializing $E$ near any given point, we identify $E$ locally with $\mathcal{O}^{r}$ and $s$ with a collection of functions ( $f_{1}, \ldots, f_{r}$ ), as above. Our conditions imply that $f_{1}, \ldots, f_{r}$ form a regular sequence, i.e., every $f_{i}$ is not a zero divisor in $\mathcal{O}_{X} /\left(f_{1}, \ldots, f_{i-1}\right)$. This yields, in a standard way (see, e.g., [GH] Chapter 5 , Section 3) that both complexes $\mathcal{K}_{ \pm}(E, s)$ are exact everywhere except in the last term. Now the last cohomology of $\mathcal{K}_{-}(E, s)$ is $\mathcal{O}_{Z}$. The statement about $\mathcal{K}_{+}$ follows from (1.8).

## C. Interpretation of $X^{\vee}$ in terms of Koszul complexes

Let $X \subset P\left(V^{*}\right)$ be a smooth projective variety. We apply the machinery of subsection B to the jet vector bundle $E=J(\mathcal{L})$ where $\mathcal{L}=\mathcal{O}_{X}(1)$. Propositions 1.1 and 1.4 (a) give the following corollary.

Corollary 1.5. Let $\mathcal{L}=\mathcal{O}_{X}(1)$. A vector $f \in V$ represents a point in $X^{\vee}$ if and only if any of the following complexes of sheaves on $X$ is not exact:

$$
\begin{align*}
& \mathcal{K}_{+}(J(\mathcal{L}), j(f))=\left\{0 \rightarrow \mathcal{O}_{X} \xrightarrow{j(f)} J(\mathcal{L}) \xrightarrow{\wedge j(f)} \bigwedge^{2} J(\mathcal{L}) \xrightarrow{\wedge j(f)} \cdots\right\}  \tag{1.9}\\
& \mathcal{K}_{-}(J(\mathcal{L}), j(f))=\left\{\cdots \rightarrow \bigwedge^{2} J(\mathcal{L})^{*} \rightarrow J(\mathcal{L})^{*} \rightarrow \mathcal{O}_{X} \rightarrow 0\right\} \tag{1.10}
\end{align*}
$$

This concludes the first step of the Cayley method.

## 2. Discriminantal complexes

Here we perform the second and third steps of the Cayley method: interpret the non-exactness of a complex of coherent sheaves as non-exactness of a certain complex of finite dimensional vector spaces and then consider the determinant of this complex.
A. The general discriminant as the determinant of a complex

Let $X \subset P\left(V^{*}\right)$ be a smooth projective variety. We denote $\mathcal{L}=\mathcal{O}_{X}(1)$, so that any $f \in V$ can be regarded as a section of $\mathcal{L}$. Let $\mathcal{M}$ be another invertible sheaf (line bundle) on $X$. We define the discriminantal complexes $C_{+}^{\bullet}(X, \mathcal{M})$ and $C_{-}^{\bullet}(X, \mathcal{M})$ as complexes of global sections of Koszul complexes (1.9) and (1.10) tensored with $\mathcal{M}$. More precisely,

$$
\begin{align*}
& C_{+}^{i}(X, \mathcal{M})=H^{0}\left(X, \bigwedge^{i} J(\mathcal{L}) \otimes \mathcal{M}\right) \\
& C_{-}^{i}(X, \mathcal{M})=H^{0}\left(X, \bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \tag{2.1}
\end{align*}
$$

Thus the terms of these complexes are fixed and the differential, induced by exterior multiplication (or contraction) with $j(f)$ depends on $f \in V$.

We denote the differentials in both complexes by $\partial_{f}$. The following statement is an immediate consequence of (1.2) and properties of the exterior product.

Proposition 2.1. In each of the $C_{ \pm}^{\bullet}(X, \mathcal{M})$, the differentials $\partial_{f}, f \in V$, satisfy

$$
\partial_{\lambda f+\mu g}=\lambda \partial_{f}+\mu \partial_{g}, \quad \partial_{f} \partial_{g}=-\partial_{g} \partial_{f}, \quad f, g \in V, \lambda, \mu \in \mathbf{C}
$$

In other words, the $\partial_{f}, f \in V$, make each $C_{ \pm}^{\bullet}(X, \mathcal{M})$ into a graded module over the exterior algebra $\wedge^{\bullet}(V)$.

It is known that the (non-) exactness of a complex of sheaves does not necessarily imply the (non-) exactness of the corresponding complex of global sections, and the obstructions to this are given by the higher cohomology of the sheaves of the complex. So we shall first consider the case when these obstructions vanish.

We shall say that the discriminantal complex $C_{+}^{\bullet}(X, \mathcal{M})$ is stably twisted if all of the terms $\bigwedge^{i} J(\mathcal{L}) \otimes \mathcal{M}$ of the corresponding complex of sheaves have no higher cohomology. Similarly, we shall say that $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted if all of the terms $\bigwedge^{i} J(\mathcal{L})^{*} \otimes \mathcal{M}$ have no higher cohomology.

Let us recall the following theorem due to Serre ([Hart], Chapter 3, Theorem 5.2). Let $\mathcal{M}$ be an ample line bundle (see Chapter 1 , Section 4B) and let $\mathcal{F}$ be any coherent sheaf on $X$. Then for $l \gg 0$ the sheaves $\mathcal{F} \otimes \mathcal{M}^{\otimes l}$ have no higher cohomology. The next proposition is a simple consequence of this theorem.

Proposition 2.2. Suppose that the line bundle $\mathcal{M}$ on $X$ is ample. Then for $l \gg 0$ the discriminantal complexes $C_{ \pm}^{\bullet}\left(X, \mathcal{M}^{\otimes l}\right)$ are stably twisted.

For a stably twisted discriminantal complex we can perform the second step of the Cayley method.

Proposition 2.3. Suppose that $C_{+}^{\bullet}(X, \mathcal{M})\left(\right.$ resp. $\left.C_{-}^{\bullet}(X, \mathcal{M})\right)$ is stably twisted. Let $f \in V$ be such that its projectivization does not lie in the dual variety $X^{\vee} \subset P(V)$. Then the complex $\left(C_{+}^{\bullet}(X, \mathcal{M}), \partial_{f}\right)\left(\right.$ resp. $\left.\left(C_{-}^{\bullet}(X, \mathcal{M}), \partial_{f}\right)\right)$ is exact.
Proof. If $f \notin X^{\vee}$, then the Koszul complexes (1.9) and (1.10) are exact complexes of sheaves. So it suffices to note that exactness is preserved under tensoring with $\mathcal{M}$ and to apply the following general fact.

Lemma 2.4. If $\mathcal{F}^{\bullet}$ is a finite exact complex of sheaves on a topological space $X$ and $H^{p}\left(X, \mathcal{F}^{i}\right)=0$ for any $i$ and any $p>0$, then the complex of global sections of $\mathcal{F}^{\bullet}$ is exact.

Proof. This is a particular case of the "abstract de Rham theorem" for sheaves, see [GH] Chapter 3, Section 5, or, for an elementary proof, [Hir] no. 2.12. This theorem says that if a complex of sheaves $\mathcal{F}^{\bullet}$ is a right resolution of a sheaf $\mathcal{G}$ and the $\mathcal{F}^{i}$ do not have higher cohomology, then the complex of global sections of $\mathcal{F}^{\bullet}$ calculates the cohomology of $\mathcal{G}$. Our statement corresponds to the case where $\mathcal{G}=0$.

Suppose now that $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted. Let us choose a basis in each vector space $C_{-}^{i}(X, \mathcal{M})$. Denote the system of bases thus obtained by $e$. Then, for generic $f \in V$, we can consider the determinant of the based exact complex $\left(C_{-}^{\bullet}(X, \mathcal{M}), \partial_{f}, e\right)$ (see Appendix A, Definition 7). The correspondence

$$
f \mapsto \operatorname{det}\left(C_{-}^{\bullet}(X, \mathcal{M}), \partial_{f}, e\right)
$$

is a rational function on the space $V$ as follows from an explicit formula for the determinant of a complex (Appendix A, Theorem 13). Let us abbreviate this function by $\Delta_{X, \mathcal{M}}^{-}$. A different choice of bases in $C_{-}^{i}(X, \mathcal{M})$ results in the multiplication of $\Delta_{X, \mathcal{M}}^{-}$by a non-zero constant. We regard $\Delta_{X, \mathcal{M}}^{-}$as being defined up to a non-zero constant multiple. With this understanding, the choice of bases does not matter.

Similarly, if $C_{+}^{*}(X, \mathcal{M})$ is stably twisted, we introduce the rational function $\Delta_{X, \mathcal{M}}^{+}$on $V$ defined up to a non-zero constant multiple.

Theorem 2.5. If the discriminantal complex $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted then, up to a non-zero constant factor, we have

$$
\begin{equation*}
\Delta_{X, \mathcal{M}}^{-}(f)=\Delta_{X}(f) \tag{2.2}
\end{equation*}
$$

where $\Delta_{X}$ is the $X$-discriminant. If $C_{+}^{*}(X, \mathcal{M})$ is stably twisted then

$$
\begin{equation*}
\left(\Delta_{X, \mathcal{M}}^{+}\right)(f)^{(-1)^{\mathrm{dim}(X)+1}}=\Delta_{X}(f) \tag{2.3}
\end{equation*}
$$

In particular, the left hand sides of (2.2) and (2.3) are polynomials. These polynomials are non-constant precisely when $X^{\vee}$ is a hypersurface.

## B. Proof of Theorem 2.5

This proof is slightly more technical than the previous material and makes use of the formalism of derived categories. The reader who is unfamiliar with this formalism may wish to skip this subsection. For a general background on derived categories, see [KS].

First of all, if codim $X^{\vee} \geq 2$, then the determinant of $C_{ \pm}^{\bullet}(X, \mathcal{M})$ is a rational function on $V$ which is regular and takes non-zero values outside a subvariety of codimension $\geq 2$. Such a function is necessarily constant. So we can and will assume in the rest of the proof that $X^{\vee}$ is a hypersurface.

Instead of considering complexes $\left(C_{ \pm}^{\bullet}(X, \mathcal{M}), \partial_{f}\right)$ with varying differentials $\partial_{f}, f \in V$, we consider the universal complex over the symmetric algebra $S^{\bullet}\left(V^{*}\right)$ for which all of the above individual complexes are fibers. More precisely, we introduce the complex

$$
\begin{aligned}
C_{+}^{\bullet}(X, \mathcal{M}) & \otimes S^{\bullet}\left(V^{*}\right) \\
& =\left\{C_{+}^{0}(X, \mathcal{M}) \otimes S^{\bullet}\left(V^{*}\right) \xrightarrow{\partial} C_{+}^{1}(X, \mathcal{M}) \otimes S^{\bullet}\left(V^{*}\right) \xrightarrow{\partial} \cdots\right\} .
\end{aligned}
$$

The differential $\partial$ equals $\sum \partial_{f_{i}} \otimes \varphi_{i}$, where $f_{0}, \ldots, f_{n}$ and $\varphi_{0}, \ldots, \varphi_{n}$ are dual bases of $V$ and $V^{*}$, and $\varphi_{i}$ also stands for the multiplication operator. Proposition 2.1 implies that $\partial^{2}=0$. In a similar way we define the complex $C_{-}^{\bullet}(X, \mathcal{M}) \otimes S^{\bullet}\left(V^{*}\right)$.

Let $\mathbf{C}(V)$ be the field of rational functions on $V$, i.e., the field of fractions of $S^{\bullet}\left(V^{*}\right)$. The complexes $\left(C_{ \pm}^{\bullet}(X, \mathcal{M}) \otimes S^{\bullet}\left(V^{*}\right), \partial\right)$ will become, after the extension of scalars from $S^{\bullet}\left(V^{*}\right)$ to $\mathbf{C}(V)$, exact complexes of finite-dimensional vector spaces over $\mathbf{C}(V)$. Clearly, $\Delta_{X, \mathcal{M}}^{ \pm} \in \mathbf{C}(V)$ are just the determinants of these complexes with respect to the chosen bases. Hence the prime factorization of $\Delta_{X, \mathcal{M}}^{ \pm}$is given by Theorem 30 from Appendix A. Namely, let $\pi \in S^{\bullet}\left(V^{*}\right)$ be an
irreducible polynomial and let $Z_{\pi} \subset V$ be the corresponding hypersurface. Then the $\pi$-adic order of $\Delta_{X, \mathcal{M}}^{ \pm}$is equal to the alternating sum of multiplicities at $Z_{\pi}$ of the cohomology modules of $C_{ \pm}^{\bullet}(X, \mathcal{M}) \otimes S\left(V^{*}\right)$. Let, as before, $Y^{\vee} \subset V$ denote the cone over the projective subvariety $X^{\vee}$. Our assertion is a consequence of the following fact.

Proposition 2.6. Let $\mathcal{M}$ be such that $C_{-}^{\bullet}(X, \mathcal{M})\left(\right.$ resp. $\left.C_{+}^{\bullet}(X, \mathcal{M})\right)$ is stably twisted. Suppose that $\operatorname{codim} X^{\vee}=1$. Then all of the cohomology modules of $C_{-}^{\bullet}(X, \mathcal{M}) \otimes S\left(V^{*}\right)\left(\right.$ resp. $\left.C_{+}^{\bullet}(X, \mathcal{M}) \otimes S\left(V^{*}\right)\right)$ except for the one on the far right have support on subvarieties of codimension $\geq 2$. The cohomology module on the far right has only one irreducible component in its support which is a hypersurface. This component is $Y^{\vee}$ and its multiplicity is 1.

We shall concentrate on the proof of Proposition 2.6. Recall that, by a theorem of Serre's [Ser], the category of coherent sheaves on $P(V)$ is equivalent to the category of graded finitely generated $S^{\bullet}\left(V^{*}\right)$-modules considered modulo finitedimensional modules. We consider the complexes of sheaves on $P(V)$ associated to the complexes $C_{ \pm}^{\bullet}(X, \mathcal{M}) \otimes S^{\bullet}\left(V^{*}\right)$ of graded $S^{\bullet}\left(V^{*}\right)$-modules. We denote these complexes by $\mathcal{O}\left(C_{ \pm}^{\bullet}(X, \mathcal{M})\right)$. Thus $\mathcal{O}\left(C_{+}^{\bullet}(X, \mathcal{M})\right)$ has the form

$$
\begin{equation*}
C_{+}^{0}(X, \mathcal{M}) \otimes \mathcal{O}_{P(V)} \rightarrow C_{+}^{1}(X, \mathcal{M}) \otimes \mathcal{O}_{P(V)}(1) \rightarrow \cdots \tag{2.4}
\end{equation*}
$$

and $\mathcal{O}\left(C_{-}^{\bullet}(X, \mathcal{M})\right)$ has the form

$$
\begin{equation*}
\cdots \rightarrow C_{-}^{-1}(X, \mathcal{M}) \otimes \mathcal{O}_{P(V)}(-1) \rightarrow C_{-}^{0}(X, \mathcal{M}) \otimes \mathcal{O}_{P(V)} \tag{2.5}
\end{equation*}
$$

By Serre's theorem it is enough to prove that all of the cohomology sheaves of (2.4) or (2.5) except for the one on the far right are supported on subvarieties of codimension $\geq 2$, the cohomology sheaf on the far right is supported on $X^{\vee} \subset$ $P(V)$ and the multiplicity equals 1.

We shall interpret complexes (2.4) and (2.5) as direct images in the derived category. Let $W \subset X \times P(V)$ be the incidence variety, i.e., the set of pairs $(x, H)$ where $H$ is a hyperplane tangent to $X$ at $x$ (see Chapter 1 , Section 3). Let $p_{1}, p_{2}$ be the projections of $W$ to $X$ and $P(V)$, and let $p_{X}, p_{V}$ be the projections of the whole $X \times P(V)$. Since $\mathcal{L}$ is the restriction to $X$ of $\mathcal{O}_{P\left(V^{*}\right)}(1)$, we have the maps

$$
V \xrightarrow{\text { res }} H^{0}(X, \mathcal{L}) \xrightarrow{j} H^{0}(X, J(\mathcal{L})) .
$$

Therefore we have a map of $V \otimes V^{*}=\operatorname{End}(V)$ into the space of sections of the vector bundle $p_{X}^{*}(J(\mathcal{L})) \otimes p_{V}^{*}(\mathcal{O}(1))$ on $X \times P(V)$. Let

$$
\sigma \in H^{0}\left(X \times P(V), p_{X}^{*}(J(\mathcal{L})) \otimes p_{V}^{*}(\mathcal{O}(1))\right)
$$

be the image of the identity element in $\operatorname{End}(V)$. It can be seen as the "universal section" since the restriction of $\sigma$ to any fiber $X \times\{\mathbf{C} f\}$ is just the section $j(f)$ of $J(\mathcal{L})$. To simplify further formulas, denote $k=\operatorname{dim}(X)+1$.

Proposition 2.7. The subvariety $W \subset X \times P(V)$ is smooth and has codimension $k$. The section $\sigma$ vanishes exactly along $W$ and meets the zero section transversally.

The proof follows from the representation of $W$ as a projective bundle over $X$ (Chapter 1, Section 3).

Now the general properties of Koszul complexes (Proposition 1.4) imply the following:

Corollary 2.8. The complex of sheaves on $X \times P(V)$ :

$$
\begin{equation*}
\cdots \rightarrow p_{X}^{*}\left(\bigwedge^{2} J\left(\mathcal{L}^{*}\right)\right) \otimes p_{V}^{*} \mathcal{O}(-2) \rightarrow p_{X}^{*}\left(J(\mathcal{L})^{*}\right) \otimes p_{V}^{*} \mathcal{O}(-1) \rightarrow \mathcal{O}_{X \times P(V)} \tag{2.6}
\end{equation*}
$$

is a left resolution of the structure sheaf $\mathcal{O}_{W}$, regarded as a sheaf on $X \times P(V)$. The dual complex

$$
\begin{equation*}
\cdots \rightarrow p_{X}^{*}\left(\bigwedge^{k-1} J(\mathcal{L})\right) \otimes p_{V}^{*} \mathcal{O}(k-1) \rightarrow p_{X}^{*}\left(\bigwedge^{k} J(\mathcal{L})\right) \otimes p_{V}^{*} \mathcal{O}(k) \tag{2.7}
\end{equation*}
$$

has the only non-trivial cohomology sheaf in the far right term. This cohomology sheaf equals the restriction on $W$ of the line bundle $p_{X}^{*}\left(\Omega_{X}^{k-1} \otimes \mathcal{L}^{\otimes(k)}\right) \otimes p_{V}^{*} \mathcal{O}(k)$, (this restriction is regarded as a sheaf on $X \times P(V)$ ).

Denote by $\mathcal{E}$ the line bundle on $W$ in Corollary 2.8 (the one defined as the restriction).

Proposition 2.9. If the discriminantal complex $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted, then the corresponding complex $\mathcal{O}\left(C_{-}^{\bullet}(X, \mathcal{M})\right.$ ) of sheaves on $P(V)$ is isomorphic in the derived category to the direct image $R p_{2 *}\left(p_{1}^{*}(\mathcal{M})\right)$. Similarly, if $C_{+}^{\bullet}(X, \mathcal{M})$ is stably twisted, then $\mathcal{O}\left(C_{+}^{\bullet}(X, \mathcal{M})\right)$ is isomorphic to $R p_{2 *}\left(p_{1}^{*}(\mathcal{E} \otimes \mathcal{M})\right)$.

Proof. Let $p_{X}, p_{V}$ be the projections of $X \times P(V)$ to $X$ and $P(V)$, respectively. Recalling that $p_{1}$ and $p_{2}$ are the projections of $W \subset X \times P(V)$ to $X$ and $P(V)$, we have the isomorphisms in the derived category

$$
R p_{2 *}\left(p_{1}^{*} \mathcal{M}\right) \cong R p_{V *}\left(\mathcal{O}_{W} \otimes p_{X}^{*} \mathcal{M}\right) \cong R p_{V *}\left(\mathcal{K} \otimes p_{X}^{*} \mathcal{M}\right)
$$

where $\mathcal{K}$ is the complex (2.6). The second of the above isomorphisms follows from Corollary 2.8. Note now that $\mathcal{O}\left(C_{-}^{\bullet}(X, \mathcal{M})\right)$ coincides with $p_{V_{*}}\left(\mathcal{K} \otimes p_{X}^{*} \mathcal{M}\right)$, the
complex obtained by applying to every term of $\mathcal{K} \otimes p_{X}^{*} \mathcal{M}$ the ordinary (not derived) direct image functor $p_{V *}$. Thus the question is to compare the termwise ordinary direct image with the full derived direct image. If $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted then for every term $\mathcal{K}^{j}$ of the complex $\mathcal{K}$, the higher direct images $R^{i} p_{V *}\left(\mathcal{K}^{j} \otimes p_{X}^{*} \mathcal{M}\right)$ vanish for $i>0$. So the statement of Proposition 2.9 about $\mathcal{O}\left(C_{-}^{\bullet}(X, \mathcal{M})\right)$ follows from the next general lemma (the statement about $\mathcal{O}\left(C_{+}^{\bullet}\right)$ is similar).
Lemma 2.10. Let $p: Y \rightarrow S$ be a continuous map of topological spaces and let $\mathcal{F}^{\bullet}$ be a finite complex of sheaves on $Y$ such that $R^{i} p_{*} \mathcal{F}^{j}=0$ for any $i>0$ and any $j$. Then the complex $R p_{*} \mathcal{F}^{\bullet}$ is isomorphic in the derived category to $p_{*} \mathcal{F}^{\bullet}$, the termwise direct image.

Proof of the lemma. For any complex of sheaves $\mathcal{F}^{\bullet}$, there is a canonical morphism $p_{*} \mathcal{F}^{\bullet} \rightarrow R p_{*} \mathcal{F}^{\bullet}$ of complexes of sheaves on $S$. Let us show that it is a quasi-isomorphism, i.e., it induces isomorphisms of sheaves of cohomology $\underline{H}^{i}\left(p_{*} \mathcal{F}^{\bullet}\right) \rightarrow \underline{H}^{i}\left(R p_{*} \mathcal{F}^{\bullet}\right)$ for all $i$. We have $\underline{H}^{i}\left(R p_{*} \mathcal{F}^{\bullet}\right)=\mathbf{R}^{i} p_{*} \mathcal{F}^{\bullet}$, the hyperdirect images of $\mathcal{F}^{\bullet}$. As for any derived functor, there is a spectral sequence of sheaves $E_{1}^{i j}=R^{j} p_{*} \mathcal{F}^{i} \Rightarrow \mathbf{R}^{i+j} p_{*} \mathcal{F}^{\bullet}$. So our assumptions imply that this sequence is reduced to one complex $p_{*} \mathcal{F}^{\bullet}$. Lemma 2.10 and Proposition 2.9 are proved.

Let us now complete the proof of Proposition 2.6. Since we assume that $X^{\vee}$ is a hypersurface, the map $p_{2}: W_{X} \rightarrow P(V)$ is a birational isomorphism of $W_{X}$ and $X^{\vee} \subset P(V)$ (Proposition 3.2 of Chapter 1). Hence the complex $R p_{2 *}\left(p_{1}^{*} \mathcal{M}\right)$ of sheaves on $P(V)$ can have only one cohomology sheaf supported on a hypersurface, namely $R^{0} p_{2 *}\left(p_{1}^{*} \mathcal{M}\right)$ and its multiplicity along $X^{\vee}$ is equal to 1. Hence for any hypersurface $Z \subset P(V)$, we have

$$
\begin{aligned}
\sum_{i}(-1)^{i} \operatorname{mult}_{Z} \underline{H}^{i}\left(\mathcal{O}\left(C_{-}^{\bullet}(X, \mathcal{M})\right)\right) & =\sum_{i}(-1)^{i} \operatorname{mult}_{Z} R^{i} p_{2 *}\left(p_{1}^{*} \mathcal{M}\right) \\
& =\left\{\begin{array}{l}
0, \text { if } Z \neq X^{\vee} \\
1, \text { if } Z=X^{\vee}
\end{array}\right.
\end{aligned}
$$

Here the $\underline{H}^{i}$ mean, as before, the cohomology sheaves of a complex of sheaves. This, together with Theorem 30 from Appendix A, completes the proof of Proposition 2.6 for $C_{-}^{\bullet}(X, \mathcal{M})$. For $C_{+}^{\bullet}(X, \mathcal{M})$, the reasoning is similar. Proposition 2.6 and Theorem 2.5 are proved.

## C. Examples

Example 2.11. The Sylvester formula. Let $X$ be the projective line $P^{1}=$ $P\left(\mathbf{C}^{2}\right)$ embedded into $P^{d}=P\left(S^{d} \mathbf{C}^{2}\right)$ by the Veronese embedding (Example 1.3, Chapter 1). The space $V=\left(S^{d} \mathbf{C}^{2}\right)^{*}$ is the space of binary forms

$$
f\left(x_{0}, x_{1}\right)=a_{0} x_{0}^{d}+a_{1} x_{0}^{d-1} x_{1}+\cdots+a_{d} x_{1}^{d}
$$

of degree $d$, and $\Delta_{X}(f)$ is the classical discriminant of $f$.
The line bundle $\mathcal{L}$, which is the restriction to $X=P^{1}$ of $\mathcal{O}_{P^{d}}(1)$ is, in terms of the projective line $P^{1}$ itself, $\mathcal{O}_{P^{1}}(d)$. According to Proposition 1.2, the vector bundle $J(\mathcal{L})$ is isomorphic to $\mathcal{O}_{P^{1}}(d-1) \oplus \mathcal{O}_{P^{1}}(d-1)$. We take the twisting bundle $\mathcal{M}$ to be $\mathcal{O}_{P^{1}}(2 d-3)$.

Recall the standard facts about the cohomology of sheaves $\mathcal{O}(l)$ on projective spaces [Hart].

Theorem 2.12. Let $V$ be a vector space of dimension $k$. If $l \geq 0$ then

$$
H^{0}\left(P\left(V^{*}\right), \mathcal{O}(l)\right)=S^{l} V
$$

and all the other cohomology of $\mathcal{O}(l)$ vanish. If $l \leq-k$, then

$$
H^{k-1}\left(P\left(V^{*}\right), \mathcal{O}(l)\right)=S^{-k-l} V^{*} \otimes \bigwedge^{k} V
$$

and all the other cohomology of $\mathcal{O}(l)$ vanish. If $1-k \leq l \leq-1$ then all the cohomology of $\mathcal{O}(l)$ vanish.

Applying this theorem to our situation, we find that the discriminantal complex $C_{-}^{\bullet}(X, \mathcal{M})$ is

$$
\begin{equation*}
0 \rightarrow H^{0}(\mathcal{O}(d-2) \oplus \mathcal{O}(d-2)) \xrightarrow{\partial_{f}} H^{0}(\mathcal{O}(2 d-3)) \tag{2.8}
\end{equation*}
$$

(the left term will vanish since the sheaf $\mathcal{O}(-1)$ on $P^{1}$ has no sections). We also see that (2.8) is stably twisted. Hence $\Delta_{X}$ equals, up to a constant factor, to the determinant of this complex, i.e., to the determinant of the square matrix $\partial_{f}$. Since $H^{0}\left(P^{1}, \mathcal{O}(m)\right)$ is the space $S^{m} \mathbf{C}^{2}$ of binary forms of degree $m$, we can write $\partial_{f}$ in (2.8) as an operator

$$
S^{d-2} \mathbf{C}^{2} \oplus S^{d-2} \mathbf{C}^{2} \xrightarrow{\partial_{f}} S^{2 d-3} \mathbf{C}^{2}
$$

An easy calculation shows that $\partial_{f}$ is given by

$$
\partial_{f}(u, v)=\left(\frac{\partial f}{\partial x_{0}}\right) \cdot u+\left(\frac{\partial f}{\partial x_{1}}\right) \cdot v
$$

Thus Theorem 2.5 amounts in our case to the classical Sylvester formula

$$
\begin{align*}
& \Delta\left(a_{0} x_{0}^{d}+\cdots+a_{d} x_{1}^{d}\right) \\
& =\frac{(-1)^{d-1}}{d^{d-2}} \cdot\left|\begin{array}{ccccccc}
a_{1} & 2 a_{2} & \ldots & (d-1) a_{d-1} & d a_{d} & \ldots & 0 \\
0 & a_{1} & \ldots & (d-2) a_{d-2} & (d-1) a_{d-1} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & a_{1} & 2 a_{2} & \ldots & d a_{d} \\
d a_{0} & (d-1) a_{1} & \ldots & 2 a_{d-2} & a_{d-1} & \ldots & 0 \\
0 & d a_{0} & \ldots & 3 a_{d-3} & 2 a_{d-2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & d a_{0} & (d-1) a_{1} & \ldots & a_{d-1}
\end{array}\right| . \tag{2.9}
\end{align*}
$$

The numerical constant $(-1)^{d-1} / d^{d-2}$ here is, strictly speaking, irrelevant since we consider the discriminant up to a non-zero scalar factor. It becomes relevant if we use the standard normalization of the classical discriminant, see Chapter 12.

Example 2.13. The dual of an algebraic curve. Let $X \subset P\left(V^{*}\right)$ be a smooth algebraic curve of degree $d$ and genus $g$. Thus the degree (or the first Chern class) of the line bundle $\mathcal{L}=\mathcal{O}_{X}(1)$ on $X$ is equal to $d$. The bundle $J(\mathcal{L})$ has rank 2 and, by the exact sequence (1.5), the line bundle $\bigwedge^{2} J(\mathcal{L})=\Omega_{X}^{1} \otimes \mathcal{L}^{\otimes 2}$ has degree $2 d+2 g-2$ (we have taken into account that $\operatorname{deg} \Omega_{X}^{1}=2 g-2$ ). Let us take the twisting bundle $\mathcal{M}$ to be a generic line bundle on $X$ of degree $2 d+g-3$. Then $C_{-}^{\bullet}(X, \mathcal{M})$ has the form

$$
\begin{equation*}
H^{0}\left(X, \bigwedge^{2} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \rightarrow H^{0}\left(X, J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \xrightarrow{\partial_{f}} H^{0}(X, \mathcal{M}) \tag{2.10}
\end{equation*}
$$

Recall the classical Riemann-Roch theorem for curves together with a couple of easy consequences of this theorem ([GH], Chapter 2, Section 3).

Theorem 2.14. Let $X$ be a smooth irreducible projective curve of genus $g$. Then
(a) for any line bundle $\mathcal{N}$ on $X$, we have

$$
\operatorname{dim} H^{0}(X, \mathcal{N})-\operatorname{dim} H^{1}(X, \mathcal{N})=\operatorname{deg} \mathcal{N}+1-g
$$

(b) a generic line bundle on $X$ of degree $g-1$ has $H^{0}=H^{1}=0$;
(c) any line bundle $\mathcal{N}$ on $X$ with $\operatorname{deg} \mathcal{N}>2 g-2$ has $H^{1}(X, \mathcal{N})=0$.

By statement (b) above, the far left term of (2.10) is equal to zero since $\bigwedge^{2} J(\mathcal{L})^{*} \otimes \mathcal{M}$ is a generic line bundle of degree $g-1$. Moreover, it follows from (c) that $C_{-}^{\bullet}(X, \mathcal{M})$ is in this case stably twisted. Hence the $X$-discriminant $\Delta_{X}(f), f \in V$, is the determinant of the square matrix $\partial_{f}$. The size of the matrix $\partial_{f}$, i.e., the dimension of $H^{0}(X, \mathcal{M})$ equals, by the Riemann-Roch theorem, $2 d-2+g$. Thus $X^{\vee}$ is a hypersurface of degree $m=2 d-2+g$. Note that the equation of this hypersurface is the determinant of an $m \times m$ matrix of linear forms on $V$ given by $\partial_{f}$. This implies the following geometric property of $X^{\vee}$. Let $\mathbf{C}^{m \times m}$ be the space of all $m \times m$ matrices and $\nabla_{m} \subset P\left(\mathbf{C}^{m \times m}\right)$ be the projectivization of the space of matrices with determinant zero. Then $X^{\vee}$ is isomorphic to a plane section of $\nabla_{m}$.

## 3. The degree and the dimension of the dual

Let $X \subset P^{n}$ be a smooth subvariety. In this section we address the question of how to find the codimension and the degree of the dual variety $X^{\vee}$ in terms of the invariants of $X$.
A. The degree of the $X$-discriminant

We introduce $d^{\vee}$ to be equal to $\operatorname{deg} X^{\vee}$ in case codim $X^{\vee}=1$ and to 0 in case codim $X^{\vee}>1$. Obviously, $d^{\vee}$ is just the degree of the $X$-discriminant $\Delta_{X}$ (recall that we have set $\Delta_{X}=1$ in case codim $X^{\vee}>1$ ).

Theorem 2.5 identifies $\Delta_{X}$ with the determinant of any of the discriminantal complexes $C_{ \pm}^{\bullet}(X, \mathcal{M})$, provided the complex is stably twisted. This implies a formula for $d^{\vee}=\operatorname{deg} \Delta_{X}$.

Theorem 3.1. (a) If a line bundle $\mathcal{M}$ on $X$ is such that $C_{-}^{\bullet}(X, \mathcal{M})$ is stably twisted, then

$$
d^{\vee}=\sum_{i=-\operatorname{dim}(X)-1}^{0}(-1)^{i} \cdot i \cdot \operatorname{dim} C_{-}^{i}(X, \mathcal{M})
$$

(b) If $\mathcal{M}$ is such that $C_{+}^{*}(X, \mathcal{M})$ is stably twisted, then

$$
d^{\vee}=(-1)^{\operatorname{dim}(X)+1} \sum_{i=0}^{\operatorname{dim}(X)+1}(-1)^{i} \cdot i \cdot \operatorname{dim} C_{+}^{i}(X, \mathcal{M})
$$

Proof. This follows from Theorem 2.5 and the homogeneity property of the determinant of any based exact complex ( $C^{\bullet}, \partial, e$ ):

$$
\begin{equation*}
\operatorname{det}\left(C^{\bullet}, \lambda \partial, e\right)=\lambda^{r} \operatorname{det}\left(C^{\bullet}, \partial, e\right), \quad r=\sum_{i}(-1)^{i} \cdot i \cdot \operatorname{dim} C^{i} \tag{3.1}
\end{equation*}
$$

(see Appendix A, Corollary 15).
Thus $d^{\vee}$ is expressed through the dimensions of vector spaces

$$
\begin{aligned}
& C_{-}^{i}(X, \mathcal{M})=H^{0}\left(X, \bigwedge^{-i} J\left(\mathcal{O}_{X}(1)\right)^{*} \otimes \mathcal{M}\right) \\
& C_{+}^{i}(X, \mathcal{M})=H^{0}\left(X, \bigwedge^{i} J\left(\mathcal{O}_{X}(1)\right) \otimes \mathcal{M}\right)
\end{aligned}
$$

These dimensions (and hence $d^{\vee}$ ) can be expressed through simpler quantities associated with $X$. We shall do this assuming $\mathcal{M}=\mathcal{O}_{X}(l)$, where $l \gg 0$.

For any coherent sheaf $\mathcal{F}$ on $X$, we write

$$
\begin{equation*}
\mathcal{F}(l)=\mathcal{F} \otimes \mathcal{O}_{X}(l), \quad h^{i}(\mathcal{F})=\operatorname{dim} H^{i}(X, \mathcal{F}), \quad \chi(\mathcal{F})=\sum(-1)^{i} h^{i}(\mathcal{F}) \tag{3.2}
\end{equation*}
$$

The number $\chi(\mathcal{F})$ is called the Euler characteristic of $\mathcal{F}$.

It follows from the Riemann-Roch-Hirzebruch theorem [Hir] that $\chi(\mathcal{F}(l))$ is a polynomial in $l$. This polynomial is called the Hilbert polynomial of $\mathcal{F}$ and denoted by $h_{\mathcal{F}}(l)$. For $l \gg 0$, the higher cohomology of $\mathcal{F}(l)$ vanishes, so we have

$$
\begin{equation*}
h_{\mathcal{F}}(l)=\chi(\mathcal{F}(l))=h^{0}(\mathcal{F}(l)) \tag{3.3}
\end{equation*}
$$

This is the more familiar definition of Hilbert polynomials, see [Hart], Chapter 1, Theorem 7.5, and also [Ser].

The bundle $\bigwedge^{i} J\left(\mathcal{O}_{X}(1)\right)$ is included in the exact sequence

$$
\begin{equation*}
0 \rightarrow \Omega_{X}^{i}(i) \rightarrow \bigwedge^{i} J\left(\mathcal{O}_{X}(1)\right) \rightarrow \Omega_{X}^{i-1}(i) \rightarrow 0 \tag{3.4}
\end{equation*}
$$

which is obtained from (1.5) (with $\left.\mathcal{L}=\mathcal{O}_{X}(1)\right)$ by taking the exterior power. This implies that, for $l \gg 0$, we have

$$
\begin{equation*}
\operatorname{dim} C_{+}^{i}\left(X, \mathcal{O}_{X}(l)\right)=h^{0}\left(\Omega_{X}^{i}(i+l)\right)+h^{0}\left(X, \Omega_{X}^{i-1}(i+l)\right) \tag{3.5}
\end{equation*}
$$

Let $T_{X}$ be the tangent bundle of $X$. By considering the sequence dual to (3.4) and tensoring with $\mathcal{O}_{X}(l)$ we get

$$
\begin{equation*}
\operatorname{dim} C_{-}^{i}(X, \mathcal{O}(l))=h^{0}\left(\bigwedge^{-i} T_{X}(i+l)\right)+h^{0}\left(\bigwedge^{-i-1} T_{X}(i+l)\right) \tag{3.6}
\end{equation*}
$$

We arrive at the following.
Theorem 3.2. The number $d^{\vee}=\operatorname{deg} \Delta_{X}$ is expressed through Hilbert polynomials of $\Omega_{X}^{i}$ or $\bigwedge^{i} T_{X}$ as follows: for any $l \in Z$ we have

$$
\begin{align*}
& d^{\vee}=(-1)^{\operatorname{dim}(X)+1} \sum_{i=0}^{\operatorname{dim}(X)+1}(-1)^{i} \cdot i \cdot\left(h_{\Omega_{X}^{i}}(i+l)+h_{\Omega_{X}^{i-1}}(i+l)\right) \\
& =\sum_{i=-\operatorname{dim}(X)-1}^{0}(-1)^{i} \cdot i \cdot\left(h \bigwedge^{-i} T_{X}(i+l)+h \bigwedge^{-i-1} T_{X}(i+l)\right) \tag{3.7}
\end{align*}
$$

Proof. For $l \gg 0$, this follows from Theorem 3.1 and from the equalities (3.5), (3.6) and (3.3). The extension to arbitrary $l \in \mathbf{Z}$ is obtained if we note that any of the sums in (3.7) is a polynomial in $l$ which takes the value $d^{\vee}$ for any $l \gg 0$, and hence this polynomial is identically equal to $d^{\vee}$.
B. General formula for codim $X^{\vee}$ and deg $X^{\vee}$ in terms of Hilbert polynomials

For $0 \leq i \leq \operatorname{dim} X$, we introduce the polynomial

$$
\begin{equation*}
p_{i}(l)=h \bigwedge^{i} T_{X}(l) \tag{3.8}
\end{equation*}
$$

For any $l \in \mathbf{Z}$, we introduce the polynomial $f_{l}(q)$ in a formal variable $q$ by

$$
\begin{equation*}
f_{l}(q)=\sum_{i=0}^{\operatorname{dim}(X)+1}(-1)^{i}\left(p_{i}(i+l)+p_{i-1}(i+l)\right) q^{i} \tag{3.9}
\end{equation*}
$$

where $p_{-1}$ and $p_{\operatorname{dim}(X)+1}$ are understood to be 0 . Clearly $f_{l}(q)$ is also a polynomial in $l$.

Note that the representation of $d^{\vee}$ as the second sum in (3.7) implies that $d^{\vee}=-f_{l}^{\prime}(1)$, minus the derivative of $f_{l}(q)$ at $q=1$. Note also that $f_{l}(1)=0$ since this is a polynomial in $l$ which for $l \gg 0$ is equal to the Euler characteristic of the generically exact discriminantal complex. Thus, near $q=1$, we have $f_{l}(q)=d^{\vee}(1-q)+O\left((1-q)^{2}\right)$. In fact, the following more general result is true.

Theorem 3.3. Let $l \in \mathbf{Z}_{+}$be any non-negative integer. The codimension of $X^{\vee}$ equals the order of the zero of $f_{l}(q)$ at $q=1$. Let this order be $\mu$ and let $f_{l}(q)=a_{\mu}(l)(1-q)^{\mu}+O\left((1-q)^{\mu+1}\right)$. Then $a_{\mu}(l)=\operatorname{deg}\left(X^{\vee}\right) \cdot\binom{\mu+l-1}{\mu-1}$.

Note that for a fixed $\mu$ both $a_{\mu}(l)=(-1)^{\mu} f_{l}^{(\mu)}(1) / \mu$ ! and the binomial coefficient $\binom{\mu+l-1}{\mu-1}$ depend on $l$ polynomially. So we can extrapolate the equality in Theorem 3.3 for some negative $l$ as well. Namely, if $\mu=\operatorname{codim} X^{\vee}$ is as above, then for any $l \notin\{-1,-2, \ldots,-\mu+1\}$, we have

$$
\begin{equation*}
\operatorname{deg} X^{\vee}=\frac{(-1)^{\mu} f_{l}^{(\mu)}(1)}{\mu \cdot(l+1)(l+2) \ldots(l+\mu-1)} \tag{3.10}
\end{equation*}
$$

and for $l \in\{-1,-2, \ldots,-\mu+1\}$, we have $a_{\mu}(l)=0$ so $f_{l}(q)=O\left((1-q)^{\mu+1}\right)$.
C. Formula for codim $X^{\vee}$ and deg $X^{\vee}$ in terms of Chern classes (Katz-KleimanHolme)

Before giving the proof of Theorem 3.3, we present another formula for the degree of $X^{\vee}$ due to N . Katz and S. Kleiman [Kat][K]] in the case where $\operatorname{codim} X^{\vee}=1$ and to A. Holme [Hol 1-2] in the general case. We assume that $X \subset P^{n}$ is a smooth irreducible projective variety of dimension $m$.

Let $c_{i}\left(\Omega_{X}^{1}\right) \in H^{2 i}(X, Z)$ be the $i$-th Chern class of the vector bundle $\Omega_{X}^{1}$. Consider the Chern polynomial of $X$ with respect to the given projective embedding:

$$
\begin{equation*}
c_{X}(q)=\sum_{i=0}^{m} q^{i+1} \int_{X \cap P^{n-i}} c_{m-i}\left(\Omega_{X}^{1}\right) \tag{3.11}
\end{equation*}
$$

Here $P^{n-i}$ is any projective subspace in $P^{n}$ of dimension $n-i$. The "integral" (i.e., the value of the cohomology class on a cycle) does not depend on the choice of $P^{n-i}$. Note that

$$
\begin{equation*}
\int_{X \cap P^{n-i}} c_{m-i}\left(\Omega_{X}^{1}\right)=\int_{X} c_{m-i}\left(\Omega_{X}^{1}\right) c_{1}\left(\mathcal{O}_{X}(1)\right)^{i} \tag{3.12}
\end{equation*}
$$

Theorem 3.4. Let $X \subset P^{n}$ be a smooth projective variety. Then the codimension of $X^{\vee}$ equals the order of the zero at $q=1$ of the polynomial $c_{X}(q)-c_{X}(1)$. If this order is $\mu$ then $\operatorname{deg}\left(X^{\vee}\right)=c_{X}^{(\mu)}(1) / \mu!$.

Example 3.5. Let $X$ be the product of projective spaces $P^{1} \times P^{3}$ embedded into $P^{7}=P\left(\mathbf{C}^{2} \otimes \mathbf{C}^{4}\right)$ by the Segre embedding. In other words, $X$ is the projectivization of the space of $2 \times 4$ matrices of rank 1 .

The dual variety $X^{\vee}$ is again $P^{1} \times P^{3}$ (see Example 4.13 of Chapter 1) and hence has codimension 3. The cohomology ring of any projective space $P^{l}$ is $Z[t] / t^{l+1}$, the element $t$ being the class of a hyperplane. The total Chern class $\sum c_{i}\left(\Omega_{p^{l}}^{1}\right)$ equals, as is well-known (see, e.g., [MS], Section 14)

$$
\sum c_{i}\left(\Omega_{P^{l}}^{1}\right)=(1-t)^{l+1}=1-(l+1) t+\binom{l+1}{2} t^{2}-\cdots+(-1)^{l}(l+1) t^{l}
$$

(the term $t^{l+1}$ is dropped since it equals 0 in the cohomology ring). For our variety $X$, we obtain by the Künneth formula, $H^{\bullet}(X)=Z[s, t] /\left(s^{2}, t^{4}\right)$. The fundamental class of $X$ is $s t^{3}$, and the total Chern class of $\Omega_{X}^{1}$ is $(1-2 s)\left(1-4 t+6 t^{2}-4 t^{3}\right)$. The first Chern class of the restriction of $\mathcal{O}_{P^{7}}(1)$ to $X$ is $s+t$. The number $m=\operatorname{dim}(X)$ is equal to 4 . Thus $\left.\int_{X} c_{m-i}\left(\Omega_{X}^{1}\right) c_{1}\left(\mathcal{O}_{X}\right)\right)^{i}$ is equal to the coefficient of $s t^{3}$ in $(1-2 s)\left(1-4 t+6 t^{2}-4 t^{3}\right)(s+t)^{i}$. So, by using (3.12), we find the Chern polynomial (3.11) to be

$$
c_{X}(q)=8 q-16 q^{2}+20 q^{3}-14 q^{4}+4 q^{5}
$$

We have

$$
c_{X}(1)=4, \quad c_{X}^{\prime}(1)=c_{X}^{\prime \prime}(1)=0, \quad c_{X}^{\prime \prime \prime}(1)=24
$$

This gives codim $\left(X^{\vee}\right)=3, \operatorname{deg}\left(X^{\vee}\right)=24 / 3!=4$.
D. Proof of Theorem 3.3

We shall prove this theorem by calculations in the Grothendieck ring $K(P(V))$ of coherent sheaves on $P^{n}$. We recall the main properties of these rings referring to [BGI] [Man] for a detailed exposition.

By definition, for any smooth projective variety $Z$, the Abelian group $K(Z)$ is generated by the symbols $[\mathcal{F}]$ for coherent sheaves $\mathcal{F}$ on $Z$; whenever we have a short exact sequence

$$
\begin{equation*}
0 \rightarrow \mathcal{F} \rightarrow \mathcal{G} \rightarrow \mathcal{H} \rightarrow 0 \tag{3.13}
\end{equation*}
$$

we impose the relation $[\mathcal{G}]=[\mathcal{F}]+[\mathcal{H}]$. The element $[\mathcal{F}] \in K(Z)$ is called the class of $\mathcal{F}$. For any finite complex of coherent sheaves $\mathcal{F}^{\bullet}$, we define its class

$$
\begin{equation*}
\left[\mathcal{F}^{\bullet}\right]=\sum(-1)^{i}\left[\mathcal{F}^{i}\right] \in K(Z) \tag{3.14}
\end{equation*}
$$

It follows that the class of an exact complex equals 0 , and hence quasi-isomorphic complexes have the same class. By the Hilbert syzygy theorem ([GH], Chapter 5, Section 4), each coherent sheaf $\mathcal{F}$ on $Z$ has a finite resolution $\mathcal{P}^{\bullet}$ by locally free sheaves. This permits us to extend to $K(Z)$ several available (and well-behaved) constructions for locally free sheaves. For instance, the ring structure on $K(Z)$ is first defined on classes of locally free sheaves using tensor multiplication. By Hilbert's theorem these classes generate $K(Z)$, so multiplication is extended to the whole $K(Z)$. The function taking a vector bundle to its rank extends to a homomorphism rk : $K(Z) \rightarrow \mathbf{Z}$ called the generic rank. The Euler characteristic $\chi$ defines another homomorphism from $K(Z)$ to $\mathbf{Z}$.

The group $K(Z)$ is equipped with the so-called codimension filtration $K(Z)=$ $F^{0} \supset F^{1} \supset \cdots$ where $F^{i}$ is generated by classes of sheaves with support on a subvariety of codimension $\geq i$. The quotient $F^{i} / F^{i+1}$ is the Chow group of codimension $i$ cycles on $Z$ modulo rational equivalence. More precisely, if $\mathcal{F}$ is a sheaf with support of codimension $i$, we associate to it the cycle

$$
\sum_{\operatorname{codim} C=i} \operatorname{mult}_{C}(\mathcal{F}) C
$$

where $C$ runs over all irreducible subvarieties of codimension $i$ and mult denotes the multiplicity of $\mathcal{F}$ along $C$ (see Appendix A).

Let us recall the structure of the Grothendieck ring of a projective space.
Proposition 3.6. Denote by $q \in K\left(P^{n}\right)$ the class of the invertible sheaf $\mathcal{O}(-1)$. This class generates the ring $K(P(V))$ which is isomorphic to $\mathbf{Z}[q] /(1-q)^{n}$. The filtration on $K\left(P^{n}\right)$ by the codimension of the support coincides with the filtration by powers of the ideal $(1-q)$.

Proposition 3.7. Let $M \subset P^{n}$ be an irreducible algebraic variety of codimension $\mu$ and degree d. Let $\mathcal{F}$ be a coherent sheaf on $M$ of generic rank $r$. Then the class of $\mathcal{F}$ in $K(P(V))$ has the form $d \cdot r \cdot(1-q)^{\mu}+O\left((1-q)^{\mu+1}\right)$.

Proof. The quotients of the filtration by codimension of the support are the Chow groups of $P^{n}$. The correspondence $Z \mapsto \operatorname{deg}(Z)$ establishes an isomorphism between the Chow group of codimension $\mu$ cycles in $P^{n}$ and $\mathbf{Z}$. The class of a sheaf $\mathcal{F}$ in $K\left(P^{n}\right)$ lies in $F^{\mu}$; its multiplicity along $M$ is $r$ and along any other subvariety is 0 . Therefore the image of $\mathcal{F}$ in $F^{\mu} / F^{\mu+1}$ is $r$ times the image of $\mathcal{O}_{M}$. To find the image of $\mathcal{O}_{M}$, note that the class of $M$ in the Chow group equals $d$ times the class of a projective subspace $P^{n-\mu}$ in this group. Such a subspace is given by the vanishing of $\mu$ linear functionals $f_{1}, \ldots, f_{\mu}$. These functions can be regarded as sections of $\mathcal{O}_{P^{n}}(1)$ and together form a section $s=\left(f_{1}, \ldots, f_{\mu}\right)$ of the sheaf $\mathcal{O}_{P^{n}}(1)^{\oplus \mu}$. Thus the structure sheaf $\mathcal{O}_{P^{n-\mu}}$ (regarded as a sheaf on the whole $P^{n}$ ) has the Koszul resolution

$$
\mathcal{K}_{-}\left(\mathcal{O}_{P^{n}}(1)^{\oplus \mu}, s\right)=\left\{\cdots \rightarrow \mathcal{O}_{P^{n}}(-2)^{\oplus\left(\frac{\mu}{2}\right)} \rightarrow \mathcal{O}_{P^{n}}(-1)^{\oplus \mu} \rightarrow \mathcal{O}_{P^{n}}\right\}
$$

The class of this resolution in $K\left(P^{n}\right)$ is $(1-q)^{\mu}$. Proposition 3.7 is proved.
Now we finish the proof of Theorem 3.3. We assume that the ambient space $P^{n}$ containing $X$ is $P\left(V^{*}\right)$, and therefore $X^{\vee}$ lies in $P(V)$. For $l \in Z$, we consider the complex $\mathcal{O}\left(C_{-}^{\bullet}\left(X, \mathcal{O}_{X}(l)\right)\right.$ of sheaves on $P(V)$ defined by (2.5). Suppose $l \gg 0$. According to Proposition 3.7, the class in $K(P(V))$ of this complex equals the image in $\mathbf{Z}[q] /(1-q)^{n}$ of the polynomial $\varphi_{l}(q)=\sum(-1)^{i} \operatorname{dim} C_{-}^{-i}(X, \mathcal{O}(l)) q^{i}$. By (3.6), this polynomial equals $f_{l}(q)$.

We consider the incidence variety $W \subset X \times P(V)$ and its projections $p_{1}, p_{2}$ to $X$ and $P(V)$, as in the proof of Theorem 2.5. Then, by Proposition 2.9, the complex $\mathcal{O}\left(C_{-}^{\bullet}\left(X, \mathcal{O}_{X}(l)\right)\right.$ is quasi-isomorphic to the direct image in the derived category of the line bundle $p_{1}^{*} \mathcal{O}(l)$ on $W$. The projection $p_{2}: W \rightarrow X^{\vee}$ is generically a bundle whose fibers are projective spaces of dimension $\mu-1$, where $\mu=\operatorname{codim} X^{\vee}$. Thus the generic rank of $R p_{2 *}\left(p_{1}^{*} \mathcal{O}(l)\right)$ for $l \gg 0$ equals

$$
\operatorname{dim} H^{0}\left(P^{\mu-1}, \mathcal{O}(l)\right)=\operatorname{dim} S^{l}\left(\mathbf{C}^{\mu}\right)=\binom{\mu+l-1}{\mu-1}
$$

Now Theorem 3.3 follows from Propositions 3.6 and 3.7.

## E. Proof of Theorem 3.4

Along with Chern classes we consider the exterior power operations $\bigwedge^{i}: K(X) \rightarrow$ $K(X)$. Their definition, due to Grothendieck, is similar to that of the $c_{i}$. Namely,
for classes of vector bundles, $\bigwedge^{i}$ is the usual exterior power and for an exact sequence of vector bundles of type (3.13), we have

$$
\begin{equation*}
\left[\bigwedge^{p} \mathcal{G}\right]=\sum_{i+j=p}\left[\bigwedge^{i} \mathcal{F}\right] \cdot\left[\bigwedge^{j} \mathcal{H}\right] \tag{3.15}
\end{equation*}
$$

which follows by considering a suitable filtration in $\bigwedge^{p} \mathcal{G}$. Introduce, for a vector bundle $\mathcal{F}$, the formal series

$$
\begin{equation*}
\lambda_{\mathcal{F}}(t)=\sum_{i} \bigwedge^{i}(\mathcal{F}) t^{i} \in K(X)[[t]] \tag{3.16}
\end{equation*}
$$

Then we define, for any $\alpha=\sum m_{i}\left[\mathcal{F}_{i}\right] \in K(X)$, the element $\wedge^{i}(\alpha)$ as the $i$-th coefficient of $\Pi \lambda \mathcal{F}_{i}(t)^{m_{i}}$.

As we mentioned earlier, the $r$-th quotient $g r_{F}^{r} K(X)$ of the codimension filtration $F$ on $K(X)$ is the Chow group of codimension $r$ algebraic cycles on $X$ modulo rational equivalence. Denote this group by $C H^{r}(X)$. There is a natural homomorphism cl : $C H^{r}(X) \rightarrow H_{2(\operatorname{dim}(X)-r)}(X, \mathbf{Z})$ which takes an algebraic cycle into its homology class. Note that the Poincare duality on $X$ identifies $H_{2(\operatorname{dim}(X)-r)}(X, \mathbf{Z}) \cong H^{2 r}(X, \mathbf{Z})$. Grothendieck has defined Chern classes

$$
c_{r}^{\mathrm{Groth}}: K(X) \longrightarrow C H^{r}(X)=\operatorname{gr}_{F}^{r} K(X)
$$

which lift the ordinary Chern classes with values in $H^{2 r}(X, \mathbf{Z})$. By definition (cf. [BGI] [Man]), if $\alpha \in K(X)$ is an element of generic rank $p$, then

$$
\begin{equation*}
c_{r}^{\mathrm{Groth}}(\alpha)=\bigwedge^{r}(\alpha-p+r-1) \quad \bmod F^{r+1} K(X) \tag{3.17}
\end{equation*}
$$

Here integers are embedded into $K(X)$ as multiples of $\left[\mathcal{O}_{X}\right]$ which is the unit with respect to the ring structure on $K(X)$. The exterior power in (3.17) belongs to $F^{r} K(X)$. In fact, definitions in [BGI], [Man] give a seemingly different formula for $c_{r}^{\text {Groth }}$ involving the so-called $\gamma$-operations. However, this formula is equivalent to (3.17), as can be seen from elementary algebraic manipulations.

Intuitively, (3.17) is very transparent. Namely, the element $\alpha-p+r$ has generic rank $r$. Suppose for a moment that it is represented as the class of a vector bundle $E$ on $X$ of rank $r$ which has enough global sections. The $r$-th Chern class of the rank $r$ bundle $E$ is therefore represented by a cycle which is the zero locus of a generic section $s$ of $E$. Denoting this locus by $Z$, we form the Koszul complex $\mathcal{K}_{+}(E, s)$ (see Section 1B) which is a left resolution of the line bundle $\left.\wedge^{r} E\right|_{Z}$, regarded as a sheaf on the whole $X$. The class in $K(X)$ of $\mathcal{K}_{+}(E, s)$ is

$$
\left.\sum(-1)^{i}\left[\bigwedge^{i} E\right]=(-1)^{r} \bigwedge^{r}([E]-1)\right]=(-1)^{r} \bigwedge^{r}(\alpha-p+r-1)
$$

But this class is the same as $(-1)^{r}$ times the class of a line bundle on $Z$ the sign comes from the fact that the cohomology of $\mathcal{K}_{+}(E, s)$ is of degree $r$ ), so $\bigwedge^{r}(\alpha-p+r-1)$ lies in $F^{r} K(X)$ and represents $Z$ in $\mathrm{gr}_{F}^{r} K(X)$.

Note that, for $r=m=\operatorname{dim}(X)$, the homomorphism $\mathrm{cl}: \operatorname{gr}_{F}^{m} K(X) \rightarrow$ $H_{0}(X, \mathbf{Z})=\mathbf{Z}$ is obtained by taking the Euler characteristic. So we get the following lemma.

Lemma 3.8. Let $\operatorname{dim}(X)=m$ and $\alpha \in K(X)$ be an element of generic rank $p$. Then

$$
\int_{X} c_{m}(\alpha)=\chi\left(\bigwedge^{m}(\alpha-p+m-1)\right)
$$

This lemma is all that we need to deduce Theorem 3.4 from Theorem 3.3. Let us write $\mathcal{L}=\mathcal{O}_{X}(1), \xi=c_{1}(\mathcal{L}) \in H^{2}(X, \mathbf{Z})$. Denote also $\Omega=\Omega_{X}^{1}$, and let $c(\Omega)=\sum c_{i}(\Omega) \in H^{\bullet}(X, \mathbf{Z})=\bigoplus H^{j}(X, \mathbf{Z})$ be the total Chern class of $\Omega$. We can write

$$
\begin{equation*}
\frac{c_{X}^{(k)}(1)}{k!}=\int_{X}\left(\frac{c(\Omega)}{(1-\xi)^{k+1}}\right)_{2 m} \tag{3.18}
\end{equation*}
$$

where the fraction is supposed to be expanded as a power series in $\xi$ and the subscript $2 m$ means the homogeneous part of degree $2 m$ of a non-homogeneous element of $H^{\bullet}(X, \mathbf{Z})$. More precisely, to see (3.18), we express both sides as linear combinations of the numbers $\int_{X} c_{m-i}(\Omega) \xi^{i}$ and find that the coefficients in these combinations are the same.

Note that $(1-\xi)^{k+1}$ is the total Chern class of the bundle $(k+1) \mathcal{L}^{*}$, the direct sum of $k+1$ copies of $\mathcal{L}^{*}$. By the Whitney sum formula for the total Chern class (which is applicable to differences as well as sums of elements of $K(X)$ ), we have

$$
\frac{c(\Omega)}{(1-\xi)^{k+1}}=c\left([\Omega]-(k+1)\left[\mathcal{L}^{*}\right]\right)
$$

Applying Lemma 3.8, we write

$$
\begin{align*}
& \frac{c_{X}^{(k)}(1)}{k!}=\int_{X}\left(\frac{c(\Omega)}{(1-\xi)^{k+1}}\right)_{2 m} \\
& \quad=\int_{X} c_{m}\left([\Omega]-(k+1)\left[\mathcal{L}^{*}\right]\right)=\chi\left(\bigwedge^{m}\left([\Omega]-(k+1)\left[\mathcal{L}^{*}\right]+k\right)\right) \tag{3.19}
\end{align*}
$$

We can transform the right hand side of (3.19) in the following way. First, we dualize all three summands under the sign of exterior power. The passage from a vector bundle to its dual extends to a homomorphism $*: K(X) \rightarrow K(X)$.

For not necessarily locally free sheaves this homomorphism is given by $[\mathcal{F}] \mapsto$ $\sum_{i}(-1)^{i}\left[\underline{\operatorname{Ext}}_{\mathcal{O}_{X}}^{i}\left(\mathcal{F}, \mathcal{O}_{X}\right)\right]$. It also commutes with exterior powers. Now, the exterior power in (3.19) lies in the lowest term of the codimension filtration, i.e., it can be represented as a linear combination of classes $[\mathcal{F}]$ for sheaves $\mathcal{F}$ with 0 -dimensional support (or, even, structure sheaves of individual points in $X$ ). For such a sheaf $\mathcal{F}$, we have $\underline{\operatorname{Ext}}^{i}\left(\mathcal{F}, \mathcal{O}_{X}\right)=0$ for $i \neq m$ and $\underline{\operatorname{Ext}}^{m}$ has the same class as $\mathcal{F}$, so $*([\mathcal{F}])=(-1)^{m}[\mathcal{F}]$. Thus

$$
\begin{equation*}
\chi\left(\bigwedge^{m}\left([\Omega]-(k+1)\left[\mathcal{L}^{*}\right]+k\right)\right)=(-1)^{m} \chi\left(\bigwedge^{m}\left(\left[T_{X}\right]-(k+1)[\mathcal{L}]+k\right)\right) \tag{3.20}
\end{equation*}
$$

Note that we can tensor every summand in the right hand side of (3.20) with $\mathcal{L}^{*}$ without changing the answer. Indeed, denoting by $\mathcal{G}$ the virtual bundle under the sign $\bigwedge^{m}$, we have $\bigwedge^{m}\left(\mathcal{G} \otimes \mathcal{L}^{*}\right)=\bigwedge^{m}(\mathcal{G}) \otimes\left(\mathcal{L}^{*}\right)^{\otimes m}$, so our procedure amounts to tensoring the whole exterior power with a line bundle. However, for any sheaf $\mathcal{F}$ with 0 -dimensional support and any line bundle $\mathcal{M}$, we have $\chi(\mathcal{F} \otimes \mathcal{M})=\chi(\mathcal{F})$, and our exterior power is a linear combination of classes of such sheaves. Thus we can write

$$
\begin{equation*}
\frac{c_{X}^{(k)}(1)}{k!}=(-1)^{m} \chi\left(\bigwedge^{m}\left(\left[T_{X} \otimes \mathcal{L}^{*}\right]+k\left[\mathcal{L}^{*}\right]-(k+1)\right)\right) \tag{3.21}
\end{equation*}
$$

We now expand (3.21) using the analog of (3.15) for three summands. Note that, for any $c \geq 0$, we have $\bigwedge^{c}(-(k+1))=(-1)^{c}\binom{k+c}{c}$. One way of seeing this is to remark that the formal series $\sum_{c}(-1)^{c}\binom{k+c}{c} t^{c}=1 /(1+t)^{k+1}$ is inverse to $\sum_{c} \bigwedge^{c}(+(k+1)) t^{c}=\sum_{c}\binom{k+1}{c} t^{c}=(1+t)^{k+1}$. Therefore we can finally write

$$
\begin{equation*}
\frac{c_{X}^{(k)}(1)}{k!}=(-1)^{m} \sum_{\substack{a+b+c=m \\ a, b . c \geq 0}}(-1)^{c}\binom{k}{b}\binom{k+c}{c} \chi\left(T^{a} \otimes \mathcal{L}^{-a-b}\right) \tag{3.22}
\end{equation*}
$$

where we have denoted $T^{p}=\bigwedge^{p} T_{X}$. We have thus expressed $c_{X}^{(k)}(1) / k$ ! through the quantities $\chi\left(T^{r} \otimes \mathcal{L}^{s}\right)=p_{r}(s)$ used in the definition of the polynomials $f_{l}(q)$, see (3.9).

Lemma 3.9. We have

$$
\begin{equation*}
\frac{c_{X}^{(k)}(1)}{k!}=\sum_{0 \leq i, j \leq k}(-1)^{i+j}\binom{k-1}{i}\binom{k+m-i-j}{m-i} \frac{f_{-i}^{(j)}(1)}{j!} \tag{3.23}
\end{equation*}
$$

To prove the lemma, we express both sides of (3.23) as linear combinations of the numbers $\chi\left(T^{r} \otimes \mathcal{L}^{s}\right)$ and compare the coefficients. It turns out that the corresponding coefficients are the same. This comparison is straightforward and amounts to applying the identity

$$
\binom{p}{q}=\sum_{j=0}^{r}(-1)^{r}\binom{r}{j}\binom{p+r-j}{q+r}
$$

holding for any $p, q, r \geq 0$. We leave the details to the reader.
Now Theorem 3.4 follows from Theorem 3.3 and Lemma 3.9 by purely formal reasoning. Indeed, let $\mu=\operatorname{codim} X^{\vee}$. Then, by Theorem 3.3, for any $l \in Z$, we have $f_{l}^{(j)}(1)=0$ for $j \leq \mu-1$ and all $l$ as well as for $j=\mu$ and $l=$ $-1,-2, \ldots,-\mu+1$. Therefore $c_{X}^{(k)}(1)=0$ for $1 \leq k \leq \mu-1$, since all the summands in the right hand side of (3.23) vanish in this case. Similarly, for $k=\mu$, all summands vanish except for the one with $i=0, j=\mu$ which equals $(-1)^{\mu} f_{0}^{(\mu)}(1) / \mu$ !. By Theorem 3.3, this number equals $\operatorname{deg} X^{\vee}$ and we are done.

## 4. Discriminantal complexes in terms of differential forms

In Section 2 we introduced, for every smooth projective variety $X \subset P\left(V^{*}\right)$ and every invertible sheaf $\mathcal{M}$ on $X$, two complexes of vector spaces $C_{ \pm}^{\bullet}(X, \mathcal{M})$. In this section we study one of these complexes, $C_{+}$, in the special case when $\mathcal{M}$ has the form $\mathcal{O}_{X}(l), l \geq 1$. We abbreviate throughout this section $C_{+}^{\bullet}(X, \mathcal{O}(l))$ to $C^{\bullet}(X, l)$.

## A. Forms on the cone and discriminantal complexes

Let $X \subset P\left(V^{*}\right)$ be a smooth projective variety. Let $Y \subset V^{*}$ be the cone over $X$ from which the singular point 0 is deleted. Also, let $\pi: Y \rightarrow X$ be the standard projection and $\xi$ the Euler vector field on $Y$, defining the Lie derivation $\mathrm{Lie}_{\xi}$ on the sheaves $\Omega_{Y}^{k}$. For any $l \in \mathbf{Z}$, let us define a subsheaf $\Omega_{l, Y}^{k} \subset \Omega_{Y}^{k}$ whose sections are $k$-forms $\omega$ on $Y$ such that $\operatorname{Lie}_{\xi}(\omega)=l \cdot \omega$, i.e., $\omega$ is homogeneous of degree $l$ under homotheties.

Proposition 4.1. There is an isomorphism of sheaves on $X$

$$
\bigwedge^{k} J(\mathcal{O}(1)) \cong \pi_{*} \Omega_{k, Y}^{k}
$$

In other words, sections of $\bigwedge^{k} J(\mathcal{O}(1))$ over any open set $U \subset X$ are naturally identified with differential $k$-forms on $\pi^{-1}(U) \subset Y$ homogeneous of degree $k$.

Proof. This follows from Proposition 1.3 by taking the exterior power.
Corollary 4.2. For any $k \geq 0$, the term $C^{k}(X, l)$ of the discriminantal complex is identified with the space of $k$-forms $\omega$ on $Y$ such that $\operatorname{Lie}_{\xi} \omega=(k+l) \omega$. For any $f \in V$, the differential $\partial_{f}: C^{k}(X, l) \rightarrow C^{k+1}(X, l)$ corresponds, in this identification, to the exterior multiplication by $d f \in \Omega^{1}(Y)$.

We shall also need an interpretation of forms on $X$ in terms of forms on $Y$. Let $\Omega_{X}^{k}(l)$ denote the sheaf $\Omega_{X}^{k} \otimes \mathcal{O}_{X}(l)$ on $X$. Let $i_{\xi}: \Omega_{Y}^{k} \rightarrow \Omega_{Y}^{k-1}$ denote the contraction with the Euler vector field $\xi$. We have the well-known Cartan formula

$$
\begin{equation*}
d \circ i_{\xi}+i_{\xi} \circ d=\mathrm{Lie}_{\xi} \tag{4.1}
\end{equation*}
$$

see, e.g., [Ar]. Let $\mathcal{R}_{k, l}$ be the subsheaf of $\Omega_{Y}^{k}$ consisting of forms $\omega$ such that

$$
\begin{equation*}
\operatorname{Lie}_{\xi} \omega=l \cdot \omega, \quad i_{\xi} \omega=0 \tag{4.2}
\end{equation*}
$$

Proposition 4.3. For any $k, l$, the sheaf $\Omega_{X}^{k}(l)$ is naturally identified with $\pi_{*} \mathcal{R}_{k, l}$. These isomorphisms take the exterior multiplication

$$
\begin{equation*}
\Omega_{X}^{k}(l) \otimes \Omega_{X}^{k^{\prime}}\left(l^{\prime}\right) \rightarrow \Omega_{X}^{k+k^{\prime}}\left(l+l^{\prime}\right) \tag{4.3}
\end{equation*}
$$

into the usual exterior multiplication of forms on $Y$.
Proof. The statement obviously reduces to the case where $l=0$. To establish this case, introduce the local coordinates $\left(x_{0}, \ldots, x_{n}\right)$ on $Y$ such that $\left(x_{1}, \ldots, x_{n}\right)$ are coordinates on $X$, the projection $\pi$ forgets $x_{0}$ and $\xi=\partial / \partial x_{0}$. The assertion means that a $k$-form $\omega$ on $Y$ does not contain $d x_{0}$ and has coefficients independent of $x_{0}$ if and only if it is annihilated by $i_{\partial / \partial x_{0}}$ and Lie ${ }_{\partial / \partial x_{0}}$ which is obvious.

## B. The second multiplication in the algebra of forms

We introduce on $X$ the bigraded sheaf of algebras $\mathbf{B}=\bigoplus_{k, l \geq 0} \Omega_{X}^{k}(l)$. The multiplication is induced by the usual exterior multiplication of differential forms; hence it is associative and supercommutative with respect to the grading by the degree of differential forms (the supercommutativity means that $\omega \wedge \omega^{\prime}=(-1)^{k k^{\prime}} \omega^{\prime} \wedge \omega$ for $\left.\omega \in \Omega_{X}^{k}(l), \omega^{\prime} \in \Omega_{X}^{k^{\prime}}\left(l^{\prime}\right)\right)$. We want to introduce another multiplication $*$ in B. Namely, let $\omega, \omega^{\prime}$ be two local sections of $\Omega_{X}^{k}(l)$ and let $\Omega_{X}^{k^{\prime}}\left(l^{\prime}\right)$ be defined over some domain $U$. Following Proposition 4.3, let us view $\omega$ and $\omega^{\prime}$ as differential forms on $Y$. Define

$$
\omega * \omega^{\prime}= \begin{cases}\frac{l}{l+l^{\prime}} \omega \wedge d \omega^{\prime}-(-1)^{k} \frac{l^{\prime}}{l+l^{\prime}} d \omega \wedge \omega^{\prime}, & \text { if } l, l^{\prime} \neq 0  \tag{4.4}\\ 0, & \text { if } l=0 \text { or } l^{\prime}=0\end{cases}
$$

## Proposition 4.4.

(a) The form $\gamma=\omega * \omega^{\prime}$ satisfies the conditions $\operatorname{Lie}_{\xi}(\gamma)=\left(l+l^{\prime}\right) \gamma, i_{\xi}(\gamma)=0$; therefore $*$ defines a multiplication

$$
\begin{equation*}
\Omega_{X}^{k}(l) \otimes_{\mathbf{C}} \Omega_{X}^{k^{\prime}}\left(l^{\prime}\right) \rightarrow \Omega_{X}^{k+k^{\prime}+1}\left(l+l^{\prime}\right) . \tag{4.5}
\end{equation*}
$$

(b) The multiplication $*$ is associative and supercommutative with respect to the shifted grading:

$$
\begin{equation*}
\omega * \omega^{\prime}=(-1)^{(k+1)\left(k^{\prime}+1\right)} \omega^{\prime} * \omega, \omega \in \Omega_{X}^{k}(l), \omega^{\prime} \in \Omega_{X}^{k^{\prime}}\left(l^{\prime}\right) \tag{4.6}
\end{equation*}
$$

Proof. (a) The Lie derivative is a (super) derivation of the algebra of forms which commutes with the exterior derivative $d$. Therefore $\operatorname{Lie}_{\xi}\left(\omega * \omega^{\prime}\right)=\left(l+l^{\prime}\right) \omega * \omega^{\prime}$. By (4.1), for $l, l^{\prime} \neq 0$ we have

$$
\begin{gathered}
i_{\xi}\left(\omega * \omega^{\prime}\right)=\frac{l}{l+l^{\prime}} i_{\xi} \omega \wedge d \omega^{\prime}+(-1)^{k} \frac{l}{l+l^{\prime}} \omega \wedge i_{\xi} d \omega^{\prime}- \\
-(-1)^{k} \frac{l^{\prime}}{l+l^{\prime}} i_{\xi} d \omega \wedge \omega^{\prime}-(-1)^{2 k+1} \frac{l}{l+l^{\prime}} d \omega \wedge i_{\xi} \omega^{\prime}
\end{gathered}
$$

Using (4.1) again and taking into account that $\omega$ and $\omega^{\prime}$ are annihilated by $i_{\xi}$, we find the right hand side equal to

$$
-(-1)^{k} \frac{l^{\prime} l}{l+l^{\prime}} \omega \wedge \omega^{\prime}+(-1)^{k} \frac{l l^{\prime}}{l+l^{\prime}} \omega \wedge \omega^{\prime}=0
$$

(b) This is verified by straightforward checking similar to that in part (a).

Note that in (4.4) it is essential to divide by $l+l^{\prime}$ to get associativity. The multiplication $*$ reminds us of the multiplication in Deligne-Beilinson cohomology (cf. [RSS], p. 62).
C. The decomposition of the discriminantal complex

We shall identify the discriminantal complex $C^{\bullet}(X, l)$ with the cone of a chain map between two smaller complexes. In fact, this identification can be established for the complex of sheaves for which the $C^{i}(X, l)$ are the spaces of global sections.

Let $f$ be any element of the vector space $V$ (recall that $X$ is embedded in $\left.P\left(V^{*}\right)\right)$. We denote the image of $f$ in $H^{0}(X, \mathcal{O}(1))$ by the same letter $f$. Since $\mathcal{O}(1)$ is a part of the algebra $\mathbf{B}$, we obtain two operators of multiplication by $f$ :

$$
\partial(f): \Omega_{X}^{k}(l) \rightarrow \Omega_{X}^{k+1}(l+1), \quad \partial(f) \omega=(l+1) f * \omega=f d \omega-l d f \wedge \omega
$$

$$
\tau(f): \Omega_{X}^{k}(l) \rightarrow \Omega_{X}^{k}(l+1), \quad \tau(f) \omega=f \cdot \omega
$$

It is clear from the supercommutativity of the two multiplications that, for any $f, g \in V$, we have

$$
\partial(f) \partial(g)=-\partial(g) \partial(f), \quad \tau(f) \tau(g)=\tau(g) \tau(f)
$$

The commutation law between $\partial(f)$ and $\tau(g)$ is given by the following proposition.

Proposition 4.5. For $f, g \in V$, we have

$$
\begin{equation*}
\partial(f) \tau(g)=\tau(g) \partial(f)\left(1+\operatorname{Lie}_{\xi}^{-1}\right)-\tau(f) \partial(g) \operatorname{Lie}_{\xi}^{-1} \tag{4.7}
\end{equation*}
$$

where the operator $\mathrm{Lie}_{\xi}$ acts on $\Omega_{X}^{k}(l)=\mathbf{B}_{k l}$ by multiplication by l. In particular, we have

$$
\begin{equation*}
\partial(f) \tau(f)=\tau(f) \partial(f) \tag{4.8}
\end{equation*}
$$

Proof. Consider a local section of $\Omega_{X}^{k}(l)$. We view it as a form $\omega$ on $Y$ satisfying the equations $\operatorname{Lie}_{\xi} \omega=l \omega, i_{\xi} \omega=0$. We have

$$
\begin{gathered}
\partial(f) \tau(g) \omega=\partial(f)(g \omega)=f d g \wedge \omega+f g d \omega-(l+1) d f \wedge g \omega \\
\tau(g) \partial(f) \omega=g(f d \omega-l d f \wedge \omega)=f g d \omega-l d f \wedge g \omega \\
\tau(f) \partial(g) \omega=f g d \omega-l d g \wedge f \omega
\end{gathered}
$$

Therefore

$$
l \partial(f) \tau(g) \omega=(l+1) \tau(g) \partial(g) \omega-\tau(f) \partial(g) \omega
$$

which is equivalent to our assertion.

Consider, for a given $f \in V$, the following diagram of sheaves on $X$ :


Let us number the rows of (4.9) starting from 0 . Denote the sequence of sheaves and maps in the $l$-th row by $\mathcal{B}^{\bullet}(X, l)$.

Theorem 4.6. The sequence $\mathcal{B}^{\bullet}(X, l)$ is a complex of sheaves on $X$. Vertical arrows define morphisms of complexes

$$
\tau_{l}: \mathcal{B}^{\bullet}(X, l) \rightarrow \mathcal{B}^{\bullet}(X, l+1)
$$

The twisted Koszul complex

$$
\begin{equation*}
\mathcal{O}(l) \xrightarrow{j(f) \wedge} J(\mathcal{O}(1)) \otimes \mathcal{O}(l) \xrightarrow{j(f) \wedge}\left(\bigwedge^{2} J(\mathcal{O}(1))\right) \otimes \mathcal{O}(l) \rightarrow \cdots \tag{4.10}
\end{equation*}
$$

is isomorphic, as a complex of sheaves, to the cone of the morphism $\tau_{l}$.
Proof. The first two assertions follow from Propositions 4.4 and 4.5. Let us prove the assertion about the cone. By definition of the chain cone (see Appendix A), this assertion means that there are isomorphisms

$$
\begin{equation*}
\left(\bigwedge^{k} J(\mathcal{O}(1))\right) \otimes \mathcal{O}(l) \longrightarrow \Omega_{X}^{k}(k+l) \oplus \Omega^{k-1}(k+l) \tag{4.11}
\end{equation*}
$$

which take, for each local section $f$ of $\mathcal{O}(1)$, the operator of exterior multiplication with $j(f)$ into the operator

$$
\left(\begin{array}{cc}
\partial(f) & 0  \tag{4.12}\\
(-1)^{k} \tau(f) & \partial(f)
\end{array}\right) .
$$

By Proposition 4.1 we can identify sections of $\left(\bigwedge^{k} J(\mathcal{O}(1))\right) \otimes \mathcal{O}(l)$ with differential $k$-forms on $Y$ homogeneous of degree $k+l$. The sheaf of such forms was denoted by $\Omega_{k+l, Y}^{k}$. Similarly, we identify sections of $\Omega_{X}^{k}(l)$ with $k$-forms on $Y$ belonging to $\mathcal{R}_{k, l}$, as in Proposition 4.3.

Lemma 4.7. We have a direct sum decomposition of sheaves on $Y$ :

$$
\begin{equation*}
\Omega_{Y, k+l}^{k}=\mathcal{R}_{k, k+l} \oplus d \mathcal{R}_{k-1, k+l} \tag{4.13}
\end{equation*}
$$

where $d$ is the exterior derivative on $Y$.
Proof. We need to show that each local section $\omega$ of $\Omega_{Y, k+l}^{k}$ can be uniquely written in the form

$$
\omega=\varphi_{1}+d \varphi_{2}, \varphi_{1} \in \mathcal{R}_{k, k+l}, \varphi_{2} \in \mathcal{R}_{k-1, k+l}
$$

To show this, we define

$$
\varphi_{1}=i_{\xi}(d \omega) /(k+l), \varphi_{2}=i_{\xi}(\omega) /(k+l)
$$

Then by (4.6)

$$
d \varphi_{2}=\operatorname{Lie}_{\xi}(\omega) /(k+l)-i_{\xi}(d \omega) /(k+l)=\omega-\varphi_{1}
$$

Let us prove uniqueness. Suppose that for some $\varphi_{1} \in \mathcal{R}_{k, k+l}, \varphi_{2} \in \mathcal{R}_{k-1, k+l}$, we have $\varphi_{1}+d \varphi_{2}=0$. Then

$$
\begin{gathered}
0=i_{\xi}\left(\varphi_{1}+d \varphi_{2}\right)=i_{\xi}\left(d \varphi_{2}\right)=L i e_{\xi} \varphi_{2}-d i_{\xi} \varphi_{2}= \\
=\operatorname{Lie}_{\xi} \varphi_{2}=(k+l) \varphi_{2}
\end{gathered}
$$

so $\varphi_{2}=0$. Therefore $\varphi_{1}=0$ as well. Lemma 4.7 is proved.
The required isomorphism (4.11) now follows from the decomposition in Lemma 4.7. We only have to show that exterior multiplication by $j(f)$ goes under this isomorphism to the matrix form (4.12). But this follows from Proposition 1.3. Theorem 4.6 is proved.

Note that the isomorphism constructed in Theorem 4.6 is only an isomorphism of complexes of sheaves and is not $\mathcal{O}_{X}$-linear. However, such an isomorphism still allows us to deduce the decomposition for the complex of global sections.

Let $B_{k, l}=H^{0}\left(X, \Omega_{X}^{k}(l)\right)$. For any $f \in V$ we get, by taking global sections of rows in (4.9), a complex of vector spaces

$$
\begin{equation*}
B^{\bullet}(l)=\left\{B_{0, l} \xrightarrow{\partial(f)} B_{1, l+1} \xrightarrow{\partial(f)} B_{2, l+2} \rightarrow \cdots\right\} \tag{4.14}
\end{equation*}
$$

and a morphism of complexes

$$
\begin{equation*}
\tau_{l}(f): B^{\bullet}(l) \longrightarrow B^{\bullet}(l+1) \tag{4.15}
\end{equation*}
$$

Theorem 4.6 has the following corollary.
Corollary 4.8. There are isomorphisms of vector spaces

$$
C^{k}(X, l) \cong B_{k, k+l} \oplus B_{k-1, k+l}
$$

such that for every $f \in V$ the discriminantal complex $\left(C^{\bullet}(X, l), \partial_{f}\right)$ is identified with the cone of $\tau_{l}(f)$.

As another application of Theorem 4.6, let us give a criterion for $C^{\bullet}(X, l)$ to be stably twisted.

Corollary 4.9. The discriminantal complex $C^{\bullet}(X, l)$ is stably twisted if and only if the following sheaves on $X$ have no higher cohomology:

$$
\Omega_{X}^{k}(k+l), \Omega_{X}^{k-1}(k+l), \quad k=0, \ldots, \operatorname{dim} X+1
$$

## $D$. Interpretation of the complexes $B^{\bullet}(l)$

For $l \gg 0$ the discriminantal complex $C^{\bullet}(X, l)=C_{+}^{\bullet}(X, \mathcal{O}(l))$ is stably twisted by Proposition 2.2. Hence, for a generic $f \in V$, the differential $\partial_{f}$ in this complex is exact. This means that the chain morphism $\tau_{l}(f): B^{\bullet}(l) \rightarrow B^{\bullet}(l+1)$, whose cone is $\left(C^{\bullet}(X, L), \partial_{f}\right)$, gives an isomorphism on cohomology spaces. So these spaces for $l \gg 0$ are independent on $l$. We are going to find these spaces. Again, we start with the study of the complex of sheaves $\mathcal{B}^{\bullet}(X, l)$ and only later do we take the global sections.

Let $Z \subset X$ be any irreducible hypersurface. By $\Omega_{X}^{k}(l \cdot Z)$, we denote the sheaf of meromorphic $k$-forms on $X$ which are regular outside $Z$ and have poles of order $\leq l$ along $Z$. In other words, if $\varphi=0$ is a local equation of $Z$, then a section of $\Omega_{X}^{k}(l \cdot Z)$ is a meromorphic $k$-form $\omega$ such that $\varphi^{l} \cdot \omega$ is regular. The exterior derivative of forms raises the order of poles by one, so we have the complexes

$$
\begin{equation*}
\mathcal{O}_{X}(l \cdot Z) \xrightarrow{d} \Omega_{X}^{1}((l+1) Z) \xrightarrow{d} \Omega_{X}^{2}((l+2) Z) \xrightarrow{d} \cdots \tag{4.16}
\end{equation*}
$$

Now let $f \in V$ be a non-zero vector and take $Z$ to be the hypersurface $Z_{f} \subset X$ given by $f=0$. Denote by $U=U_{f}=X-Z_{f}$ the complement to $Z_{f}$ and let $j: U_{f} \rightarrow X$ stand for the embedding of $U_{f}$ into $X$. The complex (4.16) is a subcomplex in the direct image $j_{*} \Omega_{U}^{\bullet}$ of the de Rham complex of $U$. More precisely, the consideration of orders of poles along $Z$ defines in $j_{*} \Omega_{U}^{\bullet}$ a natural increasing filtration $F$ by subcomplexes such that (4.16) is its $l$-th part, $F_{l}\left(j_{*} \Omega_{X}^{*}\right)$.

Proposition 4.10. For any $l \geq 0$ and any non-zero $f \in V$, the complex of sheaves $\mathcal{B}^{\bullet}(X, l)$ given by the $l$-th row of (4.9), is isomorphic to the complex $F_{l}\left(j_{*} \Omega_{X}^{*}\right)$ given by (4.16). This system of isomorphisms takes the morphism $\tau_{l}: \mathcal{B}^{\bullet}(X, l) \rightarrow \mathcal{B}^{\bullet}(X, l+1)$ of Theorem 4.6 into the canonical embedding $F_{l}\left(j_{*} \Omega_{U}^{\bullet}\right) \hookrightarrow F_{l+1}\left(j_{*} \Omega_{U}^{\bullet}\right)$.

Proof. We have an isomorphism of sheaves

$$
\begin{equation*}
\Omega_{X}^{i}(l) \rightarrow \Omega_{X}^{i}(l \cdot Z), \quad \omega \mapsto \omega / f^{l} \tag{4.17}
\end{equation*}
$$

Under these isomorphisms the differential $\partial(f)$ is taken to the usual de Rham differential $d$, since

$$
f^{l+1} d\left(\omega / f^{l}\right)=f^{l+1}\left((d \omega) / f^{l}-(l \omega \wedge d f) / f^{l+1}\right)=\partial(f) \omega
$$

The assertion about $\tau_{l}$ is equally straightforward.
Proposition 4.10 implies, by taking global sections, an interpretation of $B^{\bullet}(X, l)$ as part of the algebraic de Rham complex of the affine variety $U_{f}=X-Z_{f}$. This leads to the following.

Proposition 4.11. Let $l$ be such that $C^{\bullet}(X, l)$ is stably twisted for any $l^{\prime} \geq l$. For any $f \notin X^{\vee}$, we have an isomorphism

$$
H^{i}\left(B^{\bullet}(X, l), \partial(f)\right) \cong H^{i}\left(U_{f}, \mathbf{C}\right)
$$

where the right hand side is the ordinary complex cohomology of the open set $U_{f} \subset X$ defined by the condition $f \neq 0$.

The proof of Proposition 4.11 is based on two facts. The first is Grothendieck's algebraic de Rham theorem (see [GH] Chapter 3, Section 5) which implies that $H^{\bullet}\left(U_{f}, \mathbf{C}\right)$ can be calculated using the de Rham complex consisting of all regular forms on $U_{f}$, i.e., of forms with poles of arbitrary order along $Z_{f}$. The other is a local statement saying that, for any $l \geq 1$, the embedding $F_{l}\left(j_{*} \Omega_{U_{f}}^{*}\right) \hookrightarrow$ $F_{l+1}\left(j_{*} \Omega_{U_{f}}^{*}\right)$ is a quasi-isomorphism of complexes of sheaves (provided $Z_{f}$ is smooth). This can be easily established in local coordinates (see [De 1], 3.1.10).

Proposition 4.11 is obtained from these two facts by purely formal reasoning involving the hypercohomology of complexes of sheaves. Since Proposition 4.11 will not be used in the sequel, more details are not required here. The formalism of hypercohomology, however, will be discussed below in Section 5 .
E. Example: the second multiplication for the canonical curve

Let us illustrate the constructions of subsection B by the example of a canonical curve. By definition, this is a smooth algebraic curve $X$ projectively embedded using the line bundle $\Omega_{X}^{1}$ of 1 -forms on $X$. We shall denote this bundle simply by $\Omega$. It is known [GH] that, for any curve of genus $\geq 3$ which is not hyperelliptic, $\Omega$ indeed defines an embedding

$$
X \hookrightarrow P\left(H^{0}(X, \Omega)^{*}\right)
$$

The coordinate ring of $X$ in this embedding coincides with $\bigoplus H^{0}\left(X, \Omega^{\otimes l}\right)$. This canonical ring of $X$, as it is called, will be denoted by $\operatorname{Can}(X)$.

So, applying our constructions to $\mathcal{O}_{X}(1)=\Omega$, we see that the sheaf of graded algebras B will only have parts

$$
\mathbf{B}_{0, l}=\Omega^{\otimes l}, \quad \mathbf{B}_{1, l}=\Omega^{\otimes(l+1)}
$$

Sections of $\Omega^{\otimes i}$ are classically called $i$-differentials on the curve $X$.
The only non-trivial part of the multiplication $*$ is the map

$$
\begin{equation*}
\mathbf{B}_{0, i} \otimes_{\mathbf{C}} \mathbf{B}_{0, j} \rightarrow \mathbf{B}_{1, i+j} \text { or } \Omega^{\otimes i} \otimes_{\mathbf{C}} \Omega^{\otimes j} \rightarrow \Omega^{\otimes(i+j+1)} \tag{4.19}
\end{equation*}
$$

If $x$ is a local coordinate on $X$ then we can write an $i$-differential as $f(x) d x^{i}$. In coordinate form the multiplication is

$$
\begin{equation*}
\left(f(x) d x^{i}\right) *\left(g(x) d x^{j}\right)=\left(\frac{i}{i+j} \frac{d f}{d x} g(x)-\frac{j}{i+j} f(x) \frac{d g}{d x}\right) d x^{i+j+1} \tag{4.20}
\end{equation*}
$$

To understand this multiplication, note that the manifold $Y$ in our case is the tangent bundle $T X$ of $X$ without the zero section. It has rank one so there is an isomorphism of (non-linear) bundles with deleted zero section $X$ :

$$
T^{*} X-X \rightarrow T X-X, \quad p \mapsto p^{-1}
$$

where, for a covector $p$ at $x \in X$, the vector $p^{-1}$ at the same point is defined by $\left(p, p^{-1}\right)=1$.

Thus every $i$-differential can be regarded as a function on $T^{*} X-X$ homogeneous of degree $(-i)$. Recall that $T^{*} X$ is a symplectic manifold and therefore, for any two functions $f, g$ on $T^{*} X$, we have their Poisson bracket $\{f, g\}$, see [Ar]. This defines the structure of the Poisson algebra on $\operatorname{Can}(X)$, i.e., $\{f, g\}$ satisfies the Jacobi identity and is a derivation in both $f$ and $g$.

Proposition 4.13. The multiplication (4.20) coincides with the Poisson bracket of $i$-differentials considered as functions on $T^{*} X$.

The proof is straightforward.
Note that we cannot speak of the Jacobi identity while remaining in the framework of the algebra $\mathbf{B}$ : we need the identification $\mathbf{B}_{1, i+j} \cong \mathbf{B}_{0, i+j+1}$. In fact, the $*$-product of any three elements of $\mathbf{B}$ is zero.

Let us remark that the Poisson algebra Can $(X)$ has an important "quantization," i.e., a non-commutative filtered algebra $E(X)$ whose associated graded algebra is Can $(X)$. This is the algebra of global pseudo-differential (also called micro-differential) operators on $X$ of order $\leq 0$, see [Kas].

## 5. The discriminant as the determinant of a spectral sequence

In Section 2 we expressed the $X$-discriminant $\Delta_{X}$ as the determinant of discriminantal complexes $C_{ \pm}^{\bullet}(X, \mathcal{M})$. We imposed the condition that the complex be stably twisted, i.e., the terms of the corresponding complex of sheaves do not have higher cohomology. In this section we develop an approach that takes into account the higher cohomology as well, and is applicable to any twisting bundle $\mathcal{M}$.

## A. Discriminantal spectral sequences

Recall [Bry] [GH] that with every finite complex of sheaves $\mathcal{F}^{\bullet}$ on a topological space $X$, there are associated the hypercohomology groups $\mathbf{H}^{i}\left(X, \mathcal{F}{ }^{\bullet}\right)$. To define them, one takes the complexes of Abelian groups $C_{j}^{\bullet}$ calculating the cohomology of every individual $\mathcal{F}^{j}$ (for example, the Čech complexes with respect to an appropriate open covering of $X$ ). The differentials $\mathcal{F}^{j} \rightarrow \mathcal{F}^{j+1}$ make this collection of complexes into a double complex $C^{\bullet \bullet}$, and the $\mathbf{H}^{i}\left(X, \mathcal{F}^{\bullet}\right)$ are the cohomology groups of its total complex. By construction we have the spectral sequence (which is just the spectral sequence of the double complex $C^{\bullet \bullet}$ ):

$$
\begin{equation*}
E_{1}^{p q}=H^{q}\left(X, \mathcal{F}^{p}\right) \Rightarrow \mathbf{H}^{p+q}\left(X, \mathcal{F}^{\bullet}\right) \tag{5.1}
\end{equation*}
$$

The first differential in (5.1) is induced by the differential in $\mathcal{F}^{\bullet}$. In particular the complex of global sections

$$
\cdots \rightarrow H^{0}\left(X, \mathcal{F}^{i}\right) \rightarrow H^{0}\left(X, \mathcal{F}^{i+1}\right) \rightarrow \cdots
$$

is just the bottom row of the term $E_{1}$.
The hypercohomology can also be calculated using another spectral sequence

$$
\begin{equation*}
{ }^{\prime} E_{2}^{p q}=H^{q}\left(X, \underline{H}^{p}\left(\mathcal{F}^{\bullet}\right)\right) \quad \Rightarrow \quad \mathbf{H}^{p+q}\left(X, \mathcal{F}^{\bullet}\right) \tag{5.2}
\end{equation*}
$$

where $\underline{H}^{p}\left(\mathcal{F}^{\bullet}\right)$ is the $p$-th cohomology sheaf of $\mathcal{F}^{\bullet}$, i.e.,

$$
\begin{equation*}
\left.\underline{H}^{p}\left(\mathcal{F}^{\bullet}\right)\right)=\frac{\operatorname{Ker}\left\{\mathcal{F}^{p} \xrightarrow{d} \mathcal{F}^{p+1}\right\}}{\operatorname{Im}\left\{\mathcal{F}^{p-1} \xrightarrow{d} \mathcal{F}^{p}\right\}} . \tag{5.3}
\end{equation*}
$$

In particular, if $\mathcal{F}^{\bullet}$ is exact then $\mathbf{H}^{j}\left(X, \mathcal{F}^{\bullet}\right)=0$ for all $j$.
Now let $X \subset P\left(V^{*}\right)$ be a smooth projective variety, and let $\mathcal{M}$ be a line bundle on $X$. Denote the sheaf $\mathcal{O}_{X}(1)$ by $\mathcal{L}$. Let $f \in V$. We apply the above formalism to the Koszul complexes (1.9) and (1.10) tensored by $\mathcal{M}$. We define
the discriminantal spectral sequences $C_{r,+}^{p q}(X, \mathcal{M}, f)$ and $C_{r,-}^{p q}(X, \mathcal{M}, f)$ to be the spectral sequences (5.1) for these complexes. More precisely,

$$
\begin{align*}
& C_{1,+}^{p q}(X, \mathcal{M}, f)=H^{q}\left(X, \bigwedge^{p}(J(\mathcal{L})) \otimes \mathcal{M}\right) \\
& C_{1,-}^{p q}(X, \mathcal{M}, f)=H^{q}\left(X, \bigwedge^{-p}\left(J(\mathcal{L})^{*}\right) \otimes \mathcal{M}\right) \tag{5.4}
\end{align*}
$$

We denote by $\partial_{r, f}$ the differential in the $r$-th term of any of these spectral sequences. Thus $\partial_{1, f}$ is just the map induced by the differential in the Koszul complex (i.e., by exterior multiplication or contraction with $j(f)$ ). Higher differentials are found through the standard rules, by chasing the differentials in the double complex $C^{\bullet \bullet}$ above.

So the first terms of the discriminantal spectral sequences (5.4) do not depend on the choice of $f \in V$, but the differential $\partial_{1}$ does (and hence do all the subsequent terms).

Proposition 5.1. Suppose that the projectivization of $f \in V$ does not belong to the dual variety $X^{\vee}$. Then the discriminantal spectral sequences $C_{r, \pm}^{\bullet \bullet}(X, \mathcal{M}, f)$ are exact, i.e., they converge to zero.

Proof. Indeed, the Koszul complexes of sheaves (1.9) and (1.10) are exact if $f \notin X^{\vee}$. The exactness will be preserved after tensoring by $\mathcal{M}$. Hence the hypercohomology of the tensored complex is zero. This hypercohomology is the limit term of the spectral sequences in question.

Let us choose some system of bases $e$ in the components of $C_{1,+}^{p q}(X, \mathcal{M}, f)$. Then, for $f \notin X^{\vee}$, we have a based exact spectral sequence and hence its determinant is defined (see Appendix A). So we get a rational function

$$
f \mapsto \Delta_{X, \mathcal{M}}^{+}(f)=\operatorname{det}\left(C_{r,+}^{p q}(X, \mathcal{M}, f), e\right)
$$

on $V$. A different choice of bases changes $\Delta_{X, \mathcal{M}}^{+}$by a non-zero constant factor.
In a similar way, we define a rational function $\Delta_{X, \mathcal{M}}^{-}$by taking the determinant of $C_{r,-}^{p q}(X, \mathcal{M}, f)$.

Theorem 5.2. For any line bundle $\mathcal{M}$ on $X$, we have

$$
\Delta_{X}=\Delta_{X, \mathcal{M}}^{-}=\left(\Delta_{X, \mathcal{M}}^{+}\right)^{(-1)^{\operatorname{dim}(X)+1}}
$$

up to a non-zero constant multiple.

Proof. We shall treat $\Delta^{-}$and the spectral sequence $C_{-}$, the other case being similar. Consider the "universal" spectral sequence of sheaves on $P(V)$ incorporating all of the particular spectral sequences $C_{r,-}^{p q}(X, \mathcal{M}, f)$ of vector spaces. To construct this, we start from the complex (2.6) of sheaves on $X \times P(V)$. Denote this complex by $\mathcal{F}^{\bullet}$ and conserve the other notation of Section 2. In particular, we denote $p_{X}, p_{V}$ the projections of $X \times P(V)$ to $X$ and $P(V)$. Our universal spectral sequence has the form

$$
\begin{equation*}
E_{1}^{i j}=R^{i} p_{V *}\left(\mathcal{F}^{j} \otimes p_{X}^{*} \mathcal{M}\right) \Rightarrow \mathbf{R}^{i+j} p_{V *}\left(\mathcal{F}^{\bullet} \otimes p_{X}^{*} \mathcal{M}\right) \tag{5.5}
\end{equation*}
$$

where $\mathbf{R}^{i+j} p_{V *}$ are the hyperdirect images. As in the proof of Theorem 2.5 , we calculate the $\pi$-adic order of $\operatorname{det}\left(C_{r,-}^{i j}(x, l, f), e\right)$. By Theorem 36 from Appendix A, this order coincides with the alternating sum of orders along $X_{\pi}$ of the sheaves of the limit of (5.5), i.e., of the $\mathbf{R}^{i} p_{V *}\left(\mathcal{F}^{*} \otimes p_{X}^{*} \mathcal{M}\right)$. However, the complex $\mathcal{F}^{\bullet} \otimes p_{X}^{*} \mathcal{M}$ is a resolution of an invertible sheaf $p_{1}^{*} \mathcal{M}$ on the incidence variety $W$ (Corollary 2.8). Here $p_{1}, p_{2}$ are projections of $W$ to $X$ and $P(V)$. Thus

$$
\begin{equation*}
\mathbf{R}^{i} p_{V *}\left(\mathcal{F}^{*} \otimes p_{X}^{*} \mathcal{M}\right)=\mathbf{R}^{i} p_{V_{*}}\left(\mathcal{O}_{W} \otimes p_{X}^{*} \mathcal{M}\right) \tag{5.6}
\end{equation*}
$$

In the case where codim $X^{\vee}=1$, the projection $p_{2}: W \rightarrow X^{\vee}$ is a birational isomorphism and the only hypersurface along which these hyperdirect images can be generically non-zero is $X^{\vee}$. In the case $\operatorname{codim}\left(X^{\vee}\right)>1$ the right hand side of (5.6) does not have support on any hypersurface. Theorem 5.2 is proved.

Theorem 5.2 generalizes Theorem 2.5 which is valid only in the case of stably twisted complexes. In this case the whole spectral sequence is reduced to a complex of vector spaces given by the bottom row of $E_{1}$.

Let us study a little more about the dependence of the discriminantal spectral sequences on $f \in V$.

Proposition 5.3. For any $\lambda \in \mathbf{C}^{*}$, we have a natural system of identifications

$$
\varphi_{r, \pm}^{p q}: C_{r, \pm}^{p q}(X, \mathcal{M}, \lambda f) \cong C_{r, \pm}^{p q}(X, \mathcal{M}, f), \quad r \geq 1
$$

with the following properties:
(a) Under the $r$-th identification the differential $\partial_{r, f}$ is homogeneous of degree $r$ in $f$ :

$$
\begin{equation*}
\partial_{r, \lambda f}=\lambda^{r} \partial_{r, f} \tag{5.7}
\end{equation*}
$$

(b) The identification $\varphi_{r}$ itself is induced by the homogeneity (5.7) of the previous differential $\partial_{r-1, f}$.

Let us explain the statement (b). Since $\partial_{r-1, f}$ is homogeneous of degree $r-1$, we have $\operatorname{Ker} \partial_{r-1, \lambda f}=\operatorname{Ker} \partial_{r-1, f}$ and $\operatorname{Im} \partial_{r-1, \lambda f}=\operatorname{Im} \partial_{r-1, f}$ for any $\lambda \in \mathbf{C}^{*}$. So the cohomology of the differentials $\partial_{r-1, \lambda f}$ and $\partial_{r-1, f}$ are canonically identified with each other.

Proof of Proposition 5.3. We treat the $C_{\text {_ }}$ spectral sequence; the other case is similar. Denote by $\mathcal{F}^{\bullet}$ the Koszul complex (1.10) tensored by $\mathcal{M}$, so that

$$
\mathcal{F}^{j}=\bigwedge^{-j}\left(J(\mathcal{L})^{*}\right) \otimes \mathcal{M}
$$

Let $\partial_{f}$ denote the differential in this complex corresponding to $f$. Then $\partial_{f}$ is linear in $f$, in particular, $\partial_{\lambda f}=\lambda \partial_{f}$. The spectral sequence $C_{r_{1}-}^{p q}(X, \mathcal{M}, f)$ is just the sequence (5.1) corresponding to $\left(\mathcal{F}^{\bullet}, \partial_{f}\right)$. To explicitly construct this sequence, we take an affine covering $\left\{U_{\alpha}\right\}$ of $X$ and consider the Čech complex of each $\mathcal{F}^{i}$ :

$$
\begin{gathered}
C^{i 0} \rightarrow C^{i 1} \rightarrow \cdots \\
C^{i p}=\bigoplus_{\alpha_{0}, \ldots, \alpha_{p}} H^{0}\left(U_{\alpha_{0}} \cap \cdots \cap U_{\alpha_{\rho}}, \mathcal{F}^{i}\right) .
\end{gathered}
$$

The vector spaces $C^{i p}$ form a double complex where the vertical (Čech) differential is independent of $f \in V$ and the horizontal (Koszul) differential is linear in $f$. The discriminantal spectral sequence is just the standard spectral sequence of the double complex $C^{\bullet \bullet}$. So our statement follows from the homogeneity in $f$ of both differentials and from the standard procedure which defines the spectral sequence of a double complex (see, e.g., [GH], Chapter 3, Section 5).

## B. Example: the Bezout formula

We consider the case of Example 2.11. Let $X \cong P^{1}$ be the Veronese curve of degree $d$ in $P^{d}=P\left(V^{*}\right)$ where $\operatorname{dim} V=2$. So $\mathcal{L}=\left.\mathcal{O}_{P^{d}}(1)\right|_{X}$ is, in intrinsic terms, $\mathcal{O}_{P^{1}}(d)$. The space $V$ is the space of binary forms $f\left(x_{0}, x_{1}\right)$ of degree $d$.

We have $J(\mathcal{L})=\mathcal{O}(d-1) \oplus \mathcal{O}(d-1)$. Let us take the twisting line bundle $\mathcal{M}$ to be $\mathcal{O}(d-2)$ and $f \in V$. The discriminantal spectral sequence $C_{r,-}^{p q}(X, \mathcal{M}, f)$ is the spectral sequence (5.1) of the following complex of sheaves on $P^{1}$ :

$$
\begin{equation*}
\mathcal{O}(-d) \xrightarrow{\partial_{f}} \mathcal{O}(-1) \oplus \mathcal{O}(-1) \xrightarrow{\partial_{f}} \mathcal{O}(d-2) . \tag{5.8}
\end{equation*}
$$

As explained in Example 2.11, (5.8) is the twisted Koszul complex corresponding to the partial derivatives

$$
g\left(x_{0}, x_{1}\right)=\frac{\partial f}{\partial x_{0}}, \quad h\left(x_{0}, x_{1}\right)=\frac{\partial f}{\partial x_{1}}
$$

which are forms of degree $d-1$. In other words, the $\partial_{f}$ are given by formulas $\partial_{f}(w)=(h w,-g w)$ for $w$ a local section of $\mathcal{O}(-d)$ and $\partial_{f}(u, v)=g u+h v$ for $u, v$ local sections of $\mathcal{O}(-1)$.

Since $\mathcal{O}(-1)$ has neither $H^{0}$ nor $H^{1}$ on $P^{1}$ (Theorem 2.12), the only nontrivial differential in the spectral sequence will be

$$
\begin{equation*}
\partial_{2, f}: H^{1}\left(P^{1}, \mathcal{O}(-d)\right) \longrightarrow H^{0}\left(P^{1}, \mathcal{O}(d-2)\right) \tag{5.9}
\end{equation*}
$$

By Theorem 5.2, the $X$-discriminant (i.e., the classical discriminant of the form $f$ ) equals the determinant of $\partial_{2, f}$.

Denote by $S^{m}$ the space of binary forms of degree $m$, so $V=S^{d}$. Standard information about cohomology of $\mathcal{O}(i)$ (see Theorem 2.12) provides that the vector spaces in (5.9) are naturally identified with $\left(S^{d-2}\right)^{*}$ and $S^{d-2}$, respectively. So we can write (5.9) as

$$
\begin{equation*}
\partial_{2, f}:\left(S^{d-2}\right)^{*} \rightarrow S^{d-2} \tag{5.10}
\end{equation*}
$$

Thus we have a $(d-1) \times(d-1)$ matrix $\partial_{2, f}$ whose entries are, by Proposition 5.3, quadratic forms in coefficients of $f$ and whose determinant is $\Delta_{X}(f)$.

We are going to find the matrix $\partial_{2, f}$ explicitly. By (5.10), this matrix can be regarded as an element of $S^{d-2} \otimes S^{d-2}$. We regard this as the space of bihomogeneous forms

$$
\begin{equation*}
F\left(x_{0}, x_{1}, y_{0}, y_{1}\right)=\sum_{i, j=0}^{d-2} c_{i j} x_{0}^{d-2-i} x_{1}^{i} y_{0}^{d-2-j} y_{1}^{j} \tag{5.11}
\end{equation*}
$$

of bidegree $(d-2, d-2)$.
Proposition 5.4. The form $F$ corresponding to $\partial_{2, f}$ equals

$$
\begin{equation*}
F\left(x_{0}, x_{1}, y_{0}, y_{1}\right)=\frac{g\left(x_{0}, x_{1}\right) h\left(y_{0}, y_{1}\right)-h\left(x_{0}, x_{1}\right) g\left(y_{0}, y_{1}\right)}{x_{0} y_{1}-x_{1} y_{0}} \tag{5.12}
\end{equation*}
$$

where $g$ and $h$ are partial derivatives of $f$. Therefore $\Delta_{X}(f)$ coincides, up to a constant multiple, with the determinant of the matrix $\left\|c_{i j}\right\|$ of the coefficients of $F$.

This is the classical Bezout formula for the discriminant.
Note that the ratio in (5.12) is in fact a polynomial since the numerator vanishes whenever $\left(x_{0}, x_{1}\right)$ is proportional to ( $y_{0}, y_{1}$ ). An explicit form for the coefficients $c_{i j}$ of $F$ is as follows. Suppose that

$$
\begin{equation*}
g\left(x_{0}, x_{1}\right)=\frac{\partial f}{\partial x_{0}}=\sum_{i=0}^{d-1} a_{i} x_{0}^{d-1-i} x_{1}^{i} \tag{5.13}
\end{equation*}
$$

$$
\begin{equation*}
h\left(x_{0}, x_{1}\right)=\frac{\partial f}{\partial x_{1}}=\sum_{i=0}^{d-1} b_{i} x_{0}^{d-1-i} x_{1}^{i} \tag{5.14}
\end{equation*}
$$

Then

$$
\begin{equation*}
c_{i j}=\sum_{k=0}^{\min (i, j)-1}\left(a_{k} b_{i+j-k}-a_{i+j-k} b_{k}\right) \tag{5.15}
\end{equation*}
$$

as can be seen directly by division. In (5.15) we assume that $a_{\nu}=b_{\nu}=0$ for $v>d-1$.

Proof of Proposition 5.4. We regard $x_{0}, x_{1}$ as homogeneous coordinates on $P^{1}$. Consider the affine covering of $P^{1}$ consisting of two charts $U_{\alpha}=\left\{x_{\alpha} \neq 0\right\}, \alpha=$ 0,1 . Clearly, for $m \in \mathbf{Z}$, the space of sections $\Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(m)\right)$ consists of all Laurent polynomials

$$
\sum_{i+j=m} q_{i j} x_{0}^{i} x_{1}^{j}, \quad q_{i j} \in \mathbf{C}
$$

homogeneous of degree $m$. Such a polynomial is regular in $U_{0}$ (resp. $U_{1}$ ) if $q_{i j}=0$ for $j<0$ (resp. for $i<0$ ). The Čech cocycles given by the monomials

$$
\begin{equation*}
e_{i}=x_{0}^{-d+i+1} x_{1}^{-i-1} \in \Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(-d)\right), \quad i=0,1, \ldots, d-2 \tag{5.16}
\end{equation*}
$$

form a basis in $H^{1}\left(P^{1}, \mathcal{O}(-d)\right)$. Proposition 5.4 can be reformulated by saying that

$$
\begin{equation*}
\partial_{2, f}\left(e_{i}\right)=\sum_{j=0}^{d-2} c_{i j} x_{0}^{d-2-j} x_{1}^{j} \quad \in \quad H^{0}\left(P^{1}, \mathcal{O}(d-2)\right) \tag{5.17}
\end{equation*}
$$

where the $c_{i j}$ are given by (5.15).
We shall prove (5.17). The discriminantal spectral sequence, i.e., the spectral sequence (5.1) of the complex of sheaves (5.8) can be found from the double complex


The columns of this double complex are Čech complexes of individual sheaves in (5.8). The middle differential $\delta$ is an isomorphism since its kernel and cokernel are $H^{0}$ and $H^{1}$ of the sheaf $2 \mathcal{O}(-1)$ on $P^{1}$, which vanish. According to general formulas for differentials in the spectral sequence of a double complex, we have

$$
\partial_{2, f}(z)=\partial_{f}\left(\delta^{-1}\left(\partial_{f}(z)\right)\right) \quad \text { for } \quad z \in H^{1}\left(P^{1}, \mathcal{O}(-d)\right)=\frac{\Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(-d)\right)}{\operatorname{Im} \delta}
$$

Substituting here for $z$ a basis element $e_{i}$ from (5.16), we first find

$$
\begin{gathered}
\partial_{f}\left(e_{i}\right)=\left(h e_{i},-g e_{i}\right)=\left(\sum_{j=0}^{d-1} a_{j} x_{0}^{-j+i} x_{1}^{j-i-1}, \quad-\sum_{j=0}^{d-1} b_{j} x_{0}^{-j+i} x_{1}^{j-i-1}\right) \\
\in \quad \Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(-1)\right) \oplus \Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(-1)\right)
\end{gathered}
$$

For any $s=\sum_{i+j=-1} q_{i j} x_{0}^{i} x_{1}^{j}$ we shall write

$$
s^{(0)}=\sum_{j \geq 0} q_{i j} x_{0}^{i} x_{1}^{j}, \quad s^{(1)}=\sum_{i \geq 0} q_{i j} x_{0}^{i} x_{1}^{j}
$$

so the map

$$
\delta^{-1}: \Gamma\left(U_{0} \cap U_{1}, \mathcal{O}(-1)\right) \rightarrow \Gamma\left(U_{0}, \mathcal{O}(-1)\right) \oplus \Gamma\left(U_{1}, \mathcal{O}(-1)\right)
$$

takes $s \mapsto\left(s^{(0)},-s^{(1)}\right)$.
In this notation we find that $\partial_{f}\left(\delta^{-1}\left(\partial_{f}\left(e_{i}\right)\right)\right)$ is the global section of $\mathcal{O}(d-2)$ represented by the Laurent polynomial

$$
g \cdot\left(h e_{i}\right)^{(0)}-h \cdot\left(g e_{i}\right)^{(0)}=g \cdot\left(h e_{i}\right)^{(1)}-h \cdot\left(g e_{i}\right)^{(1)}
$$

This polynomial is immediately found to have the form (5.17). Proposition 5.4 is proved.

## C. Weyman's bigraded complexes

The calculation of the determinant of a spectral sequence with many non-trivial terms may be very involved. In this subsection we describe a procedure, due to J . Weyman [We 2], which permits us to replace the discriminantal spectral sequence by a complex which incorporates, in a sense, "all the higher differentials at once."

By a bigraded complex we shall mean a complex ( $C^{\bullet}, \partial$ ) of vector spaces in which each term $C^{i}$ is equipped with additional grading: $C^{i}=\bigoplus_{p+q=i} C^{p q}$. We shall sometimes refer to $\left(C^{\bullet}, \partial\right)$ as the total complex of the bigraded complex $C^{\bullet \bullet}$.

The differential $\partial$ in $C^{\bullet}$ is decomposed into the sum $\partial=\sum_{r} \partial_{r}$ where $\partial_{r}$ is bihomogeneous of bidegree $(r, 1-r)$. Thus $\partial_{0}$ has degree ( 0,1 ), i.e., it is "vertical", in a standard visualization of the bigrading; the component $\partial_{1}$ (of bidegree $(1,0)$ ) is "horizontal" (like the differential in the $E_{1}$-term of a spectral sequence), $\partial_{2}$ has bidegree $(2,-1)$ (as the differential in $E_{2}$ ) etc.

We consider only bigraded complexes having $\partial_{r}=0$ for $r<0$.
Let now $X \subset P(V)$ be a smooth projective variety, $\mathcal{L}=\mathcal{O}_{X}(1)$ and let $\mathcal{M}$ be an arbitrary line bundle on $X$. We shall describe Weyman's construction only for the case of the $C_{-}$-spectral sequence from subsection $A$; the other one is similar.

Theorem 5.5. There exists a bigraded complex $\left(C^{\bullet \bullet}, \partial_{f}\right)$ in which

$$
\begin{equation*}
C^{p q}=H^{q}\left(X, \bigwedge^{-p} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \tag{5.18}
\end{equation*}
$$

and the differential $\partial_{f}$ depends polynomially on $f \in V$. This complex has the following properties:
(a) The differential $\partial_{f}$ has the form $\partial_{f}=\sum_{r \geq 1} \partial_{r, f}$, where $\partial_{r, f}$ has bidegree ( $r, 1-r$ ) with respect to the bigrading in $C^{\bullet \bullet}$ and its matrix elements are homogeneous polynomials of degree $r$ in coefficients of $f$. Moreover, $\partial_{1, f}$ is induced by the differential in the Koszul complex (1.10).
(b) The determinant of the total complex $\left(C^{\bullet}, \partial_{f}\right)$ of $C^{\bullet \bullet}$ equals, up to a non-zero constant factor, the $X$-discriminant $\Delta_{X}(f)$.

Note that the terms of the complex in Theorem 5.5 are completely determined by $X$ and $\mathcal{M}$ : they coincide with the components of the first term of the discriminantal spectral sequence $C_{\text {_ }}$. The definition of the differentials $\partial_{r, f}$ for $r \geq 2$ involves some arbitrary choices, as will be seen from the proof.

Proof of the theorem. As in the proof of Theorem 2.5, we consider the incidence variety $W=W_{X} \subset X \times P(V)$ and the left resolution (2.6) of the structure sheaf $\mathcal{O}_{W}$. Let $p_{X}, p_{V}$ be projections of $X \times P(V)$ to the first and second factor. Denote by $\mathcal{F}^{\bullet}$ the tensor product of the complex (2.6) and $p_{1}^{*} \mathcal{M}$, so

$$
\begin{equation*}
\mathcal{F}^{i}=p_{X}^{*}\left(\bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \otimes p_{V}^{*} \mathcal{O}(i), \quad i=0,-1, \ldots,-\operatorname{dim}(X)-1 \tag{5.19}
\end{equation*}
$$

Then the direct image $R p_{V *} \mathcal{F}^{\bullet}$ is quasi-isomorphic to $R p_{V *}\left(p_{X}^{*} \mathcal{M} \otimes \mathcal{O}_{W}\right)$. We first find the direct images of the individual $\mathcal{F}^{i}$.

Lemma 5.6. For any $i \leq 0$, the complex $R p_{V *} \mathcal{F}^{i}$ is quasi-isomorphic to the complex

$$
\begin{equation*}
H^{0}\left(X, \bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \otimes \mathcal{O}(i) \xrightarrow{0} H^{1}\left(X, \bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \otimes \mathcal{O}(i) \xrightarrow{0} \cdots \tag{5.20}
\end{equation*}
$$

with zero differential.
Proof of the lemma. To calculate the direct image with respect to $p_{V}: X \times P(V) \rightarrow$ $P(V)$, we should take an affine covering $\left\{U_{\alpha}\right\}$ of $X$ and then take the relative Cech complex of $\mathcal{F}^{i}$ with respect to this covering. Since $\mathcal{F}^{i}$ is a tensor product of factors pulled back from $X$ and $P(V)$, this relative Čech complex will have the
form $C^{\bullet}\left(\mathcal{F}^{i}\right) \otimes \mathcal{O}(i)$ where $C^{\bullet}\left(\mathcal{F}^{i}\right)$ is the usual Čech complex of vector spaces calculating the cohomology of $\bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}$. But any complex of vector spaces is quasi-isomorphic to the direct sum of its cohomology spaces with zero differential. Lemma 5.6 is proved.

Let us denote by $\mathcal{F}^{\geq i}$ the subcomplex in $\mathcal{F}^{\bullet}$ obtained by deleting the terms $\mathcal{F}^{j}$ with $j<i$. For any $i$, we have an obvious exact triangle in the derived category of coherent sheaves on $X \times P(V)$ :

$$
\begin{equation*}
\cdots \rightarrow \mathcal{F}^{\geq i+1} \rightarrow \mathcal{F}^{\geq i} \rightarrow \mathcal{F}^{i}[-i] \rightarrow \cdots \tag{5.21}
\end{equation*}
$$

where $\mathcal{F}^{i}[-i]$ is the complex consisting of one sheaf $\mathcal{F}^{i}$ situated in the degree $i$.
Since the functor $R p_{V_{*}}$ is exact, we get an exact triangle in the derived category of sheaves on $P(V)$ :

$$
\begin{equation*}
\cdots \rightarrow R p_{V *}\left(\mathcal{F}^{\geq i+1}\right) \rightarrow R p_{V *}\left(\mathcal{F}^{\geq i}\right) \rightarrow R p_{V *}\left(\mathcal{F}^{i}\right)[-i] \rightarrow \cdots \tag{5.22}
\end{equation*}
$$

Note that we can replace $R p_{V *}\left(\mathcal{F}^{i}\right)$ by the complex with the zero differential given by (5.20). We use this to construct inductively a nice complex representing the whole direct image $R p_{V_{*}}\left(\mathcal{F}^{\bullet}\right)$.

More precisely, we shall construct, for any $i=0,-1, \ldots,-\operatorname{dim}(X)-1$ a complex $K_{i}^{*}$ of sheaves on $P(V)$ such that:
(a)

$$
K_{i}^{j}=\bigoplus_{\substack{p+q=j \\ p \geqq i}} H^{q}\left(X, \bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \otimes \mathcal{O}(p)
$$

(b) The natural embedding of graded sheaves $K_{i+1} \subset K_{i}$ is compatible with the differentials and the quotient $K_{i} / K_{i+1}$ is isomorphic to the complex (5.20).
(c) $K_{i}^{*}$ is quasi-isomorphic to $R p_{V *}\left(\mathcal{F}^{\geq i}\right)$.

We start by defining $K_{0}^{*}$ to be the complex (5.20) with $i=0$, i.e., $K_{0}^{*}=$ $H^{\bullet}(X, \mathcal{M}) \otimes \mathcal{O}_{P(V)}$.

Suppose we have constructed $K_{i+1}$ and want to construct $K_{i}$. We have a morphism in the derived category

$$
R p_{V *}\left(\mathcal{F}^{i}\right)=H^{\bullet}\left(X, \bigwedge^{-i} J(\mathcal{L})^{*} \otimes \mathcal{M}\right) \otimes \mathcal{O}(i) \xrightarrow{\alpha} K_{i+1}
$$

and $R p_{V *}\left(\mathcal{F}^{\geq i}\right)$ is the third term of the exact triangle containing $\alpha$.

Note that each term of $K_{i+1}$ is a sum of some summands of the form $\mathcal{O}(j), j \geq$ $i+1$. Hence the higher Ext-groups between any term of $R p_{2 *}\left(\mathcal{F}^{i}\right)$ and any term of $K_{i+1}^{\bullet}$ are zero. We use the following general lemma.

Lemma 5.7. Let $\mathcal{G}^{\bullet}, \mathcal{H}^{\bullet}$ be two finite complexes of coherent sheaves on $X$. Suppose that $\operatorname{Ext}_{\mathcal{O}_{X}}^{q}\left(\mathcal{G}^{a}, \mathcal{H}^{b}\right)=0$ for any $a, b$ and any $q>0$. Then $\operatorname{Hom}\left(\mathcal{F}^{\bullet}, \mathcal{G}^{\bullet}\right)$ in the derived category of coherent sheaves on $X$ coincides with the space of homotopy classes of genuine morphisms of complexes $\mathcal{G}^{\bullet} \rightarrow \mathcal{H}^{\bullet}$.

For the sake of continuity of the exposition, we give the proof of the lemma later. Applying Lemma 5.7, we realize $\alpha$ as a genuine morphism of complexes (note that there is an arbitrary choice of a morphism in a homotopy class) and define $K_{i}^{\bullet}$ as the cone of this morphism. This concludes the inductive construction of $K_{i}^{*}$.

Taking $i=-\operatorname{dim}(X)-1$, we get a model $K_{-\operatorname{dim}(X)-1}$ for $R p_{V_{*}}\left(\mathcal{F}^{\bullet}\right)$ satisfying the conditions (a) to (c) above. Note that a complex of sheaves on $P(V)$ of such a form is the same as a family of bigraded complexes $\left(C^{\bullet \bullet}, \partial_{f}\right)$ with $\partial_{f}$ polynomially depending on $f \in V$ and satisfying condition (a) of Theorem 5.5. So ( $C^{\bullet \bullet}, \partial_{f}$ ) is constructed.

It remains to show that the determinant of this complex equals the $X$-discriminant. But this is deduced from the quasi-isomorphisms

$$
K_{-\operatorname{dim}(X)-1} \cong R p_{V *}\left(\mathcal{F}^{*}\right) \cong R p_{V *}\left(p_{X}^{*} \mathcal{M} \otimes \mathcal{O}_{W}\right)
$$

exactly as in the proof of Theorem 2.5 . Theorem 5.5 is proved.
Let us note once again that the construction of the differentials in the bigraded complex $C^{\bullet \bullet}$ involves arbitrary choices (coming from the choice of a morphism of complexes in a given homotopy class).

Proof of Lemma 5.7. There is a spectral sequence

$$
\begin{equation*}
E_{1}^{p q}=\bigoplus_{b-a=p} \operatorname{Ext}_{\mathcal{O}_{x}}^{q}\left(\mathcal{G}^{a}, \mathcal{H}^{b}\right) \Rightarrow \operatorname{Hom}_{\text {Der }}\left(\mathcal{G}^{\bullet}, \mathcal{H}^{\bullet}[p+q]\right) \tag{5.23}
\end{equation*}
$$

where $\operatorname{Hom}_{\text {Der }}$ stands for the morphisms in the derived category. To obtain this sequence, we take a resolution of each $\mathcal{G}^{a}$ by a complex $I_{a}^{\bullet}$ of injective sheaves of $\mathcal{O}_{X}$-modules, so that these complexes for different $a$ fit together into a double complex $I^{\bullet \bullet}$. Similarly we get a double complex $J^{\bullet \bullet}$ composed of resolutions of the $\mathcal{H}^{b}$. Denote by $I^{\bullet}$ and $J^{\bullet}$ the corresponding total complexes. Then $\operatorname{Hom}_{\operatorname{Der}}\left(\mathcal{G}^{\bullet}, \mathcal{H}^{\bullet}[r]\right)$ is the $r$-th cohomology of the Hom-complex $\operatorname{Hom}\left(I^{\bullet}, J^{\bullet}\right)$. Our spectral sequence is obtained by taking a natural filtration in this complex.

Now if $\mathrm{Ext}_{\mathcal{O}_{x}}^{q}\left(\mathcal{G}^{a}, \mathcal{H}^{b}\right)=0$ for any $q>0$ and any $a, b$, then e (5.23) degenerates in the term $E_{1}$ which has only the bottom row non-trivial. The cycles with respect to $d_{1}$ in this bottom row are elements of $\bigoplus_{b-a=p} \operatorname{Hom}\left(\mathcal{G}^{a}, \mathcal{H}^{b}\right)$ which are morphisms of complexes (of degree $p$ ), and the boundaries are morphisms homotopic to zero. Lemma 5.7 is proved.

## CHAPTER 3

## Associated Varieties and General Resultants

## 1. Grassmannians. Preliminary material

The Grassmann variety (or Grassmannian) $G(k, n)$ is the set of all $k$-dimensional vector subspaces in $\mathbf{C}^{n}$. For $k=1$, this is the projective space $P^{n-1}$. Since vector subspaces in $\mathbf{C}^{n}$ correspond to projective subspaces in $P^{n-1}$, we see that $G(k, n)$ parametrizes $(k-1)$-dimensional projective subspaces in $P^{n-1}$. In a more invariant fashion, we can start from any finite-dimensional vector space $V$ and construct the Grassmannian $G(k, V)$ of $k$-dimensional vector subspaces in $V$.

The first example of a Grassmannian other than a projective space is $G(2,4)$, the variety of all straight lines in the projective space $P^{3}$. We shall use this example hereafter. A line in 3 -space is easily seen to be dependent on 4 parameters. For example, we may choose some fixed 2-plane (screen) and associate to a generic line the point of intersection with the screen (2 parameters) and the direction at the point of intersection (another two parameters). Thus $G(2,4)$ is a 4-dimensional manifold.

We are going to give an overview of the various types of coordinates used to represent the points of a Grassmannian. For points in the projective space $P^{n-1}$, there are two kinds of coordinates:
(a) Affine coordinates $\left(x_{1}, \ldots, x_{n-1}\right)$ in an affine chart $\mathbf{C}^{n-1} \subset P^{n-1}$;
(b) homogeneous coordinates $\left(x_{1}: \ldots: x_{n}\right)$ defined up to a common constant multiple.
In Grassmannians these two types of coordinates generalize to three types: the affine coordinates, Stiefel coordinates and Plücker coordinates. The Stiefel and Plücker coordinates are two different analogs of homogeneous coordinates in a projective space. We shall describe all three types of coordinates.

## A. Affine coordinates

Choose a decomposition of $\mathbf{C}^{n}$ into the direct sum $\mathbf{C}^{k} \oplus \mathbf{C}^{n-k}$ of coordinate subspaces. Let $A: \mathbf{C}^{k} \rightarrow \mathbf{C}^{n-k}$ be any linear operator. Then its graph is a $k$-dimensional subspace in $\mathbf{C}^{n}$. The set $U$ of subspaces which can be obtained in this way is an open subset of the Grassmannian isomorphic to the affine space $\operatorname{Hom}\left(\mathbf{C}^{k}, \mathbf{C}^{n-k}\right)$. Thus any point of $U$ can be determined by a $k \times(n-k)$ matrix $\left\|a_{i j}\right\|$. By choosing various coordinate decompositions of $\mathbf{C}^{n}$, we can cover $G(k, n)$ with affine
spaces. It is easy to see that the transition functions between the affine charts thus constructed will have rational functions as components. Thus we have defined a structure of an algebraic variety on $G(k, n)$. The dimension of $G(k, n)$ coincides with the dimension of the space of $k \times(n-k)$-matrices, i.e., it is equal to $k(n-k)$. For a projective space this gives the usual affine coordinates in $\mathbf{C}^{n-1} \subset P^{n-1}$.

Example 1.1. Consider the Grassmannian $G(2,4)$ as the variety of lines in $P^{3}$ and let $(x, y, z)$ be the affine coordinates in $\mathbf{C}^{3} \subset P^{3}$. Using affine coordinates in $G(2,4)$ amounts to describing an affine line in $\mathbf{C}^{3}$ by two equations, $y=a_{11} x+a_{12}$ and $z=a_{21} x+a_{22}$.

## B. Stiefel coordinates

Let $v_{1}, \ldots, v_{k}$ be a basis of a $k$-dimensional vector subspace $L \subset \mathbf{C}^{n}$. Consider the matrix $(k \times n)$ formed by coordinates of vectors $v_{i}$ :

$$
M=\left(\begin{array}{cccc}
v_{11} & \ldots & \ldots & v_{1 n}  \tag{1.1}\\
\ldots & \ldots & \ldots & \ldots \\
v_{k 1} & \ldots & \ldots & v_{k n}
\end{array}\right)
$$

This is a matrix of full rank $k$. Given any $k \times n$ matrix $M$ of full rank, we can associate to it the $k$-dimensional subspace $L(M)$ generated by the rows of $M$. The matrix entries $v_{i j}$ will be called the Stiefel coordinates of $L$.

For the case $k=1$, we get the representation of points of $P^{n-1}$ using homogenous coordinates. As with homogeneous coordinates, Stiefel coordinates are not unique. Indeed, we can change $M$ to $g M$ where $g$ is a non-degenerate $k \times k$ matrix (the analog of a constant factor for usual homogeneous coordinates). This will lead to another choice of basis in L. Let $S(k, n)$ be the Stiefel variety of all complex $k \times n$ matrices of full rank. Then the Grassmannian $G(k, n)$ is the quotient

$$
\begin{equation*}
G(k, n)=S(k, n) / G L(k) \tag{1.2}
\end{equation*}
$$

thus generalizing the representation of the projective space $P^{n-1}$ as the quotient $\left(\mathbf{C}^{n}-\{0\}\right) / \mathbf{C}^{*}$. Here $\mathbf{C}^{n}-\{0\}$ is $S(n, 1)$ and $\mathbf{C}^{*}$ is $G L(1)$.

The relation between Stiefel coordinates and affine coordinates is as follows. Let $M \subset S(k, n)$ and let $g$ be the $k \times k$-matrix formed by first $k$ columns of $M$. If $g$ is non-degenerate then we can transform $M$ by the action of $G L(k)$ to the form

$$
\left(\begin{array}{cccccccc}
1 & 0 & \ldots & 0 & a_{11} & \ldots & \ldots & a_{1, n-k}  \tag{1.3}\\
0 & 1 & \ldots & 0 & a_{21} & \ldots & \ldots & a_{2, n-k} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & \ldots & 1 & a_{k 1} & \ldots & \ldots & a_{k, n-k}
\end{array}\right)
$$

where $\left\|a_{i j}\right\|$ is a $k \times(n-k)$ matrix. This latter matrix will be the matrix of affine coordinates of the subspace $L(M)$.

## C. Plücker coordinates

The Plücker coordinates on $G(k, n)$ give another analog of homogeneous coordinates on a projective space. They are defined up to a common scalar factor. To construct them, we consider the classical Plücker embedding

$$
\begin{equation*}
G(k, n) \hookrightarrow P\left(\bigwedge^{k} \mathbf{C}^{n}\right) \tag{1.4}
\end{equation*}
$$

which takes a $k$-dimensional subspace $L \subset \mathbf{C}^{n}$ to the one-dimensional subspace $\bigwedge^{k} L \subset \bigwedge^{k} \mathbf{C}^{n}$. This gives an explicit projective embedding of $G(k, n)$ which, up to now, we had constructed only as an "abstract" algebraic variety.

The coordinates $x_{1}, \ldots, x_{n}$ in $\mathbf{C}^{n}$ induce the coordinates in $\bigwedge^{k} \mathbf{C}^{n}$ denoted as $p_{i_{1}, \ldots, i_{k}}, i_{1}<\cdots<i_{k}$ and called the Plücker coordinates. Thus, every $k$ dimensional subspace $L \subset \mathbf{C}^{n}$ has a collection of Plücker coordinates $p_{i_{1}, \ldots, i_{k}}(L)$ defined uniquely up to a common non-zero multiple. The number of Plücker coordinates is $\binom{n}{k}$ which is greater than the dimension of the Grassmannian. This means that, in contrast to the case of homogeneous coordinates in the projective space, the Plücker coordinates on $G(k, n)$ are not independent, i.e., they are subject to certain relations. These relations will be discussed in subsection D below.

The relation between Plücker and Stiefel coordinates is as follows. Let $L$ be a $k$-dimensional vector subspace in $\mathbf{C}^{n}$ given by its $k \times n$ matrix $\left\|v_{i j}\right\|$ of Stiefel coordinates. By definition, the Plücker coordinate $p_{i_{1}, \ldots, i_{k}}(L)$ is the maximal minor of $\left\|v_{i j}\right\|$ formed by columns $i_{1}, i_{2}, \ldots, i_{k}$. If we replace $\left\|v_{i j}\right\|$ by $\left\|w_{i j}\right\|=g\left\|v_{i j}\right\|$ with $g \in G L(k)$ then each maximal minor for $\left\|w_{i j}\right\|$ will be obtained from the corresponding minor in $\left\|v_{i j}\right\|$ by multiplication with the scalar $\operatorname{det}(g)$.

Suppose that $M$ has the form (1.3). Then the minor $p_{i_{1}, \ldots, i_{k}}(M)$ equals (up to sign) a suitable minor of the "short" matrix $A=\left\|a_{i j}\right\|$. More precisely, let $I=\left\{i_{1}, \ldots, i_{k}\right\}$ be the set of columns of our minor of $M$. This set is decomposed into a disjoint union $I=J \cup K$ where $J=\left\{i_{1}, \ldots, i_{l}\right\}$ is the set of columns from $I$ which lie inside the unit matrix in (1.3) (i.e., $J=I \cap\{1, \ldots, k\}$ ) and $K$ is the set of all the other columns. We set $s(J)=\left(i_{1}-1\right)+\left(i_{2}-2\right)+\cdots+\left(i_{l}-l\right)$. In this notation we have the following immediate fact.

Proposition 1.2. The minor $p_{i_{1}, \ldots, i_{k}}(M)$ of a matrix $M$ of the form (1.3) equals $(-1)^{s(J)}$ times the minor of the matrix $A=\left\|a_{i j}\right\|$ given by the set of rows $\{1, \ldots, k\}-J$ and the set of columns $K$ (the empty minor is defined to be equal to 1).

In other words, the collection of all the Plücker coordinates gives, when written in terms of the affine coordinates, the collection of all the minors (of all sizes, including the empty minor) of an indeterminate $k \times(n-k)$ matrix.

Let $V$ and $V^{*}$ be dual vector spaces of dimension $n$. Then $G(k, V)$ is naturally identified with $G\left(n-k, V^{*}\right)$. The identification takes a vector subspace $L \in$ $G(k, n)$ to its orthogonal complement $L^{\perp} \in G\left(n-k, V^{*}\right)$, and is, therefore, a particular case of the projective duality described in Chapter 1. Thus we can also view $G(k, n)$ as the variety of vector subspaces of codimension $k$ in $\mathbf{C}^{n}$. Correspondingly, we have another way of associating the Plücker coordinates to points of $G(k, n)$. We denote these new coordinates by $q_{j_{1}, \ldots, j_{n-k}}$. If a subspace $L$ is given by $(n-k)$ linear equations $f_{1}=0, \ldots, f_{n-k}=0$ and $f_{i}\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{j} f_{i j} x_{j}$ then $q_{j_{1}, \ldots, j_{n-k}}$ is the maximal minor of the matrix

$$
\left(\begin{array}{cccc}
f_{11} & \ldots & \ldots & f_{1 n}  \tag{1.5}\\
\ldots & \ldots & \ldots & \ldots \\
f_{n-k, 1} & \ldots & \ldots & f_{n-k, n}
\end{array}\right)
$$

corresponding to columns with numbers $j_{1}, \ldots, j_{n-k}$. By elementary calculations with determinants, we see that

$$
\begin{equation*}
q_{j_{1}, \ldots, j_{n-k}}=(-1)^{s\left(i_{1}, \ldots, i_{k}\right)} p_{i_{1}, \ldots, i_{k}} \tag{1.6}
\end{equation*}
$$

where $i_{1}, \ldots, i_{k}$ are all the elements of the complement of $\left\{j_{1}, \ldots, j_{n-k}\right\}$ taken in increasing order and $s\left(i_{1}, \ldots, i_{k}\right)$ is the sign of the permutation ( $i_{1}, \ldots, i_{k}$, $\left.j_{1}, \ldots, j_{n-k}\right)$. Thus the two sets of Plücker coordinates on $G(k, n)$ are essentially equivalent. Accordingly, we shall use either one of them.

## D. Plücker relations

As we mentioned above, the number of Plücker coordinates $p_{i_{1}, \ldots, i_{k}}$ is greater than the dimension of $G(k, n)$, and hence the $p_{i_{1}, \ldots, i_{k}}$ are subject to certain relations. These relations are called Plücker relations. To write them down, it is convenient to assume that the $p_{i_{1}, \ldots, i_{k}}$ are defined for any sequence ( $i_{1}, \ldots, i_{k}$ ) of distinct integers between 1 and $n$ so that the transposition of any two indices changes the sign of $p_{i_{1}, \ldots, i_{k}}$ (thus effectively we have the same number of coordinates). In this notation the relations are as follows.

## Theorem 1.3.

(a) For any two sequences $1 \leq i_{1}<\cdots<i_{k-1} \leq n$ and $1 \leq j_{1}<\cdots<j_{k+1} \leq$ $n$, the Plücker coordinates on $G(k, n)$ satisfy the relation

$$
\begin{equation*}
\sum_{a=1}^{k+1}(-1)^{a} p_{i_{1}, i_{2}, \ldots, i_{k-1}, j_{a}} p_{j_{1}, j_{2}, \ldots, \hat{j}_{a}, \ldots, j_{k+1}}=0 \tag{1.7}
\end{equation*}
$$

(here the symbol $\hat{j}_{a}$ means that the index $j_{a}$ is omitted). Any vector $\left(p_{i_{1}, \ldots, i_{k}}\right) \in$ $\bigwedge^{k} \mathbf{C}^{n}$ satisfying all such relations is a vector of the Plücker coordinates of some vector subspace $L \in G(k, n)$.
(b) Moreover, the graded ideal of all polynomials in $p_{i_{1}, \ldots, i_{k}}$ vanishing on the image of $G(k, n)$ is generated by the left hand sides of the Plücker relations (1.7).

We shall not prove this theorem here. The proof of assertion (a) (stated in a more invariant form recalled below) can be found in [GH]. In addition, in Section 1 of Chapter 4 we shall prove a more general Chow-van der Waerden theorem which describes (at least theoretically) the equations of Chow varieties of which the Grassmannian is a particular case. For the particular case of the Grassmannian, the Chow-van der Waerden theorem gives exactly the Plücker relations, as we shall have the opportunity to see. A still more comprehensive treatment of the subject, including the proof of part (b) of Theorem 1.3, can be found in [HP], Chapter 6, Sections 6-7.

Example 1.4. The Grassmannian $G(2,4)$, which parametrizes lines in $P^{3}$, has dimension 4 , and is embedded by the Plücker embedding into $P^{5}$. There are six Plücker coordinates $p_{i j}, 1 \leq i<j \leq 4$ which are subject to one relation

$$
\begin{equation*}
p_{12} p_{34}-p_{13} p_{24}+p_{14} p_{23}=0 \tag{1.8}
\end{equation*}
$$

Thus $G(2,4)$ is a quadric in $P^{5}$. In terms of the matrix of affine coordinates $A=\left\|a_{i j}\right\|, i, j=1,2$, the Plücker coordinates are the following polynomials in the $a_{i j}$ (Proposition 1.2):

$$
p_{12}=1, p_{34}=\operatorname{det}(A), p_{13}=a_{21}, \quad p_{24}=-a_{12}, \quad p_{14}=a_{22}, \quad p_{23}=-a_{11} .
$$

The Plücker relation now becomes the identity $\operatorname{det}(A)=a_{11} a_{22}-a_{12} a_{21}$.
Note that in the general case Theorem 1.3 (a) can be seen, after passing to the affine coordinates, as providing the necessary and sufficient conditions for the collection of the $\Delta_{I J}$ defined for all pairs of subsets $I \subset\{1, \ldots, k\}, J \subset$ $\{1, \ldots, n-k\}, \#(I)=\#(J)$ to be represented by minors of a $k \times(n-k)$ matrix. The entries of this matrix should be given by $1 \times 1$-minors $\Delta_{i j}$ in our collection. Thus an obvious solution would be to require that each $\Delta_{I J}$ equals the determinant of the matrix of $\Delta_{i j}, i \in I, j \in J$. These equations are not quadratic. The possibility of replacing them by a system of quadratic equations comes from considering not just $1 \times 1$ and $k \times k$ minors, but those of all sizes.

We finish the discussion of the Plücker relations by describing them in a more invariant form. Denote $V=\mathbf{C}^{n}$ and let $e_{1}, \ldots, e_{n}$ be the standard basis of $V$. A
collection ( $p_{i_{1}, \ldots, i_{k}}$ ) represents a point $L$ of $G(k, n)$ if and only if the $k$-vector

$$
R=\sum_{i_{1}<\cdots<i_{k}} p_{i_{1}, \ldots, i_{k}} e_{i_{1}} \wedge \cdots \wedge e_{i_{k}} \in \bigwedge^{k} V
$$

is decomposable, i.e., it has the form $R=v_{1} \wedge \cdots \wedge v_{k}, \quad v_{i} \in V$ (in which case the $v_{i}$ form a basis of $L$ ). So the problem of finding the relations among the $p_{i_{1}, \ldots, i_{k}}$ is equivalent to finding conditions for a $k$-vector $R$ to be decomposable.

We consider, for any linear form $l \in V^{*}$, the contraction operator

$$
\begin{equation*}
i_{l}: \bigwedge^{j} V \rightarrow \bigwedge^{j-1} V \tag{1.9}
\end{equation*}
$$

(cf. Chapter 2, Section 1B). Clearly, $i_{l_{1}} i_{l_{2}}=-i_{l_{2}} i_{l_{1}}$ for any $l_{1}, l_{2} \in V^{*}$. For any $\Omega \in \bigwedge^{p} V^{*}$, we define the operator $i_{\Omega}: \bigwedge^{j} V \longrightarrow \bigwedge^{j-p} V$ of contraction with $\Omega$, setting

$$
\begin{equation*}
i_{l_{1} \wedge \cdots \wedge l_{p}}=i_{l_{1}} \circ \cdots \circ i_{l_{p}} \tag{1.10}
\end{equation*}
$$

for a decomposable $\Omega=l_{1} \wedge \cdots \wedge l_{p}$, and extending this by linearity to all $\Omega$. In particular, if $p=j$ then, for $R \in \bigwedge^{j} V$, the element $i_{\Omega} R$ is a number denoted by $\langle\Omega, R\rangle$. This is the canonical pairing between $\bigwedge^{j} V^{*}$ and $\bigwedge^{j} V$. Now a coordinate-free version of the Plücker relations is as follows.

Theorem 1.5. A $k$-vector $R \in \bigwedge^{k} V$ is decomposable if and only if, for any $\Omega \in \bigwedge^{k-1} V^{*}$, we have

$$
\begin{equation*}
\left(i_{\Omega} R\right) \wedge R=0 \quad \text { in } \quad \bigwedge^{k+1} V \tag{1.11}
\end{equation*}
$$

It is immediate to see the equivalence of Theorems 1.3 (a) and 1.5. Indeed, the choice of $i_{1}, \ldots, i_{k-1}$ in Theorem 1.3 (a) amounts to a choice of $\Omega$ in the form $e_{i_{1}}^{\prime} \wedge$ $\cdots \wedge e_{i_{k-1}}^{\prime}$ where the $e_{i}^{\prime} \in V^{*}$ are elements of the basis dual to $\left\{e_{1}, \ldots, e_{n}\right\}$. A choice of $j_{1}, \ldots, j_{k+1}$ gives a choice of a coordinate function on $\bigwedge^{k+1} V$ corresponding to the basis vector $e_{j_{1}} \wedge \cdots \wedge e_{j_{k+1}}$. Evaluating this coordinate of $\left(i_{\Omega} R\right) \wedge R$ for $R=\left(p_{j_{1}, \ldots, j_{k}}\right) \in \Lambda^{k} V$, we obtain the left hand side of (1.7).

## E. The coordinate ring of the Grassmannian

Let $\mathcal{B}=\bigoplus_{d} \mathcal{B}_{d}$ be the homogeneous coordinate ring of $G(k, n)$ in the Plücker embedding. In other words, $\mathcal{B}$ is the quotient of the polynomial ring $\mathbf{C}\left[p_{i_{1}, \ldots, i_{k}}\right]$ by the ideal generated by the relations (1.7), and $\mathcal{B}_{d}$ is the homogeneous part of $\mathcal{B}$ of degree $d$. The generators $p_{i_{1}, \ldots, i_{k}}$ of $\mathcal{B}$ are often denoted by $\left[i_{1}, \ldots, i_{k}\right]$
and are called brackets. Thus any element of $\mathcal{B}$ can be represented as a bracket polynomial, i.e., a polynomial in $\left[i_{1}, \ldots, i_{k}\right]$. Such a representation is, of course, not unique because of the Plücker relations. Let $\tilde{G}(k, n) \subset \bigwedge^{k} \mathbf{C}^{n}$ be the cone over the Grassmannian in the Plücker embedding consisting of $k$-vectors which are decomposable; that is, they have the form $v_{1} \wedge \cdots \wedge v_{k}$. Any element of $\mathcal{B}$ can be regarded as a function on $\tilde{G}(k, n)$.

We have defined the ring $\mathcal{B}$ and its homogeneous components $\mathcal{B}_{d}$ using the Plücker embedding (and hence the Plücker coordinates). The two other types of coordinates give two different descriptions of $\mathcal{B}$ and $\mathcal{B}_{d}$.

The following characterization of $\mathcal{B}_{d}$ in terms of the Stiefel and affine coordinates follows from (1.2) and Proposition 1.2. It is sometimes called the first fundamental theorem of invariant theory.

## Proposition 1.6.

(a) The space $\mathcal{B}_{d}$ is naturally identified with the space of polynomials $f$ in the entries of an indeterminate $(k \times n)$-matrix $M=\left\|v_{i j}\right\|$ of Stiefel coordinates satisfying the condition

$$
\begin{equation*}
f(g M)=\operatorname{det}(g)^{d} f(M) \tag{1.12}
\end{equation*}
$$

for any matrix $g \in G L(k)$. The multiplication in the ring $\mathcal{B}$ corresponds to the usual multiplication of polynomials.
(b) The space $\mathcal{B}_{d}$ is naturally identified with the space of polynomials in the entries of an indeterminate $k \times(n-k)$-matrix (of affine coordinates) $A=\left\|a_{i j}\right\|$ generated by d-tuple products of minors of $A$ of all sizes (including the empty minor 1).

The group $G L(n)$ acts on the Grassmannian $G(k, n)$ and hence on its coordinate ring $\mathcal{B}$. It is known $[\mathrm{FH}]$ that the representation of $G L(n)$ in each $\mathcal{B}_{d}$ is irreducible. Under the usual parametrization of irreducible polynomial representations of $G L(n)$ by Young diagrams, this representation corresponds to the diagram with $k$ rows of length $d$.

## 2. Associated hypersurfaces

The Grassmannian $G(k, n)$ can be seen as the variety parametrizing $(k-1)$ dimensional projective subspaces in $P^{n-1}$, i.e., $(k-1)$-dimensional subvarieties of degree 1 . We shall discuss in this section (and later in Chapter 4) the problem of constructing varieties of a higher degree that parametrize $(k-1)$-dimensional subvarieties in $P^{n-1}$. The approach to this problem, initiated by Cayley [Ca5] and carried out in the general case by Chow and van der Waerden [C-vdW], starts from
the remark that for subvarieties of codimension 1, the problem is easily solved; if $X \subset P^{n-1}$ is a hypersurface of degree $d$, then we can consider its equation which is a homogeneous polynomial of degree $d$, defined uniquely up to a constant factor. In other words, the space of hypersurfaces of degree $d$ can be identified with the projective space which is the projectivization of the space of homogeneous polynomials of degree $d$.

The one-to-one correspondence between hypersurfaces and their equations holds not only for projective spaces, but essentially for any variety with a proper understanding of what is an "equation." The idea now is to associate to any irreducible subvariety $X$ in $P^{n-1}$ a hypersurface $\mathcal{Z}(X)$ in a certain Grassmannian from which $X$ can be recovered.

We start with a discussion of hypersurfaces in Grassmannians and their equations.

## A. Hypersurfaces in Grassmannians

Given a hypersurface in a projective space, its degree can be defined as the number of points where it intersects a generic line. The analog of lines in $G(k, n)$ is given by the following family of embedded $P^{1}$. Let $N \subset M \subset P^{n-1}$ be a flag formed by ( $k-2$ )-dimensional and $k$-dimensional projective subspaces. All $(k-1)$ dimensional projective subspaces containing $N$ and contained in $M$ form a onedimensional family (pencil) $P_{N M} \cong P^{1}$. We define the degree of a hypersurface $Z \subset G(k, n)$ to be the intersection number of $Z$ with a generic pencil of the form $P_{N M}$.

In general, it is not true that a hypersurface in a projective variety can be given by the vanishing of an element of its coordinate ring (take the variety in question to be a plane curve and the hypersurface to be a point). However, this is the case for Grassmannians.

Let $\mathcal{B}=\bigoplus \mathcal{B}_{d}$ be the coordinate ring of $G(k, n)$ in the Plücker embedding (see Section 1 E above).

## Proposition 2.1.

(a) The ring $\mathcal{B}$ is factorial, i.e., each $f \in \mathcal{B}$ has a decomposition into irreducible factors which is unique up to constant multiples and permutations of these factors.
(b) Let $Z$ be an irreducible hypersurface in $G(k, n)$ of degree $d$. Then there is an element $f \in \mathcal{B}_{d}$ defined uniquely up to a constant factor such that $Z$ is given by the equation $f=0$.

Proof. The factoriality of $\mathcal{B}$ follows from Proposition 1.6 and the factoriality of the polynomial ring $\mathbf{C}\left[v_{i j}\right]$. Indeed, any factor of a polynomial from $\mathcal{B}$ should lie
in $\mathcal{B}$. Similarly, if $Z$ is a hypersurface in $G(k, n)$, we lift it to a hypersurface $\tilde{Z}$ in the space of matrices and take the irreducible polynomial $f\left(v_{i j}\right)$ defining $\tilde{Z}$.

As before, denote by $M$ the matrix of the variables $v_{i j}$. Since $\tilde{Z}$ is $G L(k)-$ invariant, the polynomial $f(g M)$ for any $g \in G L(k)$ is a non-zero scalar multiple of $f(M)$, i.e., $f(g M)=\chi(g) f(M)$. The function $\chi(g)$ is multiplicative: $\chi\left(g_{1} g_{2}\right)=$ $\chi\left(g_{1}\right) \chi\left(g_{2}\right)$, i.e., it is a character of $G L(k)$. Any such function is a power of the determinant: $\chi(g)=\operatorname{det}(g)^{d^{\prime}}$ for some $d^{\prime}$. By Proposition 1.6 (a), $f$ defines an irreducible element of $\mathcal{B}_{d^{\prime}}$.

It remains to prove that $d^{\prime}$ coincides with $d$, the degree of $Z$ defined above. To do this, note that the equality $f(g M)=\operatorname{det}(g)^{d^{\prime}} f(M)$ means that $f$ is a section of the invertible sheaf $\mathcal{O}_{G(k, n)}\left(d^{\prime}\right)$ (restricted from the projective space of the Plücker embedding). We claim that the restriction of any $\mathcal{O}_{G(k, n)}(l)$ to any pencil $P_{N M} \cong P^{1} \subset G(k, n)$ is isomorphic to $\mathcal{O}_{P^{1}}(l)$. This will imply that $d^{\prime}=d=\operatorname{deg} Z$ since the section $f$ of $\mathcal{O}_{G(k, n)}\left(d^{\prime}\right)$ will have exactly $d^{\prime}$ zeros on $P_{N M}$. To justify our claim, it is enough to consider the case $l=1$, since $\mathcal{O}_{P^{1}}\left(l+l^{\prime}\right) \cong \mathcal{O}_{P^{1}}(l) \otimes \mathcal{O}_{P^{1}}\left(l^{\prime}\right)$, and similarly for $\mathcal{O}_{G(k, n)}\left(l+l^{\prime}\right)$. To treat the case $l=1$, it suffices to take a non-zero section $\varphi \in H^{0}(G(k, n), \mathcal{O}(1))$ and show that it has exactly one zero on a generic pencil $P_{N M}$. We take $\varphi$ to be a single bracket in $\mathcal{B}$, say $[1, \ldots, k]$. The corresponding hypersurface consists of $(k-1)$-dimensional projective subspaces which intersect the projective span of basis vectors $e_{k+1}, \ldots, e_{n}$. A generic pencil $P_{N M}$ contains precisely one $(k-1)$ dimensional projective subspace belonging to this hypersurface. This completes the proof.

## B. Associated hypersurfaces and Chow forms

Let $X \subset P^{n-1}$ be an irreducible subvariety of dimension $k-1$ and degree $d$. Consider the set $\mathcal{Z}(X)$ of all $(n-k-1)$-dimensional projective subspaces $L$ in $P^{n-1}$ that intersect $X$. This is a subvariety in the Grassmannian $G(n-k, n)$ parametrizing all the ( $n-k-1$ )-dimensional projective subspaces in $P^{n}$.

Proposition 2.2. The subvariety $\mathcal{Z}(X)$ is an irreducible hypersurface of degree $d \operatorname{in} G(n-k, n)$.

Proof. The variety $\mathcal{Z}(X)$ is included in the diagram (double fibration)

$$
\begin{equation*}
\mathcal{Z}(X) \stackrel{q}{\longleftrightarrow} B(X) \xrightarrow{p} X, \tag{2.1}
\end{equation*}
$$

where $B(X)$ is the variety of pairs $(x, L)$ such that $x \in X, L \in G(n-k, n)$ and $x \in L$. The projections $q$ and $p$ are given by forgetting $x$ or $L$. For dimension reasons, a generic ( $n-k-1$ )-dimensional projective subspace intersecting $X$ meets
$X$ at only one point. Therefore $q$ is a birational isomorphism. The projection $p$ is a Grassmannian fibration: the fiber of $p$ at $x \in X$ is isomorphic to the Grassmannian $G(n-k-1, n-1)$. Thus if $X$ is irreducible then so is $B(X)$ and hence $\mathcal{Z}(X)$. Furthermore, we have

$$
\begin{gathered}
\operatorname{dim} \mathcal{Z}(X)=\operatorname{dim} B(X)=(n-k-1) k+(k-1)=k(n-k)-1 \\
=\operatorname{dim} G(n-k, n)-1
\end{gathered}
$$

To find the degree of $\mathcal{Z}(X) \subset G(n-k, n)$, we should, according to the definition in subsection A , choose a generic flag $N \subset M \subset P^{n-1}$ of projective subspaces such that $\operatorname{dim} N=n-k-2, \operatorname{dim} M=n-k$, and count the number of $n-k$ - 1-dimensional subspaces $L \in \mathcal{Z}(X)$ satisfying $N \subset L \subset M$. But since $\operatorname{deg} X=d$, the intersection $M \cap X$ will typically consist of $d$ points, say, $x_{1}, \ldots, x_{d}$. The subspaces $L \in \mathcal{Z}(X)$ containing $N$ and contained in $M$ will be the projective spans of $N$ and $x_{i}$. So their number is equal to $d$, as required. This proves Proposition 2.2.

We shall call $\mathcal{Z}(X)$ the associated hypersurface of $X$. The construction of $\mathcal{Z}(X)$ can be regarded as an analog of the construction of the projective dual variety in Chapter 1.

Let $\mathcal{B}=\bigoplus \mathcal{B}_{m}$ be the coordinate ring of the Grassmannian $G(n-k, n)$. By Proposition 2.1, $\mathcal{Z}(X)$ is defined by the vanishing of some element $R_{X} \in \mathcal{B}_{d}$ which is unique up to a constant factor. This element will be called the Chow form of $X$. Choosing some basis in $\mathcal{B}_{d}$, we associate to $X$ the collection of coordinates of $R_{X}$ in this basis, defined up to a common constant factor. These coordinates will be called the Chow coordinates of $X$. We shall see in subsection C below that $X$ can be recovered from its Chow coordinates, i.e., from the vector $R_{X}$.

The three kinds of coordinates on Grassmannians give three different ways of writing elements of the coordinate ring and, in particular, the Chow form of a subvariety.

The approach with the Plücker coordinates leads to writing $R_{X}$ as a bracket polynomial. The Plücker coordinates in $G(n-k, n)$ are labeled by $(n-k)$ element subsets of $\{1, \ldots, n\}$ and denoted by brackets $\left[i_{1}, \ldots, i_{n-k}\right]$. Sometimes it is convenient to use the dual Plücker coordinates $\left[j_{1}, \ldots, j_{k}\right]$ (see subsection 1C) where $\left\{j_{1}, \ldots, j_{k}\right\}$ is the complement of $\left\{i_{1}, \ldots, i_{n-k}\right\}$ in $\{1, \ldots, n\}$.

The Stiefel coordinates represent an $(n-k)$-dimensional subspace in $\mathbf{C}^{n}$ as the zero set of $k$ linear functionals $l_{1}(x), \ldots, l_{k}(x)$, where $l_{i}(x)=\sum_{j=1}^{n} c_{i j} x_{j}$. The space of such $k$-tuples of functionals can be viewed as the space Mat $(k, n)$ of matrices $\left\|c_{i j}\right\|$. The open subset $S(k, n) \subset \operatorname{Mat}(k, n)$, consisting of matrices of full rank $k$, is fibered over the Grassmannian $G(n-k, n)$, see formula (1.2) above.

Consider the lifting of the associated hypersurface $\mathcal{Z}(X)$ to $S(k, n)$ and its closure $\tilde{\mathcal{Z}}(X)$ in the affine space Mat $(k, n)$. Thus $\tilde{\mathcal{Z}}(X)$ is the subvariety of $\left(f_{1}, \ldots, f_{k}\right)$ such that

$$
\begin{equation*}
X \cap\left\{f_{1}=\cdots=f_{k}=0\right\} \neq \emptyset \tag{2.2}
\end{equation*}
$$

Since $\mathcal{Z}(X)$ is a hypersurface, it follows that $\tilde{\mathcal{Z}}(X)$ is also a hypersurface. The defining polynomial of $\tilde{\mathcal{Z}}(X)$ is a homogeneous polynomial $\tilde{R}_{X}\left(f_{1}, \ldots, f_{k}\right)$. We call $\tilde{R}_{X}$ the $X$-resultant since its vanishing expresses the compatibility of the system (2.2). It is clear that $\tilde{R}_{X}$ is just another way of writing the Chow form $R_{X}$. More precisely, $\tilde{R}_{X}$ is the polynomial in $c_{i j}$ corresponding to $R_{X} \in \mathcal{B}_{d}$ under the isomorphism of Proposition 1.6 (a). Thus to obtain $\tilde{R}_{X}$, we need to replace each bracket $\left[j_{1}, \ldots, j_{k}\right.$ ] in the (dual) bracket representation of $R_{X}$ by a polynomial $\operatorname{det}\left\|c_{i, j_{v}}\right\|, i, v=1, \ldots, k$. The $X$-resultant $\tilde{R}_{X}$ has the advantage of being an explicit polynomial in variables $c_{i j}$, not just an element of some "abstract" vector space.

To write the Chow form (or $X$-resultant) in terms of affine coordinates, we assume that the coefficient matrix $\left\|c_{i j}\right\|$ of a system of linear forms $f_{1}, \ldots, f_{k}$ defining a subspace, has the form (1.3). In other words, we set $c_{i j}=\delta_{i j}$ for $1 \leq i, j \leq k$. In this way we associate to a subvariety $X$ a non-homogeneous polynomial in the entries of an indeterminate $k \times(n-k)$-matrix. Such an expression will be useful in Chapter 4 when we shall try to determine which elements of $\mathcal{B}_{d}$ can arise as Chow forms.

We now give some examples of associated hypersurfaces and Chow forms.
Examples 2.3. (a) Let $X$ be a curve in $P^{3}$. Its associated hypersurface is the variety of all lines which intersect $X$.
(b) When $X$ itself is a hypersurface in $P^{n-1}$, the Grassmannian $G(n-k, n)$ coincides with $P^{n-1}$ and the associated hypersurface $\mathcal{Z}(X)$ coincides with $X$.
(c) When $X$ is a point $p$, then $G(n-k, n)$ is the dual projective space $\left(P^{n-1}\right)^{*}$ and $\mathcal{Z}(X)$ is the hyperplane dual to $p$.
(d) When $X$ is a projective subspace, the variety $\mathcal{Z}(X)$ is known as the Schubert divisor in $G(n-k, n)$. We can suppose (after a linear change of coordinates) that the linear equations of $X$ are $x_{1}=0, \ldots, x_{n-k}=0$ where $x_{1}, \ldots, x_{n}$ are coordinate functions. Then the associated variety is given by the vanishing of the bracket (Plücker coordinate) $[1, \ldots, n-k] \in \mathcal{B}_{1}$.

Example 2.4. Let $X$ be the projective subspace $P^{k-1}=P\left(\mathbf{C}^{k}\right)$, embedded into $P\left(S^{d} \mathbf{C}^{k}\right)=P^{n-1}$ by the Veronese embedding. Here $n=\binom{k+d-1}{d}$ is the number of all monomials in $k$ variables of degree $d$. A linear form on $P^{n-1}$ when restricted on $P^{k-1}$ gives a homogeneous polynomial of degree $d$. Thus, the $X$-resultant $\tilde{R}_{X}$
is a function of coefficients of $k$ indeterminate polynomials $f_{1}(t), \ldots, f_{k}(t)$ of degree $d$, where $t=\left(t_{1}, \ldots, t_{k}\right)$. The vanishing of $\tilde{R}_{X}$ means that the polynomials $f_{i}$ have a non-trivial common zero. Therefore $\tilde{R}_{X}$ coincides with the classical resultant of $k$ homogeneous polynomials of degree $d$ in $k$ variables. This explains our terminology.
C. Recovery of $X$ from $\mathcal{Z}(X)$

Proposition 2.5. $\quad A(k-1)$-dimensional irreducible subvariety $X \subset P^{n-1}$ is uniquely determined by its associated hypersurface $\mathcal{Z}(X)$. More precisely, a point $p \in P^{n-1}$ lies in $X$ if and only if any $(n-k-1)$-dimensional plane containing $p$ belongs to $\mathcal{Z}(X)$.

The proof is obvious.
This proposition is an analog of the Biduality Theorem of Chapter 1. As in the case of projective dual varieties, the variety $X$ is recovered as a sort of "caustic variety" of $\mathcal{Z}(X)$. The above proposition makes it clear that $X$ can be recovered from its Chow form or, equivalently, from the coefficients of the $X$ resultant $\tilde{R}_{X}\left(f_{1}, \ldots, f_{k}\right)$. This can be done explicitly as follows. Let $x \in P^{n-1}$ be a point and let $\mathbf{x} \in \mathbf{C}^{n}$ be some vector whose projectivization is $x$. Let us represent hyperplanes through $x$ as projectivizations of orthogonal complements

$$
\mathbf{x}_{S}^{\perp}=\{\mathbf{y}: S(\mathbf{x}, \mathbf{y})=0\}
$$

where $S(\mathbf{x}, \mathbf{y})$ is a skew-symmetric form on $\mathbf{C}^{n}$. We shall denote the linear form $\mathbf{y} \mapsto S(\mathbf{x}, \mathbf{y})$ by $i_{\mathbf{x}} S$.
Corollary 2.6. Let $X^{k-1} \subset P^{n-1}$ be an irreducible subvariety and $\tilde{R}_{X}\left(f_{1}, \ldots, f_{k}\right)$ be the $X$-resultant. Let us now consider $k$ indeterminate skew-symmetric forms $S_{1}(\mathbf{x}, \mathbf{y}), \ldots, S_{k}(\mathbf{x}, \mathbf{y})$ defined by $S_{i}(\mathbf{x}, \mathbf{y})=\sum_{j, r} s_{j r}^{(i)} x_{j} y_{r}$, where $\left\|s_{j r}^{(i)}\right\|$ for each $i$ is a skew-symmetric matrix of (otherwise) independent variables. For any $\mathbf{x} \in \mathbf{C}^{n}$, consider the following polynomial in coefficients $\left(s_{j r}^{(i)}\right)$ of all forms $S_{i}$ :

$$
P\left(\mathbf{x},\left(s_{j r}^{(i)}\right)\right)=\tilde{R}_{X}\left(i_{\mathbf{x}}\left(S_{1}\right), \ldots, i_{\mathbf{x}}\left(S_{k}\right)\right)
$$

Then the coefficients of $P$ (with respect to the variables $s_{j r}^{(i)}$ ) are polynomials in $\mathbf{x}$ which form a system of equations for the variety $X$. In other words, the vanishing of these polynomials defines $X$ set-theoretically.

This corollary (due to Chow and van der Waerden) gives a canonical system of equations for each irreducible variety $X$ of degree $d$. All these equations have
degree $d$, with a number usually much greater than the codimension of $X$. It was recently shown by F. Catanese [Cat] that, for smooth $X$, this canonical system of equations defines $X$ not just set-theoretically, but scheme-theoretically as well. In other words, the subscheme in $P^{n-1}$, defined by these equations, coincides with $X$ (regarded as a subscheme in a standard way). Algebraically, this means that the homogeneous ideal in $\mathbf{C}\left[x_{1}, \ldots, x_{n}\right]$, formed by the homogeneous polynomials vanishing on $X$, coincides with the homogeneous ideal generated by the canonical equations in all but a finite number of graded components.

## D. The Cayley trick

Let us now describe an important relationship between associated hypersurfaces and projective duality. It turns out that any associated hypersurface can be essentially identified with some dual variety. More precisely, let $X$ be an irreducible closed subvariety of dimension $k-1$ in $P^{n-1}$. Consider the product $\tilde{X}=X \times P^{k-1}$ as a subvariety of $P\left(\left(\mathbf{C}^{n \times k}\right)^{*}\right):=P\left(\mathbf{C}^{n} \otimes\left(\mathbf{C}^{k}\right)^{*}\right)$ via the Segre embedding. Identify $\mathbf{C}^{n} \otimes\left(\mathbf{C}^{k}\right)^{*}$ with the space Mat $(k, n)$ of $k \times n$-matrices and consider the projection

$$
\operatorname{Mat}(k, n) \supset S(k, n) \xrightarrow{p} G(n-k, n) .
$$

Theorem 2.7. Let $X$ be an irreducible closed subvariety of dimension $k-1$ in $P^{n-1}$ and $\mathcal{Z}(X) \subset G\left(n-k, \mathbf{C}^{n}\right)$ its associated hypersurface. Then the projectively dual variety $\tilde{X}^{\vee}$ of $\tilde{X}$ equals the closure $\overline{p^{-1}(\mathcal{Z}(X))}$.

Proof. By definition, $\tilde{X}^{\vee}$ is the closure of the locus of all $f \in P\left(\mathbf{C}^{n \times k}\right)$ such that the hyperplane $\{f=0\} \subset P\left(\left(\mathbf{C}^{n \times k}\right)^{*}\right)$ is tangent to $\tilde{X}=X \times P^{k-1}$ at some smooth point $(x, y)$. This can be reformulated as follows. Let $\mathbf{x} \in \mathbf{C}^{n}, \mathbf{y} \in$ $\left(\mathbf{C}^{k}\right)^{*}, \mathbf{f} \in \mathbf{C}^{n \times k}$ be vectors with projectivizations $x, y$ and $f$, and let $U_{\mathbf{x}} \subset \mathbf{C}^{n}$ be the tangent space at $\mathbf{x}$ to the cone over $X$. The tangent space at ( $\mathbf{x}, \mathbf{y}$ ) to the cone over $\tilde{X}$ equals $\left(U_{\mathbf{x}} \otimes \mathbf{y}\right)+\left(\mathbf{x} \otimes\left(\mathbf{C}^{k}\right)^{*}\right) \subset\left(\mathbf{C}^{n \times k}\right)^{*}$. Therefore $f$ lies in $\tilde{X}^{\vee}$ if and only if $\mathbf{f}$, considered as a linear form on $\left(\mathbf{C}^{n \times k}\right)^{*}$, is orthogonal to a subspace of the form $\left(U_{\mathbf{x}} \otimes \mathbf{y}\right)+\left(\mathbf{x} \otimes\left(\mathbf{C}^{k}\right)^{*}\right)$ for some smooth $x \in X$ and some $y \in P^{k-1}$.

On the other hand, the definitions imply that $f$ lies in $\overline{p^{-1}(\mathcal{Z}(X))}$ if and only if $\mathbf{f}$ is orthogonal to $\mathbf{x} \otimes\left(\mathbf{C}^{k}\right)^{*}$ for some $x \in X$. Those $f$, for which this $x$ is smooth, form an open dense subset in $\overline{p^{-1}(\mathcal{Z}(X))}$. Therefore it remains to prove that, if $\mathbf{f}$ is orthogonal to $x \otimes\left(\mathbf{C}^{k}\right)^{*}$, then there exists a non-zero $\mathbf{y} \in\left(\mathbf{C}^{k}\right)^{*}$ such that $\mathbf{f}$ is orthogonal to $U_{\mathbf{x}} \otimes \mathbf{y}$.

Now think of $\mathbf{f}$ as a family $\left(f_{1}, \ldots, f_{k}\right)$ of linear forms on $\mathbf{C}^{n}$. Since $\mathbf{f}$ is orthogonal to $\mathbf{x} \otimes\left(\mathbf{C}^{k}\right)^{*}$, then $f_{1}(x)=\cdots=f_{k}(x)=0$. It follows that
$\left\{\left(f_{1}(u), \ldots, f_{k}(u)\right): u \in U_{\mathbf{x}}\right\}$ is a proper subspace of $\mathbf{C}^{k}$ since $U_{\mathbf{x}}$ is a $k$-dimensional vector space containing $x$, and so there is a non-zero $y \in\left(\mathbf{C}^{k}\right)^{*}$ orthogonal to this subspace. But this exactly means that $\mathbf{f}$ is orthogonal to $U_{\mathbf{x}} \otimes \mathbf{y}$, and Theorem 2.7 is proved.

Corollary 2.8. For every irreducible closed subvariety $X$ of dimension $k-1$ in $P^{n-1}$, we have $\tilde{R}_{X}=\Delta_{\tilde{X}}$, i.e., the $X$-resultant equals the $\tilde{X}$-discriminant.

Example 2.9. We have already seen that the classical resultant of $k$-homogeneous forms $f_{1}, \ldots, f_{k}$ of the same degree $d$ in $k$ variables $x_{1}, \ldots, x_{k}$ is the $X$-resultant for the Veronese subvariety $X=P^{k-1} \subset P\left(S^{d}\left(\mathbf{C}^{k}\right)\right)$. In this case Corollary 2.8 shows that the resultant $\tilde{R}_{X}\left(f_{1}, \ldots, f_{k}\right)$ is equal to the discriminant of the polynomial

$$
\tilde{f}\left(x_{1}, \ldots, x_{k}, y_{1}, \ldots, y_{k}\right)=y_{1} f_{1}\left(x_{1}, \ldots, x_{k}\right)+\cdots+y_{k} f_{k}\left(x_{1}, \ldots, x_{k}\right)
$$

where $y_{1}, \ldots, y_{k}$ are new variables. This observation was used by Cayley. Following [GZK3], we call the general result of Corollary 2.8 the Cayley trick.

## E. Higher associated hypersurfaces

The construction associating to a $(k-1)$-dimensional variety $X \subset P^{n-1}$ its associated hypersurface in $G(n-k, n)$ can be generalized as follows. Let $X \subset P^{n-1}$ be an irreducible subvariety of dimension $m-1 \geq k-1$. First we suppose that $X$ is smooth. Define its $(m-k)$-th associated subvariety $\mathcal{Z}_{m-k}(X) \subset G(n-k, n)$ to be the set of $(n-k-1)$-dimensional subspaces $L \subset P^{n-1}$ such that $L \cap X \neq \emptyset$ and $\operatorname{dim}\left(L \cap E T_{x} X\right) \geq m-k$ for some $x \in L \cap X$. Here $E T_{x} X$ is the embedded tangent space to $X$ at $x$, i.e., the projective subspace in $P^{n-1}$ of dimension $m-1=\operatorname{dim} X$ which contains $x$ and has the same tangent space at $x$ as $X$.

When $X$ is singular, we first consider the subspaces $L$ for which there exists a smooth point $x$ with the above property, and then take the Zariski closure of the set of these subspaces in $G(n-k, n)$. It is clear that the 0 -th associated variety of a $(k-1)$-dimensional subvariety is the one previously considered.
Example 2.10. Let $S \subset P^{3}$ be a surface. Then the first associated variety $\mathcal{Z}_{1}(S) \subset$ $G(2,4)$ is the set of all lines in $p^{3}$ tangent to $S$.

Proposition 2.11. Let $X$ be an irreducible $(m-1)$-dimensional subvariety in $P^{n-1}$ and $k \leq m$. Then $\mathcal{Z}_{m-k}(X)$ is a hypersurface in $G(n-k, n)$.

The proof is similar to that of Proposition 2.2 and we leave it to the reader.
The "higher associated hypersurfaces" just defined are not necessary for the problem of coordinatizing subvarieties; the usual construction suffices. But we
shall see in Chapter 4, Section 3 that they share the key differential-geometric property of ordinary associated hypersurfaces.

## 3. Mixed resultants

The resultants under study so far were generalizations of the classical resultant of $k$ homogeneous polynomials in $k$ variables of the same degree $d$. This is obviously not the most general setting since we can consider polynomials of different degrees. Of course, such a resultant cannot be interpreted in terms of the one Veronese embedding, since different degrees require different embeddings. In this section we shall abandon the Chow form point of view of resultants and study "mixed" resultants in their own context.
A. The $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant and its first properties

Let $X$ be a compact algebraic variety of dimension $k-1$. We assume that $X$ is irreducible. Instead of polynomials, for general $X$ we must consider sections of invertible sheaves. Let $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ be $k$ invertible sheaves on $X$. We suppose that each $\mathcal{L}_{i}$ is very ample, i.e., it defines a projective embedding $\varphi_{i}: X \rightarrow P\left(V_{i}^{*}\right)$ where $V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right)$. A section of $\mathcal{L}_{i}$ can be seen as the restriction of a linear form from $P\left(V_{i}\right)$ to $X$. For such a section $f_{i}$, denote by $X\left(f_{i}\right) \subset X$ the hypersurface defined by $f_{i}=0$. A collection $\left(f_{1}, \ldots, f_{k}\right) \in \prod_{i} V_{i}$ is called degenerate if $X\left(f_{1}\right) \cap \cdots \cap X\left(f_{k}\right) \neq \emptyset$. We denote by

$$
\nabla_{\mathcal{L}_{1}, \ldots . \mathcal{L}_{k}} \subset \prod_{i=1}^{k} V_{i}
$$

the locus of all degenerate tuples of sections. We call this locus the resultant variety (associated to $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ ).

Proposition 3.1. The variety $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is an irreducible hypersurface in $\prod_{i} V_{i}$ invariant under dilations of each $V_{i}$.

Proof. As in the proof of Proposition 2.2, we consider the diagram

$$
\begin{equation*}
X \stackrel{p_{1}}{\rightleftarrows} B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}} \xrightarrow{p_{2}} \prod V_{i} \tag{3.1}
\end{equation*}
$$

where $B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}} \subset X \times \prod V_{i}$ is the set of $\left(x, f_{1}, \ldots, f_{k}\right)$ such that $f_{1}(x)=\cdots=$ $f_{k}(x)=0$. The maps $p_{1}, p_{2}$ in (3.1) are the projections to $X$ and $\prod V_{i}$, respectively. Clearly,

$$
\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}=p_{2}\left(B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\right)
$$

So the variety $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$, being the cone over the image of a projective variety under a regular map, is Zariski closed. Let $n_{i}=\operatorname{dim} V_{i}$. For any $x \in X$ the fiber $p_{1}^{-1}(x)$ is the product of hyperplanes

$$
\left\{f_{i} \in V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right): f_{i}(x)=0\right\}
$$

and hence $\operatorname{dim} p_{1}^{-1}(x)=\left(\sum n_{i}\right)-k$. Moreover, since $p_{2}$ is the projection of a vector bundle, the variety $B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is irreducible. Hence $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is irreducible.

Let us now look at the fibers of $p_{2}$. Clearly, $p_{2}^{-1}\left(f_{1}, \ldots, f_{k}\right)$ is the set of the common zeros of $f_{1}, \ldots, f_{k}$. Since each $\mathcal{L}_{i}$ is very ample, we conclude that, for generic $\left(f_{1}, \ldots, f_{k}\right) \in \nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$, this set of common zeros has just one point so that the map

$$
\begin{equation*}
p_{2}: B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}} \longrightarrow \nabla_{\mathcal{L}_{\mathbf{1}}, \ldots, \mathcal{L}_{k}} \tag{3.2}
\end{equation*}
$$

is a birational isomorphism. Hence

$$
\operatorname{dim} \nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}=\operatorname{dim} B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}=\operatorname{dim} X+\left(\sum n_{i}\right)-k=\left(\sum n_{i}\right)-1
$$

Thus $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is a hypersurface. Proposition 3.1 is proved.
We call the irreducible equation of $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant and denote it by $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right)$. This is a polynomial function in $k$ sections $f_{i} \in$ $H^{0}\left(X, \mathcal{L}_{i}\right)$ and is defined up to a constant factor. When $X$ is given in a particular embedding into a projective space $P^{n}=P\left(V^{*}\right)$ and $\mathcal{L}_{1}=\cdots=\mathcal{L}_{k}=\mathcal{O}_{X}(1)$, any linear form $f \in V$ gives a section of $\mathcal{O}_{X}(1)$ and $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right)$ coincides with the $X$-resultant $\tilde{R}_{X}\left(f_{1}, \ldots, f_{k}\right)$ from Section 2 .

Example 3.2. Let $X$ be the projective space $P^{k-1}$. Let the invertible sheaves be $\mathcal{L}_{i}=\mathcal{O}\left(d_{i}\right), i=1, \ldots, k$. The space $V_{i}$ of sections of $\mathcal{O}\left(d_{i}\right)$ is the space of homogeneous polynomials in $k$ variables of degree $d_{i}$. The degeneracy of a tuple of polynomials $\left(f_{1}, \ldots, f_{k}\right), \operatorname{deg}\left(f_{i}\right)=d_{i}$ means that the $f_{i}$ have a common non-trivial root. Therefore the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant coincides in this case with the classical resultant of $k$ forms in $k$ variables.

Proposition 3.3. The $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right)$ is homogeneous with respect to each $f_{i}$. The degree with respect to $f_{i}$ equals the intersection index

$$
\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{i-1}, \mathcal{L}_{i+1}, \ldots, \mathcal{L}_{k}\right)=\int_{X} \prod_{j \neq i} c_{1}\left(\mathcal{L}_{j}\right)
$$

of all $\mathcal{L}_{j}, j \neq i$.

Proof. If we multiply each component $f_{i}$ of a tuple ( $f_{1}, \ldots, f_{k}$ ) by its own constant factor, the degeneracy or non-degeneracy of this tuple will be unchanged. Hence $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is homogeneous with respect to each $f_{i}$. To calculate the degree of this homogeneity for a given $i$, we fix the forms $f_{j}, j \neq i$ and $f_{i}^{\prime}, f_{i}^{\prime \prime}$ and consider the resultant of $f_{j}(j \neq i)$ and $f_{i}^{\prime}+\lambda f_{i}^{\prime \prime}$ as a polynomial in a scalar variable $\lambda$. This polynomial vanishes at some $\lambda_{0}$ if and only if $f_{i}^{\prime}\left(x_{0}\right)+\lambda_{0} f^{\prime \prime}\left(x_{0}\right)=0$ for some $x_{0} \in \bigcap_{j \neq i} X\left(f_{j}\right)$. Since the cardinality of $\bigcap_{j \neq i} X\left(f_{j}\right)$ is the intersection index $D=\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{i-1}, \mathcal{L}_{i+1}, \ldots, \mathcal{L}_{k}\right)$, we conclude that the resultant as a polynomial in $\lambda$ has $D$ roots and hence is of degree $D$. This proves our proposition.

## B. The Cayley trick for mixed resultants

The Cayley trick (the expression of a resultant as a discriminant), described in Section 2D for the $X$-resultant, can be extended to our mixed case as well. Denote

$$
\begin{equation*}
\varphi_{i}: X \hookrightarrow P\left(V_{i}^{*}\right), \quad V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right) \tag{3.3}
\end{equation*}
$$

to be the projective embedding defined by $\mathcal{L}_{i}$. In the space $P\left(\prod V_{i}^{*}\right)$ the projectivizations of individual factors $V_{i}^{*}$ are non-intersecting projective subspaces. For $x \in X$, let $\Pi(x) \subset P\left(\Pi V_{i}^{*}\right)$ be the $(k-1)$-dimensional projective subspace spanned by $\varphi_{1}(x), \ldots, \varphi_{k}(x)$ (see Figure 6).


Figure 6.
We define $\tilde{X} \subset P\left(\prod V_{i}^{*}\right)$ to be the union of the spaces $\Pi(x)$ for all $x \in X$. As an algebraic variety, $\tilde{X}$ is the projectivization of the vector bundle $\bigoplus \mathcal{L}_{i}^{*}$ on $X$.

Proposition 3.4. The projectivization

$$
P\left(\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\right) \subset P\left(\prod V_{i}\right)
$$

is projectively dual to $\tilde{X} \subset P\left(\prod V_{i}^{*}\right)$.
Proof. This is similar to the proof of Theorem 2.7. We stress only the main points. Let $H \subset P\left(\Pi V_{i}^{*}\right)$ be a hyperplane corresponding to a non-zero vector (tuple of sections) $\left(f_{1}, \ldots, f_{k}\right) \in \Pi V_{i}$. If $H$ is tangent to $\tilde{X}$ at some point $y$, and $x \in X$ is such that $y \in \Pi(x)$, then $f_{1}(x)=\cdots=f_{k}(x)=0$. Conversely, if $x \in X$ is such that $f_{1}(x)=\cdots=f_{k}(x)=0$, then we can find $y \in \Pi(x)=P\left(\bigoplus \mathcal{L}_{i, x}^{*}\right)$ such that $H$ is tangent to $\tilde{X}$ at $y$. To do this, we consider the differentials

$$
d_{x} f_{i} \in \operatorname{Hom}\left(T_{x} X, \mathcal{L}_{i, x}\right)
$$

(they make sense since $f_{i}(x)=0$ ). Each $d_{x} f_{i}$ lies in (its own) $(k-1$ )-dimensional space Hom ( $T_{x} X, \mathcal{L}_{i, x}$ ), and there are $k$ of them. Hence there is a non-trivial linear dependence of the form

$$
\sum \lambda_{i}\left(d_{x} f_{i}\right)=0, \quad \lambda_{i} \in \mathcal{L}_{i, x}^{*}
$$

where the equality is understood in $\operatorname{Hom}\left(T_{x} X, \mathbf{C}\right)$. The vector $\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in$ $\bigoplus \mathcal{L}_{i, x}^{*}$ represents a point $y \in \Pi(x)$ where $H$ is tangent to $X$. We leave to the reader to check details.

Corollary 3.5. The $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant is equal to the $\tilde{X}$-discriminant.
Example 3.6. Let $X=P^{1}$ be the projective line and $\mathcal{L}_{i}=\mathcal{O}\left(d_{i}\right), \quad i=1,2$, where $d_{i} \geq 1$. The variety $\tilde{X} \subset P^{d_{1}+d_{2}+1}$ is a surface known as the rational normal scroll of type ( $d_{1}, d_{2}$ ), see [GH] [Harr]. The $\left(\mathcal{L}_{1}, \mathcal{L}_{2}\right)$-resultant is the classical resultant $R\left(f_{1}, f_{2}\right)$ of two binary forms of degrees $d_{1}, d_{2}$ (or, equivalently, of two polynomials of degrees $d_{1}, d_{2}$ in one variable). By Proposition 3.4, the zero locus of the classical resultant, when regarded in a projective space, is projectively dual to the rational normal scroll.

Another application of Proposition 3.4 is the formula which "finds" the common root of ( $f_{1}, \ldots, f_{k}$ ) by taking partial derivatives of the resultant at $\left(f_{1}, \ldots, f_{k}\right)$. We shall say that a point $x \in X$ is a simple common root of $f_{1}, \ldots, f_{k}$ if the sequence

$$
\bigoplus \mathcal{L}_{i}^{*} \xrightarrow{\left(f_{1}, \ldots, f_{k}\right)} \mathcal{O}_{X} \rightarrow \mathbf{C}_{x} \rightarrow 0
$$

is exact. Here $\mathbf{C}_{x}$ is the structure sheaf of the point $x$ ("skyscraper sheaf"), i.e., $\mathrm{C}_{x}=\mathcal{O}_{X} / I_{x}$ where $I_{x}$ is the sheaf of functions vanishing at $x$.

To put it simply, the condition for $x$ to be a simple common root means that, first of all, there are no common roots other than $x$, and, second, the intersection of the hypersurfaces $\left\{f_{i}=0\right\}$ at $x$ is "as generic as possible" (so that the picture near
$x$ cannot be obtained as the limit of pictures with several common roots merging together).

Corollary 3.7. Let $X$ and $\mathcal{L}_{i}$ be as before. Suppose that $f_{1}, \ldots, f_{k}$ have a simple common root $x \in X$. For each $i=1, \ldots, k$, consider the differential of $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ at $\left(f_{1}, \ldots, f_{k}\right)$ with respect to the $i$-th argument (this is a vector in $\left.V_{i}^{*}\right)$. This vector is non-zero and the corresponding point in the projective space $P\left(V_{i}^{*}\right)$ coincides with $\varphi_{i}(x)$, where $\varphi_{i}$ is the projective embedding corresponding to $\mathcal{L}_{i}$.

Proof. This follows from Corollary 3.5 and Theorem 1.5 of Chapter 1 which find the point of tangency in terms of the discriminants.

Example 3.8. Suppose we are in the situation of Example 3.6, that is, we are dealing with the resultant $R\left(f_{1}, f_{2}\right)$ of two polynomials $f_{1}, f_{2}$ in one variable of degrees $\operatorname{deg} f_{i} \leq d_{i}$. We write

$$
f_{i}(x)=a_{i 0}+a_{i 1} x+\cdots+a_{i d_{i}} x^{d_{i}}
$$

The resultant $R\left(f_{1}, f_{2}\right)$ is a polynomial in the coefficients $a_{i j}$ of $f_{1}, f_{2}$ whose vanishing for particular $f_{1}, f_{2}$ implies that these polynomials have at least one common root $\alpha$ (or else $\operatorname{deg} f_{1}<d_{1}$ and $\operatorname{deg} f_{2}<d_{2}$ which means that the common root is at infinity).

In this situation Corollary 3.7 has the following meaning. Suppose we know the coefficients $a_{i j}$ of $f_{1}$ and $f_{2}$ and know that $f_{1}$ and $f_{2}$ have exactly only one simple common root $\alpha$. Then $\alpha$ can be found explicitly by the formulas:

$$
\begin{align*}
& \left(1: \alpha: \alpha^{2}: \ldots: \alpha^{d_{1}}\right)=\left(\frac{\partial R}{\partial a_{10}}\left(f_{1}, f_{2}\right): \frac{\partial R}{\partial a_{11}}\left(f_{1}, f_{2}\right): \ldots: \frac{\partial R}{\partial a_{1 d_{1}}}\left(f_{1}, f_{2}\right)\right), \\
& \left(1: \alpha: \alpha^{2}: \ldots: \alpha^{d_{2}}\right)=\left(\frac{\partial R}{\partial a_{20}}\left(f_{1}, f_{2}\right): \frac{\partial R}{\partial a_{21}}\left(f_{1}, f_{2}\right): \ldots: \frac{\partial R}{\partial a_{2 d_{2}}}\left(f_{1}, f_{2}\right)\right) \tag{3.4}
\end{align*}
$$

Each of these formulas is an equality of two points in the projective space represented by their homogeneous coordinates. We can find $\alpha$ by using just two first components of the vector on the right:

$$
\begin{equation*}
\alpha=\frac{\left(\partial R / \partial a_{11}\right)(f, g)}{\left(\partial R / \partial a_{10}\right)(f, g)}=\frac{\left(\partial R / \partial a_{21}\right)(f, g)}{\left(\partial R / \partial a_{20}\right)(f, g)} \tag{3.5}
\end{equation*}
$$

It may seem strange that we are actually able to find the common root from the coefficients of the polynomials by using only polynomial operations (in particular, the root belongs to $\mathbf{Q}$ if the coefficients $a_{i j}$ belong to $\mathbf{Q}$ ). But a little reflection shows that this does not contradict Galois theory: if we assume that $\alpha$ is the
only common root then it should be fixed under the Galois group and hence it is rationally known.

## C. Resultants associated to vector bundles

The constructions of both the $X$-discriminant in Chapter 1 and the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$ resultant are particular cases of the following more general construction.

Let $X$ be a $(k-1)$-dimensional irreducible projective variety and let $E$ be a vector bundle on $X$ of rank $k$. Set $V=H^{0}(X, E)$. We shall assume that $E$ is very ample. This means that the two following conditions hold:
(1) For any $x \in X$, the subspace

$$
\gamma(x)=\left\{s \in H^{0}(X, E): s(x)=0\right\} \subset H^{0}(X, E)=V
$$

has exactly codimension $k$.
(2) The correspondence $x \mapsto \gamma(x)$ defines a regular embedding of $X$ into the Grassmannian of codimension $k$ subspaces of $V$.

We define the $E$-resultant variety $\nabla_{E} \subset V$ as the set of sections which vanish at some point $x \in X$. As in Proposition 3.1, we show that $\nabla_{E}$ is an irreducible hypersurface in $V$. We define the $E$-resultant $R_{E}$ to be the irreducible equation of $\nabla_{E}$. This is a polynomial function on $V=H^{0}(X, E)$ defined up to a constant factor.

Example 3.9. When $E=\mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{k}$ is a sum of line bundles then the $E$-resultant coincides with the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant defined above.

We shall not seriously study $E$-resultants in their full generality, but merely formulate their simple properties.

Theorem 3.10. $R_{E}$ is a homogeneous polynomial function on $V=H^{0}(X, E)$ of degree equal to $\int_{X} c_{k-1}(E)$.
Sketch of the proof. Homogeneity is obvious. To find the degree, we should take two generic sections $s_{1}, s_{2} \in V$ and find the number of values $\lambda \in \mathbf{C}$ such that $s_{1}+\lambda s_{2}$ has a zero. The classical geometric definition of the Chern class $c_{k-1}(E)$ of a rank $k$ bundle $E$ (see [MS]) is as follows. This class (lying in $H^{2 k-2}(X, \mathbf{Z})$ ) is Poincaré dual to the cycle $Z$ of complex codimension $k-1$ consisting of all $x \in X$ such that $s_{1}(x)$ and $s_{2}(x)$ are linearly dependent, i.e., proportional. Note that in our situation $\operatorname{dim} Z=0$. For any $x \in Z$, we can choose $\lambda$ such that $\left(s_{1}+\lambda s_{2}\right)(x)=0$. Conversely, for the existence of such $\lambda, s_{1}(x)$ and $s_{2}(x)$ must be proportional. So the number of values $\lambda$ as above is equal to the number of $x$ such that $s_{1}(x)$ and $s_{2}(x)$ are proportional, i.e., to $\int_{X} c_{k-1}(E)$, as claimed.

Next, we describe the Cayley trick for $E$-resultants. We consider the variety $\tilde{X}=P\left(E^{*}\right)$, the projectivization of the bundle $E^{*}$. There is a projection $p$ : $\tilde{X} \rightarrow X$ whose fibers are projectivizations of fibers of $E$, and a natural projection $\pi: E^{*}-X \rightarrow \tilde{X}$, where $X$ is embedded into the total space of $E^{*}$ as the zero section. For any $l \in \mathbf{Z}$, we denote by $\mathcal{O}(l)_{\text {rel }}$ the invertible sheaf on $\tilde{X}$ defined as follows. For open $U \subset \tilde{X}$, a section of $\mathcal{O}(l)_{\text {rel }}$ over $U$ is a regular function on $\pi^{-1}(U)$ which is homogeneous of degree $l$ with respect to dilations of $E^{*}$. We call $\mathcal{O}(l)_{\text {rel }}$ the relative sheaf $\mathcal{O}(l)$ on $\tilde{X}=P\left(E^{*}\right)$. Its restriction to every fiber $p^{-1}(x)=P\left(E_{x}^{*}\right)$ is the standard sheaf $\mathcal{O}(l)$ of the projective space $P\left(E_{x}^{*}\right)$ (see Section 4B, Chapter 1).

Note that the direct image $p_{*} \mathcal{O}(1)_{\text {rel }}$ is identified with $E$. This follows from the natural identification $H^{0}\left(P\left(W^{*}\right), \mathcal{O}(1)\right) \cong W$ holding for any vector space $W$ (Theorem 2.12, Chapter 2). We conclude that

$$
H^{0}\left(\tilde{X}, \mathcal{O}(1)_{\mathrm{rel}}\right)=H^{0}(X, E)=V
$$

Now the Cayley trick goes as follows.
Theorem 3.11. The image of $\tilde{X}$ in $P\left(V^{*}\right)$ in the embedding given by $\mathcal{O}(1)_{\mathrm{rel}}$, and the projectivization $P\left(\nabla_{E}\right) \subset P(V)$ are projectively dual to each other.

The proof is similar to that of Proposition 3.4.
Example 3.12. Suppose that $X$ is a smooth variety and take $E=J(\mathcal{L})$ to be the first jet bundle of a very ample line bundle $\mathcal{L}$. Let $V_{0}=H^{0}(X, \mathcal{L})$ and $V=H^{0}(X, E)$. The correspondence $f \mapsto j(f)$ (the jet of a section) defines an embedding $V_{0} \subset V$. The variety $X$ is embedded into $P\left(V_{0}^{*}\right)$.

If the projective dual variety $X^{\vee} \subset P\left(V_{0}\right)$ is a hypersurface then the bundle $E=J(\mathcal{L})$ is very ample, and for any $f \in V_{0}$, we have $\Delta_{X}(f)=R_{E}(j(f))$ where $\Delta_{X}$ is the $X$-discriminant (i.e., the equation of $X^{\vee}$ ). Indeed, $f \in X^{\vee}$ if and only if $j(f) \in \nabla_{E}$. Thus the restriction of $R_{E}$ to $V_{0} \subset V$ has the same zero locus as $\Delta_{X}$. This implies that this restriction is a power of $\Delta_{X}$. However, the degree of $\Delta_{X}$ is given by Theorem 3.4 of Chapter 2 by

$$
\operatorname{deg} \Delta_{X}=\sum_{i=0}^{k-1}(i+1) \int_{X} c_{k-1-i}\left(\Omega_{X}^{1}\right) c_{1}(\mathcal{L})^{i}
$$

We claim that

$$
\begin{equation*}
\sum_{i=0}^{k-1}(i+1) \int_{X} c_{k-1-i}\left(\Omega_{X}^{1}\right) c_{1}(\mathcal{L})^{i}=\int_{X} c_{k-1}(E) \tag{3.6}
\end{equation*}
$$

To see this, consider the exact sequence

$$
\begin{equation*}
0 \rightarrow \Omega_{X}^{1} \otimes \mathcal{L} \rightarrow E \rightarrow \mathcal{L} \rightarrow 0 \tag{3.7}
\end{equation*}
$$

(this is the sequence (1.5) of Chapter 2). For any vector bundle $F$ and any line bundle $\mathcal{L}$, we have (cf. [OSS], Chapter 1)

$$
c_{p}(F \otimes \mathcal{L})=\sum_{i=0}^{p}\binom{r-i}{p-i} c_{i}(F) c_{1}(\mathcal{L})^{k-1-i}, \quad r=\operatorname{rk} F .
$$

Applying this formula to $F=\Omega_{X}^{1}$, and also applying the Whitney sum formula to (3.7), we deduce the equality (3.6).

## 4. The Cayley method for the study of resultants

In Chapter 2 we discussed a method for finding discriminants as determinants of certain complexes. This method applies equally well to other elimination problems, in particular to the problem of finding the resultant. In fact, the problem of resultants was the original context in which Cayley introduced his method [Ca4].

## A. Koszul complexes and resultant complexes

Let $X$ be an irreducible projective variety of dimension $k-1$ and let $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ be invertible sheaves (line bundles) on $X$. We assume that each $\mathcal{L}_{i}$ is very ample. Consider the vector bundle $E=\bigoplus \mathcal{L}_{i}$. Suppose we have fixed sections $f_{i} \in$ $H^{0}\left(X, \mathcal{L}_{i}\right)$. Then the collection $\left(f_{1}, \ldots, f_{k}\right)$ defines a section $s$ of $E$. Hence we can form two Koszul complexes $\mathcal{K}_{ \pm}(E, s)$ of sheaves on $X$ (the complexes (1.6) and (1.7) of Section 1B, Chapter 2).

Let $\mathcal{M}$ be another line bundle on $X$. We consider the twisted Koszul complexes $\mathcal{K}_{ \pm}(E, s) \otimes \mathcal{M}$. The complexes of global sections of these complexes of sheaves will be denoted by $C_{ \pm}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ and called the resultant complexes (associated with $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ and $\mathcal{M}$ ). Note that

$$
\bigwedge^{p}\left(\mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{k}\right)=\bigoplus_{1 \leq i_{1}<\cdots<i_{p} \leq k} \mathcal{L}_{i_{1}} \otimes \cdots \otimes \mathcal{L}_{i_{p}} .
$$

Therefore the resultant complexes have the form

$$
\begin{gather*}
C_{+}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right) \\
=\left\{H^{0}(X, \mathcal{M}) \rightarrow \bigoplus_{i} H^{0}\left(X, \mathcal{L}_{i} \otimes \mathcal{M}\right) \rightarrow \bigoplus_{i<j} H^{0}\left(X, \mathcal{L}_{i} \otimes \mathcal{L}_{j} \otimes \mathcal{M}\right) \rightarrow \cdots\right\}, \tag{4.1}
\end{gather*}
$$

$$
\begin{gather*}
C^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right) \\
=\left\{\cdots \rightarrow \bigoplus_{i<j} H^{0}\left(X, \mathcal{L}_{i}^{*} \otimes \mathcal{L}_{j}^{*} \otimes \mathcal{M}\right) \rightarrow \bigoplus_{i} H^{0}\left(X, \mathcal{L}_{i}^{*} \otimes \mathcal{M}\right) \rightarrow H^{0}(X, \mathcal{M})\right\} . \tag{4.2}
\end{gather*}
$$

The differential in any of these complexes will be denoted by $\partial_{f_{1}, \ldots, f_{k}}$. It is not strictly necessary to consider both types of complexes since obviously

$$
\begin{equation*}
C_{+}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)=C_{-}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M} \otimes\left(\bigotimes_{i} \mathcal{L}_{i}\right)\right)[k] \tag{4.3}
\end{equation*}
$$

where the number $k$ in brackets means the shift of grading of the complex. However, it will be convenient for us to keep the distinction between $C_{+}^{\bullet}$ and $C_{-}^{\bullet}$.

We shall say that each of the complexes $C_{ \pm}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ is stably twisted if all the terms of the above complex $\mathcal{K}_{ \pm}^{\bullet}(E, s) \otimes \mathcal{M}$, (of which it is the complex of global sections) have no higher cohomology.

Proposition 4.1. If the resultant complex $C_{+}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)\left(\right.$ resp. $C_{-}^{\bullet}\left(\mathcal{L}_{1}, \ldots\right.$, $\left.\mathcal{L}_{k} \mid \mathcal{M}\right)$ ) is stably twisted, then the differential $\partial_{f_{1}, \ldots, f_{k}}$ in this complex is exact for any $\left(f_{1}, \ldots, f_{k}\right)$, such that $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right) \neq 0$.

## Proof. Similar to Proposition 2.3 of Chapter 2.

As in Section 2A of Chapter 2, we define the determinants of the resultant complexes

$$
\begin{equation*}
R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}}^{ \pm}\left(f_{1}, \ldots, f_{k}\right)=\operatorname{det}\left(C_{ \pm}^{*}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right), \partial_{f_{1}, \ldots, f_{k}}, e\right) \tag{4.4}
\end{equation*}
$$

where $e$ is some system of bases in the terms of the complex. These are rational functions on the space $\prod V_{i}$ where $V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right)$.

## Theorem 4.2.

(a) If the resultant complex $C_{+}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ is stably twisted then

$$
R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}}^{+}=R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}^{(-1)^{k}}
$$

where $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant.
(b) If $C_{-}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ is stably twisted then

$$
R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}}^{-}=R_{\mathcal{L}_{1}, \ldots, \mathcal{C}_{k}} .
$$

Proof. Since this is very similar to the proof of Theorem 2.5 of Chapter 2, we give only an outline here.

We consider the incidence variety $W \subset X \times P\left(\prod V_{i}\right)$ of all tuples $\left(x, f_{1}, \ldots, f_{k}\right)$ such that $f_{1}(x)=\cdots=f_{k}(x)=0$ (so $W$ is the projectivization of the variety $B_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ in (3.1)). Let

$$
\begin{equation*}
X \quad \stackrel{p_{1}}{\longleftrightarrow} \quad W \quad \xrightarrow{p_{2}} \quad P\left(\prod V_{i}\right) \tag{4.5}
\end{equation*}
$$

be the natural projections. Let us abbreviate the resultant variety $\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ by $\nabla$. Then $P(\nabla) \subset P\left(\prod V_{i}\right)$ coincides with $p_{2}(W)$ and $p_{2}: W \rightarrow P(\nabla)$ is a birational isomorphism. Also let

$$
p_{X}: X \times P\left(\prod V_{i}\right) \rightarrow X, \quad p_{V}: X \times P\left(\prod v_{i}\right) \rightarrow P\left(\prod V_{i}\right)
$$

be the projections of the product to the factors.
We consider the vector bundle $p_{X}^{*}\left(\oplus \mathcal{L}_{i}\right) \otimes p_{V}^{*} \mathcal{O}(1)$ on $X \times P\left(\Pi V_{i}\right)$. The space of sections of this bundle is naturally identified with End ( $\Pi V_{i}$ ). The section $\sigma$ corresponding to the identity endomorphism vanishes exactly along $W$. Moreover, since $p_{1}: W \rightarrow X$ is a projective bundle, we can apply Proposition 1.4 (c) of Chapter 2 and get the Koszul resolution of $\mathcal{O}_{W}$ :

$$
\begin{align*}
\cdots \rightarrow p_{X}^{*}\left(\bigoplus_{i<j}\left(\mathcal{L}_{i}^{*} \otimes \mathcal{L}_{j}^{*}\right)\right) \otimes p_{V}^{*} \mathcal{O}(-2) & \rightarrow p_{X}^{*}\left(\bigoplus_{i} \mathcal{L}_{i}^{*}\right) \otimes p_{V}^{*} \mathcal{O}(-1) \\
& \rightarrow \mathcal{O}_{X \times P}\left(\prod v_{i}\right) \tag{4.6}
\end{align*}
$$

Denote this complex by $\mathcal{K}^{\bullet}$. As in the proof of Theorem 2.5 of Chapter 2 , we combine the complexes $\left(C_{-}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right), \partial_{f_{1}, \ldots, f_{k}}\right)$ for various $\left(f_{1}, \ldots, f_{k}\right) \in$ $\Pi V_{i}$ into a complex of sheaves

$$
\begin{gather*}
\mathcal{O}\left(C_{-}^{\bullet}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)\right) \\
=\left\{\cdots \rightarrow C_{-}^{-1}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right) \otimes \mathcal{O}(-1) \rightarrow C_{-}^{0}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right) \otimes \mathcal{O}\right\} \tag{4.7}
\end{gather*}
$$

on the projective space $P\left(\Pi V_{i}\right)$. This complex is nothing more than the direct image $p_{V *}\left(\mathcal{K}^{*} \otimes p_{X}^{*} \mathcal{M}\right)$. To complete the proof of Theorem 4.2 (b), we proceed as in the proof of Theorem 2.5 of Chapter 2 ; we use the fact that $\mathcal{K} \cdot$ is a resolution of $\mathcal{O}_{W}$ and that $p_{2}: W \rightarrow P(\nabla)$ is birational. Similarly for the proof of part (a). We leave the remaining details to the reader.

## B. Examples

Example 4.3. The Sylvester formula. Let $X=P^{1}$ and $\mathcal{L}_{i}=\mathcal{O}\left(d_{i}\right), \quad i=1,2$. For any $d$, we denote by $S^{d}$ the space of homogeneous polynomials of degree $d$ in two variables $x_{0}, x_{1}$. Thus $V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right)$ is identified with $S^{d_{i}}$.

As we have seen in Example 3.2, the $\left(\mathcal{L}_{1}, \mathcal{L}_{2}\right)$-resultant of $f_{1} \in S^{d_{1}}, f_{2} \in S^{d_{2}}$ is the classical resultant $R\left(f_{1}, f_{2}\right)$ of two polynomials. To show the meaning of Theorem 4.2 in this example, let us choose the twisting line bundle $\mathcal{M}$ to be $\mathcal{O}\left(d_{1}+d_{2}-1\right)$. The resultant complex $C_{-}^{\bullet}\left(\mathcal{L}_{1}, \mathcal{L}_{2} \mid \mathcal{M}\right)$ is stably twisted: this follows from general information about the cohomology of sheaves $\mathcal{O}(l)$ on $P^{1}$ (Theorem 2.12, Chapter 2). This complex has the form

$$
\begin{equation*}
S^{d_{2}-1} \oplus S^{d_{1}-1} \xrightarrow{\partial_{f_{1}, d_{2}}} S^{d_{1}+d_{2}-1}, \tag{4.8}
\end{equation*}
$$

where $\partial_{f_{1}, f_{2}}(u, v)=f_{1} u+f_{2} v$. Our theorem implies that $R\left(f_{1}, f_{2}\right)$ is, up to a constant factor, the determinant of the matrix $\partial_{f_{1}, f_{2}}$ with respect to some fixed bases in $S^{d_{1}-1}, S^{d_{2}-1}$ and $S^{d_{1}+d_{2}-1}$. We suppose that

$$
\begin{aligned}
& f_{1}(x)=a_{0} x_{0}^{d_{1}}+a_{1} x_{0}^{d_{1}-1} x_{1}+\cdots+a_{d_{1}} x_{1}^{d_{1}} \\
& f_{2}(x)=b_{0} x_{0}^{d_{2}}+b_{1} x_{0}^{d_{2}-1} x_{1}+\cdots+b_{d_{2}} x_{1}^{d_{2}}
\end{aligned}
$$

and choose in each of the spaces $S^{m}$ in (4.8) the basis of monomials $x_{0}^{m-i} x_{1}^{i}$. Then Theorem 4.2 gives the classical Sylvester formula

$$
R\left(f_{1}, f_{2}\right)=\left|\begin{array}{cccccccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{d_{1}-1} & a_{d_{1}} & 0 & 0 & \ldots & 0  \tag{4.9}\\
0 & a_{0} & a_{1} & \ldots & a_{d_{1}-2} & a_{d_{1}-1} & a_{d_{1}} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & a_{0} & a_{1} & a_{2} & a_{3} & \ldots & a_{d_{1}} \\
b_{0} & b_{1} & \ldots & b_{d_{2}} & 0 & 0 & \ldots & \ldots & \ldots & 0 \\
0 & b_{0} & b_{1} & \ldots & b_{d_{2}} & 0 & 0 & \ldots & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & \ldots & 0 & b_{0} & b_{1} & \ldots & b_{d_{2}}
\end{array}\right| .
$$

Example 4.4. Chow forms. Note that Theorem 4.2 gives a way to write down, at least in principle, the Chow form $R_{X}$ of any irreducible ( $k-1$ )-dimensional subvariety $X \subset P^{n-1}$. Recall that $R_{X}$ can be represented as a polynomial function in the coefficients of $k$ indeterminate linear forms $f_{1}, \ldots, f_{k}$ on $\mathbf{C}^{n}$. This polynomial function is the same as the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant where all $\mathcal{L}_{i}$ are $\mathcal{O}_{X}(1)$. Thus
choosing the twisting sheaf $\mathcal{M}$ to be ample enough (say $\mathcal{M}=\mathcal{O}_{X}(l), l \gg 0$ ) we can represent $R_{X}$ as the determinant of the complex $C_{-}^{\bullet}(\mathcal{O}(1), \ldots, \mathcal{O}(1) \mid \mathcal{M})$. We can now write $R_{X}\left(f_{1}, \ldots, f_{k}\right)$ as an alternating product of determinants of some matrices whose entries linearly depend on the coefficients of the $f_{i}$.

## C. Resultant spectral sequences

Let $X, \mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ be as before and let $\mathcal{M}$ be any line bundle on $X$. As in Section 5 A of Chapter 2, we define the resultant spectral sequences $C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ to be the spectral sequences of the twisted Koszul complexes

$$
\mathcal{K}_{ \pm}\left(\mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{k},\left(f_{1}, \ldots, f_{k}\right)\right) \otimes \mathcal{M}
$$

Thus the first terms of these sequences do not depend on $\left(f_{1}, \ldots, f_{k}\right) \in \prod V_{i}$ and are respectively

$$
\begin{align*}
& C_{1,+}^{p q}=\bigoplus_{1 \leq i_{1}<\cdots<i_{p} \leq k} H^{q}\left(X, \mathcal{L}_{i_{1}} \otimes \cdots \otimes \mathcal{L}_{i_{p}} \otimes \mathcal{M}\right), \quad p \geq 0,  \tag{4.10}\\
& C_{1,-}^{-p, q}=\bigoplus_{1 \leq i_{1}<\cdots<i_{p} \leq k} H^{q}\left(X, \mathcal{L}_{i_{1}}^{*} \otimes \cdots \otimes \mathcal{L}_{i_{p}}^{*} \otimes \mathcal{M}\right), \quad p \geq 0 . \tag{4.11}
\end{align*}
$$

The differentials in the $r$-th term of any of these spectral sequences will be denoted by $\partial_{r, f_{1}, \ldots, f_{k}}$. The higher terms of the spectral sequences depend on $f_{1}, \ldots, f_{k}$ so that in case we wish to emphasize this dependence we will use the notation

$$
C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}, f_{1}, \ldots, f_{k}\right)
$$

The differentials $\partial_{f_{1}, \ldots, f_{k}}$ have homogeneity properties similar to those of differentials in the discriminantal spectral sequences (cf. Proposition 5.3, Chapter 2).

Proposition 4.5. For any $\lambda_{1}, \ldots, \lambda_{k} \in \mathbf{C}^{*}$, we have a natural system of identifications
$\psi_{r \pm}^{p q}: C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}, \lambda_{1} f_{1}, \ldots, \lambda_{k} f_{k}\right) \rightarrow C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}, f_{1}, \ldots, f_{k}\right)$
with the following properties:
(a) Under the $r$-th identification the differential $\partial_{r, f_{1}, \ldots . f_{k}}$ is multi-homogeneous of multi-degree $(r, \ldots, r)$ in $\left(f_{1}, \ldots, f_{k}\right)$ :

$$
\begin{equation*}
\partial_{r, \lambda_{1} f_{1}, \ldots, \lambda_{k} f_{k}}=\lambda_{1}^{r} \cdots \lambda_{k}^{r} \partial_{r, f_{1}, \ldots, f_{k}} . \tag{4.12}
\end{equation*}
$$

(b) The identification $\psi_{r}$ itself is induced by the homogeneity (4.12) of the previous differential $\partial_{r-1, f_{1}, \ldots, f_{k}}$.

The meaning of part (b) is similar to that in Proposition 5.3 of Chapter 2. So is the proof, which we leave to the reader.

Proposition 4.6. If a collection $\left(f_{1}, \ldots, f_{k}\right) \in \prod V_{i}\left(V_{i}=H^{0}\left(X, \mathcal{L}_{i}\right)\right)$ is such that $R_{\mathcal{L}_{1}, \ldots ., \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right) \neq 0$ then both spectral sequences

$$
C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}, f_{1}, \ldots, f_{k}\right)
$$

are exact, that is, they converge to 0 .
Proof. Similar to that of Proposition 5.1, Chapter 2.
By Proposition 4.6 we can define the determinant of any of the spectral sequences $C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$. In each case the determinant is a rational function on $\prod V_{i}$ defined up to a constant factor (see Section 5A of Chapter 2 for details).

Theorem 4.7. The determinant of the spectral sequence $C_{r,-}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ coincides, up to a constant factor, with the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant $R_{\mathcal{L}_{1}, \ldots . \mathcal{L}_{k}}$. The determinant of $C_{r,+}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ coincides with $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}^{(-1)^{k}}$.

The proof is similar to that of Theorem 5.2, Chapter 2 and we do not go into details.

Example 4.8. Bezout formula for the classical resultant. Let $X=P^{1}$ and $\mathcal{L}_{1}=\mathcal{L}_{2}=\mathcal{O}(d)$. The space $V=H^{0}\left(P^{1}, \mathcal{O}(d)\right)$ is identified with $S^{d}$, the space of binary forms of degree $d$. Let $g, h$ be two such forms. Then $R_{\mathcal{L}_{1}, \mathcal{L}_{2}}$ is the classical resultant of $g$ and $h$. We calculate it by using the resultant spectral sequence and to this end we take the twisting sheaf $\mathcal{M}$ to be $\mathcal{O}(d-1)$. The resultant spectral sequence $C_{r,-}^{p q}\left(\mathcal{L}_{1}, \mathcal{L}_{2} \mid \mathcal{M}\right)$ is the spectral sequence of the complex of sheaves

$$
\begin{equation*}
\mathcal{O}(-d+1) \xrightarrow{\partial_{g, h}} \mathcal{O}(-1) \oplus \mathcal{O}(-1) \xrightarrow{\partial_{g, h}} \mathcal{O}(d-1) . \tag{4.13}
\end{equation*}
$$

The only non-trivial differential in the spectral sequence is

$$
\partial_{2, g, h}: H^{1}\left(P^{1}, \mathcal{O}(-d+1)\right)=\left(S^{d-1}\right)^{*} \longrightarrow S^{d-1}=H^{0}\left(P^{1}, \mathcal{O}(d-1)\right)
$$

By Theorem 4.7, we have $R(g, h)=\operatorname{det}\left(\partial_{2, g, h}\right)$. The method of Section 5, Chapter 2 can be used for the explicit evaluation of $\partial_{2, g, h}$. That is, $\partial_{2, g, h}$ can be regarded as an element of $S^{d-1} \otimes S^{d-1}$, i.e., as a bihomogeneous polynomial $F\left(x_{0}, x_{1}, y_{0}, y_{1}\right)$ in two groups of variables $x_{i}, y_{i}$ having the bidegree $(d-1, d-1)$. We have

$$
F\left(x_{0}, x_{1}, y_{0}, y_{1}\right)=\frac{g\left(x_{0}, x_{1}\right) h\left(y_{0}, y_{1}\right)-h\left(x_{0}, x_{1}\right) g\left(y_{0}, y_{1}\right)}{x_{0} y_{1}-y_{0} x_{1}}
$$

which is the classical Bezout formula for the resultant of two forms of the same degree. The formula for the discriminant (Section 5B Chapter 2) is a particular case corresponding to the case when $g$ and $h$ are partial derivatives of some form $f\left(x_{0}, x_{1}\right)$.

## D. An example: the Sylvester formula for the resultant of three ternary forms

Let $X=P^{2}, \mathcal{L}_{1}=\mathcal{L}_{2}=\mathcal{L}_{3}=\mathcal{O}(d)$. The space $V=H^{0}\left(P^{2}, \mathcal{O}(d)\right)$ is equal to $S^{d} \mathbf{C}^{3}$, the space of forms of degree $d$ in three variables $x_{1}, x_{2}, x_{3}$. There is a remarkable formula for the resultant $R_{\mathcal{L}_{1}, \mathcal{L}_{2}, \mathcal{L}_{3}}$ due to Sylvester (see e.g., [Sal] or [Net], Bd.2, Section 451.) We first describe the formula and then indicate how it can be deduced from Theorem 4.7.

Let $k$ be an integer equal to $d-2$ or $d-1$. (The whole procedure below will be valid for any of these two choices of $k$ ). Let $f_{1}, f_{2}, f_{3} \in S^{d} \mathbf{C}^{3}$ be three polynomials. Following Sylvester, we first consider the operator

$$
\begin{equation*}
T_{f_{1}, f_{2}, f_{3}}: S^{2 d-3-k} \mathbf{C}^{3} \oplus S^{2 d-3-k} \mathbf{C}^{3} \oplus S^{2 d-3-k} \mathbf{C}^{3} \rightarrow S^{3 d-3-k} \mathbf{C}^{3} \tag{4.14}
\end{equation*}
$$

which takes $\left(u_{1}, u_{2}, u_{3}\right) \mapsto u_{1} f_{1}+u_{2} f_{2}+u_{3} f_{3}$. This is just a homogeneous part of the last differential in the Koszul complex associated with $f_{1}, f_{2}, f_{3}$.

For any three non-negative integers $\alpha, \beta, \gamma$ such that $\alpha+\beta+\gamma=k$, let us write

$$
\left\{\begin{array}{l}
f_{1}=x_{1}^{\alpha+1} P_{\alpha \beta \gamma}^{(1)}+x_{2}^{\beta+1} Q_{\alpha \beta \gamma}^{(1)}+x_{3}^{\gamma+1} R_{\alpha \beta \gamma}^{(1)}  \tag{4.15}\\
f_{2}=x_{1}^{\alpha+1} P_{\alpha \beta \gamma}^{(2)}+x_{2}^{\beta+1} Q_{\alpha \beta \gamma}^{(2)}+x_{3}^{\gamma+1} R_{\alpha \beta \gamma}^{(2)} \\
f_{3}=x_{1}^{\alpha+1} P_{\alpha \beta \gamma}^{(3)}+x_{2}^{\beta+1} Q_{\alpha \beta \gamma}^{(3)}+x_{3}^{\gamma+1} R_{\alpha \beta \gamma \gamma}^{(3)}
\end{array}\right.
$$

where $P_{\alpha \beta \gamma}^{(i)}, Q_{\alpha \beta \gamma}^{(i)}, R_{\alpha \beta \gamma}^{(i)}$ are some homogeneous polynomials of degrees respectively $d-\alpha-1, d-\beta-1, d-\gamma-1$. Such a representation of the $f_{i}$ is clearly possible although not unique (since $\alpha+\beta+\gamma=k<d$, every monomial of degree $d$ is divisible by at least one of $x_{1}^{\alpha+1}, x_{2}^{\beta+1}$ or $x_{3}^{\gamma+1}$ ). Having chosen such representations, we define the polynomial

$$
D_{\alpha \beta \gamma}=\operatorname{det}\left|\begin{array}{lll}
P_{\alpha \beta \gamma}^{(1)} & Q_{\alpha \beta \gamma}^{(1)} & R_{\alpha \beta \gamma}^{(1)}  \tag{4.16}\\
P_{\alpha \beta \gamma}^{(2)} & Q_{\alpha \beta \gamma}^{(2)} & R_{\alpha \beta \gamma}^{(2)} \\
P_{\alpha \beta \gamma}^{(3)} & Q_{\alpha \beta \gamma}^{(3)} & R_{\alpha \beta \gamma}^{(3)}
\end{array}\right|
$$

of degree $3 d-3-k$. Define the linear map $D:\left(S^{k} \mathbf{C}^{3}\right)^{*} \rightarrow S^{3 d-3-k} \mathbf{C}^{3}$ by sending

$$
\begin{equation*}
\delta_{\alpha \beta \gamma} \mapsto D_{\alpha \beta \gamma} \tag{4.17}
\end{equation*}
$$

where $\left\{\delta_{\alpha \beta_{\gamma}}\right\}$ is the basis dual to the monomial basis in $S^{k} \mathbf{C}^{3}$. This map depends not only on the $f_{i}$ but on the choices of representations of the $f_{i}$ in the form (4.15). This dependence, however, is easy to control.

Lemma 4.9. A different system of representations (4.15) changes any $D_{\alpha \beta \gamma}$ by adding a polynomial from the image of $T_{f_{1}, f_{2}, f_{3}}$.

Proof. Suppose that we choose a different representation for, say, $f_{1}$, i.e., we replace

$$
P_{\alpha \beta \gamma}^{(1)} \mapsto P_{\alpha \beta \gamma}^{(1)}+P, \quad Q_{\alpha \beta \gamma}^{(1)} \mapsto Q_{\alpha \beta \gamma}^{(1)}+Q, \quad R_{\alpha \beta \gamma}^{(1)} \mapsto R_{\alpha \beta \gamma}^{(1)}+R
$$

where $x_{1}^{\alpha+1} P+x_{2}^{\beta+1} Q+x_{3}^{\gamma+1} R=0$. Then the difference between the new and the old value of $D_{\alpha \beta \gamma}$ will be equal to

$$
\operatorname{det}\left|\begin{array}{ccc}
P & Q & R  \tag{4.18}\\
P_{\alpha \beta \gamma}^{(2)} & Q_{\alpha \beta \gamma}^{(2)} & R_{\alpha \beta \gamma}^{(2)} \\
P_{\alpha \beta \gamma}^{(3)} & Q_{\alpha \beta \gamma}^{(3)} & R_{\alpha \beta \gamma}^{(3)}
\end{array}\right| .
$$

Since the Koszul complex associated to $x_{1}^{\alpha+1}, x_{2}^{\beta+1}, x_{3}^{\gamma+1}$ is exact, the space of triples $(P, Q, R)$ such that $x_{1}^{\alpha+1} P+x_{2}^{\beta+1} Q+x_{3}^{\gamma+1} R=0$ is linearly generated by triples of three types:

$$
\begin{equation*}
\left(U x_{2}^{\beta+1},-U x_{1}^{\alpha+1}, 0\right), \quad\left(V x_{3}^{\gamma+1}, 0,-V x_{1}^{\alpha+1}\right), \quad\left(0, W x_{3}^{\gamma+1},-W x_{2}^{\beta+1}\right) \tag{4.19}
\end{equation*}
$$

where $U, V, W$ are some homogeneous polynomials. In the following formulas let us write for simplicity $P^{(i)}$ instead of $P_{\alpha \beta \gamma}^{(i)}$ and the same for $Q^{(i)}, R^{(i)}$.

If we take $(P, Q, R)$ in, say, the first form in (4.19), we get the determinant (4.18) to be

$$
\operatorname{det}\left|\begin{array}{ccc}
U x_{2}^{\beta+1} & -U x_{1}^{\alpha+1} & 0  \tag{4.20}\\
P^{(2)} & Q^{(2)} & R^{(2)} \\
P^{(3)} & Q^{(3)} & R^{(3)}
\end{array}\right|
$$

Expanding this determinant in the first row and using (4.15) we obtain that it is equal to $U\left(R^{(3)} f_{2}-R^{(2)} f_{3}\right)$ and hence belongs to the image of $T_{f_{1}, f_{2}, f_{3}}$. The other types of ( $P, Q, R$ ) given in (4.19) are considered similarly. Lemma 4.9 is proved.

Consider now the linear operator

$$
\begin{align*}
T_{f_{1}, f_{2}, f_{3}}+D: S^{2 d-3-k} \mathbf{C}^{3} \oplus S^{2 d-3-k} \mathbf{C}^{3} \oplus S^{2 d-3-k} \mathbf{C}^{3} \oplus\left(S^{k} \mathbf{C}^{3}\right)^{*} \\
\rightarrow S^{3 d-3-k} \mathbf{C}^{3} \tag{4.21}
\end{align*}
$$

An elementary check shows that, for $k=d-2$ or $d-1$, the dimensions of the source and the target spaces of this operator coincide. By Lemma 4.9, the determinant of $T_{f_{1}, f_{2}, f_{3}}+D$ (with respect to some fixed bases) is independent of the arbitrary choices made in the definitions of $D$. Now the result of Sylvester is as follows.

Theorem 4.10. The resultant $R\left(f_{1}, f_{2}, f_{3}\right)$ is equal to the determinant of the matrix of $T_{f_{1}, f_{2}, f_{3}}+D$.

In the book of Netto [Net] it is said of the Sylvester formula that it, "...an Strenge der Beweisführung zu wünschen lässt."* No wonder since this formula (published in 1852) involves in fact the determinant of a spectral sequence!

More precisely, let us consider the resultant spectral sequence

$$
C_{r,-}^{p q}(\mathcal{O}(d), \mathcal{O}(d), \mathcal{O}(d), \mathcal{O}(3 d-3-k))
$$

i.e., the spectral sequence of the twisted Koszul complex

$$
\begin{equation*}
\mathcal{O}(-k-3) \rightarrow \mathcal{O}(d-3-k)^{\oplus 3} \rightarrow \mathcal{O}(2 d-3-k)^{\oplus 3} \rightarrow \mathcal{O}(3 d-3-k) \tag{4.22}
\end{equation*}
$$

of sheaves on $P^{2}$. Note that we have assumed $k=d-2$ or $k=d-1$. Therefore the sheaf $\mathcal{O}(d-3-k)$ is either $\mathcal{O}(-1)$ or $\mathcal{O}(-2)$ and does not have any cohomology. The whole spectral sequence reduces to the form depicted in Figure 7.


Figure 7.
The differential $\partial_{1, f_{1}, f_{2}, f_{3}}$ is just the operator $T_{f_{1}, f_{2}, f_{3}}$ from (4.14). The transgression $\partial_{3, f_{1}, f_{2}, f_{3}}$ (whose values are defined only modulo the image of $\partial_{1}$ ) is nothing other than the map $D$ from (4.17).

To see that $D$ indeed coincides with $\partial_{3}$ (and thus to give a rigorous proof of Theorem 4.10), we have to perform an explicit calculation by using Čech resolutions similar to one used in the proof of Proposition 5.4, Chapter 2. We leave this as an exercise for the reader.
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## E. Weyman's complexes

Let $X, \mathcal{L}_{1}, \ldots, \mathcal{L}_{k}, \mathcal{M}$ and the resultant spectral sequences $C_{r, \pm}^{p q}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ have the same meaning as in subsection $C$ above. Similar to the procedure described in Section 5C of Chapter 2, each of these spectral sequences can be replaced (noncanonically) by a bigraded complex whose ( $p, q$ )-term is the same as $C_{1, \pm}^{p q}$, the corresponding $C_{1}$-term. We refer the reader to Section 5C of Chapter 2 for the terminology related to bigraded complexes.

We shall deal with the $C_{-}$-spectral sequence, the case of the $C_{+}$-sequence being analogous.

Theorem 4.11. There is a bigraded complex ( $\left.C^{\bullet \bullet}, \partial_{f_{1}, \ldots, f_{k}}\right)$ in which

$$
C^{-p, q}=H^{q}\left(X, \bigoplus_{1 \leq i_{1}<\cdots<i_{p} \leq k} \mathcal{L}_{i_{1}}^{*} \otimes \cdots \otimes \mathcal{L}_{i_{p}}^{*} \otimes \mathcal{M}\right)
$$

and the differential $\partial_{f_{1}, \ldots, f_{k}}$ depends polynomially on $f_{1}, \ldots, f_{k}$. This complex has the following properties:
(a) The differential $\partial_{f_{1}, \ldots, f_{k}}$ has the form $\partial_{f_{1}, \ldots, f_{k}}=\sum_{r \geq 1} \partial_{r, f_{1}, \ldots, f_{k}}$ where $\partial_{r, f_{1}, \ldots, f_{k}}$ has bidegree ( $r, 1-r$ ) with respect to the bigrading in $C^{\bullet \bullet}$ and its matrix elements are polynomials homogeneous of degree $r$ in the coefficients of each $f_{i}$. Moreover, $\partial_{1, f_{1}, \ldots, f_{r}}$ is induced by the differential in the Koszul complex $\mathcal{K}_{-}\left(\mathcal{L}_{1} \oplus \cdots \oplus \mathcal{L}_{k},\left(f_{1}, \ldots, f_{k}\right)\right) \otimes \mathcal{M}$.
(b) The determinant of the total complex $\left(C^{\bullet}, \partial_{f_{1}, \ldots, f_{k}}\right)$ of $C^{\bullet \bullet}$ equals, up to a non-zero constant factor, the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}\left(f_{1}, \ldots, f_{k}\right)$.

The proof is similar to that of Theorem 5.5 of Chapter 2 and we omit it.
As for the discriminantal case, the resultant spectral sequence has the advantage of being canonical (i.e., it is determined by $f_{1}, \ldots, f_{k}$ uniquely), but the calculation of its determinant may be rather involved. On the other hand, Theorem 4.11 realizes $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ in a more convenient form (as the determinant of a bigraded complex) but the differentials in this complex are not canonically defined. We refer the reader to Section 5 of Chapter 2 for a more detailed discussion of the discriminantal case.

## CHAPTER 4

## Chow Varieties

## 1. Definitions and main properties

The Grassmann variety $G(k, n)$ parametrizes $(k-1)$-dimensional projective subspaces in $P^{n-1}$. Projective subspaces are just algebraic subvarieties of degree 1. It is natural to look for parameter spaces parametrizing subvarieties of a given degree $d \geq 1$. Here, however, we encounter some new phenomena. Namely, an irreducible variety can degenerate into a reducible one (e.g., a curve can degenerate into a collection of straight lines). Moreover, consider a reducible variety, say, a union of two distinct lines. Such a variety can degenerate into one line, which apparently has a smaller degree. Of course, in this case it is natural to count the limiting line with multiplicity 2 . To take into account all of these possibilities, we need the notion of an algebraic cycle.

## A. Algebraic cycles

By a $(k-1)$-dimensional algebraic cycle in $P^{n-1}$, we mean a formal finite linear combination $X=\sum m_{i} X_{i}$ with non-negative integer coeffcients, where the $X_{i}$ are $(k-1)$-dimensional irreducible closed subvarieties in $P^{n-1}$. The degree of such a cycle $X$ is defined as $\operatorname{deg}(X)=\sum m_{i} \operatorname{deg}\left(X_{i}\right)$.

Let $G(k, d, n)$ be the set of all $(k-1)$-dimensional algebraic cycles in $P^{n-1}$ of degree $d$. The notation is chosen to suggest an analogy with the Grassmannians. Indeed, $G(k, 1, n)$ coincides with the Grassmannian $G(k, n)$ because any algebraic cycle of degree 1 is always given by a projective subspace with multiplicity one. We want to introduce the structure of an algebraic variety on $G(k, n, d)$ generalizing the case of the Grassmannians. Of the three types of coordinates existing for Grassmannians (see Section 1, Chapter 3), only one extends to general $G(k, d, n)$, namely the Plücker coordinates. This is done as follows.

Recall that, for an irreducible $(k-1)$-dimensional subvariety $X \subset P^{n-1}$, we defined (Section 2B Chapter 3) its Chow form (or $X$-resultant) $R_{X}$. This is a polynomial $R_{X}\left(f_{1}, \ldots, f_{k}\right)$ in coefficients of $k$ indeterminate linear forms on $C^{n}$ which vanishes whenever the projective subspace $\left\{f_{1}=\cdots=f_{k}=0\right\}$ of $P^{n-1}$ intersects $X$. The polynomial $R_{X}$ has an obvious homogeneity property: for any matrix $g=\left\|g_{i j}\right\| \in G L(k)$, we have

$$
\begin{equation*}
R_{X}\left(g_{11} f_{1}+\ldots+g_{1 k} f_{k}, \ldots, g_{k 1} f_{1}+\cdots+g_{k k} f_{k}\right)=\operatorname{det}(g)^{d} R_{X}\left(f_{1}, \ldots, f_{k}\right) \tag{1.1}
\end{equation*}
$$

where $d=\operatorname{deg} X$. The space of polynomials with this property was denoted by $\mathcal{B}_{d}$ (Section 1 Chapter 3).

Let now $X=\sum m_{i} X_{i}$ be a $(k-1)$-dimensional algebraic cycle in $P^{n-1}$ of degree $d$. We define the Chow form of $X$ as

$$
\begin{equation*}
R_{X}=\prod R_{X_{i}}^{m_{i}} \in \mathcal{B}_{d} \tag{1.2}
\end{equation*}
$$

The coordinates of the vector $R_{X}$ are called Chow coordinates of $X$. Their importance is seen from the following theorem of Chow and van der Waerden.

Theorem 1.1. The map $X \mapsto R_{X}$ defines an embedding of $G(k, d, n)$ into the projective space $P\left(\mathcal{B}_{d}\right)$ as a closed algebraic variety.

The variety $G(k, d, n)$ with the algebraic structure defined by the above embedding is called the Chow variety and its embedding into $P\left(\mathcal{B}_{d}\right)$ is called the Chow embedding. Note, in particular, that Theorem 1.1 implies that the Chow variety is compact so that any (analytic) one-parameter family $X(t), t \neq 0$ of irreducible $(k-1)$-dimensional subvarieties in $P^{n-1}$ has the limit $X(0)$ which is an algebraic cycle. We shall prove Theorem 1.1 later in this section. But first let us discuss some examples.

## B. Examples

Example 1.2. (a) The Chow variety $G(k, 1, n)$ is the Grassmannian $G(k, n)$ and its Chow embedding coincides with the Plücker embedding, as follows from Example 2.3 (c) of Chapter 3.
(b) Consider the Chow variety $G(n-1, d, n)$, parametrizing cycles of degree $d$ and codimension 1 in $P^{n-1}$, that is, hypersurfaces. We have seen in Example 2.3 (a) Chapter 3 that the Chow form of an irreducible hypersurface is just its equation which is an irreducible homogeneous polynomial of degree $d$ in $n$ variables. Algebraic cycles of codimension 1 correspond to all nonzero homogeneous polynomials, irreducible or not, of degree $d$. Thus the Chow variety $G(n-1, d, n)$ is the projective space of such polynomials:

$$
G(n-1, d, n)=P\left(S^{d} C^{n}\right)
$$

Example 1.3. Consider the Chow variety $G(2,2,4)$ parametrizing 1-dimensional algebraic cycles of degree 2 in $P^{3}$. Such a cycle is given by either a curve of degree 2 or by two lines. A curve of degree 2 is just a planar quadric*. Therefore $G(2,2,4)$

[^2]has two irreducible components $C$ and $D$ corresponding to planar quadrics and pairs of lines. These components intersect since a quadric can degenerate into a pair of lines. However, the two lines representing the limit of a family of planar quadrics are coplanar, whereas $D$ is formed by all pairs of lines. Conversely, any pair of coplanar lines can be obtained as the limit of a family of planar quadrics. Therefore $C$ and $D$ intersect along the locus of pairs of coplanar lines.

The variety $D$ has dimension 8 since one line in $P^{3}$ depends on 4 parameters. It is interesting that the dimension of $C$ is also 8 . Indeed, to define a quadric curve $X$ in $P^{3}$, we must first define a 2 -plane in which lies $X$. This gives 3 parameters. If a plane $\Pi \subset P^{3}$ is fixed then all quadrics inside $\Pi \cong P^{2}$ depend on 5 parameters. Thus the number of parameters adds up to 8 .

Example 1.4. Consider the variety $G(2,3,4)$ parametrizing 1 -dimensional cycles in $P^{3}$ of degree 3. There are several possibilities for such a cycle. It may have:
(1) an irreducible curve of degree 3 ;
(2) a line and a planar quadric curve;
(3) or three lines.

Let $C, D, E$ be subvarieties in $G(2,3,4)$ parametrizing cycles of types (1), (2), (3). A cubic curve in $P^{3}$ can be of two types (see [Hart], Chapter IV, Section 6): either a planar cubic curve or a so-called twisted cubic (rational normal curve). By definition, a twisted cubic is a curve which can be brought by a projective transformation of $P^{3}$ to the standard Veronese curve

$$
\begin{equation*}
\left\{\left(x_{0}^{3}: x_{0}^{2} x_{1}: x_{0} x_{1}^{2}: x_{1}^{3}\right), \quad\left(x_{0}: x_{1}\right) \in P^{1}\right\} \tag{1.3}
\end{equation*}
$$

Thus $C$ is the union of two components $C_{1} \cup C_{2}$ where $C_{1}$ parametrizes planar cubics and $C_{2}$ parametrizes twisted cubics. So

$$
G(2,3,4)=C_{1} \cup C_{2} \cup D \cup E
$$

The dimension of $E$ (the component parametrizing triples of lines) is 12 (since one line depends on 4 parameters). The dimension of $D$ (the component parametrizing cycles consisting of a line and a planar quadric curve) is also 12 , in view of the previous example. It turns out that the dimension of $C_{2}$ (the component parametrizing twisted cubics) is also 12 . Indeed, all twisted cubics are images of one particular twisted cubic (1.3) under projective transformations. The stabilizer of the curve (1.3) is the group $P G L(2)$ of projective transformations of $P^{1}$ embedded into $P G L(4)$ (the group of projective transformations of $P^{3}$ ) via the map

$$
G L(2)=G L\left(\mathbf{C}^{2}\right) \hookrightarrow G L(4)=G L\left(S^{3} \mathbf{C}^{2}\right), \quad g \mapsto S^{3} g
$$

Hence $C_{2}=P G L(4) / P G L(2)$, and its dimension is equal to $15-3=12$.

Let us now look at the remaining component $C_{1}$ (the space of planar cubics). Its dimension is equal to 3 (the number of parameters defining a plane) plus 9 (the dimension of the space of cubics in a given plane), once again 12.

At this point it becomes tempting to make a naive conjecture that all the components of the variety $G(2, d, 4)$ of all 1-dimensional cycles in $P^{3}$ of degree $d$ have the same dimension $4 d$ (there is certainly a component of dimension $4 d$ parametrizing cycles split into $d$ lines). However, the next example shows that this is not true.

Example 1.5. Consider the Chow variety $G(2,4,4)$ of 1 -dimensional cycles in $P^{3}$ of degree 4. This variety has many components corresponding to the various possibilities that occur for a cycle of degree 4 , such as:
(1) an irreducible curve of degree 4;
(2) a cubic curve and a line;
(3) two quadric curves;
(4) a quadric curve ant two lines;
(5) or four lines.

It is clear from the previous examples that all of the components in the cases (2)-(5) have dimension 16. So we concentrate on the subvariety $C \subset G(2,4,4)$ parametrizing irreducible curves of degree 4 . This variety is also reducible since irreducible curves of degree 4 can be of three different types (again see [Hart], Chapter IV, Section 6), namely,
(1.1) a planar quartic;
(1.2) a rational curve of degree 4;
(1.3) a spatial elliptic curve of degree 4 (intersection of two quadric surfaces).

Let $C_{1}, C_{2}, C_{3}$ denote the components corresponding to (1.1), (1.2) and (1.3). It is not hard to check that both $C_{2}$ and $C_{3}$ have dimension 16 (we leave this to the reader). However, the dimension of $C_{1}$ is 3 (the number of parameters defining a plane) plus 14 (the dimension of the space of quartics in a given plane), i.e., $\operatorname{dim} C_{1}=17$. Thus the above naive conjecture is not true.

The phenomenon that so many components of $G(2, d, 4)$ have dimension $4 d$ can be explained as follows. Let $X$ be a curve in $P^{3}$ and for simplicity assume it to be smooth. Let $d$ be the degree of $X$ and let $C_{X}$ be the component of $G(2, d, 4)$ containing $X$. To find the dimension of $C_{X}$, it is practical to find $T_{X} C_{X}$, the (Zariski) tangent space to $C_{X}$ at $X$. Vectors from $T_{X} C_{X}$ are what is traditionally called infinitesimal deformations of $X$ inside $P^{3}$, i.e., germs of 1-parameter families of curves $X(t) \subset P^{3}, X(0)=X$, considered "up to terms of second order of vanishing in $t$," see, e.g., [Hart], Chapter III, Exercise 9.8 for a precise definition. The Kodaira-Spencer deformation theory provides (see loc. cit.) that the space of
such infinitesimal deformations, i.e., $T_{X} C_{X}$, is naturally identified with $H^{0}(X, \mathcal{N})$ where $\mathcal{N}=T_{X} P^{3}$ is the normal bundle of $X$. Informally, a deformation, i.e., a way of moving $X$ inside $P^{3}$, produces a vector of velocity at every $x \in X$. Since we are interested in the movement of $X$ as a whole and not as individual points, the vectors of velocity which are tangent to $X$ should be eliminated. This gives us a section of $\mathcal{N}$. Now we have the following.

Theorem 1.6. Let $X \subset P^{3}$ be a smooth curve of degree $d$ (possibly reducible, with arbitrary genus of each component). Then

$$
\chi(X, \mathcal{N})=\operatorname{dim} H^{0}(X, \mathcal{N})-\operatorname{dim} H^{1}(X, \mathcal{N})
$$

equals $4 d$. It follows that $\operatorname{dim} C_{X} \geq 4 d$, with the equality if and only if $H^{1}(X, \mathcal{N})$ vanishes.

Proof of Theorem 1.6. We can assume $X$ to be irreducible. Let $g$ be the genus of $X$. By the Riemann-Roch theorem for vector bundles on a curve [Hir], we have

$$
\chi(X, \mathcal{N})=c_{1}(\mathcal{N})+(\operatorname{rank} \mathcal{N})(1-g)=c_{1}(\mathcal{N})+2(1-g)
$$

where $c_{1}$ stands fot the first Chern class (in our case $c_{1}$ is just an integer since it lies in $\left.H^{2}(X, \mathbf{Z})=\mathbf{Z}\right)$. We have the exact sequence

$$
\left.0 \rightarrow T X \rightarrow T P^{3}\right|_{X} \rightarrow \mathcal{N} \rightarrow 0
$$

where $T X$ and $T P^{3}$ are tangent bundles of $X$ and $P^{3}$. It is known ([Hart], Chapter II Section 8) that, for any $n$, the line bundle $\bigwedge^{n} T P^{n}$ on $P^{n}$ is isomorphic to $\mathcal{O}_{P^{n}}(n+1)$. So in our case

$$
c_{1}\left(\left.T P^{3}\right|_{X}\right)=c_{1}\left(\left.\bigwedge^{3} T P^{3}\right|_{X}\right)=c_{1}\left(\left.\mathcal{O}_{P^{3}}(4)\right|_{X}\right)=4 d
$$

Taking into account the equality $c_{1}(T X)=2-2 g$, we find $\chi(X, \mathcal{N})=4 d$.
The cancellation that occurred in the above proof is a specific property of curves in $P^{3}$ : for, say, curves in $P^{4}$, the situation will be quite different.

## C. Proof of the Chow-van der Waerden theorem

In this subsection we prove Theorem 1.1, following the original argument of Chow and van der Waerden. We need the following general remarks.

Theorem 1.7 (Abstract theorem on elimination). Let $f: Y \rightarrow Z$ be a regular morphism of quasi-projective algebraic varieties. Suppose that $f$ is projective,
i.e., it can be factored in the form $X \stackrel{i}{\hookrightarrow} Z \times P^{n} \xrightarrow{\pi} Z$, where $i$ is a closed embedding and $\pi$ is the projection to the second factor. Then, for every Zariski closed subset $R \subset Y$, its image $f(R)$ is Zariski closed in $Z$.

For example, if $Y$ itself is a projective variety then every morphism $f: Y \rightarrow Z$ is projective and the theorem is applicable.

For the proof of Theorem 1.7, we refer the reader to [Sh]. This proof in principle produces a system of equations for $f(R)$, but this system is impractical. As a typical application, let us mention the following fact.

Proposition 1.8. The set of polynomials of degree $d$ in $n$ variables which can be decomposed into a product of linear factors is a closed algebraic subvariety in $S^{d} \mathbf{C}^{n}$.

Proof. This follows by considering the map

$$
\begin{equation*}
h:\left(P^{n-1}\right)^{d} \rightarrow P\left(S^{d} \mathbf{C}^{n}\right) \tag{1.4}
\end{equation*}
$$

which takes (the projectivizations of) linear forms $f_{1}, \ldots, f_{d}$ into the polynomial $f_{1} \cdots f_{d}$.

Let us now start to prove Theorem 1.1. First, we note that the map $X \mapsto R_{X}$ is a set-theoretic embedding of $G(k, d, n)$ into $P\left(\mathcal{B}_{d}\right)$. In other words, a cycle is uniquely determined by its Chow form. By decomposing the form into irreducible factors, we reduce the question to the case when a cycle is in fact an irreducible variety. In this case our statement follows from Corollary 2.6 Chapter 3.

It remains only to prove that the image of the Chow embedding is a closed algebraic variety in $P\left(\mathcal{B}_{d}\right)$. Any element $F \in \mathcal{B}_{d}$ is a polynomial in indeterminate linear forms $f_{1}, \ldots, f_{k}$ or, more precisely, in the coefficients $c_{i j}$ of $f_{i}=\sum c_{i j} x_{j}$. What we need to show is that the condition for $F$ to be the Chow form of an algebraic cycle can be expressed by polynomial equations on the coefficients of $F$.

Proposition 1.9. A polynomial $F\left(f_{1}, \ldots, f_{k}\right)$ of degree $d \cdot k$ is the Chow form of some cycle from $G(k, d, n)$ if and only if it satisfies the following conditions (a) to (d):
(a) F lies in $\mathcal{B}_{d}$, i.e., a linear transformation $f_{i} \mapsto \sum_{j} g_{i j} f_{j}$ by a non-degenerate matrix $g=\left\|g_{i j}\right\|$ multiplies $F$ by $\operatorname{det}(g)^{d}$.
(b) For any fixed $f_{1}, \ldots, f_{k-1} \in\left(\mathbf{C}^{n}\right)^{*}$, the polynomial $F\left(f_{1}, \ldots, f_{k-1},-\right)$, taking $f_{k} \mapsto F\left(f_{1}, \ldots, f_{k}\right)$, decomposes intod linearfactors $\left(f_{k}, \mathbf{x}^{1}\right) \cdots\left(f_{k}, \mathbf{x}^{d}\right)$; here the $\mathbf{x}^{\nu}$ are some points in $\mathbf{C}^{n}$. Furthermore, if $F\left(f_{1}, \ldots, f_{k-1},-\right)$ is not identically equal to 0 , then the points $\mathbf{x}^{\nu}=\mathbf{x}^{\nu}\left(f_{1}, \ldots, f_{k-1}\right)$ (in this case
defined uniquely up to rescaling $\mathbf{x}^{\nu} \mapsto \lambda_{\nu} \mathbf{x}^{\nu}, \lambda_{\nu} \in \mathbf{C}^{*}, \Pi \lambda_{\nu}=1$ ), satisfy the following two conditions:
(c) The $\mathbf{x}^{\nu}\left(f_{1}, \ldots, f_{k-1}\right)$ are annihilated by $f_{1}, \ldots, f_{k-1}$.
(d) Let $S_{1}(\mathbf{x}, \mathbf{y}), \ldots, S_{k}(\mathbf{x}, \mathbf{y})$ be $k$ indeterminate skew-symmetric forms on $\mathbf{C}^{n}$ (see the context of Corollary 2.6, Chapter 3). Then $F\left(i_{\mathbf{x}^{v}} S_{1}, \ldots, i_{\mathbf{x}^{v}} S_{k}\right)=0$ for all $\nu$.

Proof. First we show that the Chow form of a cycle $X \in G(k, d, n)$ indeed satisfies the above conditions. The condition (a) is clear. To check the rest, it is enough to assume that $X$ is an irreducible variety. Let $f_{1}, \ldots, f_{k-1}$ be linear forms on $\mathbf{C}^{n}$ and let $\Pi \subset P^{n-1}$ be the projective subspace defined by $\left\{f_{1}=\cdots=\right.$ $\left.f_{k-1}=0\right\}$. Suppose that $\Pi$ intersects $X$ in finitely many points $x^{1}, \ldots, x^{l}$ (in particular, its codimension is exactly $k-1$ ). Then, for any non-zero $f_{k}$, we have that $F\left(f_{1}, \ldots, f_{k}\right)=0$ if and only if the hyperplane $\left\{f_{k}=0\right\}$ contains at least one of the $x^{\nu}$. Thus, taking some vector $\mathbf{x}^{\nu} \in \mathbf{C}^{n}$ with the projectivization $x^{\nu}$, we find that for some $\varepsilon \in \mathbf{C}^{*}$ and any $f_{k}$, we have

$$
F\left(f_{1}, \ldots, f_{k}\right)=\varepsilon \cdot \prod_{\nu}\left(f_{k}, \mathbf{x}^{\nu}\right)^{m_{\nu}}, \quad m_{\nu} \in \mathbf{Z}_{+}, \sum m_{\nu}=d
$$

So rescaling one of the $\mathbf{x}^{\nu}$, we get (b). Moreover, the statements (c) and (d) follow in our case by the construction of $\mathbf{x}^{\nu}$.

Next, if $\Pi$ intersects $X$ along a subvariety of positive dimension, then the hyperplane $\left\{f_{k}=0\right\}$ will always meet $\Pi \cap X$ so that the polynomial $F\left(f_{1}, \ldots, f_{k-1},-\right)$ will be identically zero. This polynomial satisfies (a) and (b) and the conditions (c) and (d) are in this case meaningless.

Now let us prove the converse statement: any $F\left(f_{1}, \ldots, f_{k}\right)$, satisfying (a) to (d), is the Chow form of some cycle. First of all note that the validity of these conditions for $F$ is equivalent to that for each irreducible factor of $F$. Thus we can assume that $F$ is irreducible. Notice that the condition (d) is equivalent to:
( $\mathrm{d}^{\prime}$ ) If $f_{1}^{\prime}, \ldots, f_{k}^{\prime}$ are linear forms on $\mathbf{C}^{n}$ vanishing at some $\mathbf{x}^{\nu}\left(f_{1}, \ldots, f_{k-1}\right)$ then $F\left(f_{1}^{\prime}, \ldots, f_{k}^{\prime}\right)=0$.
We can reformulate the conditions (a) to ( $\mathrm{d}^{\prime}$ ) in terms of the irreducible hypersurface $Z=\{F=0\} \subset G(n-k, n)$. These geometric conditions are:
(1) Let $M$ be an $(n-k)$-dimensional projective subspace in $P^{n-1}$. Then the intersection of $Z$ with the projective space $M^{*}$ of ( $n-k-1$ )-dimensional subspaces contained in $M$ is either the whole $M^{*}$ or a union of hyperplanes in $M^{*}$ orthogonal to some points $x^{\nu}(M) \in M$.
(2) If $Z \cap M^{*} \neq M^{*}$, then any $(n-k-1)$-dimensional projective subspace in $P^{n-1}$, passing through any point $x^{v}(M)$ for some $M$ in (1), belongs to $Z$.

Indeed, (1) incorporates the conditions (a), (b) and (c): geometrically, (a) just means that we have a hypersurface in the $G(n-k, n)$; the condition (b) means that $Z \cap M^{*}$ is either $M^{*}$ or a union of hyperplanes and (c) means that $x^{\nu}(M) \in M$. Finally, (2) is a geometric translation of ( $\mathrm{d}^{\prime}$ ).

Suppose now that $Z$ satisfies (1) and (2). Let $X_{0} \subset P^{n-1}$ be the set of all points $x^{\nu}(M)$ for all ( $n-k$ )-dimensional projective subspaces $M \subset P^{n-1}$ such that $Z \cap M^{*} \neq M^{*}$. Let $X$ be the Zariski closure of $X_{0}$. Any $(n-k-1)$ dimensional projective subspace in $P^{n-1}$ intersecting $X_{0}$ belongs to $Z$. Thus the locus of all $P^{n-k-1}$ 's meeting $X$ (denote this locus $\mathcal{Z}(X)$ ), is contained in $Z$. Note that, for generic $M$ as above, we have $Z \cap M^{*} \neq M^{*}$, and therefore $\mathcal{Z}(X)$ has the same dimension as $Z$. Thus $\mathcal{Z}(X)=Z$; in particular, $\mathcal{Z}(X)$ is an irreducible hypersurface. This implies that $\operatorname{dim}(X)=k-1$ and $Z=\mathcal{Z}(X)$ is the associated hypersurface of $X$. Proposition 1.9 is proved.

To prove Theorem 1.1, it remains to show that the conditions (a) to (d) in Proposition 1.9 can be expressed by algebraic equations on the coefficients of $F$. For (a) this is obvious, and for (b) this follows from Proposition 1.8. To treat the rest of the conditions, we need an auxiliary lemma. In this lemma, for any non-zero vector $\mathbf{x} \in \mathbf{C}^{n}$, we denote its projectivization by $P(\mathbf{x}) \in P^{n-1}$.

Lemma 1.10. Let $Y \subset S^{d} \mathbf{C}^{n}$ be the variety of polynomials which can be decomposed into a product of linear factors. Let $T$ be any quasi-projective variety and let $\Gamma \subset P^{n-1} \times T$ be any Zariski closed subset. Consider the set $W_{\Gamma} \subset Y \times T$ which is the union of $\{0\} \times T$ and the subset

$$
\begin{equation*}
\left\{\left(\mathbf{x}^{1} \cdots \mathbf{x}^{d}, t\right) \in(Y-\{0\}) \times T:\left(P\left(\mathbf{x}^{\nu}\right), t\right) \in \Gamma, \forall v=1, \ldots, d\right\} \tag{1.5}
\end{equation*}
$$

## Then $W_{\Gamma}$ is Zariski closed.

Proof. Let $P\left(W_{\Gamma}\right) \subset P\left(S^{d} \mathbf{C}^{n}\right) \times T$ be the projectivization of $W_{\Gamma}$, i.e., the quotient of (1.5) by dilations in the first factor. It is enough to show that $P\left(W_{\Gamma}\right)$ is Zariski closed. Let

$$
\Gamma_{T}^{d}=\left\{\left(x^{1}, \ldots, x^{d}, t\right) \in\left(P^{n-1}\right)^{d} \times T:\left(x^{\nu}, t\right) \in \Gamma, \forall \nu\right\}
$$

be the $d$-fold fiber product of $\Gamma$ with itself over $T$. It is obviously Zariski closed in $\left(P^{n-1}\right)^{d} \times T$. Now $P\left(W_{\Gamma}\right)$ is the image of the composite morphism

$$
\Gamma_{T}^{d} \hookrightarrow\left(P^{n-1}\right)^{d} \times T \xrightarrow{h \times \operatorname{ld}} P\left(S^{d} \mathbf{C}^{n}\right) \times T
$$

where $h$ is the same as in (1.4). This morphism is projective and the lemma follows from Theorem 1.7.

Now let us prove that the condition (c) of Proposition 1.9, taken together with (a) and (b), is expressed by algebraic equations on the coefficients of the polynomial $F\left(f_{1}, \ldots, f_{k}\right)$. Let $\Phi$ be the variety of polynomials satisfying (a) and (b), and let $T$ be the vector space of all ( $k-1$ )-tuples $\left(f_{1}, \ldots, f_{k-1}\right)$ of linear forms on $\mathbf{C}^{n}$. Also, let $Y \subset S^{d} \mathbf{C}^{n}$ be as in Lemma 1.10. Thus, for any $F \in \Phi$ and $\left(f_{1}, \ldots, f_{k-1}\right) \in T$, we have a polynomial $F\left(f_{1}, \ldots, f_{k-1},-\right) \in Y$. Consider the Zariski closed subset

$$
\Gamma \subset P^{n-1} \times T, \quad \Gamma=\left\{\left(x,\left(f_{1}, \ldots, f_{k-1}\right)\right): \quad f_{1}(x)=\cdots=f_{k-1}(x)=0\right\}
$$

By Lemma 1.10, the subset $W_{\Gamma} \subset Y \times T$ is Zariski closed. Now, a polynomial $F \in \Phi$ satisfies the condition (c) if and only if, for any $\left(f_{1}, \ldots, f_{k-1}\right) \in T$, the point

$$
\left(F\left(f_{1}, \ldots, f_{k-1},-\right),\left(f_{1}, \ldots, f_{k-1}\right)\right) \in Y \times T
$$

belongs to $W_{\Gamma}$. In other words, the subset in $\Phi$, defined by the condition (c), is the intersection

$$
\bigcap_{f_{1}, \ldots, f_{k-1}} p_{f_{1}, \ldots, f_{k-1}}^{-1}\left(W_{\Gamma}\right)
$$

where $p_{f_{1}, \ldots, f_{k-1}}: \Phi \rightarrow Y \times T$ is the regular morphism taking

$$
F \quad \longmapsto \quad\left(F\left(f_{1}, \ldots, f_{k-1},-\right),\left(f_{1}, \ldots, f_{k-1}\right)\right)
$$

So the combined conditions (a), (b) and (c) of Proposition 1.9 can be expressed by algebraic equations.

Similarly, let us show that the combined conditions (a), (b) and (d) are given by algebraic equations. Let $\Phi, T$ and $Y$ have the same meaning as before, and let $\Sigma$ be the space of $k$-tuples ( $S_{1}, \ldots, S_{k}$ ) of skew-symmetric bilinear forms on $\mathbf{C}^{n}$.

Lemma 1.11. The subset $Q$ in $\Phi \times Y \times \Sigma$ which is the union of $\Phi \times\{0\} \times \Sigma$ and the set
$\left\{\left(F, \mathbf{x}^{1} \cdots \mathbf{x}^{d}, S_{1}, \ldots, S_{k}\right) \in \Phi \times(Y-\{0\}) \times \Sigma: F\left(i_{\mathbf{x}^{v}} S_{1}, \ldots, i_{\mathbf{x}^{v}} S_{k}\right)=0, \quad \forall v\right\}$,
is Zariski closed.
Proof. As in the proof of Lemma 1.10, it is enough to prove that the projectivization of (1.6), which is a subset in $\Phi \times P\left(S^{d} \mathbf{C}^{n}\right) \times \Sigma$, is Zariski closed there. This projectivization is the image of the closed subvariety $R \subset \Phi \times\left(P^{n-1}\right)^{d} \times \Sigma$ given by

$$
R=\left\{\left(F, x^{1}, \ldots, x^{d}, S_{1}, \ldots, S_{k}\right): \quad F\left(i_{\mathbf{x}^{v}} S_{1}, \ldots, i_{\mathbf{x}^{v}} S_{k}\right)=0, \forall v\right\}
$$

(here the $\mathbf{x}^{\nu} \in \mathbf{C}^{n}$ are non-zero vectors representing the $x^{\nu} \in P^{n-1}$ ) under the projective morphism

$$
\text { Id } \times h \times \mathrm{Id}: \quad \Phi \times\left(P^{n-1}\right)^{d} \times \Sigma \longrightarrow \Phi \times P\left(S^{d} \mathbf{C}^{n}\right) \times \Sigma
$$

where $h$ is as in (1.4). The lemma is proved.
Now, a polynomial $F \in \Phi$ satisfies the condition (d) if and only if for any $\left(S_{1}, \ldots, S_{k}\right) \in \Sigma$ and $\left(f_{1}, \ldots, f_{k-1}\right) \in T$, the point

$$
\left(F, F\left(f_{1}, \ldots, f_{k-1},-\right),\left(S_{1}, \ldots, S_{k}\right)\right) \in \Phi \times Y \times \Sigma
$$

belongs to the subset $Q$, defined in Lemma 1.11. Thus the set of $F \in \Phi$ satisfying (d) is the intersection

$$
\begin{aligned}
& \bigcap_{f_{1}, \ldots, f_{k-1}} q_{f_{1}, \ldots, f_{k-1}, s_{1}, \ldots, S_{k}}^{-1}(Q) \\
& S_{1}, \ldots, S_{k}
\end{aligned}
$$

where $q_{f_{1}, \ldots, f_{k-1}, S_{1}, \ldots, S_{k}}: \Phi \rightarrow \Phi \times Y \times \Sigma$ is the regular map taking

$$
F \quad \longmapsto \quad\left(F, F\left(f_{1}, \ldots, f_{k-1},-\right),\left(S_{1}, \ldots, S_{k}\right)\right)
$$

So the combination of conditions (a), (b) and (d) is also algebraic. This concludes the proof of the Chow-van der Waerden theorem.

In the case when $d=1$, the Chow variety $G(k, 1, n)$ is the Grassmann variety $G(k, n)$ and its Chow embedding into $P\left(\mathcal{B}_{1}\right)$ coincides with the Plücker embedding into $P\left(\wedge^{k} \mathbf{C}^{n}\right)$ (Example 1.2 (a)). In this case the conditions (a)-(d) of Proposition 1.9 are equivalent to the Plücker relations. More precisely, there is a natural identification of $\mathcal{B}_{1}$ with $\bigwedge^{k} \mathbf{C}^{n}$, so (a) just means that the ambient spaces for the Chow and Pluicker embeddings are the same. Conditions (b) and (c) are fulfilled automatically, while (d) (or the equivalent condition ( $d^{\prime}$ ), see above) can be seen to be equivalent to the Plücker relations. We leave this as an exercise to the reader.

For $d>1$, the proof of the Chow-van der Waerden theorem does not give a manageable system of explicit equations for $G(k, d, n)$. We shall discuss this subject in the rest of this chapter.

## 2. 0-cycles, factorizable forms and symmetric products

In this section we shall study in more detail the Chow variety $G(1, d, n)$ of 0 -cycles of degree $d$ in $P^{n-1}$.

## A. Relation to symmetric products

A 0 -cycle of degree $d$ is just an unordered collection $\left\{x_{1}, \ldots, x_{d}\right\}$ of $d$ points (not necessarily distinct) in $P^{n-1}$. Thus, as a set $G(1, d, n)$ is identified with $\operatorname{Sym}^{d}\left(P^{n-1}\right.$ ), the $d$-fold symmetric product of $P^{n-1}$. So we start with a comparison of the definitions of $G(1, d, n)$ and $\operatorname{Sym}^{d}\left(P^{n-1}\right)$.

Suppose that our projective space $P^{n-1}$ is $P(V)$ where $V$ is an $n$-dimensional vector space. The Chow form of a point $x \in P(V)$ is the linear function $l_{x}$ on $V^{*}$ given by the scalar product with $x$ :

$$
l_{x}(\xi)=(x, \xi)
$$

If $X=\sum m_{i} x_{i}$ is a 0 -cycle in $P(V)$ then, by our convention, the Chow form $R_{X}$ is the polynomial $\xi \mapsto \prod l_{x_{i}}^{m_{i}}(\xi)$. We arrive at the following.

Proposition 2.1. The Chow variety $G(1, d, n)$ of 0 -cycles in $P^{n-1}$ of degree $d$ is the projectivization of the space of homogeneous polynomials of degree $d$ in $n$ variables which are products of linear forms.

The set $Y$ of decomposable (into linear factors) polynomials of degree $d$ was already used several times in the course of proving the Chow-van der Waerden theorem. Note that this set has, as its "odd" analog, the set of polyvectors from $\bigwedge^{d} \mathbf{C}^{n}$ which are decomposable into wedge products of $d$ vectors. The projectivization of the set of decomposable polyvectors is, as we have seen in Section 1, Chapter 3, nothing more than the Grassmannian $G(d, n)$ in its Plücker embedding. So the variety of 0 -cycles is the "even" analog of the Grassmannian.

Recall now the definition of symmetric products. Let $X$ be a quasi-projective algebraic variety. The symmetric product $\operatorname{Sym}^{d}(X)$ is the quotient of the Cartesian product $X^{d}$ by the action of the symmetric group $S_{d}$ permuting the factors. A more precise definition is as follows.

Suppose first that $X$ is an affine variety and $R$ is its coordinate ring. So $R^{\otimes d}=R \otimes \cdots \otimes R$ is the coordinate ring of $X^{d}$. The coordinate ring of $\operatorname{Sym}^{d}(X)$ is, by definition, the subring of $S_{d}$-invariants in $R^{\otimes d}$. In other words, this is the ring of regular functions $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ of $d$ variables $\mathbf{x}_{i} \in X$ which are symmetric, i.e., unchanged under any permutation of the $\mathbf{x}_{i}$.

If $X$ is an arbitrary, not necessarily affine, quasi-projective variety then the symmetric product $\operatorname{Sym}^{d}(X)$ is defined by gluing affine varieties $\operatorname{Sym}^{d}(U)$ for various affine open subsets $U \subset X$.

It follows from these definitions that we have a regular morphism of algebraic varieties

$$
\begin{equation*}
\gamma: \operatorname{Sym}^{d}\left(P^{n-1}\right) \longrightarrow G(1, d, n), \quad\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right\} \mapsto \sum \mathbf{x}_{i} \tag{2.1}
\end{equation*}
$$

which is set-theoretically a bijection. Note that this does not automatically imply that $\gamma$ is an isomorphism of algebraic varieties: the morphism from the affine line $A^{1}$ to the semicubic parabola $y^{2}=x^{3}$, given by $x(t)=t^{2}, y(t)=t^{3}$, is bijective but not an isomorphism. So the following fact requires a proof.

Theorem 2.2. The morphism $\gamma: \operatorname{Sym}^{d}\left(P^{n-1}\right) \longrightarrow G(1, d, n)$ is an isomorphism of algebraic varieties (over the field of complex numbers).

Let us note that over a field of finite characteristic the statement is no longer true [Nee].

## B. Symmetric polynomials in vector variables and the proof of Theorem 2.2

Let $x_{1}, \ldots, x_{n}$ be homogeneous coordinates in $P^{n-1}$. We consider the affine space $\mathbf{C}^{n-1}$ inside $P^{n-1}$, given by the condition $x_{n} \neq 0$. We can assume that $x_{n}=1$ in $\mathrm{C}^{n-1}$ and regard the remaining coordinates $x_{1}, \ldots, x_{n-1}$ as affine coordinates in $\mathbf{C}^{n-1}$. We are going to compare the symmetric product $\operatorname{Sym}^{d}\left(\mathbf{C}^{n-1}\right)$ and its image in $G(1, d, n)$ under the morphism $\gamma$ in (2.1).

By definition, the coordinate ring of $\operatorname{Sym}^{d}\left(\mathrm{C}^{n-1}\right)$ is the ring of symmetric polynomials $f\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ in $d$ vector variables $\mathbf{x}_{i} \in \mathbf{C}^{n-1}$. We shall denote this ring by $S(d, n-1)$. In our coordinates each $\mathbf{x}_{i}$ is a vector $\left(x_{i 1}, \ldots, x_{i, n-1}\right)$.

For $d$ scalar variables $x_{i} \in \mathbf{C}$, the structure of symmetric polynomials is wellknown: every symmetric polynomial can be uniquely written as a polynomial in elementary symmetric polynomials

$$
\begin{equation*}
e_{k}\left(x_{1}, \ldots, x_{d}\right)=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq d} x_{i_{1}} \cdots x_{i_{k}} \tag{2.2}
\end{equation*}
$$

The structure of symmetric polynomials in $d$ vector variables is less trivial. Still, we can define the analogs of elementary symmetric polynomials. To arrive at this definition, note that for the scalar case

$$
1+\sum_{k \geq 1} e_{k}\left(x_{1}, \ldots, x_{d}\right) t^{k}=\prod_{i}\left(1+x_{i} t\right)
$$

Consider now $d$ vectors $\mathbf{x}_{i}=\left(x_{i 1}, \ldots, x_{i, n-1}\right) \in \mathbf{C}^{n-1}, i=1, \ldots, d$ and consider the following polynomial in $n-1$ variables $t_{1}, \ldots, t_{n-1}$ :

$$
\begin{equation*}
\prod_{i}\left(1+x_{i 1} t_{1}+\cdots+x_{i, n-1} t_{n-1}\right) \tag{2.3}
\end{equation*}
$$

The coefficient of every monomial $t_{1}^{k_{1}} \cdots t_{n-1}^{k_{n-1}}$ in this polynomial is obviously a symmetric polynomial in $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}$. We call it an elementary symmetric polynomial and denote it by $e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$.

Thus we have

$$
\begin{align*}
& \prod_{i=1}^{d}\left(1+x_{i 1} t_{1}+\cdots+x_{i, n-1} t_{n-1}\right) \\
&=1+\sum_{k_{1}, \ldots, k_{n-1}} e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right) t_{1}^{k_{1}} \cdots t_{n-1}^{k_{n-1}} \tag{2.4}
\end{align*}
$$

the sum over all multi-indices $\left(k_{1}, \ldots, k_{n-1}\right)$ with $1 \leq \sum_{j} k_{j} \leq d$. Note that, for any $d$ vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d} \in \mathbf{C}^{n-1} \subset P^{n-1}$, the values $e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ are the Chow coordinates of the cycle $X=\sum \mathbf{x}_{i} \in G(1, d, n)$, i.e., the coefficients of the Chow form $R_{X}$. Indeed, the homogeneous coordinates of $\mathbf{x}_{i}$ are ( $x_{i 1}, \ldots, x_{i, n-1}, 1$ ) so $R_{X}$ is the homogeneous polynomial in $n$ variables $t_{1}, \ldots, t_{n}$ given by

$$
R_{X}\left(t_{1}, \ldots, t_{n}\right)=\prod_{i=1}^{d}\left(x_{i 1} t_{1}+\ldots+x_{i, n-1} t_{n-1}+1 \cdot t_{n}\right)
$$

The coefficients of this homogeneous polynomial are obviously the same as the coefficients of the non-homogeneous polynomial (2.3).

Thus we get the following.
Proposition 2.3. Let $Z^{d}\left(\mathbf{C}^{n-1}\right)$ be the open subset in the Chow variety $G(1, d, n)$ consisting of 0 -cycles $X=\sum \mathbf{x}_{i}$ with $\mathbf{x}_{i} \in \mathbf{C}^{n-1} \subset P^{n-1}$. The ring of regular functions on $Z^{d}\left(\mathbf{C}^{n-1}\right)$ is the subring in the ring $S(d, n-1)$ of symmetric polynomials in d vector variables generated by elementary symmetric polynomials. The map $\gamma: \operatorname{Sym}^{d}\left(\mathbf{C}^{n-1}\right) \rightarrow Z^{d}\left(\mathbf{C}^{n-1}\right)$ is induced by the embedding of the above subring into $S(d, n-1)$.

So Theorem 2.2 is a consequence of the following.
Theorem 2.4. Any symmetric polynomial in $d$ vector variables $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}, \mathbf{x}_{i} \in$ $\mathbf{C}^{n-1}$ can be expressed (not necessarily uniquely) as a polynomial in elementary symmetric polynomials $e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$.
C. "Fundamental theorem" for symmetric polynomials in vector variables

In this subsection we shall prove Theorem 2.4 and hence Theorem 2.2. Recall that $S(d, n-1)$ denotes the ring of symmetric polynomials in $d$ vector variables $\mathbf{x}_{i} \in \mathbf{C}^{n-1}$. A convenient way to represent $d$ vector variables $\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ is to write $\mathbf{x}$ as a $d \times(n-1)$ matrix $\left(x_{i j}\right)$ with rows $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}$. Let $\mathbf{Z}_{+}^{d \times(n-1)}$ denote the set of all $d \times(n-1)$ non-negative integer matrices $\omega=\left(\omega_{i j}\right)$. Each $\omega \in \mathbf{Z}_{+}^{d \times(n-1)}$ determines a monomial $\mathbf{x}^{\omega}=\prod_{i, j} x_{i j}^{\omega_{i j}}$. We can also write the monomial $\mathbf{x}^{\omega}$ in the form

$$
\mathbf{x}^{\omega}=\mathbf{x}_{1}^{\omega^{(1)}} \cdot \ldots \cdot \mathbf{x}_{d}^{\omega^{(d)}}
$$

where $\omega^{(1)}, \ldots, \omega^{(d)} \in \mathbf{Z}_{+}^{n-1}$ are the rows of $\omega$.
It is clear that $S(d, n-1)$ as a vector space has a basis consisting of symmetrizations of all possible monomials $\mathbf{x}^{\omega}$. More precisely, for each $\lambda \in \mathbf{Z}_{+}^{d \times(n-1)}$, we denote

$$
\begin{equation*}
m_{\lambda}=\sum_{\omega \in S_{d} \lambda} \mathbf{x}^{\omega}, \tag{2.5}
\end{equation*}
$$

to be the sum over the orbit of $\lambda$ under the symmetric group $S_{d}$ (acting by permutations of rows of $\lambda$ ). Then the functions $m_{\lambda}$, for $\lambda$ running over some system of representatives of the orbit set $\mathbf{Z}_{+}^{d \times(n-1)} / S_{d}$, form a vector space basis of $S(d, n-1)$. In the scalar case $(n=2)$ when $\lambda=\left(\lambda^{(1)}, \ldots, \lambda^{(d)}\right)$ with all $\lambda^{(i)}$ just non-negative integers, a natural choice of representatives for $S_{d}$-orbits are vectors $\lambda$ satisfying $\lambda^{(1)} \geq \cdots \geq \lambda^{(d)}$. For $n>2$, there is no such obvious choice.

Notice that each elementary symmetric polynomial $e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ is of the form $m_{\lambda}$, where each row of the matrix $\lambda$ is one of the standard basis vectors $\varepsilon_{1}, \varepsilon_{2}, \ldots, \varepsilon_{n-1}$ of $\mathbf{Z}_{+}^{(n-1)}$. More precisely, $\lambda$ has $k_{1}$ rows equal to $\varepsilon_{1}, k_{2}$ rows equal to $\varepsilon_{2}, \ldots, k_{n-1}$ rows equal to $\varepsilon_{n-1}$, and $d-k_{1}-\cdots-k_{n-1}$ zero rows. To prove Theorem 2.4 , we introduce another special family of functions $m_{\lambda}$ which, in the scalar case $n=2$, reduces to the power sums $x_{1}^{r}+x_{2}^{r}+\cdots+x_{d}^{r}$. This family corresponds to $\lambda$ having only one non-zero row. For each $\rho \in \mathbf{Z}_{+}^{(n-1)}$, we denote by $p_{\rho}$ the function $m_{\lambda}$, where $\lambda$ has one row equal to $\rho$ and all other rows equal to 0 . Thus by definition

$$
\begin{equation*}
p_{\rho}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)=\mathbf{x}_{1}^{\rho}+\mathbf{x}_{2}^{\rho}+\cdots+\mathbf{x}_{d}^{\rho} . \tag{2.6}
\end{equation*}
$$

Theorem 2.4 is an immediate consequence of the following two statements.
Proposition 2.5. Polynomials $p_{\rho}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ generate the ring $S(d, n-1)$, i.e., each $m_{\lambda}$ can be expressed as a polynomial in the $p_{\rho}$ 's.

Proposition 2.6. Every $p_{\rho}$ can be expressed as a polynomial in the elementary symmetric polynomials $e_{k_{1}, \ldots, k_{n-1}}$.

We start with Proposition 2.5. For each matrix $\lambda \in \mathbf{Z}_{+}^{d \times(n-1)}$ with rows $\lambda^{(1)}, \ldots, \lambda^{(d)}$, we set

$$
\begin{equation*}
p_{\lambda}=p_{\lambda^{(1)}} p_{\lambda^{(2)}} \cdots p_{\lambda^{(d)}} \tag{2.7}
\end{equation*}
$$

We shall prove the following more precise version of Proposition 2.5.
Proposition 2.5'. The functions $p_{\lambda}$, for $\lambda$ running over some system of representatives of the orbits of the $S_{d}$-action on $\mathbf{Z}_{+}^{d \times(n-1)}$, form a vector space basis in $S(d, n-1)$.

For each $\lambda \in \mathbf{Z}_{+}^{d \times(n-1)}$, we define the length $l(\lambda)$ to be the number of non-zero rows in $\lambda$. Expanding the product $p_{\lambda^{(1)}} p_{\lambda^{(2)}} \cdots p_{\lambda^{(d)}}$ in (2.7), and collecting similar terms, we see that $p_{\lambda}$ has the form

$$
\begin{equation*}
\left.p_{\lambda}=c_{\lambda} m_{\lambda}+\text { (linear combination of } m_{\mu} \text { with } l(\mu)<l(\lambda)\right) \tag{2.8}
\end{equation*}
$$

where $c_{\lambda}$ is some positive integer. It follows that under a suitable ordering of the index set $\mathbf{Z}_{+}^{d \times(n-1)}$, the transition matrix from the basis $\left(m_{\lambda}\right)$ to the family ( $p_{\lambda}$ ) becomes triangular with non-zero diagonal entries. This immediately implies Proposition $2.5^{\prime}$ and hence Proposition 2.5.

Proof of Proposition 2.6. For $\rho=\left(\rho_{1}, \ldots, \rho_{n-1}\right) \in \mathbf{Z}_{+}^{n-1}$, let us write $t^{\rho}$ for $t_{1}^{\rho_{1}} \cdots t_{n-1}^{\rho_{n-1}}$ and $|\rho|$ for $\sum \rho_{i}$. Taking the logarithm of the left hand side of (2.4), we obtain

$$
\begin{gather*}
\log \prod_{i=1}^{d}\left(1+x_{i 1} t_{1}+\cdots+x_{i, n-1} t_{n-1}\right)=\sum_{i=1}^{d} \log \left(1+x_{i 1} t_{1}+\cdots+x_{i, n-1} t_{n-1}\right) \\
=\sum_{0 \neq \rho \in \mathbf{Z}_{+}^{n-1}} \frac{(-1)^{|\rho|-1}}{|\rho|} \frac{|\rho|!}{\rho_{1}!\cdots \rho_{n-1}!} p_{\rho}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right) t^{\rho} \tag{2.9}
\end{gather*}
$$

Hence the $p_{\rho}$ are obtained, up to rational factors, as coefficients in the Taylor expansion of

$$
\log \left(1+\sum_{k_{1}, \ldots, k_{n-1}} e_{k_{1}, \ldots, k_{n-1}}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right) t_{1}^{k_{1}} \cdots t_{n-1}^{k_{n-1}}\right)
$$

i.e., as some polynomials in the $e_{k_{1}, \ldots, k_{n-1}}$. Proposition 2.6 is proved.

The expression of power sums in terms of elementary symmetric polynomials will be also used later in the classical case of symmetric polynomials in scalar variables.

## D. Symmetric products are rational

Recall that by $S(d, n-1)$ we have denoted the ring of symmetric polynomials in $d$ vector variables $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}, \mathbf{x}_{i} \in \mathbf{C}^{n-1}$. By the classical theorem on symmetric polynomials, $S(d, 1)$ is the polynomial ring in elementary symmetric polynomials $e_{1}, \ldots, e_{d}$. In other words, $\operatorname{Sym}^{d}(\mathbf{C})$ is just the affine space $\mathbf{C}^{d}$. A slightly different form of this result is as follows.

Proposition 2.7. The symmetric product $\operatorname{Sym}^{d}\left(P^{1}\right)=G(1, d, 2)$ is isomorphic to $P^{d}$.

Proof. For any $n$, the Chow embedding realizes $G(1, d, n)=\operatorname{Sym}^{d}\left(P^{n-1}\right)$ as the subvariety in $P\left(S^{d} \mathbf{C}^{n}\right)$ whose elements are (projectivizations of) homogeneous polynomials of degree $d$ in $n$ variables that split into linear factors. But every homogeneous polynomial in two variables splits in just such a way. So we get

$$
G(1, d, 2)=P\left(S^{d} \mathbf{C}^{2}\right)=P^{d}
$$

It is remarkable that the above result admits a "rational" version for symmetric functions in vector variables.
Theorem 2.8. For any $d$ and $n$, the variety $\operatorname{Sym}^{d}\left(P^{n-1}\right)=G(1, d, n)$ is rational, i.e., it is birationally isomorphic to the projective space $P^{d(n-1)}$.

This can be reformulated in terms of fields of functions. Namely, denote by $R S(d, n-1)$ the field of fractions of $S(d, n-1)$, i.e., the field of symmetric rational functions in $d$ vector variables $\mathbf{x}_{i} \in \mathbf{C}^{n-1}$. Since in Theorem 2.8 we can replace the variety $P^{n-1}$ with its Zariski open subset $\mathbf{C}^{n-1}$, the theorem is a consequence of the following more precise statement.

Theorem 2.8'. The field $R S(d, n-1)$ is isomorphic to the field of rational functions in $d(n-1)$ variables. An explicit system of (algebraically independent) rational generators of this field is provided by the following elementary symmetric polynomials:
(a) $d$ polynomials $e_{k, 0, \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right), k=1, \ldots, d$.
(b) $d(n-2)$ polynomials of the form $e_{k, 0, \ldots, 0,1,0, \ldots, 0}$ where $k=0,1, \ldots, d-1$ and 1 may be in any position from the second to the $(n-1)$.

This theorem was known at the turn of the century (see [Net], Bd.2, §383) but then forgotten and rediscovered again by A. Mattuck [Mat].

Note that elementary symmetric polynomials are just coordinate functions in the Chow embedding of $\operatorname{Sym}^{d}\left(P^{n-1}\right)$. Hence Theorem $2.8^{\prime}$ means that a birational isomorphism $\operatorname{Sym}^{d}\left(P^{n-1}\right) \cong P^{d(n-1)}$ can be obtained by a linear projection of $\operatorname{Sym}^{d}\left(P^{n-1}\right) \subset P\left(S^{d} \mathbf{C}^{n}\right)$ from a certain coordinate subspace. This subspace is spanned by basis vectors corresponding to elementary symmetric polynomials which are not listed in Theorem $2.8^{\prime}$.

Proof of Theorem 2.8'. Let $x_{1}, \ldots, x_{n-1}$ be standard coordinates in $\mathbf{C}^{n-1}$. To an unordered tuple of points $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right\}, \mathbf{x}_{i} \in \mathbf{C}^{n-1}$, we first associate the unordered tuple of their first coordinates $\left\{x_{1,1}, \ldots, x_{d, 1}\right\}$. Note that the elementary symmetric polynomial $e_{k, 0, \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ is the usual elementary symmetric polynomial $e_{k}\left(x_{1,1}, \ldots, x_{d, 1}\right)$ in the first coordinates of the $\mathbf{x}_{i}$. Hence the tuple $\left\{x_{1,1}, \ldots, x_{d, 1}\right\}$ is completely determined by the values of $e_{k, 0, \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$.

Now let $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}$ be given. For any $j \in\{2, \ldots, n-1\}$, consider the polynomial

$$
\begin{equation*}
f_{j}(t)=\sum_{i=1}^{d} x_{i, j} \prod_{\nu \neq i}\left(t-x_{\nu, 1}\right) \tag{2.10}
\end{equation*}
$$

The coefficients of this polynomial at various powers of $t$ are, up to sign, the elementary symmetric polynomials

$$
e_{k, 0, \ldots, 0,1,0, \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right), \quad k=0, \ldots, d-1
$$

where 1 in the subscript is in the $j$-th position. The polynomial $f_{j}(t)$ satisfies the property:

$$
\begin{equation*}
f_{j}\left(x_{i, 1}\right)=x_{i, j} \prod_{v \neq i}\left(x_{i, 1}-x_{v, 1}\right) . \tag{2.11}
\end{equation*}
$$

If we assume that the numbers $x_{1,1}, \ldots, x_{d, 1}$ are distinct (which is generically the case), then (2.11) gives us the components $x_{1, j}, \ldots, x_{d, j}$ once we know the polynomial $f_{j}$ and the collection $\left\{x_{1,1}, \ldots, x_{d, 1}\right\}$. Therefore, under our genericity assumption, an unordered tuple $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right\}$ is uniquely determined by the values of all the functions $e_{k, 0, \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ and $e_{k, 0, \ldots, 0,1,0 \ldots, 0}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$. To finish the proof, one may use this uniqueness to argue, by Galois theory, that an arbitrary symmetric rational function of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}$ is uniquely rationally expressible through the functions listed above. We prefer to do essentially the same, but using a more transparent geometric language.

Let $U_{1} \subset \operatorname{Sym}^{d}\left(\mathbf{C}^{n-1}\right)$ be the open set consisting of unordered $d$-tuples of points in $\mathbf{C}^{n-1}$ with pairwise distinct first coordinates. Let $U_{2} \subset\left(\mathbf{C}^{n-1}\right)^{d}=$ $\left.\mathbf{C}^{d} \times\left(\mathbf{C}^{n-2}\right)\right)^{d}$ be the open set of pairs $(a, b), a=\left(a_{1}, \ldots, a_{d}\right) \in \mathbf{C}^{d}, b \in\left(\mathbf{C}^{n-2}\right)^{d}$ such that all the roots of the polynomial $1+a_{1} x+\cdots+a_{d} x^{d}$ are distinct. Consider the correspondence

$$
\mathbf{x}=\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right) \mapsto\left(\left(e_{1,0, \ldots, 0}(\mathbf{x}), \ldots, e_{d, 0, \ldots, 0}(\mathbf{x})\right) ;\left(e_{k, 0, \ldots, 0,1,0, \ldots, 0}(\mathbf{x})\right)\right)
$$

where, in the last component, $k$ varies between 0 and $d-1$ and 1 can be on any place from 2 to $n-1$. This correspondence gives a regular $\operatorname{map} \varphi: U_{1} \rightarrow U_{2}$. The above reasoning implies that $\varphi$ is a bijection. Hence it is an isomorphism since both $U_{1}$ and $U_{2}$ are smooth. Thus $\operatorname{Sym}^{d}\left(\mathbf{C}^{n-1}\right)$ and $\left(\mathbf{C}^{n-1}\right)^{d}$ have isomorphic open subsets so they are birationally isomorphic. Since the symmetric functions in Theorem $2.8^{\prime}$ provide a system of coordinates in $\left(\mathbf{C}^{n-1}\right)^{d}$, they form a system of rational generators for $R S(d, n-1)$. Theorem $2.8^{\prime}$ is proved.

Before going further, let us make two remarks on symmetric products.
(a) If $Y$ is a smooth manifold of dimension greater than 1 , the symmetric products $\operatorname{Sym}^{d}(Y)$ are singular. The singular points of $\operatorname{Sym}^{d}(Y)$ correspond to tuples of points of $Y$ some of which coincide. For example, let $d=2$ and consider $\operatorname{Sym}^{2}\left(\mathbf{C}^{n}\right)$. This is the quotient of $\mathbf{C}^{n} \times \mathbf{C}^{n}$ by the involution $(x, y) \mapsto(y, x)$. Introduce new vector variables $u=(x+y) / 2, v=(x-y) / 2$. The involution in these variables is $(u, v) \mapsto(u,-v)$. In other words, $\operatorname{Sym}^{2}\left(\mathbf{C}^{n}\right)$ is the product of $\mathbf{C}^{n}$ and the quotient $\mathbf{C}^{n} / \pm$ of $\mathbf{C}^{n}$ by the sign involution $v \mapsto(-v)$. To find out what $\mathbf{C}^{n} / \pm$ is, note that regular functions on $\mathbf{C}^{n} / \pm$ are precisely the even regular functions on $\mathbf{C}^{n}$. Every even polynomial in $n$ variables can be represented as a polynomial in monomials of degree 2 , and it means that $\mathbf{C}^{n} / \pm$ is the affine cone over $P^{n-1}$ in its Veronese embedding defined by monomials of degree 2. This is a singular variety. In the particular case when $n=2$, this variety $\mathbf{C}^{2} / \pm$ is the quadratic cone in $\mathbf{C}^{3}$. Indeed, let $s, t$ be coordinates in $\mathbf{C}^{2}$. There are three monomials of degree 2: $p=s^{2}, q=t^{2}, r=s t$. They are subject to one relation $r^{2}=p q$ which defines a quadratic cone.

Since the coincidence of only two points is the most generic pattern of degeneration of a tuple, any $\operatorname{Sym}^{d}\left(\mathbf{C}^{n}\right)$ will behave near such tuples as a product of an affine space and a variety of type $\mathbf{C}^{n} / \pm$. When more points coincide, the singularity becomes more complicated.
(b) When $Y$ is a smooth surface, the singular variety $\operatorname{Sym}^{d}(Y)$ admits a canonical resolution of singularities: the so-called Hilbert scheme parametrizing sheaves of ideals in $\mathcal{O}_{Y}$ of codimension $d$, see [I]. When $\operatorname{dim}(Y)>2$, no good resolution of singularities of $\operatorname{Sym}^{d}(Y)$ is known.

The rest of this section will be devoted to explicit equations for the Chow variety $\operatorname{Sym}^{d}\left(P^{n-1}\right)=G(1, d, n)$. In view of the nature of the Chow embedding (see subsection A), the question can be reformulated as follows.

Given a homogeneous polynomial $f(\mathbf{y})=f\left(y_{1}, \ldots, y_{n}\right)=\sum_{\omega} a_{\omega} \mathbf{y}^{\omega}$ of degree $d$, determine from the coefficients of $f$ whether it is a product of linear factors.

Before proceeding to the general case, we consider an example.
Example 2.9. Let $f\left(y_{1}, \ldots, y_{n}\right)=\sum a_{i j} y_{i} y_{j}$ be a quadratic form defined by a symmetric matrix $A=\left\|a_{i j}\right\|$. The form $f$ splits into a product of two linear forms if and only if rk $A \leq 2$. This is equivalent to the fact that all $3 \times 3$ minors of $A$ vanish. We see that $\operatorname{Sym}^{2}\left(P^{n-1}\right)$ is defined in $P\left(S^{2}\left(\mathbf{C}^{n}\right)\right)$ by a system of cubic equations. Quadratic equations obviously do not suffice. This is in contrast with the Plücker relations (which determine when a polynomial in anticommuting variables $\xi_{1}, \ldots, \xi_{n}$ splits into linear factors).

The conditions for factorization of a general homogeneous polynomial of degree $d$ into linear factors were first derived by Brill [ Brl$]$. It turns out that the equations have degree $d+1$ (in accord with the previous example, where, for $d=2$, the equations have degree 3 ).

Brill's answer was given in terms of the symbolic method of invariant theory. We shall translate it into representation-theoretic language. We first explain three main ingredients of Brill's approach: polars, vertical Young multiplication and Newton's power sum symmetric polynomials.

## E. Polars

Let $f\left(x_{1}, \ldots, x_{n}\right)$ be a form (homogeneous polynomial) of degree $d$. Then for every two vectors $x$ and $y$, the function $t \mapsto f(t x+y)$ is a polynomial of degree $d$ in $t$, which can be written as

$$
\begin{equation*}
f(t x+y)=\sum_{k=0}^{d}\binom{d}{k} f_{x^{k}}(x, y) t^{k} \tag{2.12}
\end{equation*}
$$

The coefficient $f_{x^{k}}(x, y)$ is called the $k$-th polar of $f$; it is a bihomogeneous form of degree $k$ in $x$ and $d-k$ in $y$. Explicitly, we have

$$
\begin{equation*}
f_{x^{k}}(x, y)=\frac{(d-k)!}{d!}\left(\sum_{i} x_{i} \frac{\partial}{\partial y_{i}}\right)^{k} f(y) \tag{2.13}
\end{equation*}
$$

To see this it is enough to differentiate (2.12) $k$ times at $t=0$.
Using (2.12) or (2.13), we see that if $f=l h$ is the product of a linear form $l$ and a form $h$ of degree $d-1$, then

$$
\begin{equation*}
f_{x^{k}}(x, y)=\left(1-\frac{k}{d}\right) l(y) h_{x^{k}}(x, y)+\frac{k}{d} l(x) h_{x^{k-1}}(x, y) . \tag{2.14}
\end{equation*}
$$

In particular, if $f=l^{d}$ is the $d$-th power of a linear form $l$, then

$$
\begin{equation*}
l_{x^{k}}^{d}(x, y)=l^{k}(x) l^{d-k}(y) \tag{2.15}
\end{equation*}
$$

## F. Power sums

Let $e_{k}\left(x_{1}, \ldots, x_{d}\right)$ be the $k$-th elementary symmetric polynomial in $d$ scalar variables (see (2.2)). For $k \geq 1$ we have the power sum symmetric polynomial

$$
p_{k}\left(x_{1}, \ldots, x_{d}\right)=x_{1}^{k}+\cdots+x_{d}^{k}
$$

which can be expressed as a universal polynomial with rational coefficients in symmetric polynomials $e_{1}, \ldots, e_{d}$. The explicit form of this polynomial is obtained, as in subsection $C$, from the equality

$$
\begin{equation*}
\sum_{k=1}^{\infty} \frac{(-1)^{k-1} p_{k}\left(x_{1}, \ldots, x_{d}\right)}{k} t^{k}=\log \left(1+\sum_{i=1}^{d} e_{i}\left(x_{1}, \ldots, x_{d}\right) t^{i}\right) \tag{2.16}
\end{equation*}
$$

a particular case of (2.9). By taking the logarithm explicitly, we get the Girard formula

$$
\begin{align*}
& p_{k}\left(x_{1}, \ldots, x_{d}\right) \\
& \quad=(-1)^{k} k \sum_{i_{1}+2 i_{2}+\cdots+d i_{d}=k}(-1)^{i_{1}+\ldots+i_{d}} \frac{\left(i_{1}+\cdots+i_{d}-1\right)!}{i_{1}!\cdots i_{d}!} e_{1}^{i_{1}} \cdots e_{d}^{i_{d}} \tag{2.17}
\end{align*}
$$

The following two features of this formula will be most important for us:
(1) In the grading such that $\operatorname{deg}\left(e_{i}\right)=i$, the polynomial $p_{k}$ is homogeneous of degree $k$.
(2) The monomial $e_{1}^{k}$ occurs in $p_{k}$ with non-zero coefficient.

## G. The vertical Young multiplication

Let $V$ be an $n$-dimensional vector space. It is well-known that the decomposition of the tensor product $S^{d}(V) \otimes S^{d}(V)$ as a $G L(V)$-module has the form

$$
S^{d}(V) \otimes S^{d}(V)=S^{(d, d)}(V) \oplus S^{(d+1, d-1)}(V) \oplus \cdots \oplus S^{2 d}(V)
$$

where $S^{(d+k, d-k)}(V)$ is the Schur functor corresponding to a partition $(d+k, d-k)$ (see e.g., $[\mathrm{FH}][\mathrm{Macd}]$ ). We shall identify $S^{d}(V) \otimes S^{d}(V)$ with the space of bihomogeneous forms $F(x, y)$ of bidegree $(d, d)$ via the map $f \otimes g \mapsto f(x) g(y)$. For $f, g \in S^{d}(V)$, we denote by $f \odot g$ the component of $f(x) g(y)$ lying in $S^{(d, d)}(V)$. The form $f \odot g$ is called the vertical (Young) product of $f$ and $g$. It is also known as the apolar covariant of $f$ and $g$. When $f \odot g=0$, the forms $f$ and $g$ are called apolar to each other.

An explicit formula for $f \odot g$ is given by the following proposition.
Proposition 2.10. For $f, g \in S^{d}(V)$, we have

$$
\begin{equation*}
(f \odot g)(x, y)=\frac{1}{d+1} \sum_{k=0}^{d}(-1)^{k}\binom{d}{k} f_{y^{k}}(y, x) g_{x^{k}}(x, y) \tag{2.18}
\end{equation*}
$$

The proof of Proposition 2.10 will be given a little later. In fact, it would be enough for our purposes to define $f \odot g$ using (2.18).

The following property of the vertical product is crucial for Brill's method.
Proposition 2.11. If $f \in S^{d}(V)$ and $l$ is a non-zero linear form on $V^{*}$, then $f$ is divisible by $l$ if and only if $f \odot l^{d}=0$.
Proof. Substituting $g(y)=l^{d}(y)$ into (2.18) and using (2.15), we obtain

$$
\begin{equation*}
\left(f \odot l^{d}\right)(x, y)=\frac{1}{d+1} \sum_{k=0}^{d}(-1)^{k}\binom{d}{k} f_{y^{k}}(y, x) l^{k}(x) l^{d-k}(y) \tag{2.19}
\end{equation*}
$$

We see that all the terms with $k \neq 0$ in the right hand side of (2.19) are divisible by $l(x)$. Therefore, if $\left(f \odot l^{d}\right)(x, y)=0$, then $f(x)$ must be divisible by $l(x)$.

Conversely, let $f(x)=l(x) h(x)$ for some form $h(x)$ of degree $d-1$. Then the polars of $f$ are given by (2.14). Substituting them into (2.19) and regrouping terms, we see that $\left(f \odot l^{d}\right)(x, y)=0$.

Proof of Proposition 2.10. In our realization, the $G L(V)$-module $S^{d}(V) \otimes S^{d}(V)$ is a submodule of the module $S^{2 d}(V \oplus V)$ of homogeneous forms $F(x, y)$ of total degree $2 d$, where $x, y \in V^{*}$. Identifying $V \oplus V$ with $V \otimes \mathbf{C}^{2}$, we see that $S^{2 d}(V \oplus V)$ is a representation of the group $G L(V) \times G L(2)$. Consider the subgroup $S L(2) \subset G L(2)$ and its Lie algebra $s l(2)$ with standard generators $E_{+}, E_{-}, H$. These generators act on the forms $F(x, y)$ by the formulas

$$
E_{+}=\sum_{i=1}^{d} x_{i} \frac{\partial}{\partial y_{i}}, E_{-}=\sum_{i=1}^{d} y_{i} \frac{\partial}{\partial x_{i}}, H=\sum_{i=1}^{d}\left(x_{i} \frac{\partial}{\partial x_{i}}-y_{i} \frac{\partial}{\partial y_{i}}\right) .
$$

These formulas imply that $S^{d}(V) \otimes S^{d}(V)$ is a zero weight subspace of the $s l(2)$ module $S^{2 d}\left(V \otimes \mathbf{C}^{2}\right)$ :

$$
S^{d}(V) \otimes S^{d}(V)=\left\{F \in S^{2 d}\left(V \otimes \mathbf{C}^{2}\right): H F=0\right\}
$$

We claim that the submodule $S^{(d, d)}(V) \subset S^{d}(V) \otimes S^{d}(V)$ consists of all $s l(2)$ invariant elements; in more concrete terms,

$$
S^{(d, d)}(V)=\left\{F \in S^{2 d}\left(V \otimes \mathbf{C}^{2}\right): E_{+} F=E_{-} F=H F=0\right\}
$$

This follows at once from the well-known decomposition of $S^{2 d}\left(V \otimes \mathbf{C}^{2}\right)$ as a module over $G L(V) \times G L_{2}$ :

$$
S^{2 d}\left(V \otimes \mathbf{C}^{2}\right)=\bigoplus_{k=0}^{d} S^{(d+k, d-k)}(V) \otimes S^{(d+k, d-k)}\left(\mathbf{C}^{2}\right)
$$

see [FH] [Macd].
Let $\pi: S^{d}(V) \otimes S^{d}(V) \rightarrow S^{(d, d)}(V)$ be the $G L(V)$-equivariant projection. It is given by the formula

$$
\begin{equation*}
\pi(F)=\sum_{k=0}^{d} \frac{(-1)^{k}}{k!(k+1)!} E_{-}^{k} E_{+}^{k}(F) . \tag{2.20}
\end{equation*}
$$

To justify (2.20), denote by $\pi^{\prime}$ the operator in its right hand side. It is enough to show that:
(a) $\pi^{\prime}$ is $G L(V)$-equivariant;
(b) $\left(\pi^{\prime}\right)^{2}=\pi^{\prime}$ and $\operatorname{Im}\left(\pi^{\prime}\right)$ is annihilated by $s l(2)$;
(c) $\pi^{\prime} \neq 0$ on $S^{d}(V) \otimes S^{d}(V)$.

Statement (a) is obvious by construction. Statement (b) is verified by explicit calculations, using the commutation relations in $s l(2)$. Statement (c) follows by computing $\pi^{\prime}\left(x_{1}^{d} y_{2}^{d}\right)$ and showing that it is non-zero. Since we are going to perform more general computations of that kind below, we omit the details.

By definition, $f \odot g=\pi(f(x) g(y))$. We apply (2.20) for $F=f(x) g(y)$ :

$$
\begin{aligned}
(f \odot g)(x, y) & =\sum_{m=0}^{d} \frac{(-1)^{m}}{m!(m+1)!} E_{-}^{m}\left(f(x) E_{+}^{m} g(y)\right) \\
& =\sum_{m=0}^{d} \frac{(-1)^{m}}{m!(m+1)!} \sum_{k=0}^{m}\binom{m}{k}\left(E_{-}^{k} f(x)\right)\left(E_{-}^{m-k} E_{+}^{m} g(y)\right)
\end{aligned}
$$

$\operatorname{By}(2.13), E_{-}^{k} f(x)=\frac{d!}{(d-k)!} f_{y^{k}}(y, x)$. Using the commutation relation $\left[E_{+}, E_{-}\right]=$ $H$, we obtain after straightforward computations that

$$
E_{-}^{m-k} E_{+}^{m} g(y)=\frac{m!(d-k)!}{k!(d-m)!} E_{+}^{k} g(y)=\frac{m!d!}{k!(d-m)!} g_{x^{\star}}(x, y) .
$$

It follows that

$$
\begin{equation*}
(f \odot g)(x, y)=\sum_{k=0}^{d}(-1)^{k}\binom{d}{k}^{2} b_{k, d} f_{y^{k}}(y, x) g_{x^{k}}(x, y), \tag{2.21}
\end{equation*}
$$

where

$$
b_{k, d}=\sum_{m=k}^{d} \frac{(-1)^{m-k}(d-k)!}{(m+1)(m-k)!(d-m)!} .
$$

It remains to calculate the coefficients $b_{k, d}$. To do this we represent $b_{k, d}$ as an integral

$$
\begin{equation*}
b_{k, d}=\int_{0}^{1} t^{k}(1-t)^{d-k} d t \tag{2.22}
\end{equation*}
$$

(to prove (2.22) it suffices to expand the integrand in powers of $t$ and integrate it term by term). But this integral is Euler's Beta-function $B(k+1, d-k+1)$, so we get

$$
b_{k, d}=\frac{k!(d-k)!}{(d+1)!}
$$

Substituting this expression into (2.21) yields (2.18).

## H. Brill's equations

Now we have all the tools for constructing Brill's equations. Let $f \in S^{d}(V)$ and $x, z \in V^{*}$. Consider the function

$$
E(t)=E_{f, x, z}(t)=\frac{f(t f(z) x+z)}{f(z)}
$$

Using (2.12), we can write $E(t)$ as

$$
E(t)=\sum_{k=0}^{d} e_{k} t^{k}
$$

where

$$
\begin{equation*}
e_{k}=\binom{d}{k} f_{x^{k}}(x, z) f(z)^{k-1} \tag{2.23}
\end{equation*}
$$

Clearly, each $e_{k}$ is a homogeneous form in $x, z$ and $f$ which has degree $k$ in $x$, $k(d-1)$ in $z$, and $k$ in coefficients of $f$. Consider the $d$-th power sum $p_{d}(E)$; we will regard it as a function of $x$ depending on $f$ and $z$ as parameters, and denote it by $p_{d}(E)=P_{f, z}(x)$. By the property (1) of power sums, $P_{f, z}(x)$ is a form of degree $d$ in $x$ whose coefficients are homogeneous polynomials of degree $d$ in $f$ and degree $d(d-1)$ in $z$. Let

$$
\begin{equation*}
B_{f}(x, y, z)=\left(f \odot P_{f, z}\right)(x, y) \tag{2.24}
\end{equation*}
$$

this is a homogeneous form in $(x, y, z)$ of multidegree $(d, d, d(d-1)$ ) whose coefficients are forms of degree $d+1$ in the coefficients of $f$. Here is the main result of Brill.

Theorem 2.12. A form $f(x)$ is a product of linear forms if and only if the polynomial $B_{f}(x, y, z)$ is identically equal to 0 .

Proof. Let $f(x)=l_{1}(x) \cdots l_{d}(x)$ be a factorizable form. Then $E(t)$ can be written as

$$
E(t)=\prod_{i=1}^{d}\left(1+t \frac{f(z)}{l_{i}(z)} l_{i}(x)\right) .
$$

Therefore,

$$
P_{f, z}(x)=\sum_{i=1}^{d} \frac{f(z)^{d}}{l_{i}(z)^{d}} l_{i}(x)^{d}
$$

It follows that

$$
f \odot P_{f, z}=\sum_{i=1}^{d} \frac{f(z)^{d}}{l_{i}(z)^{d}} f \odot l_{i}^{d}
$$

Since $f$ is divisible by each $l_{i}$, we have $B_{f}(x, y, z)=f \odot P_{f, z}=0$ according to Proposition 2.11.

Conversely, let $f$ be such that $f \odot P_{f, z}=0$ for all $z$. Using properties (1) and (2) of power sums (see subsection F above), we see that $P_{f, z}(x)$ has the form

$$
\text { const } \cdot f_{x}(x, z)^{d}+\text { terms divisible by } f(z)
$$

Let $z$ be a smooth point of the hypersurface $\{f=0\}$. For such a point we have $P_{f, z}(x)=$ const $\cdot f_{x}(x, z)^{d}$, so $f \odot f_{x}(x, z)^{d}=0$. By Proposition 2.11, $f(x)$ is divisible by the linear form $f_{x}(x, z)$. But $f_{x}(x, z)=\frac{1}{d} \sum_{i=1}^{d} \frac{\partial f(z)}{\partial z_{i}} x_{i}$ is the equation of the tangent hyperplane to $\{f=0\}$ at $z$. It follows that the hypersurface $\{f=0\}$ coincides with its tangent hyperplane in the neighborhood of $z$. Hence $\{f=0\}$ is a union of hyperplanes, implying that $f$ is factorizable. This completes the proof.

Example 2.13. Let $d=2$, i.e., $f$ is a quadratic form. Let $\varphi(x, y)=f_{x}(x, y)$ be the symmetric bilinear form such that $f(x)=\varphi(x, x)$. A straightforward computation shows that up to a non-zero multiple

$$
B_{f}(x, y, z)=\operatorname{det}\left(\begin{array}{lll}
\varphi(x, x) & \varphi(x, y) & \varphi(x, z)  \tag{2.25}\\
\varphi(y, x) & \varphi(y, y) & \varphi(y, z) \\
\varphi(z, x) & \varphi(z, y) & \varphi(z, z)
\end{array}\right)
$$

The coefficients of $B_{f}(x, y, z)$ are cubic forms in the coefficients of $f$; by Theorem 2.12, $f$ is a product of two linear forms if and only if all these cubic forms vanish at $f$. In more invariant terms, the vanishing of (2.25) means that the restriction of $\varphi$ on every 3 -dimensional subspace of $V^{*}$ is degenerate, i.e., that $\mathrm{rk}(\varphi) \leq 2$. Thus we have recovered the result in Example 2.9.

Theorem 2.12 gives a system of equations which define the symmetric product $\operatorname{Sym}^{d}\left(P^{n-1}\right)$ in $P\left(S^{d} \mathbf{C}^{n}\right)$ set-theoretically. J. Weyman has recently shown that in general these equations do not define $\operatorname{Sym}^{d}\left(P^{n-1}\right)$ scheme-theoretically, i.e., the subscheme in $P\left(S^{d} \mathbf{C}^{n}\right)$ defined by these equations is not reduced. In other words, the homogeneous ideal in the polynomial ring of coefficients of indeterminate $f \in S^{d} \mathbf{C}^{n}$ differs from the ideal generated by the Brill equations in infinitely many graded components.

## 3. Cayley-Green-Morrison equations of Chow varieties

As we have already remarked, the proof of the Chow-van der Waerden theorem, given in Section 1C, does not provide a manageable system of equations defining the Chow variety $G(k, d, n)$. In Section 2 , we presented an explicit system of equations for $G(1, d, n)$, the Chow variety of 0 -cycles. In this section we shall consider cycles of positive dimension. The problem is to recognize associated hypersurfaces (and Chow forms) among all the hypersurfaces in the Grassmannians and their equations. A method to accomplish this was proposed by Cayley [Ca5] and further developed by M. Green and I. Morrison [GrM]. We shall examine the basic ideas of this method.

## A. Differential-geometric structure in the Grassmannians

Projective spaces are homogeneous and isotropic, i.e., by a projective transformation, we can not only transform every point to every other point but also any tangent vector at the first point to any tangent vector at the second point. This is no longer the case for general Grassmannians. We shall see that Grassmannians possess a peculiar differential-geometric structure given by a natural stratification of their tangent spaces.

Consider the Grassmannian $G=G(n-k, n)$ of ( $n-k$ )-dimensional vector subspaces in $\mathbf{C}^{n}$. Let $S$ be the ( $n-k$ )-dimensional vector bundle over $G(n-k, n)$ whose fiber over a point represented by a subspace $L \subset \mathbf{C}^{n}$ is $L$. This bundle is called tautological. Clearly we have the embedding $S \subset \tilde{\mathbf{C}}^{n}$, where by $\tilde{\mathbf{C}}^{n}$, we denote the trivial bundle over $G(n-k, n)$ with fiber $\mathbf{C}^{n}$. Also let $T G$ be the tangent bundle of $G(n-k, n)$.

Proposition 3.1. There is an isomorphism of vector bundles

$$
\begin{equation*}
T G=\operatorname{Hom}\left(S, \tilde{\mathbf{C}}^{n} / S\right) \tag{3.1}
\end{equation*}
$$

on $G(n-k, n)$ which is equivariant with respect to the action of $G L(n)$.
Proof. The fact is well known, see, e.g., [Harr], Lect. 16 for a detailed discussion. So we give only an intuitive explanation (cf. Section 1B above) here.

Let $L$ be a vector subspace in $\mathbf{C}^{n}$ of dimension $n-k$. A tangent vector to $G(n-k, n)$ at $L$ is an infinitesimal movement of $L$. Such a movement is defined by specifying the velocities of individual points. These velocities should form a linear vector field $x \mapsto v(x)$ defined on $L$. If $v(x) \in L$ for all $x \in L$, then our movement preserves $L$, that is, it represents a zero vector of $T_{L} G(n-k, n)$. Therefore $T_{L} G(n-k, n)=\operatorname{Hom}\left(L, \mathbf{C}^{n} / L\right)$ as claimed.

If a vector space $V$ is represented as $\operatorname{Hom}(B, C)$ where $B, C$ are two other vector spaces, then we can speak about the rank of a vector from $V$, i.e., the
dimension of the image of the corresponding operator $B \rightarrow C$. If we choose bases in $B$ and $C$, then $V$ will be identified with the space of matrices of size $\operatorname{dim}(B) \times \operatorname{dim}(C)$ and the rank of a vector is just the rank of the corresponding matrix.

Consider again the Grassmannian $G(n-k, n)$. Let $m=\min (k, n-k)$ and $r<m$. By Proposition 3.1, each tangent space $T_{L} G$ contains a cone $T_{L}^{r}(G)$ formed by vectors of rank $\leq r$. The family of cones $T_{L}^{r}(G)$ for a given $r$ is invariant under the action of $G L(n)$ on $G(n-k, n)$. In fact, this family for each $r$ can be recovered from either the smallest $T_{L}^{1}(G)$ or the largest cones $T_{L}^{m-1}(G)$, because of the following well-known proposition (see [Harr], Examples 20.5 and 9.2).

Proposition 3.2. For any $r<\min (k, n-k)$, denote by $Y_{r}$ the cone of $k \times(n-k)$ matrices of rank $\leq r$. Then
(a) for each $r$, the variety $Y_{r-1}$ coincides with the set of singular points of $Y_{r}$;
(b) a matrix $A$ lies in $Y_{r}$ if and only if there are $r$ matrices $A_{1}, \ldots, A_{r} \in Y_{1}$ such that $A=A_{1}+\cdots+A_{r}$.

We shall consider the family of largest cones $T_{L}^{r-1} G(n-k, n)$ in the tangent spaces as the cornerstone of our differential-geometric structure. These cones will be denoted simply by $K_{L}$.

Example 3.3. Consider the Grassmannian $G(2,4)$ which is a quadric in $P^{5}$ in the Plücker embedding. Each cone $K_{L}$ is isomorphic to the cone in the space of $2 \times 2$ matrices formed by the matrices with zero determinant. Since, for $2 \times 2$ matrices, the determinant has degree 2 , here the cone is quadratic. In other words, $G(2,4)$ acquires the conformal structure, i.e., in each tangent space we have a quadratic form defined up to a constant factor. For other Grassmannians, the cones $K_{L}$ are no longer quadratic.

A quadratic cone in $\mathbf{C}^{4}$ contains two families of 2-dimensional vector subspaces (corresponding to the two families of lines on a quadric in $P^{3}$ ). It turns out that, in general, each $K_{L}$ contains two distinguished families of vector subspaces, which are defined as follows.

Definition 3.4. Let $V=\operatorname{Hom}(B, C)$ be the space of linear operators. We call $\alpha$-subspaces in $V$ vector subspaces of the form

$$
\begin{equation*}
E_{\alpha}(\mathbf{x})=\{A: B \rightarrow C \mid A(\mathbf{x})=0\} \tag{3.2}
\end{equation*}
$$

where $\mathbf{x} \in B$ is a non-zero vector. We call $\beta$-subspaces the subspaces of the form

$$
\begin{equation*}
E_{\beta}(M)=\{A: B \rightarrow C \mid \operatorname{Im}(A) \subset M\} \tag{3.3}
\end{equation*}
$$




Figure 8. A conformal structure.
where $M \subset C$ is a hyperplane (passing through the origin).
Since the tangent space $T_{L} G(n-k, n)$ of $G(n-k, n)$ at any point $L$ is identified with Hom ( $L, \mathbf{C}^{n} / L$ ), we can speak of $\alpha$ and $\beta$ subspaces in $T_{L} G(n-k, n)$. Clearly every such subspace is contained in the cone $K_{L}$. We shall also need certain subGrassmannians in $G(n-k, n)$, all of whose tangent spaces are $\alpha$ - or $\beta$-subspaces.

Let $x \in P^{n-1}$ be any point. We define the corresponding $\alpha$-variety $G_{\alpha}(x) \subset$ $G(n-k, n)$ to be the locus of all $(n-k-1)$-subspaces in $P^{n-1}$ which contain $x$. Similarly, for any hyperplane $\pi \subset P^{n-1}$, we define the $\beta$-variety $G_{\beta}(\pi) \subset G(n-$ $k, n)$ to be the locus of all $(n-k-1)$-subspaces contained in $\pi$. As an algebraic variety, each $G_{\alpha}(x)$ is isomorphic to the Grassmannian $G(n-k-1, n-1)$ and $G_{\beta}(\pi)$ is isomorphic to $G(n-k, n-1)$. By definition, the associated hypersurface $\mathcal{Z}(X)$ for a subvariety $X \subset P^{n-1}$ is the union of $\alpha$-varieties $G_{\alpha}(x)$ for all $x \in X$.

Proposition 3.5. Let $G$ be an $\alpha$-variety in $G(n-k, n)$ and let $L \in G$ be any point. Then the tangent subspace

$$
T_{L} G \subset T_{L} G(n-k, n)=\operatorname{Hom}\left(L, \mathbf{C}^{n} / L\right)
$$

is an $\alpha$-subspace. Conversely, given $L \in G(n-k, n)$ and an $\alpha$-subspace $E \subset$ $T_{L} G(n-k, n)$, there is a unique $\alpha$-variety $G$ in $G(n-k, n)$ containing $L$ and such that $T_{L} G=E$. Similar assertions hold for $\beta$-varieties and $\beta$-subspaces.

Proof. Suppose $G=G_{\alpha}(x)$ for some $x \in P^{n-1}$. If $\mathbf{x} \in \mathbf{C}^{n}$ is a vector whose projectivization is $x$, then $\mathbf{x} \in L$ since $L \in G$. The definitions readily imply that $T_{L} G=E_{\alpha}(\mathbf{x})$; (this is intuitively obvious since an infinitesimal movement of $L$ in $G$ can be chosen so that $\mathbf{x}$ will remain fixed). Our proposition is proved in the $\alpha$ case. The $\beta$ case is similar.

## B. Coisotropic hypersurfaces

Definition 3.6. Let $B, C$ be finite-dimensional vector spaces, $V=\operatorname{Hom}(B, C)$ be the space of operators, and $K \subset V$ the cone of operators that are not of full rank. A hyperplane $H \subset V$ is called coisotropic if it is tangent to $K$, i.e., lies in the projectively dual conic variety $K^{\vee} \subset V^{*}$ (see Section 1A Chapter 1).

In the case of the above definition we identify the space $V^{*}$ with $\operatorname{Hom}(C, B)$ using the form $\operatorname{tr}(u \cdot v)$. Then every hyperplane has a linear equation which can be thought of as an operator from $C$ to $B$. According to Example 4.10 of Chapter 1, the projective dual of the variety of matrices of non-maximal rank is the variety of matrices of rank $\leq 1$. Therefore $H$ is coisotropic if and only if its equation has rank 1 .

Example 3.7. Let $B$ and $C$ have dimension 2, so the space $V$ consists of $2 \times 2$ matrices. The cone $K$ is defined by one equation $\operatorname{det}(A)=0$. The determinant in this case is a quadratic form. Denote by $<,>$ the corresponding scalar product on $V$ and by $H^{\perp}$ the orthogonal complement to $H$. A hyperplane $H$ is coisotropic in our sense if and only if $H^{\perp} \subset H$. This is the usual coisotropy condition for subspaces in a vector space with a quadratic form.

Proposition 3.8. Let $H \subset \operatorname{Hom}(B, C)$ be a coisotropic hyperplane. Then $H$ contains a unique $\alpha$ - and a unique $\beta$-subspace. Conversely, given an $\alpha$-subspace and a $\beta$-subspace, their linear span is a coisotropic hyperplane.

Proof. Let $u: C \rightarrow B$ be a linear operator of rank 1 which generates the orthogonal complement to $H$ with respect to the pairing $\operatorname{tr}(u \cdot v)$. Its kernel is a hyperplane $M \subset C$, and its image is a 1-dimensional subspace generated by some $\mathbf{x} \in B$. A straightforward check shows that the only $\alpha$-subspace contained in $H$ is $E_{\alpha}(\mathbf{x})$, and the only $\beta$-subspace contained in $H$ is $E_{\beta}(M)$.

For the last statement, it remains to prove that every $\alpha$-subspace $E$ and every $\beta$ subspace $E^{\prime}$ linearly span a hyperplane. This can be shown by an easy dimension count: if $\operatorname{dim}(B)=b, \operatorname{dim}(C)=c$, then $\operatorname{dim}(E)=(b-1) c, \operatorname{dim}\left(E^{\prime}\right)=$ $b(c-1), \operatorname{dim}\left(E \cap E^{\prime}\right)=(b-1)(c-1)$, hence $\operatorname{dim}\left(E+E^{\prime}\right)=b c-1$, as required.

Definition 3.9. A hypersurface $Z$ in the Grassmannian $G(n-k, n)$ is called coisotropic if, for each smooth point $L \in Z$, the tangent hyperplane $T_{L} Z$ is coisotropic in $T_{L} G(n-k, n)$.


Figure 9. A coisotropic hypersurface.
Proposition 3.10. Let $X \subset P^{n-1}$ be a $(k-1)$-dimensional irreducible subvariety. Then its associated hypersurface $\mathcal{Z}(X)$ is coisotropic.

Proof. Let $\mathrm{L} \in \mathcal{Z}(X)$ be an $(n-k)$-dimensional vector subspace with projectivization $L$. By the definition of associated hypersurface, $L$ intersects $X$ at some point $p$. We can assume that $p$ is a smooth point of $X$. Let $\mathbf{p}$ be a non-zero vector in $\mathbf{C}^{n}$ with projectivization $p$, and let $Y \subset \mathbf{C}^{n}$ be the cone over $X$. Choosing $L$ generically, we can assume that $\mathbf{L} \cap T_{\mathbf{p}} Y=\mathbf{C} \cdot \mathbf{p}$. Let $M \subset \mathbf{C}^{n} / \mathbf{L}$ be the image of $T_{\mathbf{p}} Y$ under the projection $\mathbf{C}^{n} \rightarrow \mathbf{C}^{n} / \mathbf{L}$. Clearly, $M$ is a hyperplane in $\mathbf{C}^{n} / \mathbf{L}$. Identifying, as before, $T_{L} G(n-k, n)=\operatorname{Hom}\left(\mathbf{L}, \mathbf{C}^{n} / \mathrm{L}\right)$, we see that $T_{L} \mathcal{Z}(X)$ consists of operators $A: \mathbf{L} \rightarrow \mathbf{C}^{n} / \mathbf{L}$ such that $A(\mathbf{p}) \in M$. We see that $T_{L} \mathcal{Z}(X)$ is the sum of the $\alpha$-subspace $E_{\alpha}(\mathbf{p})$ and the $\beta$-subspace $E_{\beta}(M)$; hence it is coisotropic, according to Proposition 3.8.

Example 3.11. Consider the Grassmannian $G(2,4)$ of lines in $P^{3}$. As we have seen, its differential structure consists of a family of quadratic cones in tangent spaces which gives rise to a conformal structure. An associated hypersurface in $G(2,4)$ is the set $\mathcal{Z}(X)$ of all lines meeting a given space curve $X$. From Proposition 3.10, we see that tangent spaces to any such $\mathcal{Z}(X)$ are coisotropic in the usual sense of quadratic forms.

Let us write the coisotropy condition in the coordinates. We consider the affine coordinates $A=\left\|a_{i j}\right\|, i=1, \ldots, n-k, j=1, \ldots, k$, in an affine chart $\mathbf{C}^{(n-k) \times k} \subset G(n-k, n)$. Recall (Section 1A, Chapter 3) that this chart consists of vector subspaces in $\mathbf{C}^{n-k} \oplus \mathbf{C}^{k}$ which are graphs of linear operators $A=\left\|a_{i j}\right\|: \mathbf{C}^{n-k} \rightarrow \mathbf{C}^{k}$. A hypersurface in the Grassmannian after intersection
with the chart $\mathbf{C}^{(n-k) \times k}$ is determined by its equation which is a (non-homogeneous) polynomial $f$ in $(n-k) k$ variables $a_{i j}$, defined uniquely up to a constant factor. This polynomial may be reducible (if the hypersurface itself contains several irreducible components) but is not allowed to be divisible by squares of irreducible polynomials.

Proposition 3.12. Let $Z \subset G(n-k, n)$ be a hypersurface. Consider its intersection $Z^{\prime}$ with the affine chart $\mathbf{C}^{(n-k) \times k}$ with matrix coordinates $\left\|a_{i j}\right\|, i=$ $1, \ldots, n-k, j=1, \ldots, k$. Let $f\left(a_{i j}\right)$ be the equation of $Z^{\prime}$. Then $Z$ is coisotropic if and only if the matrix $\left\|\partial f / \partial a_{i j}\right\|$ has rank 1 everywhere on $Z^{\prime}$, i.e., each minor

$$
\left|\begin{array}{ll}
\partial f / \partial a_{i j} & \partial f / \partial a_{i l} \\
\partial f / \partial a_{r j} & \partial f / \partial a_{r l}
\end{array}\right|
$$

is divisible by $f$.
Proof. In coordinates $\left\|a_{i j}\right\|$ the cones $K_{L}$ in all the tangent spaces $T_{L} G(n-k, n)$ are parallel translations of the cone of matrices $\left\|a_{i j}\right\|$ that are not of full rank. The cone of matrices of rank $\leq 1$ is projectively dual to the latter cone, which implies out statement.

A natural guess would be that associated hypersurfaces can be characterized by the coisotropy condition alone. However, this is not the case as shown by the following example.

Example 3.13. Let $S$ be a surface in $P^{3}$ and let $Z \subset G(2,4)$ be the variety of all lines in $P^{3}$ tangent to $S$ at some point (more precisely, $Z$ is the Zariski closure of the set of lines tangent to $S$ at its smooth points). We claim that $Z$ is coisotropic. This is shown by exactly the same argument as in the proof of Proposition 3.10 (we leave the details to the reader).

Generalizing this example, we shall show that the coisotropy property characterizes the higher associated hypersurfaces, see Section 2E, Chapter 3. Recall that $E T$ means the embedded tangent space.

## Theorem 3.14.

(a) Let $k \leq m<n$ and let $X \subset P^{n-1}$ be an irreducible $(m-1)$-dimensional variety. Then its $(m-k)$-th associated hypersurface

$$
\begin{gather*}
\mathcal{Z}_{m-k}(X)=\{L \in G(n-k, n): \\
\left.\operatorname{dim}\left(L \cap E T_{x} X\right) \geq m-k \text { for some } x \in L \cap X\right\} \tag{3.4}
\end{gather*}
$$

is coisotropic.
(b) Any irreducible coisotropic hypersurface $Z \subset G(n-k, n)$ is the higher associated hypersurface $\mathcal{Z}_{m-k}(X)$ for some (uniquely defined) $m \geq k$ and an ( $m-1$ )-dimensional irreducible subvariety $X \subset P^{n-1}$.
C. Lagrangian interpretation of higher associated hypersurfaces and the proof of Theorem 3.14

We have seen in Section 3B, Chapter 1 that the cotangent bundle $T^{*} M$ of any smooth variety $M$ has a natural symplectic structure. To any irreducible subvariety $Z \subset M$, we associated its conormal variety (the closure of the conormal bundle to the smooth locus of $Z$ )

$$
\begin{equation*}
\operatorname{Con}(Z)=\overline{T_{Z_{s m}}^{*}(M)} \subset T^{*} M \tag{3.5}
\end{equation*}
$$

This is a Lagrangian subvariety in $T^{*} M$. In particular, $\operatorname{dim} \operatorname{Con}(Z)=\operatorname{dim}(M)$ regardless of the dimension of $Z$.

The point of the "Lagrangian philosophy" is to work whenever possible with Lagrangian subvarieties $\operatorname{Con}(Z) \subset T^{*} M$ instead of subvarieties $Z \subset M$. One instance of the usefulness of this approach was seen in Section 3, Chapter 1 in the discussion of projective duality. It turns out that the construction of higher associated hypersurfaces becomes much more transparent in the Lagrangian approach.

More precisely, let $P=P^{n-1}$ be our projective space, $X \subset P$ be an irreducible subvariety of dimension $m-1 \geq k-1$ and $G=G(n-k, n)$ be the Grassmannian. The ( $m-k$ )-th associated hypersurface $\mathcal{Z}_{m-k}(X)$ is a hypersurface in $G$. We replace $X$ and $\mathcal{Z}_{m-k}(X)$ by their conormal varieties Con $(X) \subset T^{*} P$ and $\operatorname{Con}\left(\mathcal{Z}_{m-k}(X)\right) \subset T^{*} G$. We shall show that $\operatorname{Con}\left(\mathcal{Z}_{m-k}(X)\right)$ can be obtained from Con $(X)$ by a very simple construction.

Let $F \subset P \times G$ be the flag variety (or incidence variety), i.e.,

$$
\begin{equation*}
F=\{(\lambda, L) \in P \times G: \lambda \in L\} . \tag{3.6}
\end{equation*}
$$

In accordance with our general approach, we consider the conormal bundle of $F$ in $P \times G$ which we denote by

$$
\begin{equation*}
\Xi=T_{F}^{*}(P \times G) \subset T^{*}(P \times G)=T^{*} P \times T^{*} G \tag{3.7}
\end{equation*}
$$

We have a natural diagram of projections (the Lagrangian correspondence)

where, by $q_{P}$ and $q_{G}$, we denote the projections of $\Xi$ to the first and second factors in (3.7). The map $q_{P}$ is a locally trivial fibration. Therefore if $\Lambda \subset T^{*} P$ is any irreducible Lagrangian variety, then $q_{G}\left(q_{P}^{-1}(\Lambda)\right) \subset T^{*} G$ is also an irreducible variety. It is this simple construction that is relevant to our problem.

Proposition 3.15. In the above notation, we have

$$
\begin{equation*}
\operatorname{Con}\left(\mathcal{Z}_{m-k}(X)\right)=q_{G}\left(q_{P}^{-1}(\operatorname{Con}(X))\right) \tag{3.9}
\end{equation*}
$$

The proof is based on a lemma which describes $\Xi=T_{F}^{*}(P \times G)$ in intrinsic terms. Let $(\lambda, \xi) \in T^{*} P$. In other words, $\lambda \in P=P^{n-1}$ is a 1 -dimensional subspace in $\mathbf{C}^{n}$ and $\xi \in T_{\lambda}^{*} P$ is a covector at $\lambda$. Let also $(\mathbf{L}, \eta) \in T^{*} G$. We think of $\mathbf{L}$ as an $(n-k)$-dimensional vector subspace in $\mathbf{C}^{n}$, and denote by $L$ the corresponding projective subspace in $P$. A covector $\eta \in T_{\mathrm{L}}^{*} G$ can be regarded as an element of $\operatorname{Hom}\left(\mathbf{C}^{n} / \mathbf{L}, \mathbf{L}\right)$. Now the question which we want to answer is: when does the tuple $(\lambda, \xi, \mathbf{L}, \eta)$ belong to $\Xi$ ?

Lemma 3.16. Let $(\lambda, \xi, \mathbf{L}, \eta) \in T^{*} P \times T^{*} G$ be a point with non-zero $\xi, \eta$. If this point belongs to $\Xi$ then the following conditions hold:
(1) $\lambda \in L$ (i.e., $(\lambda, L) \in F$ ).
(2) The projectivization $L$ of $L$ lies in the hyperplane $\pi \subset P$, which is tangent to the vector subspace $\{\xi=0\} \subset T_{\lambda} P$.
(3) The hyperplane $\{\eta=0\} \subset T_{\mathrm{L}} G$ is the sum

$$
T_{\mathbf{L}} G_{\alpha}(\lambda)+T_{\mathbf{L}} G_{\beta}(\pi)
$$

where $G_{\alpha}, G_{\beta}$ are $\alpha$-and $\beta$-varieties (see subsection $A$ ). Conversely, if these conditions hold then there is $c \in \mathbf{C}^{*}$ such that $(\lambda, \xi, \mathbf{L}, c \eta) \in \Xi$.

Proof of the lemma. Let us define the following vector bundle $E$ on $P \times G$. By definition, the fiber of $E$ at a point $(\lambda, \mathbf{L})$ is set to be $\operatorname{Hom}\left(\lambda, \mathbf{C}^{n} / \mathbf{L}\right)$. Let $s \in H^{0}(P \times G, E)$ be the section whose value at $(\lambda, \mathbf{L})$ is the natural composite map $\lambda \hookrightarrow \mathbf{C}^{n} \rightarrow \mathbf{C}^{n} / \mathbf{L}$. This section vanishes whenever $\lambda \subset \mathbf{L}$, i.e., it vanishes on $F$. The differential $d s$ gives an identification

$$
\begin{equation*}
\left.T_{F}^{*}(P \times G) \cong E^{*}\right|_{F} \tag{3.10}
\end{equation*}
$$

So any conormal space $T_{F}^{*}(P \times G)_{(\lambda, \mathbf{L})}$ is identified with $\lambda \otimes \mathbf{L}^{\perp}$ where $\mathbf{L}^{\perp} \subset \mathbf{C}^{n *}$ is the orthogonal complement to $\mathbf{L}$. The projections

$$
T_{F}^{*}(P \times G)_{(\lambda, \mathbf{L})}=\lambda \otimes \mathbf{L}^{\perp} \quad \longrightarrow \quad T_{\lambda}^{*} P=\lambda \otimes \lambda^{\perp}
$$

$$
T_{F}^{*}(P \times G)_{(\lambda, \mathbf{L})}=\lambda \otimes \mathbf{L}^{\perp} \quad \longrightarrow \quad T_{\mathbf{L}}^{*} G=\mathbf{L} \otimes \mathbf{L}^{\perp}
$$

are induced respectively by the inclusions $\mathbf{L}^{\perp} \subset \lambda^{\perp}, \lambda \subset \mathbf{L}$ valid for $(\lambda, \mathbf{L}) \in F$. The condition $(\lambda, \xi, \mathbf{L}, \eta) \in \Xi$ means simply that $\xi \in \lambda \otimes \lambda^{\perp}$ and $\eta \in \mathbf{L} \otimes \mathbf{L}^{\perp}$ both come from the same vector $\zeta \in \lambda \otimes \mathbf{L}^{\perp}$.

Now let us suppose that $(\lambda, \xi, \mathbf{L}, \eta) \in \Xi$ and show that the conditions (1)(3) are satisfied. The fact that $\xi$ comes from $\lambda \otimes \mathbf{L}^{\perp}$ means that the hyperplane $\pi=\operatorname{Ker} \xi$ contains $L$. This is the condition (2) of the lemma. Let us write $\xi=\zeta=x \otimes g$ where $x \in \lambda, g \in \mathbf{L}^{\perp}$ (note that $\lambda$ is 1 -dimensional!). Let us remark that the hyperplane $\pi$ is given by the vanishing of the linear form $g$. Since $\eta \in \mathbf{L} \otimes \mathbf{L}^{\perp}$ also comes from $\zeta=x \otimes g$, it is implied that $\operatorname{Ker} \eta \subset \mathbf{L}^{*} \otimes\left(\mathbf{L}^{\perp}\right)^{*}$ has the form

$$
\text { Ker } \eta=\left(x^{\perp} \otimes\left(\mathbf{L}^{\perp}\right)^{*}\right)+\left(L^{*} \otimes g^{\perp}\right)
$$

But $x^{\perp} \otimes\left(\mathbf{L}^{\perp}\right)^{*}=T_{\mathbf{L}} G_{\alpha}(\lambda)$ and $\mathbf{L}^{*} \otimes g^{\perp}=T_{\mathbf{L}} G_{\beta}(\pi)$, so we get the condition (3). This proves the lemma in one direction.

Conversely, suppose that the conditions (1)-(3) hold. As above, (2) implies that $\xi \in \lambda \otimes \mathbf{L}^{\perp}$, say $\xi=x \otimes g$ where $x \in \lambda, g \in \mathbf{L}^{\perp}$, and that $\pi$ is given by the vanishing of $g$. The condition (3) gives that $\eta$ and $x \otimes g$ have the same kernel and thus are proportional. The lemma is proved.

Proof of Proposition 3.15. As in Section 2E Chapter 3, we use the notation $E T_{\lambda} X$ for the embedded tangent space to $X$ at a smooth point $\lambda \in X$. Note that both sides of the proposed equality (3.9) are irreducible subvarieties in $G$. Hence it is enough to prove that for some Zariski open subset $V \subset q_{P}^{-1}(\operatorname{Con}(X))$ of "generic points," the set $q_{G}(V)$ is a Zariski dense subset in $\operatorname{Con}\left(\mathcal{Z}_{m-k}(X)\right)$. We define $V$ as the set of all

$$
(\lambda, \xi, \mathbf{L}, \eta) \in q_{P}^{-1}(\operatorname{Con}(X)) \subset T^{*} P \times T^{*} G
$$

such that
(a) $\lambda$ is a smooth point of $X$.
(b) The projectivization $L$ of $L$ (which contains the point $\lambda$ ) together with the embedded tangent space $E T_{\lambda} X$ span the hyperplane $\pi \subset P$ tangent to $\{\xi=0\}$ at $\lambda$.
Note that, under the assumption (b), the covector $\xi$ is determined, up to a scalar factor, by $\lambda$ and $L$. Moreover, since both $L$ and $E T_{\lambda} X$ are contained in the same hyperplane, we have $\operatorname{dim}\left(L \cap E T_{\lambda} X\right) \geq m-k$, i.e., $L \in \mathcal{Z}_{m-k}(X)$.

We consider the open subset $V_{1} \subset V$ consisting of $(\lambda, \xi, \mathbf{L}, \eta)$ for which, in addition, $L$ is a smooth point of $\mathcal{Z}_{m-k}(X)$. We claim that $q_{G}\left(V_{1}\right)$ is a Zariski dense subset in $\operatorname{Con}\left(\mathcal{Z}_{m-k}(X)\right)$. Indeed, it remains only to show that if $(\lambda, \xi, \mathbf{L}, \eta) \in V_{1}$
then $\eta \in\left(T_{\mathcal{Z}_{m-k}(X)}^{*} G\right)_{\mathrm{L}}$ and, moreover, any conormal vector to $\mathcal{Z}_{m-k}(X)$ at L is thus obtained. By the condition (3) of Lemma 3.16, this is equivalent to the statement that

$$
\begin{equation*}
T_{\mathbf{L}} G_{\alpha}(\lambda)+T_{\mathbf{L}} G_{\beta}(\pi)=T_{\mathbf{L}} \mathcal{Z}_{m-k}(X) \tag{3.11}
\end{equation*}
$$

However, since $X$ is smooth at $\lambda$ and $\mathcal{Z}_{m-k}(X)$ is smooth at $\mathbf{L}$, we can replace $X \subset P$ by its first order approximation at $\lambda$, i.e., by the embedded tangent space $E T_{\lambda} X \subset P$ so that

$$
\begin{equation*}
T_{\mathbf{L}} \mathcal{Z}_{m-k}(X)=T_{\mathbf{L}} \mathcal{Z}_{m-k}\left(E T_{\lambda} X\right) \tag{3.12}
\end{equation*}
$$

The equality

$$
\begin{equation*}
T_{\mathbf{L}} G_{\alpha}(\lambda)+T_{\mathbf{L}} G_{\beta}(\pi)=T_{\mathbf{L}} \mathcal{Z}_{m-k}\left(E T_{\lambda} X\right) \tag{3.13}
\end{equation*}
$$

is easy to establish. Indeed, both sides of it are hyperplanes in $T_{\mathbf{L}} G$. The summand $T_{\mathbf{L}} G_{\alpha}(\lambda)$ corresponds to infinitesimal displacements of $\mathbf{L}$ containing $\lambda$. Such displacements lie on the right hand side of (3.13) by definition. The summand $T_{\mathrm{L}} G_{\beta}(\pi)$ corresponds to infinitesimal displacements of $L$ (the projectivization of $\mathbf{L}$ ) inside $\pi$. Any such displacement intersects $E T_{\lambda} X$ along a subspace of dimension $\geq m-k$. So the second summand is also contained on the right hand side. The equality (3.13) follows for dimension reasons. Proposition 3.15 is proved.

Having Proposition 3.15 at our disposal, it is very easy to explain why higher associated hypersurfaces are coisotropic. Let $Y \subset T^{*} G$ be the space of isotropic covectors, i.e., covectors defining coisotropic hyperplanes. More precisely, we call a covector $\eta \in T_{\mathbf{L}}^{*} G=\operatorname{Hom}\left(\mathbf{C}^{n} / \mathbf{L}, \mathbf{L}\right)$ coisotropic if the corresponding operator $\mathbf{C}^{n} / \mathbf{L} \rightarrow \mathbf{L}$ has rank $\leq 1$. Clearly a hypersurface $Z \subset G$ is coisotropic if and only if its conormal variety $\operatorname{Con}(Z) \subset T^{*} G$ lies in $Y$. Now part (a) of Theorem 3.14 (higher associated varieties are coisotropic) follows from Proposition 3.15 and the next simple fact.

Proposition 3.17. In the notation from (3.8) the variety $Y \subset T^{*} G$ coincides with $q_{G}(\Xi)$.

Proof. Our statement is an immediate consequence of the condition (3) in Lemma 3.16 and the fact that coisotropic hyperplanes are precisely sums of an $\alpha$-subspace and a $\beta$-subspace (Proposition 3.8).

Let us now turn to part (b) of Theorem 3.14 (any coisotropic hypersurface is higher associated). Let $Z \subset G$ be an irreducible coisotropic hypersurface. Consider the variety

$$
\begin{equation*}
\Lambda=q_{P}\left(q_{G}^{-1}(\operatorname{Con}(Z))\right) \subset T^{*} P \tag{3.14}
\end{equation*}
$$

where $q_{P}, q_{G}$ are defined in (3.8).
Lemma 3.18. $\Lambda$ is an irreducible conic Lagrangian variety.
Proof. $\quad \Lambda$ is conic (i.e., invariant under dilations) since both $\operatorname{Con}(Z) \subset T^{*} G$ and $\Xi \subset T^{*} P \times T^{*} G$ are. The statement that $\Lambda$ is Lagrangian means that, first, $\operatorname{dim} \Lambda=\operatorname{dim} P=n-1$ and, second, the restriction to (the smooth locus of) $\Lambda$ of the symplectic form $\omega$ on $T^{*} P$ vanishes identically.

To see that $\operatorname{dim} \Lambda=n-1$, note that $\operatorname{dim} Y=k(n-k)+n-1$, since $Y$ is a fibration over $G$ with the fiber being the cone over the Segre variety $P^{k-1} \times P^{n-k-1}$. So the dimension of fibers of $q_{G}$ over non-zero covectors from $Y$ is equal to

$$
\begin{gathered}
\operatorname{dim} \Xi-\operatorname{dim} Y=\operatorname{dim} P+\operatorname{dim} G-\operatorname{dim} Y \\
=(n-1)+k(n-k)-(k(n-k)+n-1)=0 .
\end{gathered}
$$

In other words, any non-zero covector $\eta \in Y$ lifts uniquely to $\Xi$. (This can be also seen from the reasoning in the proof of Lemma 3.16.) Since $Z$ is coisotropic, we have that $\operatorname{Con}(Z) \subset Y$ and so $\operatorname{dim} q_{G}^{-1} \operatorname{Con}(Z)=k(n-k)$. Now the fibers of $q_{P}$ have dimension

$$
\operatorname{dim} \Xi-\operatorname{dim} T^{*} P=k(n-k)-(n-1)
$$

Therefore

$$
\operatorname{dim} \Lambda=\operatorname{dim} q_{P}\left(q_{G}^{-1}(\operatorname{Con}(Z))\right) \geq n-1
$$

This inequality will suffice if we show that the symplectic form $\omega$ vanishes on $\Lambda$.
To see this, we introduce local coordinates $x_{i}$ on $P$ and let $\xi_{i}=d x_{i}$ so that the $x_{i}$ and $\xi_{i}$ combined are local coordinates on $T^{*} P$. Similarly, let $\left(y_{j}, \eta_{j}\right), \eta_{j}=d y_{j}$ be local coordinates on $T^{*} G$. Since $\Xi \subset T^{*} P \times T^{*} G$ is Lagrangian, we have

$$
\begin{equation*}
\left.\left(\sum_{i} d x_{i} \wedge d \xi_{i}+\sum_{j} d y_{j} \wedge d \eta_{j}\right)\right|_{\Xi}=0 \tag{3.15}
\end{equation*}
$$

Since $\operatorname{Con}(Z) \subset T^{*} G$ is Lagrangian, we get $\left.\left(\sum_{j} d y_{j} \wedge d \eta_{j}\right)\right|_{\operatorname{Con}(Z)}=0$. We regard this as an equality on $T^{*} P \times T^{*} G$ :

$$
\begin{equation*}
\left.\left(\sum_{j} d y_{j} \wedge d \eta_{j}\right)\right|_{\tilde{q}_{G}^{-3}(\operatorname{Con}(Z))}=0 \tag{3.16}
\end{equation*}
$$

where $\tilde{q}_{G}: T^{*} P \times T^{*} G \rightarrow T^{*} G$ is the projection. The equations (3.15) and (3.16) imply that, on $T^{*} P \times T^{*} G$, we have

$$
\left.\left(\sum_{i} d x_{i} \wedge d \xi_{i}\right)\right|_{\bar{q}_{G}^{-1}(\operatorname{Con}(Z)) \cap \Xi}=0
$$

from which, on $T^{*} P$, we get $\left.\left(\sum_{i} d x_{i} \wedge d \xi_{i}\right)\right|_{\Lambda}=0$. Lemma 3.18 is proved.
Now let us apply Proposition 3.1 of Chapter 1 which says that any irreducible conic Lagrangian variety $\Lambda \subset T^{*} P$ has the form $\Lambda=\operatorname{Con}(X)$ for some subvariety $X \subset P$. By our construction (3.14) of $\Lambda$ we have

$$
\operatorname{Con}(Z)=q_{G}\left(q_{P}^{-1}(\Lambda)\right)=q_{G}\left(q_{P}^{-1}(\operatorname{Con}(X))\right.
$$

It is easy to see from the fact that $Z$ is a hypersurface that $\operatorname{dim} X=m-1 \geq k-1$. Proposition 3.15 implies that $Z=\mathcal{Z}_{m-k}(X)$.

This completes the proof of Theorem 3.14.

## D. $\alpha$-distributions and the characterization of associated hypersurfaces

We have established (Theorem 3.14) that coisotropic hypersurfaces in $G(n-k, n)$ are precisely higher associated hypersurfaces of subvarieties $X \subset P^{n-1}$ with $\operatorname{dim} X \geq k-1$. The question now is how to characterize genuine associated hypersurfaces among all coisotropic ones.

Recall (Proposition 3.8) that any coisotropic hyperplane in $\operatorname{Hom}(B, C)$ contains a unique $\alpha$-subspace and a unique $\beta$-subspace. Therefore, if $Z \subset G(n-k, n)$ is a coisotropic hypersurface then for any smooth point $L \in Z$ we have, in the tangent space $T_{L} Z$, a uniquely defined $\alpha$-subspace $E(L)$ and a uniquely defined $\beta$-subspace $E^{\prime}(L)$. Clearly these subspaces vary holomorphically with $L \in Z$. So we obtain two distributions (or Pfaff systems) on $Z$. We call them the $\alpha$ - and $\beta$-distributions of $Z$ and denote them by $\mathcal{E}_{\alpha, Z}$ and $\mathcal{E}_{\beta, Z}$. They are defined on the smooth locus of $Z$.

It is the $\alpha$-distribution $\mathcal{E}_{\alpha, Z}$ which will be of special importance for us. Note that if $Z$ is the (genuine) associated hypersurface of some $X \subset P^{n-1}, \operatorname{dim} X=$ $k-1$ then $Z$ is fibered (generically) over $X$ since a generic ( $n-k-1$ )-plane intersecting $X$ does so in only one point. Fibers of the arising projection $\pi: Z \rightarrow$ $X$ are $\alpha$-varieties $G_{\alpha}(x), x \in X$. So in this case the $\alpha$-distribution $\mathcal{E}_{\alpha, Z}$ consists of planes tangent to fibers of $\pi$.

In general, a distribution of $p$-dimensional subspaces in tangent spaces of a manifold $Y$ is called integrable if it possesses a $p$-dimensional integral submanifold through each point of $Y$.

Theorem 3.19. A hypersurface $Z \subset G(n-k, n)$ is the associated hypersurface of some $(k-1)$-dimensional $X \subset P^{n-1}$ if and only if the next two condition hold:
(a) $Z$ is coisotropic;
(b) The $\alpha$-distribution $\mathcal{E}_{\alpha, Z}$ of $Z$ is integrable.

In this case integral manifolds of $\mathcal{E}_{\alpha, Z}$ are $\alpha$-varieties $G_{\alpha}(x)$, and the variety $X$ can be recovered as the set of points $x$ parametrizing these integral manifolds.

Proof. If $Z$ is associated to some $X$ then, as we have just seen, $\mathcal{E}_{\alpha, Z}$ consists of tangent planes to fibers of the (generically defined) projection $Z \rightarrow X$, so it is integrable. The converse statement is based on the following.

Lemma 3.20. Let $\Gamma \subset G(n, k, n)$ be an irreducible variety whose tangent space at every smooth point $L \in \Gamma$ is an $\alpha$-subspace in $T_{L} G(n-k, n)$. Then $\Gamma$ is an $\alpha$-variety $G_{\alpha}(x)$ for some $x \in P^{n-1}$.

Proof. At any smooth point $L \in \Gamma$, we have, by our assumption,

$$
\begin{equation*}
T_{L} \Gamma=T_{L} G_{\alpha}(x(L)) \tag{3.17}
\end{equation*}
$$

where $x(L) \in P^{n-1}$ is some point contained in $L$; clearly, $x(L)$ depends on $L \in \Gamma$ in an analytic way. In other words, (3.17) means that any infinitesimal displacement of $L$ in $\Gamma$ fixes $x(L)$. Let $M \subset P^{n-1}$ be the closure of the set of all points $x(L)$ for smooth $L \in \Gamma$. We claim that $M$ is a point. Indeed, we have a map

$$
\varphi: \Gamma_{s m} \rightarrow M, \quad L \mapsto x(L)
$$

where $\Gamma_{s m}$ is the smooth locus of $\Gamma$. By definition $\operatorname{Im} \varphi$ is dense in $M$. On the other hand, the differential of $\varphi$ at any point

$$
d_{L} \varphi: T_{L} \Gamma \rightarrow T_{x(L)} M
$$

is the zero map. To see this, let $v \in T_{L} \Gamma$ be an infinitesimal movement of $L$ in $\Gamma$. By our assumption this infinitesimal movement preserves $x(L)$. This means that the infinitesimal movement of $x(L)$ corresponding to $v$, is zero, i.e., $\left(d_{L} \varphi\right)(v)=0$. So $M$ is indeed a point and the lemma is proved.

Having Lemma 3.20, it is easy to finish the proof of Theorem 3.19. Indeed, let $Z \subset G(n-k, n)$ be a coisotropic hypersurface such that the distribution $\mathcal{E}_{\alpha, Z}$ is integrable. By Lemma 3.20, each integral variety of $\mathcal{E}_{\alpha, Z}$ is an $\alpha$-variety $G_{\alpha}(x)$ for some $x \in P^{n-1}$. Let $X \subset P^{n-1}$ be the closure of the set of $x$ obtained in this way. Then $Z$ consists precisely of $(n-k-1)$-dimensional projective subspaces intersecting $X$. Since $Z$ is a hypersurface, it follows that $\operatorname{dim} X=k-1$, and we are done.
E. $\alpha$-integrability in coordinates

We first recall the Frobenius theorem on the integrability of distributions (Pfaff systems). Let $Z$ be a complex analytic manifold of dimension $m$ and $\alpha_{1}, \ldots, \alpha_{r}$ be holomorphic 1 -forms on $Z$ linearly independent at every point. For any $x \in Z$, the vanishing of linear forms $\alpha_{1}(x), \ldots, \alpha_{r}(x): T_{x} Z \rightarrow \mathbf{C}$ defines a vector subspace
$E(x) \subset T_{x} Z$ of codimension $r$. We denote by $\mathcal{E}$ the distribution (Pfaff system) formed by these subspaces. The Frobenius theorem is as follows $\left[\mathrm{BCG}^{3}\right]$.

Theorem 3.21. The distribution $\mathcal{E}$ is integrable if and only iffor each $i$ we have

$$
\begin{equation*}
d \alpha_{i} \wedge \alpha_{1} \wedge \cdots \wedge \alpha_{r}=0 \tag{3.18}
\end{equation*}
$$

We are going now to implement this theorem for the particular situation when $Z$ is an irreducible coisotropic hypersurface in the Grassmannian $G(n-k, n)$ and $\mathcal{E}$ is the $\alpha$-distribution $\mathcal{E}_{\alpha, Z}$ of $Z$. Of course $Z$ may be singular so $\mathcal{E}_{\alpha, Z}$ is defined only at smooth points of $Z$.

We abbreviate $G=G(n-k, n)$. We shall work with the affine coordinates on $G$, see Section 1, Chapter 3. Thus we consider the affine chart $\mathbf{C}^{(n-k) \times k} \subset G$ consisting of subspaces which are graphs of linear operators $A=\left\|a_{i j}\right\|: \mathbf{C}^{n-k} \rightarrow$ $\mathbf{C}^{k}$. The entries $a_{i j}, i=1, \ldots, n-k, j=1, \ldots, k$ are coordinates in this chart.

Let $f\left(a_{i j}\right) \in \mathbf{C}\left[a_{i j}\right]$ be the equation of the hypersurface $Z$. This is a polynomial which may be reducible (in case $Z$ is reducible) but not divisible by squares of irreducible polynomials. As we have seen in Proposition 3.12, the coisotropy of $Z$ is equivalent to the fact that the matrix $\left\|\partial f / \partial a_{i j}\right\|$ has rank 1 everywhere on $Z$. In other words, for any $z \in Z$, all rows of the matrix $\left\|\partial f / \partial a_{i j}\right\|(z)$ are vectors of length $k$ proportional to each other. Let us assume that, say, the first row, i.e., the vector $\left(\partial f / \partial a_{11}, \ldots, \partial f / \partial a_{1 k}\right)(z)$ is non-zero in the neighborhood of a given point of $Z$. Then this vector generates the 1 -dimensional subspace $\operatorname{Im}\left\|\partial f / \partial a_{i j}\right\|(z)$. By Proposition 3.8, the $\alpha$-subspace $E_{\alpha}(z) \subset T_{z} Z$ consists of those matrices $B=\left\|b_{i j}\right\| \in T_{z} G=\mathbf{C}^{(n-k) \times k}$ for which

$$
\begin{equation*}
\left(\partial f / \partial a_{11}, \ldots, \partial f / \partial a_{1 k}\right)(z) \cdot B=0 \tag{3.19}
\end{equation*}
$$

Thus the distribution $\mathcal{E}_{\alpha, Z}$ is given (on the part of $Z$ where the first row of $\left\|\partial f / \partial a_{i j}\right\|$ is not zero) by the vanishing of the following 1 -forms:

$$
\left\{\begin{array}{l}
\alpha_{1}=\frac{\partial f}{\partial a_{11}} d a_{11}+\cdots+\frac{\partial f}{\partial a_{1 k}} d a_{1 k}  \tag{3.20}\\
\vdots \\
\alpha_{n-k}=\frac{\partial f}{\partial a_{11}} d a_{n-k, 1}+\cdots+\frac{\partial f}{\partial a_{1 k}} d a_{n-k, k}
\end{array}\right.
$$

If, by any chance, the row $\left(\partial f / \partial a_{11}, \ldots, \partial f / \partial a_{1 k}\right)(z)$ vanishes at some point $z \in Z$, any other non-vanishing row $\left(\partial f / \partial a_{i 1}, \ldots, \partial f / \partial a_{i k}\right)(z)$ would do the job. More precisely, we introduce the forms

$$
\begin{equation*}
\alpha_{j}^{i}=\frac{\partial f}{\partial a_{i 1}} d a_{j 1}+\cdots+\frac{\partial f}{\partial a_{i k}} d a_{j k}, i, j=1, \ldots, n-k \tag{3.21}
\end{equation*}
$$

Then, for any smooth point $z \in Z$, there is at least one $i$ such that the 1 -forms $\alpha_{1}^{i}, \ldots, \alpha_{n-k}^{i}$ define the $\alpha$-subspace $E_{\alpha}(z)$.

Note that the forms (3.20), as well as the forms $\alpha_{1}^{i}, \ldots, \alpha_{n-k}^{i}$ for any $i$, are linearly dependent on $Z$. Indeed, on $Z$ we have

$$
\begin{equation*}
0=d f=\sum_{i, j} \frac{\partial f}{\partial a_{i j}} d a_{i j}=\alpha_{1}^{1}+\ldots+\alpha_{n-k}^{n-k} \tag{3.22}
\end{equation*}
$$

If, for a given $i$, the $i$ - th row of the matrix $\left\|\partial f / \partial a_{i j}\right\|$ is zero then all the forms $\alpha_{j}^{i}, j=1, \ldots, n-k$ are certainly zero. If this row is a non-zero vector then all the other rows are its multiples, so there are coefficients $\lambda_{l}$ such that $\alpha_{j}^{l}=\lambda_{l} \alpha_{j}^{i}$ for any $j$, so (3.22) implies $\sum_{l} \lambda_{l} \alpha_{l}^{i}=0$. In other words, to define the distribution $\mathcal{E}_{\alpha, Z}$, we need to take an appropriate subset of the forms $\alpha_{1}^{i}, \ldots, \alpha_{n-k}^{i}$ of cardinality $n-k-1$. This leads to the following conclusion.

Theorem 3.22. Let $f \in \mathbf{C}\left[a_{i j}\right]$ be a square-free polynomial in entries of an $(n-k) \times k$-matrix $\left\|a_{i j}\right\|$ such that the hypersurface $Z=\{f=0\}$ in $\mathbf{C}^{(n-k) \times k} \subset$ $G(n-k, n)$ is coisotropic. The $\alpha$-distribution $\mathcal{E}_{\alpha, Z}$ is integrable if and only if for each $i_{\nu}, j_{v} \in 1, \ldots, n-k, v=1, \ldots, n-k$ the $(n-k+2)$-form

$$
\begin{equation*}
d f \wedge d \alpha_{j_{1}}^{i_{1}} \wedge \alpha_{j_{2}}^{i_{2}} \wedge \cdots \wedge \alpha_{j_{n-k}}^{i_{n-k}} \tag{3.23}
\end{equation*}
$$

vanishes at every point of $Z$. In other words, it is required that any component of any form (3.23) (which is a polynomial in $a_{i j}$ ) be divisible by the polynomial $f$.

Proof. This follows from the above analysis and from the Frobenius theorem 3.21 once we observe the following obvious fact. For any differential $r$-form $\Omega$ on $\mathbf{C}^{(n-k) \times k}$, the restriction of $\Omega$ on $Z$ vanishes (as an $r$-form on $Z$ ) if and only if $d f \wedge \Omega$ vanishes at every point of $Z$.

Remark 3.23. (a) The conditions for a hypersurface $\{f=0\}$ to be an associated hypersurface, given in Proposition 3.12 and Theorem 3.22, have the form $D_{i}(f) \equiv$ $0(\bmod f)$ where the $D_{i}$ are some non-linear differential operators. It is possible in principle to interpret these conditions as algebraic equations on coefficients of $f$ : we need to "eliminate" the indeterminate factor $g$ in $D_{i}(f)=f g$ which can be done by some linear algebra*. However, the resulting equations will have a degree much higher that the degree of homogeneity of $D_{i}(f)$ in $f$. For example,

[^3]the conditions of coisotropy (Proposition 3.12) look like quadratic equations in coefficients of $f$, but in fact they are not.
(b) The approach of [Ca5] and [GrM] used not affine but Plücker coordinates in the Grassmannian. Let us illustrate this for the case of $G(2,4)$. We represent a hypersurface $Z$ by a homogeneous polynomial $F$ in Plücker coordinates $p_{i j}, 1 \leq$ $i<j \leq 4$. The polynomial $F$ in now defined not uniquely but modulo the Plücker relation $R=p_{12} p_{34}-p_{13} p_{24}+p_{14} p_{23}$. The coisotropy condition in Plücker coordinates has the form
\[

$$
\begin{equation*}
\frac{\partial F}{\partial p_{12}} \cdot \frac{\partial F}{\partial p_{34}}-\frac{\partial F}{\partial p_{13}} \cdot \frac{\partial F}{\partial p_{24}}+\frac{\partial F}{\partial p_{14}} \cdot \frac{\partial F}{\partial p_{23}} \equiv 0(\bmod F, R) . \tag{3.24}
\end{equation*}
$$

\]

It was first proved by Cayley [Ca5] that any hypersurface in $G(2,4)$ whose equation in Plücker coordinates satisfies (3.24) consists either of all lines meeting some curve or of all lines tangent to some surface.

PART II
A-Discriminants and A-Resultants

## CHAPTER 5

## Toric Varieties

In Part I we studied discriminants and resultants in the general context of projective geometry: our setup was that of an arbitrary projective variety $X \subset P^{n-1}$. We now want to move into a more combinatorial setting, which is closer to the classical concept of discriminants and resultants for polynomials. This setting corresponds to the situation when $X \subset P^{n-1}$ is a toric variety. In the present chapter, we have adapted the theory of toric varieties for our purposes. Since there are several references available on the subject [D] [Fu 2] [O], we did not attempt to be exhaustive or self-contained. Our exposition is organized "from the special to the general" so that the general description of toric varieties in terms of fans appears at the very end of the chapter.

## 1. Projectively embedded toric varieties

## A. Monomials and the A-philosophy

A monomial in $k-1$ variables $x_{1}, \ldots, x_{k-1}$ is a function

$$
\begin{equation*}
x^{\omega}=x_{1}^{\omega_{1}} \cdots x_{k-1}^{\omega_{k-1}} \tag{1.1}
\end{equation*}
$$

where $\omega=\left(\omega_{1}, \ldots, \omega_{k-1}\right) \in \mathbf{Z}_{+}^{k-1}$ is the exponent vector. It will be convenient to allow the $\omega_{i}$ to be arbitrary integers, possibly negative. In this case we get Laurent monomials. A Laurent monomial is a well-defined function

$$
\begin{equation*}
x \mapsto x^{\omega}:\left(\mathbf{C}^{*}\right)^{k-1} \rightarrow \mathbf{C}^{*} \tag{1.2}
\end{equation*}
$$

A variety of the form $\left(\mathbf{C}^{*}\right)^{k-1}$ is known as an (algebraic) torus. It is a group under component-wise multiplication. A Laurent monomial is nothing more than a character of the torus. By a Laurent polynomial, we mean a finite linear combination of Laurent monomials. Any usual polynomial can be considered as a Laurent polynomial.

Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of integer vectors which can be identified with corresponding monomials. By $\mathbf{C}^{A}$, we denote the space of Laurent polynomials with monomials from $A$, i.e., of polynomials of the form

$$
\begin{equation*}
f(x)=f\left(x_{1}, \ldots, x_{k-1}\right)=\sum_{\omega \in A} a_{\omega} x^{\omega} \tag{1.3}
\end{equation*}
$$

The study of many problems involving polynomials becomes more transparent if we consider not individual polynomials but polynomials with indeterminate coefficients. For this, it is useful to fix $A \subset \mathbf{Z}^{k-1}$ and consider all polynomials from $\mathbf{C}^{A}$ at once. In the subsequent chapters we shall apply this " $A$-philosophy" to the problem of the discriminant (find whether a given polynomial defines a singular hypersurface) and the resultant (find whether $k$ given polynomials in $k-1$ variables have a common root). As an example outside the scope of the present book, let us mention the general theory of hypergeometric functions [GKZ2]. The study of integrals such as

$$
I(f)=\int f\left(x_{1}, \ldots, x_{k-1}\right)^{\alpha_{0}} x_{1}^{\alpha_{1}} \cdots x_{k-1}^{\alpha_{k-1}} d x_{1} \ldots d x_{k-1}
$$

for particular Laurent polynomials $f$ is usually quite difficult. On the other hand, considering $I(f)$ as a function of an indeterminate $f \in \mathbf{C}^{A}$ leads to a meaningful theory. In particular, it is possible to express $I(f)$ in terms of power series of a simple form (the so-called hypergeometric series).

## B. The varieties $X_{A}$ and $Y_{A}$

To set the study of Laurent polynomials in the geometric context of Part I, we associate a projective variety to a finite set $A \subset \mathbf{Z}^{k-1}$. Suppose, $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$. Define the variety $X_{A} \subset P^{n-1}$ to be the closure of the set

$$
\begin{equation*}
X_{A}^{0}=\left\{\left(x^{\omega^{(1)}}: \ldots: x^{\omega^{(n)}}\right): x=\left(x_{1}, \ldots, x_{k-1}\right) \in\left(\mathbf{C}^{*}\right)^{k-1}\right\} \tag{1.4}
\end{equation*}
$$

Varieties of the form $X_{A}$ will now be the main objects of study and we shall now apply the formalism of Part I to $X_{A}$.

Along with $X_{A} \subset P^{n-1}$, we consider the affine variety $Y_{A} \subset \mathbf{C}^{n}$, namely the cone over $X_{A}$. This can be defined as the closure in $\mathbf{C}^{n}$ of the set

$$
\begin{equation*}
Y_{A}^{0}=\left\{\left(x_{k} \cdot x^{\omega^{(1)}}, \ldots, x_{k} \cdot x^{\omega^{(n)}}\right): x=\left(x_{1}, \ldots, x_{k-1}\right) \in\left(\mathbf{C}^{*}\right)^{k-1}, x_{k} \in \mathbf{C}^{*}\right\} \tag{1.5}
\end{equation*}
$$

In a more invariant setting, we can identify the ambient vector space $\mathbf{C}^{n}$ for $Y_{A}$ as $\left(\mathbf{C}^{A}\right)^{*}$, the dual of the space of Laurent polynomials associated with $A$. Thus, a linear form $\sum a_{i} z_{i}$ on $\mathbf{C}^{n}$ will be written, when convenient, as the Laurent polynomial

$$
f(x)=\sum a_{i} x^{\omega^{(i)}} \in \mathbf{C}^{A}
$$

Geometrically, this corresponds to the restriction of linear forms to $X_{A}^{0}$. In other words, the hyperplane sections of $X_{A}$ are certain compactifications of zero loci of polynomials from $\mathbf{C}^{A}$.

Let us give some important examples of sets $A$ and varieties $X_{A}$.
Examples 1.1. (a) Let $A$ consist of all monomials in $x_{1}, \ldots, x_{k-1}$ of degree $\leq d$ that do not contain negative powers of any $x_{i}$. Let $\tilde{A}$ consist of all monomials in $k$ variables $x_{1}, \ldots, x_{k}$, homogeneous of degree exactly $d$ (not containing negative powers). The sets $A$ and $\tilde{A}$ obviously lead to the same variety $X_{A}=X_{\bar{A}}$. This is the projective space $P^{k-1}$ in its Veronese embedding

$$
P^{k-1}=P\left(\mathbf{C}^{k}\right) \hookrightarrow P\left(S^{d} \mathbf{C}^{k}\right), \quad v \mapsto v^{d}
$$

In particular, for $k=2$, we get the Veronese curve $C_{d} \subset P^{d}$, i.e., the rational normal curve in $P^{d}$ of degree $d$.
(b) Let $A$ consist of bilinear monomials $x_{i} \cdot y_{j}$, where the $x_{i}$ and $y_{j}(i=$ $1, \ldots, m ; j=1, \ldots, n$ ) are two sets of variables. The variety $X_{A}$ is the product of two projective spaces $P^{m-1} \times P^{n-1}$ in its Segre embedding

$$
P^{m-1} \times P^{n-1}=P\left(\mathbf{C}^{m}\right) \times P\left(\mathbf{C}^{n}\right) \hookrightarrow P\left(\mathbf{C}^{m} \otimes \mathbf{C}^{n}\right), \quad(v, w) \mapsto v \otimes w
$$

(c) Let $A$ consist of the monomials of the form $x_{i} \cdot y_{j} \cdot z_{k}$, where the $x_{i}(i=$ $\left.1, \ldots, m_{1}\right), y_{j}\left(j=1, \ldots, m_{2}\right)$, and $z_{k}\left(k=1, \ldots, m_{3}\right)$ are three sets of variables. Then $X_{A}$ is the triple product $P^{m_{1}-1} \times P^{m_{2}-1} \times P^{m_{3}-1}$ in its Segre embedding similar to above.
(d) Let $A$ consist of the following monomials in two variables:

$$
1, x, x^{2}, \ldots, x^{p}, y, y x, y x^{2}, \ldots, y x^{q}
$$

The variety $X_{A}$ is the rational normal scroll which we have already encountered in Example 3.6 Chapter 3.

Proposition 1.2. The varieties $X_{A}, Y_{A}$ depend only on the affine geometry of the set $A \subset \mathbf{Z}^{k-1}$. In other words, let $A \subset \mathbf{Z}^{k-1}, B \subset \mathbf{Z}^{m-1}$ and $T: \mathbf{Z}^{k-1} \rightarrow \mathbf{Z}^{m-1}$ be an integer affine transformation which is injective and such that $T(A)=B$. Then $X_{A}$ is naturally identified with $X_{B}$, and $Y_{A}$ with $Y_{B}$.

Proof. Let $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$ and $B=\left\{\eta^{(1)}, \ldots, \eta^{(n)}\right\}$ so $\eta^{(i)}=T\left(\omega^{(i)}\right)$. Write $T$ in an explicit form:

$$
T\left(a_{1}, \ldots, a_{k-1}\right)=\left(c_{1 k}+\sum_{j=1}^{k-1} c_{1 j} a_{j}, \ldots, c_{m-1, k}+\sum_{j=1}^{k-1} c_{m-1, j} a_{j}\right)
$$

where $c_{i j} \in \mathbf{Z}$. Consider the map $T^{*}:\left(\mathbf{C}^{*}\right)^{m-1} \rightarrow\left(\mathbf{C}^{*}\right)^{k-1}$, defined by

$$
T^{*}\left(s_{1}, \ldots, s_{m-1}\right)=\left(t_{1}, \ldots, t_{k-1}\right) \quad \text { where } \quad t_{j}=s_{1}^{c_{1 j}} \cdots s_{m-1}^{c_{m-1, j}}
$$

Then, for any $s=\left(s_{1}, \ldots, s_{m-1}\right)$, the points

$$
\left(s^{\eta^{(1)}}: \ldots: s^{\eta^{(n)}}\right) \in X_{B}^{0} \subset P^{n-1} \quad \text { and } \quad\left(t^{\omega^{(1)}}: \ldots: t^{\omega^{(n)}}\right) \in X_{A}^{0} \subset P^{n-1}
$$

will be the same since the corresponding vectors in $\mathbf{C}^{n}$ will be proportional. Since $T$ is injective, $T^{*}$ is surjective from which $X_{A}^{0}=X_{B}^{0}$ and $X_{A}=X_{B}$. Similarly, $Y_{A}=Y_{B}$.

A particular instance of Proposition 1.2 was already mentioned in Example 1.1 (a) (the sets $A$ and $\tilde{A}$ give the same variety).

Proposition 1.2 implies that in the construction of $X_{A}$, for $A \subset Z^{k-1}$, we can, if we wish, shrink $\mathbf{Z}^{k-1}$ to the smallest affine sublattice in $\mathbf{Z}^{k-1}$ containing $A$. We introduce special notation for it for later use.

Definition 1.3. If $A \subset \mathbf{Z}^{k-1}$ is a finite subset, then we denote by

$$
\begin{equation*}
\operatorname{Aff}_{\mathbf{Z}}(A)=\left\{\sum_{\omega \in A} n_{\omega} \cdot \omega: n_{\omega} \in \mathbf{Z}, \sum n_{\omega}=1\right\} \tag{1.6}
\end{equation*}
$$

the affine sublattice in $\mathbf{Z}^{k-1}$ generated by $A$.

## C. A general notion of a toric variety

The varieties $X_{A}$ and $Y_{A}$ introduced above belong to the following general class of algebraic varieties.

Definition 1.4. A toric variety is an irreducible complex algebraic variety $X$ equipped with an action of the algebraic torus $\left(\mathbf{C}^{*}\right)^{n}$ having an open dense orbit.

This definition is slightly more general than the one usually given in the literature: we do not require normality of $X$ (see Section 2 below for a discussion of this issue).

There is an obvious way of constructing toric varieties. Suppose that we have an action of a torus $H=\left(\mathbf{C}^{*}\right)^{m}$ on some algebraic variety $Z$. Let $z \in Z$ be any point. Consider the orbit closure $\overline{\mathrm{Hz}}$. By definition, this is a toric variety.

In particular, the variety $X_{A}$ is obtained by considering the action of the torus $\left(\mathrm{C}^{*}\right)^{k-1}$ on the projective space $P^{n-1}$ given by the formula

$$
x \cdot\left(z_{1}: \ldots: z_{n}\right)=\left(x^{\omega^{(1)}} z_{1}: \ldots: x^{\omega^{(n)}} z_{n}\right)
$$

The variety $X_{A}$ is the closure of the orbit of the point $(1: \ldots: 1)$ under this action, so it is a toric variety. Similarly, the variety $Y_{A}$ is the closure of the orbit of the
point $(1, \ldots, 1) \in \mathbf{C}^{n}$ under the obvious action of the torus $\left(\mathbf{C}^{*}\right)^{k}=\left(\mathbf{C}^{*}\right)^{k-1} \times \mathbf{C}^{*}$, see (1.5).

Note that the toric variety $X_{A} \subset P^{n-1}$ is equivariantly embedded: the action of the torus on $X_{A}$ extends to the whole $P^{n-1}$. The following converse statement is almost obvious.

Proposition 1.5. Let $X \subset P^{m-1}$ be a projective toric variety (with $\left(\mathbf{C}^{*}\right)^{k-1}$ acting on $X$ ) in an equivariant embedding. Let $<X>$ be the minimal projective subspace in $P^{m-1}$ containing $X$. If $\operatorname{dim}<X>=n-1$, then there exists a subset $A \subset \mathbf{Z}^{k-1}$ containing $n$ elements and an isomorphism $X_{A} \rightarrow X$, equivariant under the torus and extending to an equivariant projective isomorphism $P^{n-1} \rightarrow<X>$ of the ambient projective spaces.

Proof. An action of $\left(\mathbf{C}^{*}\right)^{k-1}$ on $P^{m-1}$ by projective transformations can always be lifted to a linear action on $\mathbf{C}^{m}$. Any such action is diagonalizable, so in suitable coordinates it is given by a collection of characters

$$
x \in\left(\mathbf{C}^{*}\right)^{k-1} \longmapsto \operatorname{diag}\left(x^{\omega^{(1)}}, \ldots, x^{\omega^{(m)}}\right)
$$

for some integer vectors $\omega^{(i)} \in \mathbf{Z}^{k-1}$. Let $z=\left(z_{1}: \ldots: z_{m}\right) \in X$ be a point lying on the open orbit of the torus. Some of the $z_{i}$ may equal 0 . Let $A \subset \mathbf{Z}^{k-1}$ be the collection of those $\omega^{(i)}$ for which $z_{i} \neq 0$. Then we have an isomorphism $X_{A} \rightarrow X$ as required. The rest of the proof is obvious.

Remark 1.6. There are projective toric varieties in the sense of Definition 1.4 that do not have an equivariant projective embedding. For example, consider a nodal cubic curve $X$ in $P^{2}$ with homogeneous equation

$$
z_{0} z_{2}^{2}=z_{1}^{3}-z_{0} z_{1}^{2}
$$

In the affine coordinates $x=z_{1} / z_{0}, y=z_{2} / z_{0}$, the equation is $y^{2}=x^{2}(x-1)$. The point $p=\{x=y=0\}$ is the only singular point of $X$ and $X-\{p\}=\mathbf{C}^{*}$. So there is a $\mathbf{C}^{*}$-action on $X$ with the open orbit $X-\{p\}$ and thus $X$ is a toric variety. Suppose that $X$ admits an equivariant projective embedding $\varphi: X \hookrightarrow P^{n-1}$. Then the line bundle $\mathcal{L}=\varphi^{*} \mathcal{O}(1)$ is equivariant with respect to the torus action. Denote by $d$ the degree of $\mathcal{L}$, i.e., the degree of $X$ in our embedding, and let $\operatorname{Pic}_{d}(X)$ be the moduli space of all line bundles of degree $d$ on $X$. The torus action on $X$ induces a natural action on $\operatorname{Pic}_{d}(X)$ under which the point $\mathcal{L}$ is, by our assumption, invariant. But it is easy to see that $\operatorname{Pic}_{d}(X)$ is isomorphic to $\mathbf{C}^{*}$ and that the torus action on it is transitive. This contradiction shows that $X$ does not have equivariant projective embeddings.

## D. Weight polytopes and torus orbits

We want to recall some statements from the proof of Proposition 1.5 using more invariant terminology.

Let $H=\left(\mathbf{C}^{*}\right)^{k-1}$ be an algebraic torus acting algebraically on a vector space $V$. Consider the associated action on the projectivization $P(V)$. Take any nonzero $v \in V$, and consider $\overline{P(H \cdot v)}$, the closure in $P(V)$ of the $H$-orbit of the point corresponding to $v$. This is a projective toric variety and Proposition 1.5 says that it has the form $X_{A}$, where $A=A(v) \subset \mathbf{Z}^{k-1}$ is defined as follows.

According to the standard theorem of the theory of algebraic groups, $V$ can be decomposed into the weight subspaces corresponding to characters of $H$. A character $\chi: H \rightarrow \mathbf{C}^{*}$ is just a Laurent monomial $\chi\left(t_{1}, \ldots, t_{k-1}\right)=t_{1}^{\omega_{1}} \cdots t_{k-1}^{\omega_{k-1}}$. Thus the lattice of characters of $H$ is identified with $\mathbf{Z}^{k-1}$. The weight subspace corresponding to a character $\chi$ is defined as

$$
\begin{equation*}
V_{\chi}=\{v \in V: t \cdot v=\chi(t) v \text { for any } t \in H\} \tag{1.7}
\end{equation*}
$$

and we have the weight decomposition

$$
V=\bigoplus_{x \in \mathbf{Z}^{k-1}} V_{x}
$$

Correspondingly, for any vector $v \in V$, we shall denote by $v_{\chi}$ its component of weight $\chi$, i.e., the projection of $v$ to $V_{\chi}$ along all the other weight spaces.

Set $A(v)=\left\{\chi \in \mathbf{Z}^{k-1}: v_{\chi} \neq 0\right\}$. Then $\overline{P(H \cdot v)} \cong X_{A(v)}$.
Definition 1.7. Let $H=\left(\mathbf{C}^{*}\right)^{k-1}$ be an algebraic torus acting linearly on a vector space $V$. Let $v \in V$ be any vector. The weight polytope $\mathrm{Wt}(v)$ of $v$ is the convex hull in $\mathbf{R}^{k-1}$ of the set $A(v)=\left\{\chi \in \mathbf{Z}^{k-1}: v_{\chi} \neq 0\right\}$.

This is the first appearance of convex polytopes in this book. Convex geometry will play a very important role in the chapters to follow. Right now we shall describe the correspondence between torus orbits on $\overline{P(H \cdot v)}$ and faces of the polytope $\mathrm{Wt}(v)$.

Let $X$ be a toric variety (whose torus we denote by $H$ ). Let $x, x^{\prime} \in X$ be two points. We shall say that $x^{\prime}$ is a toric specialization of $x$ if

$$
x^{\prime} \in \overline{H \cdot x}
$$

Clearly being a toric specialization is a partial order relation.

Proposition 1.8. Let $H$ and $V$ be as before. Let $v \in V$ be a non-zero vector and $X=\overline{P(H \cdot v)}$. Then $H$-orbits on $X$ are in bijection with faces of the polytope $\mathrm{Wt}(v)$. More precisely, for any $v^{\prime} \in V$ representing a point of $X$, the polytope $\mathrm{Wt}\left(v^{\prime}\right)$ is a face of $\mathrm{Wt}(v)$. If $v^{\prime}, v^{\prime \prime} \in V$ are two vectors representing points $x^{\prime}, x^{\prime \prime}$ of $X$ then $x^{\prime \prime}$ is a toric specialization of $x^{\prime}$ if and only if $\mathrm{Wt}\left(v^{\prime \prime}\right) \subset \mathrm{Wt}\left(v^{\prime}\right)$.

We reformulate and prove Proposition 1.8 in the particular case of the toric variety $X_{A} \subset P^{n-1}$ where $A \subset \mathbf{Z}^{k-1}$ is a finite set. By Proposition 1.5 , this will suffice to establish Proposition 1.8 in general.

We consider $X_{A} \subset P^{n-1}$. As in subsection B above, we think of the ambient projective space as $P\left(\left(\mathbf{C}^{A}\right)^{*}\right)$ and denote its homogeneous coordinates by $z_{\omega}, \omega \in$ A. Consider the polytope $Q \subset \mathbf{R}^{k-1}$, the convex hull of $A$. This is precisely the weight polytope of the vector $v=(1, \ldots, 1)$ whose orbit closure is $X_{A}$. Proposition 1.8 can be reformulated in our situation as follows.

Proposition 1.9. The torus orbits in $X_{A}$ are in bijection with non-empty faces of the polytope $Q$ : the orbit $X^{0}(\Gamma)$ corresponding to a face $\Gamma \subset Q$, is specified inside $X_{A}$ by conditions

$$
z_{\omega}=0 \text { for } \omega \notin \Gamma, z_{\omega} \neq 0 \text { for } \omega \in \Gamma .
$$

Denote by $X(\Gamma)$ the closure of the orbit $X^{0}(\Gamma)$. Then $X(\Gamma)$ is isomorphic to $X_{A \cap \Gamma}$. If $\Gamma$ and $\Delta$ are two faces of $Q$ then $X(\Gamma) \subset X(\Delta)$ if and only if $\Gamma \subset \Delta$.

Proof. Let $\Gamma \subset Q$ be a face. Denote by $e_{\Gamma}$ the point in $P^{n-1}$ with homogeneous coordinates $\left(z_{\omega}\right)$ where $z_{\omega}=1$ for $\omega \in \Gamma$ and $z_{\omega}=0$ for $\omega \notin \Gamma$. By definition, the points of $X_{A}$ are limits $\lim _{\tau \rightarrow 0} \alpha(\tau) \cdot e_{Q}$ for all analytic maps $\alpha$ of a punctured disk $\{\tau \in \mathbf{C}:|\tau|<\varepsilon\}$ to $\left(\mathbf{C}^{*}\right)^{k-1}$. Suppose that

$$
\alpha(\tau)=\left(c_{1} \tau^{a_{1}}+\cdots, \ldots, c_{k-1} \tau^{a_{k-1}}+\cdots\right), c_{i} \in \mathbf{C}^{*}, a_{i} \in \mathbf{Z}
$$

where the dots mean terms of higher order in $\tau$. Let $a=\left(a_{1}, \ldots, a_{k-1}\right)$. Consider the linear functional $\varphi_{a}$ on $\mathbf{R}^{k-1}$ given by $\varphi_{a}\left(b_{1}, \ldots, b_{k-1}\right)=\sum a_{i} b_{i}$. Let $\Gamma(a) \subset$ $Q$ be the supporting face of $\varphi_{a}$, i.e., the set of all points of $Q$ where $\varphi_{a}$ achieves its maximum. Then it is immediate to see that

$$
\lim _{\tau \rightarrow 0} \alpha(\tau) e_{Q}=\left(c_{1}, \ldots, c_{k-1}\right) \cdot e_{\Gamma}
$$

Hence every point of $X_{A}$ is equivalent under the action of the torus to some $e_{\Gamma}$. Since the closure of the orbit of $e_{\Gamma}$ is $X_{A \cap \Gamma}$, all the assertions of the proposition now follow.

We conclude the discussion of weight polytopes with a modification of Proposition 1.8. Let $V$ be a vector space with a linear action of the torus $H=\left(\mathbf{C}^{*}\right)^{k-1}$;
let $v \in V$ be a non-zero vector and $\mathrm{Wt}(v) \subset \mathbf{R}^{k-1}$ its weight polytope. Consider a 1-parameter subgroup in $H$ of the form

$$
\tau \longmapsto \tau^{a}=\left(\tau^{a_{1}}, \ldots, \tau^{a_{k-1}}\right) .
$$

For any covector $w \in V^{*}$, we consider the Laurent polynomial in $\tau$ given by the scalar product

$$
\begin{equation*}
\tau \mapsto\left(\tau^{a} v, w\right) \tag{1.8}
\end{equation*}
$$

For any Laurent polynomial $q(\tau)=\sum c_{i} \tau^{i}$, we call the term $c_{i} \tau^{i}$ with $i$ the largest such that $c_{i} \neq 0$, the leading term of $q$.

Let $\mathrm{Wt}(v)^{a} \subset \mathrm{Wt}(v)$ be the face where the linear form $\varphi_{a}\left(b_{1}, \ldots, b_{k-1}\right)=$ $\sum a_{i} b_{i}$ achieves its maximum. Suppose the weight decomposition of $v$ has the form

$$
v=\sum_{\chi \in \mathbf{Z}^{k-1}} v_{\chi}
$$

We define

$$
\begin{equation*}
v_{a}=\sum_{\chi \in \mathrm{Wt}(v)^{a}} v_{\chi} . \tag{1.9}
\end{equation*}
$$

Then we have the following statement.
Proposition 1.10. The leading term of the Laurent polynomial (1.8) is equal to

$$
\left(v_{a}, w\right) \cdot \tau^{\varphi_{a}\left(\mathrm{~W}_{\mathbf{t}}(v)^{a}\right)}
$$

The proof is straightforward and left to the reader.
We shall use Proposition 1.10 as a way to recover the weight polytope $\mathrm{Wt}(v)$ from the asymptotics of $\tau^{a} v$ for various 1-parameter subgroups $\tau \longmapsto \tau^{a}$.

## 2. Affine toric varieties and semigroups

## A. Classification of affine toric varieties

Let $S$ be a commutative semigroup with 0 ; its semigroup algebra $\mathbf{C}[S]$ consists of finite formal sums $\sum_{\gamma \in S} a_{\gamma} t^{\gamma}$ where the $a_{\gamma} \in \mathbf{C}$ are zero for almost all $\gamma$ and $t^{\gamma}$ is a symbol associated to $\gamma$. Multiplication in $\mathbf{C}[S]$ is given by the rule

$$
t^{\gamma} \cdot t^{\gamma^{\prime}}=t^{\gamma+\gamma^{\prime}} .
$$

If $S$ is embedded into a free Abelian group $\mathbf{Z}^{k}$ then we can view the symbol $t^{\gamma}, \gamma=\left(\gamma_{1}, \ldots, \gamma_{k}\right) \in S$ as a Laurent monomial in $k$ variables

$$
t^{\gamma}=t_{1}^{\gamma_{1}} \cdots t_{k}^{\gamma_{k}} .
$$

In particular, $\mathbf{C}\left[\mathbf{Z}^{k}\right]$ is the algebra $\mathbf{C}\left[t_{1}, t_{1}^{-1}, \ldots, t_{k}, t_{k}^{-1}\right]$ of all Laurent polynomials.
Proposition 2.1. Let $S \subset \mathbf{Z}^{k}$ be a finitely generated semigroup (with 0 ). Then $\operatorname{Spec} \mathbf{C}[S]$ is an (affine) toric variety.
Proof. We can assume that $S$ generates $\mathbf{Z}^{k}$ as an Abelian group. Then Spec $\mathbf{C}[S]$ has dimension $k$. Consider the action of the torus $\left(\mathbf{C}^{*}\right)^{k}$ on $\mathbf{C}[S]$ given by

$$
\begin{equation*}
x \cdot t^{\gamma}=x^{\gamma} t^{\gamma}, x=\left(x_{1}, \ldots, x_{k}\right) \in\left(\mathbf{C}^{*}\right)^{k}, \gamma \in S \subset \mathbf{Z}^{k} \tag{2.1}
\end{equation*}
$$

The embedding of semigroups $S \subset \mathbf{Z}^{k}$ gives an embedding

$$
\left(\mathbf{C}^{*}\right)^{k}=\operatorname{Spec} \mathbf{C}\left[\mathbf{Z}^{k}\right] \hookrightarrow \operatorname{Spec} \mathbf{C}[S]
$$

of the torus into our variety. The image of this embedding is an open orbit of the action (2.1).

Example 2.2. The semi-cubic parabola $Y$ in $\mathbf{C}^{2}$ with the equation $y^{2}=x^{3}$ is an affine toric variety. The torus $\mathbf{C}^{*}$ acts on $Y$ via $t(x, y)=\left(t^{2} x, t^{3} y\right)$. The variety $Y$ can be obtained as $\operatorname{Spec} \mathbf{C}[S]$ where $S \subset \mathbf{Z}_{+}$is the semigroup consisting of 0 , $2,3,4, \ldots$ (all non-negative integers except 1 ).

As another example, consider a finite subset $A \subset \mathbf{Z}^{k-1}$ of size $n$, and let $X_{A} \subset P^{n-1}, Y_{A} \subset \mathbf{C}^{n}$ be toric varieties introduced in Section 1B. Being the cone over $X_{A}$, the variety $Y_{A}$ is affine and can be represented as $\operatorname{Spec} \mathbf{C}[S]$, where $S=S_{A}$ is the semigroup defined as follows.

Let us embed $\mathbf{Z}^{k-1}$ into $\mathbf{Z}^{k}=\mathbf{Z}^{k-1} \oplus \mathbf{Z}$ as the lattice of vectors with the last coordinate 1. For $\omega \in \mathbf{Z}^{k-1}$, let $\tilde{\omega}=(\omega, 1)$ be the corresponding vector in $\mathbf{Z}^{k}$. Let $S_{A} \subset \mathbf{Z}^{k}$ be the semigroup generated by $\tilde{\omega}, \omega \in A$.

Proposition 2.3. The variety $Y_{A}$ coincides with $\operatorname{Spec} \mathbf{C}\left[S_{A}\right]$.
Proof. If $a=\left(a_{1}, \ldots, a_{k-1}\right) \in \mathbf{Z}^{k-1}$ then the Laurent monomial $t^{\tilde{a}}$ in $k$ variables $t=\left(t_{1}, \ldots, t_{k}\right)$ equals $t_{k} \cdot t_{1}^{a_{1}} \cdots t_{k-1}^{a_{k-1}}$. So $Y_{A}$ is the closure in $\mathbf{C}^{n}$ of the set

$$
Y_{A}^{0}=\left\{\left(t^{\bar{\omega}^{(1)}}, \ldots, t^{\bar{\omega}^{(n)}}\right), t \in\left(\mathbf{C}^{*}\right)^{k}\right\}
$$

where the $\omega^{(i)}$ are all elements of $A$, see (1.5).
The coordinate ring $\mathrm{C}\left[Y_{A}\right]$ is generated by restrictions to $Y_{A}$ of coordinate functions on $\mathbf{C}^{n}$. These functions, after being restricted to $Y_{A}^{0}$, become Laurent monomials $t^{\tilde{\omega}^{(i)}}$. Hence $\mathbf{C}\left[Y_{A}\right]$ equals the semigroup algebra $\mathbf{C}\left[S_{A}\right]$.

Proposition 2.4. Any affine toric variety $Y$ has the form $\operatorname{Spec} \mathbf{C}[S]$ for some finitely generated semigroup $S \subset \mathbf{Z}^{k}, k \geq 0$.

Proof. Let $\mathbf{C}[Y]$ be the coordinate ring of $Y$. Let $H$ be the open orbit of a torus, say $T$, acting on $Y$. Then $H$ can be identified with the quotient of $T$ by the stabilizer of some chosen point of $H$. So we can regard $H$ itself as a torus acting on $Y$. Let $H \cong\left(\mathbf{C}^{*}\right)^{k}$. Since $H \subset Y$ is open and $Y$ is irreducible, we have the embedding $\mathbf{C}[Y] \subset \mathbf{C}[H]=\mathbf{C}\left[Z^{k}\right]$. The $H$-action on itself gives rise to the action on its coordinate ring, see (2.1). Since the $H$-action extends to $Y$, the subring $\mathbf{C}[Y] \subset \mathbf{C}[H]$ is $H$-invariant. As any linear representation of the algebraic torus, the space $\mathbf{C}[Y]$ decomposes into weight subspaces. But all weight subspaces of $\mathbf{C}[H]$ are 1-dimensional and generated by monomials. Hence $\mathbf{C}[Y]$ itself is generated, as a vector space, by monomials, i.e., it is a semigroup algebra.

Now let $S \subset \mathbf{Z}^{k}$ be a finitely generated semigroup. Let $K(S) \subset \mathbf{R}^{k}$ be the polyhedral cone defined as the convex hull of $S$. Let $Y=\operatorname{Spec} \mathrm{C}[S]$ be the toric variety associated to $S$.

Proposition 2.5. Torus orbits on $Y$ are in bijection with faces of the cone $K(S)$. More precisely, the orbit $Y^{0}(\Gamma)$ corresponding to a face $\Gamma \subset K$ is specified inside $Y$ by the conditions $t^{\gamma}=0$ for $\gamma \notin S \cap \Gamma$ and $t^{\gamma} \neq 0$ for $\gamma \in S \cap \Gamma$. Denote by $Y(\Gamma)$ the closure of the orbit $Y^{0}(\Gamma)$. Then $Y(\Gamma)$ is isomorphic to $\operatorname{Spec} \mathbf{C}[S \cap \Gamma]$. If $\Gamma, \Delta$ are two faces of $K$ then $Y(\Gamma) \subset Y(\Delta)$ if and only if $\Gamma \subset \Delta$.

Proof. Choose a system of generators $B \subset S$. Consider the affine space $\mathbf{C}^{B}$ with coordinates $z_{\omega}, \omega \in B$. The variety $Y$ is embedded into $\mathbf{C}^{B}$ by the map $z_{\omega}=t^{\omega}$. The rest of the proof is similar to that of Proposition 1.9 and is therefore omitted.

## B. Normality and normalization

Usually the definition of a toric variety includes normality. Let us recall the definition of a normal variety.

Definition 2.6. Let $Y$ be an irreducible affine algebraic variety, $\mathrm{C}[Y]$ be the ring of regular functions on $Y$ and let $\mathrm{C}(Y)$ be the field of rational functions on $Y$, i.e., the quotient field of $\mathbf{C}[Y]$. The variety $Y$ is called normal if $\mathbf{C}[Y]$ is integrally closed in $\mathbf{C}(Y)$, i.e., any rational function $f \in \mathbf{C}(Y)$, satisfying an equation of the form

$$
f^{m}+g_{1} f^{m-1}+\cdots+g_{m}=0, \quad g_{i} \in \mathbf{C}[Y]
$$

lies in $\mathbf{C}[Y]$. A quasi-projective variety is called normal if it can be covered by normal affine varieties.

For a general (not necessarily normal) affine variety $Y$, the functions $f \in$ $\mathbf{C}(Y)$, satisfying the equations of the form given in Definition 2.6, form a ring $\tilde{\mathbf{C}}[Y]$ called the integral closure of $\mathbf{C}[Y]$ in $\mathbf{C}(Y)$. The spectrum $\tilde{Y}$ of this ring is
called the normalization of $Y$. The inclusion $\mathbf{C}[Y] \subset \tilde{\mathbf{C}}[Y]$ induces a surjective morphism $\pi: \tilde{Y} \rightarrow Y$ called the normalization morphism of $Y$.

If $X$ is a general quasi-projective variety then the normalization morphism of $X$ is defined using an affine covering $X=\bigcup U_{i}$. More precisely, denote by $\pi_{i}: \tilde{U}_{i} \rightarrow U_{i}$ the normalization morphism of $U_{i}$. Then it can be shown (see [Sh] for details) that the $\pi_{i}$ are compatible with intersections, i.e., the normalization of $U_{i} \cap U_{j}$ is the fiber product of $\tilde{U}_{i}$ and $\tilde{U}_{j}$ over $X$. Then we define the normalization $\tilde{X}$ of $X$ to be glued from the $\tilde{U}_{i}$.

Examples 2.7. (a) Consider the semi-cubic parabola $Y$ in $\mathbf{C}^{2}$, given by the equation $y^{2}=x^{3}$. This is a toric variety (see Example 2.2), however, it is not normal. Indeed, the coordinate ring $\mathbf{C}[Y]$ can be identified with the subring in the polynomial ring $\mathbf{C}[t]$ generated by monomials $x=t^{2}$ and $y=t^{3}$. The quotient field $\mathbf{C}(Y)$ of this ring is the full field of rational functions $\mathbf{C}(t)$. The element $f=t \in \mathbf{C}(t)$ lies in the integral closure of $\mathbf{C}[Y]$ since it satisfies the equation $f^{4}-\left(t^{2}\right)^{2}=0$. It is easy to see that the integral closure of $\mathbf{C}[Y]$ coincides with $\mathbf{C}[t]$. Thus the normalization of $Y$ is the affine line $\mathbf{C}$, and the normalization morphism $\mathbf{C} \rightarrow Y$ acts by $t \mapsto\left(t^{2}, t^{3}\right)$. Geometrically, $Y$ has a cusp at $(0,0)$. The normalization morphism straightens this cusp. Note that set-theoretically this morphism is a bijection.
(b) If near some point $y \in Y$ the variety $Y$ is the union of several branches then the normalization morphism separates these branches (see Figure 10).
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The following proposition, due to M. Hochster [Hoch], gives a feeling of what non-normality means for affine toric varieties.

## Proposition 2.8.

(a) Let $S \subset \mathbf{Z}^{k}$ be a finitely generated semigroup with 0 . Denote by $K(S) \subset \mathbf{R}^{k}$, the convex cone which is the convex hull of $S$ and by $\operatorname{Lin}_{\mathbf{Z}}(S) \subset \mathbf{Z}^{k}$ the abelian group generated by $S$. The integral closure of $\mathrm{C}[S]$ is the semigroup algebra of the semigroup $K(S) \cap \operatorname{Lin}_{\mathbf{Z}}(S)$. In particular, $\mathbf{C}[S]$ is integrally closed (and the corresponding toric variety is normal) if and only if $S=K(S) \cap \operatorname{Lin}_{\mathbf{Z}}(S)$.
(b) Any normal affine toric variety has the form $\operatorname{Spec} \mathbf{C}\left[K \cap \mathbf{Z}^{k}\right]$ for some convex polyhedral cone $K \subset \mathbf{R}^{k}$ given by inequalities with rational coefficients.

We shall not give a proof here. Let us only remark that in one direction part (a) of the proposition is quite obvious. That is, if an integral vector $b \subset \mathbf{Z}^{k}$ lies in $K(S) \cap \operatorname{Lin}_{\mathrm{Z}}(S)$ then the corresponding monomial $t^{b}$ lies in the integral closure of $\mathbf{C}[S]$. Indeed, in this case we have a representation $b=\sum_{a \in S} m_{a} \cdot a$ where the coefficients $m_{a} \in \mathbf{Q}$ are nonnegative and almost all equal to zero. Multiplying $b$ with a suitable positive integer $r$, we find that $r b \in S$. Hence the monomial $f=t^{b}$ satisfies the equation $f^{r}-g=0, g \in \mathbf{C}[S]$ and is therefore integral over $\mathbf{C}[S]$.

Remark 2.9. Our basic examples of toric varieties are the varieties $X_{A}, Y_{A}$ associated to a finite set $A \subset \mathbf{Z}^{k-1}$. The variety $Y_{A}$ is the spectrum of the semigroup $S_{A} \subset \mathbf{Z}^{k}$ generated by $A$, see Proposition 2.3. The condition of normality of $Y_{A}$ given by Proposition 2.8 is quite restrictive. For example, the choice of $A$, as in Figure 11, gives a non-normal $Y_{A}$ (and also $X_{A}$, as we shall see later).


Figure 11.

For the applications we have in mind, it is natural to be able to consider an arbitrary set $A$; so we do not exclude non-normal toric varieties.
C. Smoothness and quasi-smoothness for affine toric varieties

Proposition 2.10. The only smooth affine toric varieties are products $\left(\mathbf{C}^{*}\right)^{p} \times \mathbf{C}^{q}$. In other words, if $S \subset \mathbf{Z}^{m}$ is a finitely generated semigroup, then $\operatorname{Spec} \mathbf{C}[S]$ is smooth if and only if $S$ is isomorphic to $\mathbf{Z}^{p} \times \mathbf{Z}_{+}^{q}$ for some $k, l$.

Proof. This is easy (see e.g., [D], subsection 3.3).
Along with the notion of smoothness for affine toric varieties, we consider a weaker notion, the so-called quasi-smoothness. Namely, let $S \subset \mathbf{Z}^{m}$ be a finitely generated semigroup and let $Y$ be the corresponding affine toric variety. We say that $Y$ is quasi-smooth if two conditions are satisfied:
(1) The cone $K(S) \subset \mathbf{R}^{m}$ (the convex hull of $S$ ) is linearly isomorphic to a cone of the form $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$.
(2) The normalization morphism $\tilde{Y} \rightarrow Y$ is bijective.

By Proposition 2.10, any smooth variety is quasi-smooth. Here are some examples of quasi-smooth but not smooth varieties.

Examples 2.11. (a) The semi-cubic parabola $y^{2}=x^{3}$ is a quasi-smooth toric variety. Indeed, the corresponding semigroup $S \subset \mathbf{Z}$ consists of $0,2,3,4, \ldots$. The convex hull $K(S)$ is $\mathbf{R}_{+}$. The normalization morphism of this parabola is bijective according to Example 2.7 (a).
(b) The quadratic cone $Y \subset \mathbf{C}^{3}$ with equation $y^{2}=x z$ is the spectrum of the semigroup algebra $\mathbf{C}[S]$ where $S \subset \mathbf{Z}^{2}$ is the semigroup generated by $p=(1,2), q=(1,1), r=(1,0)$. Clearly, $K(S) \subset \mathbf{R}^{2}$ is the plane angle $\left\{(a, b) \in \mathbf{R}^{2}: 0 \leq b \leq 2 a\right\}$ (see Figure 12); hence it is isomorphic to $\mathbf{R}_{+}^{2}$. Furthermore, $S=K(S) \cap \mathbf{Z}^{2}$. So $Y$ is a normal quasi-smooth variety.

We shall see later that quasi-smooth toric varieties share some of the nice features of smooth ones.

## 3. Local structure of toric varieties

## A. Local structure of $X_{A}$ near an orbit

Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of lattice points assumed to generate $\mathbf{Z}^{k-1}$ as an affine lattice. Consider the toric variety $X_{A}$ introduced in Section 1B. By Proposition 1.9, the structure of torus orbits on $X_{A}$ is governed by the convex polytope $Q \subset \mathbf{R}^{k-1}$, the convex hull of $A$. Namely, $p$-dimensional orbits are in bijection with $p$ dimensional faces $\Gamma \subset Q$. Denote by $X^{0}(\Gamma)$ the orbit associated to a face $\Gamma$. We are going to study the structure of $X_{A}$ near a point on $X^{0}(\Gamma)$.
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As in Section 2A, let us embed the affine lattice $\mathbf{Z}^{k-1}$ into the Abelian group $\boldsymbol{\Xi}=\mathbf{Z}^{k}$ as the subset $\left\{\left(a_{1}, \ldots, a_{k}\right) \in \mathbf{Z}^{k}: a_{k}=1\right\}$. Let $S$ be the subsemigroup in $\Xi$ generated by $A$ and 0 . As before, let $K \subset \Xi_{\mathbf{R}}=\mathbf{R}^{k}$ be the convex hull of $S$, i.e., the cone with apex 0 and base $Q$.

For any face $\Gamma \subset Q$, let $\operatorname{Lin}_{\mathbf{R}}(\Gamma) \subset \Xi_{\mathbf{R}}$ be the vector subspace over $\mathbf{R}$ spanned by $\Gamma$, so that $\operatorname{dim} \operatorname{Lin}_{\mathbf{R}}(\Gamma)=\operatorname{dim}(\Gamma)+1$. Consider the quotient lattice

$$
\Xi / \Gamma:=\Xi /\left(\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)\right)
$$

Denote the image of the semigroup $S$ in $\Xi / \Gamma$ by $S / \Gamma$. Clearly $S / \Gamma$ is a subsemigroup in the free Abelian group $\Xi / \Gamma$. Also $(\Xi / \Gamma)_{\mathbf{R}}=\Xi_{\mathbf{R}} / \operatorname{Lin}_{\mathbf{R}}(\Gamma)$.

We introduce the number $i(\Gamma, A)$ as follows. The linear space $\operatorname{Lin}_{\mathbf{R}}(\Gamma)$ has two lattices inside it, both of maximal rank. The first is $\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)$. The second, contained in the first, is $\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)$, the Abelian subgroup generated by $A \cap \Gamma$. We define $i(\Gamma, A)$ as the index

$$
\begin{equation*}
i(\Gamma, A)=\left[\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma): \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)\right] \tag{3.1}
\end{equation*}
$$

This number can also be defined as the index of the affine lattices

$$
\left[\mathbf{Z}^{k-1} \cap \operatorname{Aff}_{\mathbf{R}}(\Gamma): \operatorname{Aff}_{\mathbf{Z}}(A \cap \Gamma)\right]
$$

see Definition 1.3 for the meaning of Aff $_{\mathbf{Z}}$. For example, if $A \subset \mathbf{Z}^{2}$ is the set given in Figure 11, then $Q$ is a square and for any side $\Gamma \subset Q$ the number $i(\Gamma, A)$ equals 3.

Theorem 3.1. Let $A \subset \mathbf{Z}^{k-1}$ be as before, let $Q$ be the convex hull of $A, \Gamma a$ non-empty face of $Q$, and let $X^{0}(\Gamma)$ be the torus orbit in the toric variety $X_{A}$ corresponding to $\Gamma$. Let $x \in X^{0}(\Gamma)$ be any point. Then in a neighborhood of $x$ the variety $X_{A}$ is a union of $i(\Gamma, A)$ branches, each of which is (locally) isomorphic to $\operatorname{Spec} \mathrm{C}[S / \Gamma] \times X^{0}(\Gamma)$. These branches are glued together along the common subvariety $\{0\} \times X^{0}(\Gamma)$, where $0 \in \operatorname{Spec} \mathbf{C}[S / \Gamma]$ is the unique 0 -dimensional torus orbit.

Proof. Consider the affine variety $Y_{A}=\operatorname{Spec} \mathrm{C}[S]$ which is the cone over $X_{A}$. Let $Y^{0}(\Gamma) \subset Y_{A}$ be the cone over the orbit $X^{0}(\Gamma)$. The local structure of $Y_{A}$ along $Y^{0}(\Gamma)$ is the same as that of $X_{A}$ along $X^{0}(\Gamma)$ so we shall study $Y_{A}$.

Let $Y(\Gamma) \subset Y_{A}$ be the closure of $Y^{0}(\Gamma)$. Consider the open subvariety

$$
Z=Y_{A}-\bigcup_{\Sigma: \Gamma \subset \Sigma, \Gamma \neq \Sigma} Y(\Sigma)
$$

We have $Z \cap Y(\Gamma)=Y_{0}(\Gamma)$. Let $S(\Gamma) \subset S$ be the intersection $S \cap \mathbf{R}_{+} \Gamma$, i.e., the subsemigroup generated by $A \cap \Gamma$.

Consider the semigroup

$$
\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S=\left\{a+b: a \in \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma), b \in S\right\}
$$

Then

$$
Z=\operatorname{Spec} \mathbf{C}\left[\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S\right]
$$

We have a morphism $p: Z \rightarrow Y_{0}(\Gamma)$, corresponding to the embedding of semigroups

$$
\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma) \hookrightarrow \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S
$$

Let $y_{0} \in Y_{0}(\Gamma)$ be the point at which all of the monomials $t^{\omega}, \omega \in \operatorname{Lin}_{\mathrm{Z}}(A \cap \Gamma)$ are equal to 1. (Recall that $Y_{A}$ is embedded into the affine space with coordinates $z_{\omega}, \omega \in A$; the point $y_{0}$ in this embedding has the following coordinates: $z_{\omega}=$ $0, \omega \notin \Gamma$ and $z_{\omega}=1, \omega \in \Gamma$.) Then we have

$$
\begin{equation*}
\left.p^{-1}\left(y_{0}\right)=\operatorname{Spec} \mathbf{C}\left[\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S\right) / \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)\right] \tag{3.2}
\end{equation*}
$$

Indeed, taking $p^{-1}\left(y_{0}\right)$ amounts to taking the quotient of $\mathbf{C}\left[\operatorname{Lin}_{Z}(A \cap \Gamma)+S\right]$, the coordinate ring of $Z$, by the relations $t^{\omega}=1, \omega \in \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)$, defining $y_{0}$. This quotient is just the semigroup ring of the quotient semigroup on the right hand side of (3.2).

Denote the above quotient semigroup in (3.2) by $\Sigma$. This contains a finite Abelian group $G=\left(\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)\right) / \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)$ of order $i(\Gamma, A)$. The spectrum
of the group ring $\mathbf{C}[G]$ is the disjoint union of $i(\Gamma, A)$ points, which will be the set labeling the branches. The quotient $\Sigma / G$ equals

$$
\left(\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S\right) /\left(\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)\right)=S / \Gamma
$$

Clearly $G$ acts on $\operatorname{Spec} \mathbf{C}[\Sigma]=p^{-1}\left(y_{0}\right)$ and the quotient is $\operatorname{Spec} \mathbf{C}[\Sigma / G]=$ Spec $\mathbf{C}[S / \Gamma]$. From this we deduce that there are $i(\Gamma, A)$ branches, each isomorphic to Spec $\mathbf{C}[S / \Gamma]$. Theorem 3.1 is proved.

The theorem just proved implies that whenever $i(\Gamma, A)>1$ for some $\Gamma$, the normalization morphism of $X_{A}$ will not be bijective since it must separate the branches. This, for example, will be the case for the set $A$ in Figure 11.

## B. Smoothness conditions

Proposition 2.10 together with Theorem 3.1 imply the following.
Corollary 3.2. Let $A \subset \mathbf{Z}^{k-1}$ be a finite set generating $\mathbf{Z}^{k-1}$ as an affine lattice. Let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. The projective toric variety $X_{A}$ is smooth if and only iffor every non-empty face $\Gamma \subset Q$ the following conditions hold:
(a) The semigroup $S / \Gamma$ (see subsection $A$ ) is free, i.e., isomorphic to $\mathbf{Z}_{+}^{m}, m=$ $\operatorname{dim}(Q)-\operatorname{dim}(\Gamma)+1$.
(b) The lattices $\mathbf{Z}^{k-1} \cap \operatorname{Aff}_{\mathbf{R}}(\Gamma)$ and $\operatorname{Aff}_{\mathbf{Z}}(A \cap \Gamma)$ coincide so that $i(\Gamma, A)=1$.

Proposition 3.3. If the set $A$ is such that $i(\Gamma, A)=1$ for any face $\Gamma \subset Q$ then the normalization morphisms of $X_{A}$ and $Y_{A}$ are bijective.
Proof. It is enough to consider $Y_{A}$. Let $S \subset \mathbf{Z}^{k}$ be the semigroup generated by $A$, and let $K \subset \mathbf{R}^{k}$ be the convex hull of $S$. Our assumptions imply that $\mathbf{Z}^{k} \cap K$ differs from $S$ only in a finite number of lattice points. A point of the normalization of $Y_{A}$ can be regarded as a ring homomorphism $\varphi: \mathbf{C}\left[\mathbf{Z}^{k} \cap K\right] \rightarrow \mathbf{C}$. Suppose there are two points of the normalization mapped into the same point of $Y_{A}$, that is, two homomorphisms $\varphi, \varphi^{\prime}$ as above which coincide on $\mathbf{C}\left[S_{A}\right]$. For any $\gamma \in \mathbf{Z}^{k} \cap K$, there is $m_{0} \in \mathbf{Z}_{+}$such that, for any $m \geq m_{0}$, we have $m \gamma \in S_{A}$ (since $\left(\mathbf{Z}^{k} \cap K\right)-S$ is finite). So $\varphi\left(t^{m \gamma}\right)=\varphi^{\prime}\left(t^{m \gamma}\right)$, i.e., $\varphi\left(t^{\gamma}\right)^{m}=\varphi^{\prime}\left(t^{\gamma}\right)^{m}$ for $m \geq m_{0}$. This implies that $\varphi\left(t^{\gamma}\right)=\varphi^{\prime}\left(t^{\gamma}\right)$. Since this holds for any $\gamma \in \mathbf{Z}^{k} \cap K$, we have $\varphi=\varphi^{\prime}$, as required.

## C. Admissible semigroups

By Theorem 3.1, the study of arbitrary singularities of toric varieties is reduced to that of singular points given by 0-dimensional torus orbits. To study the latter case, it suffices to consider affine toric varieties of the form $Y=\operatorname{Spec} \mathbf{C}[S]$ where $S$ is a semigroup. We first specify which semigroups are to be examined.

Let $S$ be a commutative semigroup with 0 . There is a universal Abelian group $\Xi(S)$ associated with $S$ called the group completion of $S$. By definition, $\Xi(S)$ is generated by symbols $a-b$ where $a, b \in S$; these symbols are subject to the relations

$$
(a-b)+(c-d)=(a+c)-(b+d)
$$

There is a canonical semigroup homomorphism $S \rightarrow \Xi(S)$ taking $a \mapsto a-0$.
Definition 3.4. Let $S$ be a finitely generated commutative semigroup with 0 . We say that $S$ is admissible if the following conditions hold:
(a) The group completion $\Xi(S)$ is a free Abelian group.
(b) The canonical morphism $S \rightarrow \Xi(S)$ is an embedding.
(c) There exists a group homomorphism $h: \Xi(S) \rightarrow \mathbf{Z}$ such that $h(a)>0$ for any $a \in S-\{0\}$.

Let $S$ be an admissible semigroup. We abbreviate $\Xi=\Xi(S)$ and $\Xi_{\mathbf{R}}=\Xi \otimes \mathbf{R}$. So $\Xi$ is a lattice in the real vector space $\Xi_{\mathbf{R}}$. Denote the convex hull of $S$ by $K(S) \subset \Xi_{\mathbf{R}}$. Since $0 \in S$, the set $K(S)$ is a polyhedral cone with apex 0 . By condition (c) of admissibility, the cone $K(S)$ is strictly convex, i.e., it does not contain straight lines.

Proposition 3.5. Let $S$ be an admissible semigroup and let $Y=\operatorname{Spec} \mathbf{C}[S]$ be the corresponding toric variety. Then $Y$ contains exactly one 0 -dimensional torus orbit.

Proof. This follows from Proposition 2.5: torus orbits on $Y$ of any given dimension $i$ correspond to faces of $K(S)$ of dimension $i$. The unique 0 -dimensional orbit corresponds to the apex of $K(S)$.

If $A \subset \mathbf{Z}^{k-1}$ is a finite set then the semigroup $S_{A} \subset \mathbf{Z}^{k}$ generated by $A \times\{1\}$ is admissible. The considerations of subsections A and B regarding the toric variety $Y_{A}=\operatorname{Spec} \mathbf{C}\left[S_{A}\right]$ can be generalized without difficulty to the case of the toric variety $\operatorname{Spec} \mathrm{C}[S]$ for an arbitrary admissible semigroup $S$. Let us describe briefly these generalizations which will be needed in Chapter 11.

Let $S$ be an admissible semigroup, $Y=\operatorname{Spec} \mathbf{C}[S]$, and let $K(S), \Xi$ have the same meaning as before. For any face $\Gamma \subset K(S)$, we denote by $S / \Gamma$ the image of $S$ in $\Xi_{\mathbf{R}} / \operatorname{Lin}_{\mathbf{R}}(\Gamma)$. We also write

$$
i(\Gamma, S)=\left[\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma): \operatorname{Lin}_{\mathbf{Z}}(S \cap \Gamma)\right]
$$

Thus in the case when $S=S_{A}$ the number $i(\Gamma, S)$ is the same as $i(\Gamma, A)$, defined by (3.1).

Let $Y^{0}(\Gamma) \subset Y$ be the orbit corresponding to $\Gamma$.

## Theorem 3.6.

(a) In a neighborhood of any point $y \in Y^{0}(\Gamma)$, the variety $Y$ is the union of $i(\Gamma, S)$ branches locally isomorphic to $\operatorname{Spec} \mathbf{C}[S / \Gamma] \times Y^{0}(\Gamma)$.
(b) The variety $Y=S \sec \mathbf{C}[S]$ is quasi-smooth if and only if the following two conditions hold:
(1) The cone $K(S)$ is simplicial;
(2) For any face $\Gamma \subset K(S)$, we have $i(\Gamma, S)=1$, i.e., $\operatorname{Lin}_{Z}(S \cap \Gamma)=\Xi \cap$ $\operatorname{Lin}_{\mathbf{R}}(\Gamma)$.

Proof. Part (a) is proved in exactly the same way as in Theorem 3.1. To prove (b) recall (see Section 2C) that, by definition, $Y$ is quasi-smooth if and only if $K(S)$ is simplicial and the normalization morphism of $Y$ is bijective. It suffices to show therefore that the condition (2) of the theorem is equivalent to the bijectivity of the normalization morphism. If $i(\Gamma, S)>1$ for some $\Gamma$, then this morphism cannot be bijective since it would separate the branches near $Y^{0}(\Gamma)$. Conversely, if $i(\Gamma, S)=1$ for all $\Gamma$, then the same reasoning, as in the proof of Proposition 3.3, shows that the normalization morphism of $Y$ is bijective.

We shall be interested in some numerical invariants of admissible semigroups defined in terms of volumes. We start by describing the normalization of volume forms.

## D. The volume form induced by a lattice

Let $W$ be a real affine space of dimension $m$ and let $V$ be the corresponding vector space of translations (this means that $W$ is a principal homogeneous space over $V)$. A translation-invariant volume form on $W$ is defined up to a scalar multiple. To normalize a volume form, it suffices to exhibit a body of volume 1 .

By an affine lattice in $W$, we mean a subset $\Xi \subset W$ which is a principal homogeneous space over a discrete Abelian subgroup $\Sigma \subset V$ of rank equal to $m=\operatorname{dim} W=\operatorname{dim} V$.

A choice of an affine lattice $\Xi \subset W$ defines a volume form $\mathrm{Vol}_{\Xi}$ on $W$ as follows. Consider all the $m$-dimensional simplices in $W$ with vertices in $\Xi$. Among them there are the so-called elementary simplices, i.e., those whose volume is the minimal possible (note that we can compare the volumes of any two bodies in $W$ because of the affine structure). We specify the volume form $\mathrm{Vol}_{\Omega}$ by assigning the volume 1 to elementary simplices. In this normalization the volume of any convex polytope with vertices in $\Xi$ is an integer.

As an example, let us take $W=\mathbf{R}^{m}$ and $\Xi=\mathbf{Z}^{m}$. The unit cube

$$
I^{m}=\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbf{R}^{m}: 0 \leq x_{i} \leq 1\right\}
$$

has $\operatorname{Vol}_{\Xi}\left(I^{m}\right)=m!$, as can be seen, e.g., by explicitly triangulating $I^{m}$ into $m$ ! elementary simplices.

Although the volume $\mathrm{Vol}_{\Xi}$ of any lattice polytope is always an integer, it may be impossible to decompose such a polytope $P$ into elementary simplices. For example, take $W=\mathbf{R}^{3}, \Xi=\mathbf{Z}^{3}$ and take $P$ to be the tetrahedron $A B C D$ inscribed into the unit cube as shown in Figure 13. Then $\mathrm{Vol}_{\Xi} P=2$, but $P$ contains no other lattice points except its vertices, so it cannot be decomposed into elementary simplices.
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An obvious asymptotic relation between the volume and the number of lattice points, recalled below, will be used on several occasions in the sequel.

Proposition 3.7. Let $\Xi$ be an affine lattice in a real affine space $W$ of dimension $m$. Let $P \subset W$ be a bounded domain with a piecewise smooth boundary. Take some point $O \in W$ and consider the homothetic domains

$$
d P=\{O+d(x-O), x \in P\}
$$

for $d>0$. Then, as $d \rightarrow \infty$, the number of lattice points in $d P$ has the asymptotics

$$
\#(d P \cap \Xi)=\frac{\operatorname{Vol}_{\Xi}(P)}{m!} d^{m}+O\left(d^{m-1}\right)
$$

Proof. We can assume that $W=\mathbf{R}^{m}$ and $\Xi=\mathbf{Z}^{m}$. So we can speak about lattice cubes as translations by elements of $\Xi$ of the standard cube $I^{m}=\left\{0 \leq x_{i} \leq 1\right\}$. The volume of any such cube is $m$ ! and the diameter (in the sense of the standard Euclidean distance on $\mathbf{R}^{m}$ ) is $\sqrt{m}$. Let $n(d)$ be the number of lattice cubes lying
in $d P$. Associating to any lattice cube $a+I^{m}, a \in \Xi$ its vertex $a$, we find that $\#(d P \cap \Xi)-n(d)$ does not exceed the number $a(d)$ of lattice points in $d P$ on the distance $\leq \sqrt{m}$ from the boundary. Similarly, $\operatorname{Vol}_{\Xi}(P) / m!-n(d)$ does not exceed $b(d)$, the volume of the set of points in $d P$ on the distance $\leq \sqrt{m}$ from the boundary. Clearly, $a(d)$ and $b(d)$ both grow for $d \rightarrow \infty$ as const $\cdot d^{m-1}$, from which we obtain the statement.

## E. The subdiagram volume of an admissible semigroup

Let $S$ be an admissible semigroup, $\Xi=\Xi(S)$ its group completion, and $K(S) \subset$ $\Xi_{\mathbf{R}}$ the convex hull of $S$. Denote by $K_{+}(S) \subset K(S)$ the convex hull of the set $S-\{0\}$ and by $K_{-}(S)$ the closure of the complement $K(S)-K_{+}(S)$. The set $K_{-}(S)$ is a bounded (but usually not convex) lattice polyhedron. We call it the subdiagram part of $S$.

Definition 3.8. The subdiagram volume of an admissible semigroup $S$ is the number

$$
u(S)=\operatorname{Vol}_{\Xi(S)}\left(K_{-}(S)\right)
$$

i.e., the volume of the subdiagram part with respect to the volume form induced by $\Xi(S)$, see above. For the trivial semigroup $S=\{0\}$ we set $u(S)=1$.

Let us emphasize that $u(S)$ depends only on the semigroup $S$.
Example 3.9. For a free semigroup $S=\mathbf{Z}_{+}^{k}, k \geq 0$ we have $u(S)=1$.
Proposition 3.10. For any admissible semigroup $S$, the subdiagram volume $u(S)$ is greater than or equal to 1 . Moreover, $u(S)=1$ if and only if $S$ is a free semigroup.

Proof. The fact that $u(S) \geq 1$ is obvious. Suppose $u(S)=1$. Then the region $K_{-}(S)$, being a lattice polyhedron of volume 1 , should consist of just one elementary lattice simplex. So the vertices of $K_{-}(S)$ other than 0 form a Z-basis of $\Xi(S)=\mathbf{Z}^{k}$. This implies that $S$ consists of non-negative integer combinations of elements of this basis, i.e., $S \cong \mathbf{Z}_{+}^{k}$.

Thus $u(S)$ can be seen as the measure of non-freeness of a semigroup $S$, i.e,. of the singular nature of the toric variety $\operatorname{Spec} \mathrm{C}[S]$ (see Corollary 3.2).

## $F$. The multiplicity of a singular point on a (toric) variety

Let $Y$ be an algebraic variety and $y \in Y$ a (possibly singular) point. There is an important numerical invariant mult ${ }_{y} Y$, called the multiplicity (or local degree) of $Y$ at $y$, which measures "how singular" a point $y$ is. The most geometrically transparent definition of mult ${ }_{y} Y$ can be given in terms of an embedding of $Y$ into a projective space $P^{m}$.

Let $Y \subset P^{m}, \operatorname{dim} Y=k$. Choose a generic projective subspace $L \subset P^{m}$ of codimension $k$ passing through $y$. Then $y$ is an isolated point of the intersection $Y \cap L$. Now move $L$ away from $y$, i.e., choose a generic 1-parameter family of projective subspaces $L(t), t \in \mathbf{C},|t|<\varepsilon$ such that $L(0)=L$. Then, for small $t \neq 0$, the isolated point of intersection $y \in L \cap Y$ will split into several intersection points from $L(t) \cap Y$ (see Figure 14).


Figure 14.

Definition 3.11. The number of intersection points from $L(t) \cap Y$ arising from the isolated intersection point $y \in L \cap Y$ after a generic deformation $L(t)$ of a generic projective subspace $L(y \in L, \operatorname{codim} L=k)$ is called the multiplicity of $Y$ at $y$ and denoted by mult ${ }_{y} Y$.

There are other, more algebraic definitions of multiplicity. First of all, instead of moving $L$ away from $y$ and then counting the intersection points, we can introduce the multiplicity of intersection $i(y ; L \cap Y)$ of $L$ and $Y$ at $y$. There are several approaches to doing this [Mum], [Fu1], and we shall not go into detail here. Let us only mention that this leads to the definition of multy $Y$ as

$$
\begin{equation*}
\operatorname{mult}_{y} Y=\min _{L} i(y ; L \cap Y) \tag{3.3}
\end{equation*}
$$

where $L$ runs over projective subspaces of codimension $k=\operatorname{dim}(Y)$ containing $y$ and such that $y$ is an isolated point of $L \cap Y$ (see [Mum], Definition 5.9).

A completely intrinsic algebraic definition of multiplicity is obtained as follows. Suppose for simplicity that $Y$ is an affine variety (since we are interested in the local situation near $y$, this is legitimate). Let $\mathbf{C}[Y]$ be the ring of regular functions on $Y$ and $M_{y} \subset \mathbf{C}[Y]$ be the ideal of functions vanishing at $y$. Let $M_{y}^{d}$
be the $d$-th power of $M_{y}$. For $d \gg 0$, the dimension of $M_{y}^{d} / M_{y}^{d+1}$ is known to be given by a polynomial $p_{y, Y}(d)$ in $d$ called the local Hilbert polynomial of $Y$ at $y$. The degree of $p_{y, Y}(t)$ is equal to $k-1$ where $k=\operatorname{dim}(Y)$.

Definition 3.11'. The multiplicity mult ${ }_{y} Y$ is the number $\mu$ such that

$$
p_{y, Y}(t)=\frac{\mu}{(k-1)!} t^{k-1}+(\text { terms of lower order. })
$$

The equivalence of Definitions 3.11, 3.11' and formula (3.3) can be seen by comparing the two definitions of the tangent cone to $Y$ at $y$ : one in terms of a projective embedding and the other in terms of the coordinate ring. We refer the reader to [Mum] and [Harr] for details.

Let us now discuss the main properties of the notion of multiplicity and give some examples.

Proposition 3.12. The multiplicity mult $Y$ is always greater than or equal to 1 . Moreover, mult $_{y} Y=1$ if and only if $y$ is a non-singular point of $Y$.

Proof. See Corollary 5.15 in [Mum].
Examples 3.13. (a) Let $Y \subset \mathbf{C}^{m}$ be a hypersurface given by $f\left(x_{1}, \ldots, x_{m}\right)=0$ (here $f\left(x_{1}, \ldots, x_{m}\right)$ may be reducible, but is square-free). Suppose that $f(0)=0$, i.e., $0 \in Y$. Then mult ${ }_{0} Y$ equals the minimal degree of a non-zero monomial from $f$. For example, the plane curve with equation $x_{1}^{5}+x_{1}^{3} x_{2}^{3}+x_{2}^{7}$ has multiplicity 5 at 0 .
(b) If $Y_{1}, Y_{2}$ are two $k$-dimensional subvarieties in $P^{m}$ which both contain a point $y$ and do not have irreducible components in common, then

$$
\operatorname{mult}_{y}\left(Y_{1} \cup Y_{2}\right)=\operatorname{mult}_{y}\left(Y_{1}\right)+\operatorname{mult}_{y}\left(Y_{2}\right)
$$

(c) If $Y \subset \mathbf{C}^{n}$ is the cone over a projective variety $X \subset P^{n-1}$ then mult $Y=$ $\operatorname{deg}(X)$ is the degree of $X$.

The last example shows that the notion of multiplicity can be seen as the generalization of the notion of the degree of a projective variety. For toric varieties, multiplicity is calculated as follows.

Theorem 3.14. Let $S$ be an admissible semigroup, $Y=\operatorname{Spec} \mathbf{C}[S]$ the corresponding toric variety, and $0 \in Y$ the unique 0 -dimensional torus orbit. Then

$$
\operatorname{mult}_{0}(Y)=u(S)
$$

is the subdiagram volume of $S$.

Proof. Let $\Xi, \Xi_{\mathbf{R}}, K(S), K_{+}(S)$ and let $K_{-}(S)$ have the same meaning as in subsection E. Let $k=\operatorname{rank} \Xi=\operatorname{dim} Y$. For $d>0$ let $d K_{+}(S)=\left\{d a, a \in K_{+}(S)\right\}$ be the $d$ times dilated polyhedron $K_{+}(S)$.

For $d \gg 0$, the ideal $M_{0}^{d} \subset \mathrm{C}[S]$ is generated as a vector space by monomials $t^{\gamma}$ for $\gamma \in d K_{+}(S) \cap \Xi$. Hence for $d \gg 0$, we have

$$
\begin{gathered}
\operatorname{dim}\left(M_{0}^{d} / M_{0}^{d+1}\right)=\#\left(\left(d K_{+}(S)-(d+1) K_{+}(S)\right) \cap \Xi\right) \\
=\#\left(\left((d+1) K_{-}(S)-d K_{-}(S)\right) \cap \Xi\right)
\end{gathered}
$$

Applying Proposition 3.7 to $P=K_{-}(S)$, we conclude that $\operatorname{dim}\left(M_{0}^{d} / M_{0}^{d+1}\right)$ has the asymptotics

$$
\frac{\operatorname{Vol}_{\Xi}\left(K_{-}(S)\right)}{(k-1)!} d^{k-1}+(\text { terms of lower order })
$$

So by Definition 3.11', we have mult $_{0} Y=\operatorname{Vol}_{\Xi}\left(K_{-}(S)\right)=u(S)$ as claimed.
Definition 3.15. Let $Z$ be an irreducible subvariety of an algebraic variety $Y$. The multiplicity mult $Y$ for a generic point $z \in Z$ is called the multiplicity of $Y$ along $Z$ and denoted by mult ${ }_{Z} Y$.

Theorem 3.16. Let $A \subset \mathbf{Z}^{k-1}$ be a finite set generating $\mathbf{Z}^{k-1}$ as an affine lattice, and let $X_{A}$ be the projective toric variety associated to $A$, see Section 1B. Let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. For a face $\Gamma \subset Q$, let $X(\Gamma)$ be the closure in $X_{A}$ of the torus orbit corresponding to $\Gamma$. Then

$$
\operatorname{mult}_{X(\Gamma)} X_{A}=i(\Gamma, A) \cdot u(S / \Gamma)
$$

where we have the semigroup $S / \Gamma$ and the index $i(\Gamma, A)$ as introduced in subsection $A$.

Proof. This follows from Theorem 3.14 and Theorem 3.1 describing the local structure of $X_{A}$ near $X(\Gamma)$.

## 4. Abstract toric varieties and fans

Here we review the language of fans, traditionally used in the description of toric varieties.

## A. Classification of abstract toric varieties

Definition 4.1. A fan in $\mathbf{R}^{k}$ is a finite collection $\mathcal{F}$ of convex polyhedral cones such that
(a) Every face of every cone from $\mathcal{F}$ belongs to $\mathcal{F}$.
(b) The intersection of any two cones from $\mathcal{F}$ is a face of both of them.

Note that we do not require that the cones from $\mathcal{F}$ cover the whole space. If this is the case, the fan $\mathcal{F}$ is called complete. In general the union of all cones from a fan $\mathcal{F}$ is called the support of $\mathcal{F}$ and denoted by $|\mathcal{F}|$. A fan $\mathcal{F}$ is called rational if all the cones constituting it are given by inequalities with rational coefficients.

We shall give examples of fans later in subsection $B$. Right now let us describe the construction of toric varieties from fans. Let $\mathcal{F}$ be a rational fan in $\mathbf{R}^{k}$ and let $\mathbf{Z}^{k} \subset \mathbf{R}^{k}$ be the lattice of vectors with integer coordinates. Let $\Xi \subset\left(\mathbf{R}^{k}\right)^{*}$ be the dual lattice to $\mathbf{Z}^{k}$, i.e., the set of linear functionals taking integral values on $\mathbf{Z}^{k}$. For any cone $K \in \mathcal{F}$, let

$$
\check{K}=\left\{f \in\left(\mathbf{R}^{k}\right)^{*}: f(x) \geq 0 \text { for any } x \in K\right\}
$$

be the dual cone to $K$. We associate to $K$ the semigroup $\check{K} \cap \Xi$ and the corresponding semigroup algebra $\mathbf{C}[\check{K} \cap \Xi]$. If $K \subset L$ are two cones from $\mathcal{F}$, then $\check{L} \subset \check{K}$ and hence Spec $\mathbf{C}[\check{K} \cap \Xi]$ is a Zariski open subset in $\operatorname{Spec} \mathbf{C}[\check{L} \cap \Xi]$.

Definition 4.2. The toric variety $X(\mathcal{F})$ associated with a rational fan $\mathcal{F}$ in $\mathbf{R}^{k}$ is the result of gluing affine toric varieties $X_{K}=\operatorname{Spec} \mathbf{C}[\check{K} \cap \Xi]$ by identifying $X_{L}$ with the corresponding Zariski open subset in $X_{K}$ whenever $K \subset L$.

By construction, $X(\mathcal{F})$ is a normal variety, since it is glued out of normal affine varieties $X_{K}$.

We shall say that a convex cone $K \subset \mathbf{R}^{k}$ is simplicial if it has a simplex as its base. In other words, $K$ is generated, as a convex cone by a part of some basis of $\mathbf{R}^{k}$. If, moreover, $K$ is generated by a part of some $\mathbf{Z}$-basis of $\mathbf{Z}^{k}$, then we shall say that $K$ is strictly simplicial. In this case $K \cap \mathbf{Z}^{k}$ and $\check{K} \cap \Xi$ are free semigroups.

The classification theorem for normal toric varieties is as follows.

## Theorem 4.3.

(a) Any normal toric variety is equivariantly isomorphic to a variety of the form $X(\mathcal{F})$ for some rational fan $\mathcal{F}$ in $\mathbf{R}^{k}$, where $k$ is the dimension of the torus acting on $X$. This fan is determined uniquely up to a transformation from $G L_{k}(\mathbf{Z})$.
(b) The variety $X(\mathcal{F})$ is compact if and only if the fan $\mathcal{F}$ is complete. The variety $X(\mathcal{F})$ is smooth if and only if every cone from $\mathcal{F}$ is strictly simplicial.
(c) The variety $X(\mathcal{F})$ has finitely many orbits of the torus $\left(\mathbf{C}^{*}\right)^{k}$. These orbits are in bijection with cones from $\mathcal{F}$. The orbit $O_{K}$, corresponding to a cone $K \in \mathcal{F}$, has dimension equal to $\operatorname{codim}(K)$. If $K, L$ are two cones from $\mathcal{F}$ then $O_{K}$ lies in the closure of $O_{L}$ if and only if $L \subset K$.

Proof. See [O], Theorems 1.5, 1.11, 1.10 and Proposition 1.6.
Let $X$ be a (not necessarily normal) toric variety. We shall call the fan of the normalization of $X$ simply the fan of $X$ and denote it by $\mathcal{F}(X)$. The following is a description of $\mathcal{F}(X)$.

Proposition 4.4. Let $X$ be a toric variety, $\left(\mathbf{C}^{*}\right)^{k} \subset X$ the open torus orbit (identified as above with the torus acting on $X), e=(1, \ldots, 1) \in\left(\mathbf{C}^{*}\right)^{k} \subset X$, and $\mathcal{F}(X)$ the fan in $\mathbf{R}^{k}$ corresponding to $X$. Two integral vectors $\left(a_{1}, \ldots, a_{k}\right),\left(b_{1}, \ldots, b_{k}\right) \in$ $\mathbf{Z}^{k}$ belong to the interior of the same cone of $\mathcal{F}(X)$ if and only if

$$
\lim _{t \rightarrow 0}\left(t^{a_{1}}, \ldots, t^{a_{k}}\right) e=\lim _{t \rightarrow 0}\left(t^{b_{1}}, \ldots, t^{b_{k}}\right) e
$$

Proof. For normal toric varieties this is Proposition 1.6 (v) in [O]. The non-normal case follows using normalization, since the fan $\mathcal{F}(X)$ is defined in terms of the normalization.

## B. Polytopes and their normal fans

By a (convex) polytope we mean a subset in Euclidean space $\mathbf{R}^{k}$ which is the convex hull of a finite number of points. Polytopes are to be distinguished from convex polyhedra by which we mean subsets in $\mathbf{R}^{k}$ which are the intersections of a finite number of affine half-spaces. Thus polytopes are exactly bounded polyhedra.

Let $P$ be a polytope in $\mathbf{R}^{k}$ and $\varphi$ a linear functional on $\mathbf{R}^{k}$. We call the supporting face for $\varphi$ and denote by $P^{\varphi}$ the (maximal) face of $P$ on which $\varphi$ achieves its maximum. This construction was encountered previously in the proof of Proposition 1.9. Note that $\varphi$ is constant on $P^{\varphi}$.

Definition 4.5. Let $P$ be a polytope in $\mathbf{R}^{k}$ and $\Gamma$ a face of $P$. The normal cone $N_{\Gamma} P$ is the subset in the dual space $\left(\mathbf{R}^{k}\right)^{*}$ consisting of linear functionals $\varphi: \mathbf{R}^{k} \rightarrow \mathbf{R}$ such that $P^{\varphi}=\Gamma$.

Clearly $N_{\Gamma} P$ is a closed convex cone in $\left(\mathbf{R}^{k}\right)^{*}$. Moreover, it is immediate to see that the collection of cones $N_{\Gamma} P$ for various faces $\Gamma \subset P$ forms a complete fan. This fan is called the normal fan of $P$ and denoted by $N(P)$.

In a similar way we define the normal fan $N(P)$ for a (possibly unbounded) convex polyhedron $P$. In this case $N(P)$ may not be complete. Its support is the set of linear functionals which achieve a maximum on $P$.

The concept of the normal fan provides a way of classifying polytopes.
Definition 4.6. Two polytopes $P, P^{\prime} \subset \mathbf{R}^{k}$ are called normally equivalent if their normal fans become equal after a linear isomorphism of $\mathbf{R}^{k}$.

For example, a square and a rectangle are normally equivalent polygons.
If $\mathcal{F}_{1}, \mathcal{F}_{2}$ are two fans in $\mathbf{R}^{n}$, we say that $\mathcal{F}_{2}$ is a refinement of $\mathcal{F}_{1}$, if each cone from $\mathcal{F}_{1}$ is a union of cones from $\mathcal{F}_{2}$. In other words, $\mathcal{F}_{2}$ is obtained from $\mathcal{F}_{1}$ by further subdivision.

If $P$ is a polytope and $N(P)$ is its normal fan, a refinement of $N(P)$ can be obtained by cutting out (as with a knife) some vertex, or edge, or any face of codimension at least 2 of $P$, see Figure 15.


Figure 15.

This notion of "refinement of polytopes" (or, rather, their normal fans) has an interesting interpretation going back to Minkowski.

Definition 4.7. Let $P, Q$ be two polytopes in $\mathbf{R}^{k}$. Their Minkowski sum $P+Q$ is the set of all vector sums $p+q, p \in P, q \in Q$.

It is clear that $P+Q$ is again a convex polytope. Indeed, consider the direct product $P \times Q \subset \mathbf{R}^{k} \times \mathbf{R}^{k}$ and the linear map $\mathbf{R}^{k} \times \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ given by $(u, v) \mapsto u+v$. The Minkowski sum $P+Q$ is the image of the convex polytope $P \times Q$ under this linear map.

## Theorem 4.8.

(a) Let $P, Q$ be polytopes in $\mathbf{R}^{k}$. Then the normal fan $N(P+Q)$ of $P+Q$ is the smallest common refinement of $N(P)$ and $N(Q)$, i.e., the collection of cones of the form $K \cap L, K \in N(P), L \in N(Q)$.
(b) If $P, R$ are polytopes in $\mathbf{R}^{k}$ and $N(R)$ is a refinement of $N(P)$ then there is $\lambda \in \mathbf{R}$ and a polytope $Q$ such that $R$ is affinely isomorphic to the Minkowski $\operatorname{sum} \lambda P+Q$.

Proof. See [Sm].
C. Fans corresponding to projectively embedded and affine toric varieties

First we consider the situation of Section 1D. Let $H=\left(\mathbf{C}^{*}\right)^{k-1}$ be a torus acting linearly on a vector space $V$. Consider the associated action of $H$ on the projective space $P(V)$. For any $v \in V$, let $\overline{P(H v)}$ be the closure in $P(V)$ of the $H$-orbit of the point corresponding to $v$. This is a projective (not necessarily normal) toric variety. Recall that we have associated to $v \in V$ its weight polytope $\mathrm{Wt}(v) \subset \mathbf{R}^{k-1}$.
Proposition 4.9. The fan of the toric variety $\overline{P(H v)}$ equals the normal fan of $\mathrm{Wt}(v)$. In particular, $\operatorname{dim}(\overline{P(H v)})=\operatorname{dim}(\mathrm{Wt}(v))$.

Proof. We have $\overline{P(H v)} \cong X_{A(v)}$ (see Section 1D). By taking into account the description of $\mathcal{F}(X)$ given in Proposition 4.4, we note that, for $X_{A(v)}$, the required statement was already proved in the proof of Proposition 1.9.

Now let $Y$ be an affine toric variety so $Y=$ Spec $\mathbf{C}[S]$ where $S$ is a semigroup embedded into some $\mathbf{Z}^{k}$. We can assume that $S$ generates $\mathbf{Z}^{k}$ as an Abelian group. Let $K \subset \mathbf{R}^{k}$ be the convex hull of $S$. The normalization of $Y$ is $\operatorname{Spec} \mathbf{C}\left[K \cap \mathbf{Z}^{k}\right]$. Therefore the fan of $Y$ consists of the dual cone $\check{K} \subset \mathbf{R}^{n *}$ together with all its faces. In particular, if $K$ contains a non-trivial vector subspace then $\check{K}$ has dimension strictly less than $k$.

## D. Quasi-smoothness

Definition 4.10. A (not necessarily normal) toric variety $X$ is called quasi-smooth if every cone of the fan $\mathcal{F}(X)$ is simplicial and the normalization morphism $\tilde{X} \rightarrow X$ is bijective.

Clearly smooth varieties are quasi-smooth. For affine toric varieties this notion of quasi-smoothness coincides with the one given in Section 2C. Indeed, if $X=\operatorname{Spec} \mathbf{C}[S]$ and $K$ is the convex hull of $S$, then the fan corresponding to $X$ consists of faces of the dual cone $\check{K}$. The fact that $K$ has the form $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$ is equivalent to the fact that $\breve{K}$ is simplicial (it will have smaller dimension, if $p>0$ ).

Let us give a reformulation of the notion of quasi-smoothness for varieties of the form $X_{A}$. This involves geometric and arithmetic conditions. The geometric condition is as follows.

Definition 4.11. A convex polytope $P \subset \mathbf{R}^{k-1}$ is called simple if, for any face $\Gamma \subset P$, the normal cone $N_{\Gamma} P$ is simplicial.

This definition is equivalent to the following more transparent geometric one: $P$ is simple if every vertex of $P$ has exactly $\operatorname{dim} P$ edges passing through it.

Proposition 4.12. Let $A \subset \mathbf{Z}^{k-1}$ be a finite set, and $Q \subset \mathbf{R}^{k-1}$ the convex hull of A. The variety $X_{A}$ is quasi-smooth if and only if $Q$ is a simple polytope and, for any face $\Gamma \subset Q$, the index $i(\Gamma, A)$ (see Section 3A) equals 1 .

Proof. This is an easy consequence of Theorem 3.1.
Since the dual of a simplicial cone is also simplicial, a local model for a quasismooth toric variety is $\operatorname{Spec} \mathbf{C}\left[K \cap \mathbf{Z}^{k}\right]$ where $K \in \mathbf{R}^{k}$ is a rational simplicial cone.

## CHAPTER 6

## Newton Polytopes and Chow Polytopes

## 1. Polynomials and their Newton polytopes

## A. Newton polytopes

Suppose we have a complicated (Laurent) polynomial $f\left(x_{1}, \ldots, x_{k}\right)$ in $k$ variables. Let $A$ be the set of monomials in $f$ with non-zero coefficients. As we have seen in Chapter 5, to understand the structure of $f$, it is natural to consider it as a member of the space $\mathbf{C}^{A}$ of all polynomials whose monomials belong to $A$. Geometrically, each Laurent monomial $x^{\omega}=x_{1}^{\omega_{1}} \cdots x_{k}^{\omega_{k}}$ is represented by a lattice point $\omega=\left(\omega_{1}, \ldots, \omega_{k}\right) \in \mathbf{Z}^{k}$. The most important characteristic of $f$ is its Newton polytope, defined as follows.

Definition 1.1. Let $f\left(x_{1}, \ldots, x_{k}\right)=\sum_{\omega \in \mathbf{Z}^{k}} a_{\omega} x^{\omega}$ be a Laurent polynomial in $k$ variables. Its Newton polytope $N(f)$ is the convex hull in $\mathbf{R}^{k}$ of the set $\left\{\omega: a_{\omega} \neq 0\right\}$.

The Newton polytope is a particular case of the weight polytope introduced in Definition 1.7, Chapter 5. This case corresponds to the situation when $V$ is the space of all polynomials in $x_{1}, \ldots, x_{k}$ with the action of $H=\left(\mathbf{C}^{*}\right)^{k}$ given by the scaling of variables: $\left(t_{1}, \ldots, t_{k}\right) \cdot\left(x_{1}, \ldots, x_{k}\right)=\left(t_{1} x_{1}, \ldots, t_{k} x_{k}\right)$.

The following proposition is obvious.

## Proposition 1.2.

(a) The Newton polytope of $f\left(x_{1}, \ldots, x_{k}\right)$ lies in the hyperplane $\left\{\omega \in \mathbf{R}^{k}\right.$ : $(\omega, \varphi)=a\}$ for some $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right) \in \mathbf{Z}^{k}, a \in \mathbf{Z}$ if and only if the polynomial $f$ is quasi-homogeneous of weight $\varphi$, i.e., $f\left(t^{\varphi_{1}} x_{1}, \ldots, t^{\varphi_{k}} x_{k}\right)=$ $t^{a} f\left(x_{1}, \ldots, x_{k}\right)$.
(b) The Newton polytope of the product of two polynomials equals the Minkowski sum of the Newton polytopes of factors, see Definition 4.7, Chapter 5.

If $f\left(x_{1}, \ldots, x_{k}\right)=\sum_{\omega \in \mathbf{Z}^{k}} a_{\omega} x^{\omega}$ is a Laurent polynomial and $\Gamma$ is a face of its Newton polytope, then we shall call the coefficient restriction of $f$ to $\Gamma$ and denote by $f \|_{\Gamma}$ the polynomial $\sum_{\omega \epsilon \Gamma} a_{\omega} x^{\omega}$. One use of this notion is given in the next proposition which is a particular case of Proposition 1.10, Chapter 5.

We recall that the leading term of a Laurent polynomial in one variable $q(\tau)=$ $\sum a_{i} \tau^{i}$ is the monomial $a_{i} \tau^{i}$ where $i$ is the largest such that $a_{i} \neq 0$, see Section 1D, Chapter 5.

Proposition 1.3. Let $f\left(x_{1}, \ldots, x_{k}\right)$ be a Laurent polynomial and $Q \subset \mathbf{R}^{k}$ be its Newton polytope. Let $\varphi(\omega)=\sum \varphi_{i} \omega_{i}$ be a linear functional on $\mathbf{R}^{k}$ with all $\varphi_{i}$ integral. Let $Q^{\varphi} \subset Q$ be the supporting face of $\varphi$, see Section $4 B$ Chapter 5. Then, for any $x_{1}, \ldots, x_{k} \in \mathbf{C}^{*}$, the leading term of the Laurent polynomial $q(t)=f\left(t^{\varphi_{1}} x_{1}, \ldots, t^{\varphi_{k}} x_{k}\right)$ equals $t^{\varphi\left(Q^{\varphi}\right)} f \|_{Q^{\varphi}}\left(x_{1}, \ldots, x_{k}\right)$.

## B. Logarithmic maps and amoebas

The notion of the Newton polytope of a polynomial might seem artificial from a geometric point of view. However, this is not so. In this subsection we relate $N(f)$ to the structure of the hypersurface defined by the equation $f=0$.

Denote by $\log :\left(\mathbf{C}^{*}\right)^{k} \rightarrow \mathbf{R}^{k}$ the map

$$
\begin{equation*}
\left(x_{1}, \ldots, x_{k}\right) \rightarrow\left(\log \left|x_{1}\right|, \ldots, \log \left|x_{k}\right|\right) \tag{1.1}
\end{equation*}
$$

For a Laurent polynomial $f\left(x_{1}, \ldots, x_{k}\right)$, denote by $Z_{f}$ the hypersurface in $\left(\mathbf{C}^{*}\right)^{k}$, defined by the equation $f\left(x_{1}, \ldots, x_{k}\right)=0$.
Definition 1.4. The amoeba of a Laurent polynomial $f$ is the subset $\log \left(Z_{f}\right) \subset \mathbf{R}^{k}$.
This name is motivated by the following typical shape of $\log \left(Z_{f}\right)$ in two dimensions (see Figure 16).


Figure 16. Amoeba
This shape is peculiar because of the thin "tentacles" going off to infinity. A bit later we shall give rigorous statements showing that the behavior of $\log \left(Z_{f}\right)$ is indeed typical. But first we relate the amoeba to the problem of finding Laurent series expansions for the rational function $1 / f(x)$. Recall the general properties of Laurent series in several variables and their regions of convergence, see e.g., [Kr].

## Proposition 1.5.

(a) Let $F(x)=\sum_{\omega \in \mathbf{Z}^{k}} c_{\omega} x^{\omega}$ be a (formal) Laurent series in $x_{1}, \ldots, x_{k}$ with complex coefficients $c_{\omega}$ (which may be non-zero for all $\omega$ ). Then the domain of convergence of $F(x)$ in $\left(\mathbf{C}^{*}\right)^{k}$ has the form $\log ^{-1}(B)$, where $B \subset \mathbf{R}^{k}$ is a convex subset.
(b) If $\varphi(x)$ is a holomorphic function in a domain of the form $\log ^{-1}(B)$, where $B \subset \mathbf{R}^{k}$ is a convex open subset, then there is a unique Laurent series converging to $\varphi(x)$ in this domain.

Applying this proposition to the rational function $1 / f$, we deduce the following.

Corollary 1.6. Let $f(x)$ be a Laurent polynomial. All the components of the complement $\mathbf{R}^{k}-\log \left(Z_{f}\right)$ to the amoeba of $f$ are convex subsets in $\mathbf{R}^{k}$. They are in bijective correspondence with Laurent series expansions of the rational function $1 / f(x)$.

Let $Q \subset \mathbf{R}^{k}$ be the Newton polytope of a Laurent polynomial $f\left(x_{1}, \ldots, x_{k}\right)=$ $\sum a_{\omega} x^{\omega}$, and let $\gamma \in Q$ be any vertex. Then we can write

$$
f(x)=a_{\gamma} x^{\gamma}\left(1+\sum_{\omega \neq \gamma} \frac{a_{\omega}}{a_{\gamma}} x^{\omega-\gamma}\right)=a_{\gamma} x^{\gamma}(1+g(x))
$$

and construct the Laurent expansion

$$
\begin{equation*}
R_{\gamma}(x)=\frac{1}{f(x)}=a_{\gamma}^{-1} x^{-\gamma}\left(1-g(x)+g(x)^{2}-\cdots\right) \tag{1.2}
\end{equation*}
$$

by using the geometric series. This is a well-defined Laurent series whose exponents lie in the affine cone $-\gamma+\mathbf{R}_{+} \cdot(Q-\gamma)$ in $\mathbf{R}^{k}$; this cone is obtained by drawing half-lines from $\gamma$ through all points of $Q$ and then translating the result by $(-2 \gamma)$ (see Figure 17).

Let us describe the domain of convergence of $R_{\gamma}$. Let $N_{\gamma}(Q)$ denote the normal cone of $Q$ at the vertex $\gamma$, see Definition 4.5, Chapter 5 .

Proposition 1.7. There is a vector $b \in N_{\gamma}(Q)$ such that the Laurent series $R_{\gamma}(x)$ converges absolutely for any $x=\left(x_{1}, \ldots, x_{k}\right) \in\left(\mathbf{C}^{*}\right)^{k}$ for which the vector $\log (x)=\left(\log \left|x_{1}\right|, \ldots, \log \left|x_{k}\right|\right)$ lies in the affine cone $b+N_{\gamma}(Q)$. In particular, for such $x$, we have $f(x) \neq 0$.

Proof. For any $x=\left(x_{1}, \ldots, x_{k}\right) \in\left(\mathbf{C}^{*}\right)^{k}$ such that $|g(x)|<1$, we have by construction (1.2) that $R_{\gamma}(x)$ converges absolutely. Choose $b \in N_{\gamma}(Q)$ so that


Figure 17. Laurent expansion of $1 / f$
$(b, \omega-\gamma) \ll 0$ for all integral points $\omega \in Q$ different from $\gamma$. An easy calculation which is left to the reader shows that $|g(x)|<1$ whenever $\log (x) \in b+N_{\gamma}(Q)$. This proves our proposition.

Corollary 1.8. Vertices of the Newton polytope $Q=N(f)$ are in bijection with those connected components of the complement $\mathbf{R}^{k}-\log \left(Z_{f}\right)$ which contain an affine convex cone with non-empty interior.

Proof. Let $C_{\gamma}$ be the component containing $N_{\gamma}(Q)+b$, where $b$ is as in Proposition 1.7. Since the normal cones $N_{\gamma} Q$ cover the whole logarithmic space $\mathbf{R}^{k}$, only the components of the type $C_{\gamma}$ can contain an affine convex cone with a non-empty interior. It remains to show that the components $C_{\gamma}$ are all distinct. Suppose $C_{\gamma}=C_{\delta}$ for two distinct vertices $\gamma, \delta \in Q$. Let $K$ be the cone which is the convex hull of the normal cones $N_{\gamma}(Q), N_{\delta}(Q)$. Since any component of $\mathbf{R}^{k}-\log \left(Z_{f}\right)$ is a convex set, the component $C_{\gamma}=C_{\delta}$ contains some translation of the cone $K$, say, $c+K$. However, suppose there is $a \in K$ not lying in $N_{\gamma}(Q)$. Then there is a vertex $\beta \in Q$ which is joined to $\gamma$ by an edge and such that $(a, \gamma)<(a, \beta)$. This implies that, for $t \gg 0$ and $x \in\left(\mathbf{C}^{*}\right)^{k}$ such that $\log (x)=c+t a$, the series $R_{\gamma}(x)$ will not absolutely converge. Indeed, for such $x$ the subseries of (1.2) consisting of terms whose exponents lie on the half-line $\gamma+\mathbf{R}_{+} \cdot(\beta-\gamma)$ will have terms not tending to zero. Thus $x \notin C_{\gamma}$, a contradiction. We see that $N_{\gamma}(Q)=K=N_{\delta}(Q)$, hence $\gamma=\delta$. The proposition is proved.

Since the normal cones $N_{\gamma} Q$ cover the logarithmic space $\mathbf{R}^{k}$, we see that the amoeba is situated in thin spaces between walls of the translated normal cones (see Figure 18). It follows that the combinatorial structure of the Newton polytope


Figure 18. The amoeba between walls
$N(f)$ can be read from the geometry of the hypersurface $Z_{f}=\{f=0\}$.
For a real number $M \geq 0$, let $S^{k-1}(M) \subset \mathbf{R}^{k}$ be the sphere with center 0 and radius $M$. Consider the intersection $S^{k-1}(M) \cap \log \left(Z_{f}\right)$.

Proposition 1.9. Suppose that the Newton polytope $N(f)$ has full dimension $k$. Then the limit subset

$$
\lim _{M \rightarrow \infty} \frac{1}{M} \cdot\left(S^{k-1}(M) \cap \log \left(Z_{f}\right)\right)
$$

in the unit sphere exists, and it is the $(k-2)$-skeleton of the cell decomposition of the sphere which is dual to the decomposition of the boundary of the polytope $N(f)$ by its faces.

The limit here can be understood, for example, in the sense of the Hausdorff distance between closed subsets of the sphere, see [Hau].
Proof. By Corollary 1.8, the open set $\mathbf{R}^{k}-\log \left(Z_{f}\right)$ is the union of some nonintersecting neighborhoods $C_{\gamma}$ of translated normal cones $N_{\gamma}(Q)+b_{\gamma}$ and, possibly, some other open subsets that neither intersect the $C_{\gamma}$ nor contain a convex affine cone with non-empty interior. Thus $\log \left(Z_{f}\right) \subset \mathbf{R}^{k}-\bigcup C_{\gamma}$ and the boundary of each $C_{\gamma}$ is a part of the boundary of $Z_{f}$. It follows that

$$
\begin{gathered}
\lim _{M \rightarrow \infty} \frac{1}{M} \cdot\left(S^{k-1}(M) \cap \log \left(Z_{f}\right)\right)=\lim _{M \rightarrow \infty} \frac{1}{M} \cdot\left(S^{k-1}(M) \cap\left(\mathbf{R}^{k}-\bigcup C_{\gamma}\right)\right) \\
=\lim _{M \rightarrow \infty} \frac{1}{M} \cdot\left(S^{k-1}(M) \cap\left(\mathbf{R}^{k}-\bigcup\left(N_{\gamma}(Q)+b_{\gamma}\right)\right)\right)
\end{gathered}
$$

and for the last limit the assertion is obvious.

Remark 1.10. To find, for a given polynomial $f(x)$, all the components of the complement to its amoeba (and hence all the Laurent series for $1 / f$ ) is a difficult and interesting problem. For a polynomial in one variable this requires the separation of roots of $f$ (which are not rationally known). For higher dimensions the amoeba can have "holes" (i.e., components in the complement that do not correspond to vertices of the Newton polytope, e.g., bounded components). The presence of such components is probably governed by the relative sizes of the coefficients, which are ignored in the definition of $N(f)$.

## C. Amoebas and the moment map

In subsection B we considered hypersurfaces in a torus. One can consider hypersurfaces in toric varieties as well.

Let $A \subset \mathbf{Z}^{k}$ be a finite subset generating $\mathbf{Z}^{k}$ as an affine lattice, and let $X_{A}$ be the corresponding projective toric variety, see Section 1B, Chapter 5. This variety contains the torus $\left(\mathbf{C}^{*}\right)^{k}$ as an open subset. Denote, as usual, by $\mathbf{C}^{A}$ the space of Laurent polynomials with monomials in A, i.e., of polynomials of the form

$$
f\left(x_{1}, \ldots, x_{k}\right)=\sum_{\omega \in A} a_{\omega} x^{\omega}
$$

Let $Y_{A}$ be the cone over $X_{A}$. Any polynomial from $\mathbf{C}^{A}$ defines a homogeneous function on $Y_{A}$ and hence defines a hypersurface in $X_{A}$, to be denoted by $\bar{Z}_{f}$. It is obviously the closure (in the Zariski topology as well as in the ordinary topology) of the previously considered affine hypersurface $Z_{f} \subset\left(\mathbf{C}^{*}\right)^{k} \subset X_{A}$.

Let $Q \subset \mathbf{R}^{k}$ be the convex hull of $A$. Then $Q$ is the Newton polytope of a generic $f \in \mathbf{C}^{A}$. The analog of the logarithmic map (1.1) in the present "compact" situation is given by the moment map ([At 1-2], see also [O], p. 94):

$$
\begin{equation*}
\mu=\mu_{A}: X_{A} \longrightarrow Q, \quad \mu(x)=\frac{\sum_{\omega \in A}\left|x^{\omega}\right| \cdot \omega}{\sum_{\omega \in A}\left|x^{\omega}\right|} \tag{1.3}
\end{equation*}
$$

Here each $x^{\omega}$ is regarded as a homogeneous function on the cone $Y_{A}$ over $X_{A}$; because of the denominator the expression in (1.3) is homogeneous of degree 0 , i.e., it is a well-defined function on $X_{A}$. The notation $x^{\omega}$ can be understood in the usual sense, as a Laurent monomial, on the open set $\left(\mathbf{C}^{*}\right)^{k} \subset X_{A}$

The properties of the moment map are summarized in the following theorem ([At 2], Th. 2). We omit the proof.

## Theorem 1.11.

(a) The map $\mu$ is surjective. For any face $\Gamma \subset Q$ the inverse image $\mu^{-1}(\Gamma)$ coincides with $X(\Gamma)$, the closure of the orbit corresponding to $\Gamma$. The orbit itself is the inverse image of the interior of $\Gamma$.
(b) Let $\left(S^{1}\right)^{k}$ be the subgroup in $\left(\mathbf{C}^{*}\right)^{k}$ consisting of $\left(x_{1}, \ldots, x_{k}\right)$ such that $\left|x_{i}\right|=1$ for all $i$. Each fiber $\mu^{-1}(q), q \in Q$, is an orbit of $\left(S^{1}\right)^{k}$. If $q$ lies inside a $j$-dimensional face of $Q$, then $\mu^{-1}(q)$ is isomorphic to $\left(S^{1}\right)^{j}$. In particular, $\mu^{-1}(q)$ consists of one point if and only if $q$ is a vertex of $Q$.

Let $f \in \mathbf{C}^{A}$. The compactified amoeba of $f$ is the image $\mu\left(\bar{Z}_{f}\right) \subset Q$. This notion is really useful only when all coefficients of $f$ are non-zero. We shall denote the space of such polynomials by $\left(\mathbf{C}^{*}\right)^{A}$ and suppose, in the rest of this section, that $f \in\left(\mathbf{C}^{*}\right)^{A}$.

A typical pattern of behavior of a compactified amoeba is depicted in Figure 19 and formalized in the following theorem.


Figure 19. Compactified amoeba

Theorem 1.12. Let $f \in\left(\mathbf{C}^{*}\right)^{A}$ and let $Q$ be the convex hull of A. Then
(a) for any vertex $\gamma \in Q$, there is a neighborhood of $\gamma$ which does not intersect the compactified amoeba $\mu\left(\bar{Z}_{f}\right)$;
(b) denote by $K(\gamma)$ the component of the complement $Q-\mu\left(\bar{Z}_{f}\right)$ containing (the neighborhood of) a vertex $\gamma \in Q$. All of these components $K(\gamma)$ are distinct.
Proof. The moment map $\mu$ maps the torus $\left(\mathbf{C}^{*}\right)^{k} \subset X_{A}$ onto the interior of $Q$. Moreover, we have the commutative diagram

where $\alpha$ is the map whose value at $\lambda=\left(\lambda_{1}, \ldots, \lambda_{k}\right) \in \mathbf{R}^{k}$ is given by

$$
\begin{equation*}
\alpha(\lambda)=\frac{\sum_{\omega \in A} e^{(\omega, \lambda)} \cdot \omega}{\sum_{\omega \in A} e^{(\omega, \lambda)}} \tag{1.5}
\end{equation*}
$$

and $(\omega, \lambda)$ stands for the standard scalar product $\sum \omega_{i} \lambda_{i}$.
Taking into account Corollary 1.8 , it remains to show that, for any vertex $\gamma \in Q$, the map $\alpha$ takes a translated normal cone $b+N_{\gamma}(Q)$ onto a neighborhood of $\gamma \operatorname{in} \operatorname{Int}(Q)$.

If $\lambda \in N_{\gamma}(Q)$ then $(\lambda, \gamma)>(\lambda, \omega)$ for $\omega \in A-\{\gamma\}$. Hence when $\lambda$ goes to infinity in the cone $b+N_{\gamma}(Q)$, in the linear combination $\sum_{\omega \in A} e^{(\omega, \lambda)} \cdot \omega$ the summand corresponding to $\gamma$ will outweigh all the others. This means that after dividing by $\sum_{\omega \in A} e^{(\omega, \lambda)}$, we shall approach the point $\gamma$. Conversely, if $\alpha(\lambda)$ is close to $\gamma$, then the summand corresponding to $\gamma$ in the numerator of (1.5) dominates all the other summands (this can be seen by applying to the vector sum in (1.5) a linear functional on $\mathbf{R}^{k}$ achieving maximum exactly at $\gamma$; we leave the routine calculation to the reader). So $\lambda$ lies deep inside $N_{\gamma}(Q)$.

Let us mention another property of compactified amoebas which makes them in some instances easier to handle than those considered in subsection B.
Proposition 1.13. Let $f(x) \in\left(\mathbf{C}^{*}\right)^{A}$ be as before; let $\Gamma \subset Q$ be a face and let $f \|_{\Gamma}$ be the coefficient restriction of $f$ to $\Gamma$, see subsection $A$. Then the compactified amoeba of $f \|_{\Gamma}$ coincides with the intersection with $\Gamma$ of the compactified amoeba of $f$.

Proof. Let $\left(z_{\omega}, \omega \in A\right)$ be the standard homogeneous coordinates in the ambient projective space $P^{n-1}$ of the projective variety $X_{A}$ (here $n$ is the cardinality of A). The orbit closure $X(\Gamma)$ is given inside $X_{A}$ by equations $z_{\omega}=0$ for $\omega \notin$ $\Gamma$ (Proposition 2.5, Chapter 5). Since the restriction of $z_{\omega}$ to (the cone over) $X_{A}$ becomes the Laurent monomial $x^{\omega}$, our statement follows directly by the comparison of moment maps for $A$ and $A \cap \Gamma$.

## 2. Theorems of Kouchnirenko and Bernstein on the number of solutions of a system of equations

Historically, one of the first applications of Newton polytopes was to the problem of finding the number of solutions of a system of polynomial equations in several variables. In this section we examine these developments.

## A. The setting of the problem

Suppose we have $k-1$ Laurent polynomials in $k-1$ variables:

$$
\begin{equation*}
f_{1}\left(x_{1}, \ldots, x_{k-1}\right), \ldots, f_{k-1}\left(x_{1}, \ldots, x_{k-1}\right) \tag{2.1}
\end{equation*}
$$

These polynomials define functions on the algebraic torus $\left(\mathbf{C}^{*}\right)^{k-1}$. We would like to find the number of their common roots in this torus. Of course, we must count isolated common roots with appropriate multiplicities.

Example 2.1. Consider a Laurent polynomial in one variable $f(x)=a_{r} x^{r}+$ $a_{r+1} x^{r+1}+\cdots+a_{s} x^{s}$. The number of its non-zero roots is equal to $s-r$ provided that $a_{r}, a_{s} \neq 0$. Note that the Newton polytope of $f$ is the line segment $[r, s]$ so $s-r$ is the length of this segment.

In the general case the number of common roots of $f_{1}, \ldots, f_{k-1}$ in the torus can vary with the $f_{i}$ since some roots can go off to the infinity of the torus. Here is one of the possible ways to set the problem about the number of roots precisely.

Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of exponents and $\mathbf{C}^{A}$ be the vector space of Laurent polynomials

$$
f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega}
$$

with all monomials from $A$. We assume that $A$ generates $\mathbf{R}^{k-1}$ as an affine space. We shall consider polynomials $f_{1}, \ldots, f_{k-1}$ from $\mathbf{C}^{A}$. It is clear that for a generic choice of the $f_{i}$ (i.e., for ( $f_{1}, \ldots, f_{k-1}$ ) belonging to some dense open subset in $\left(\mathbf{C}^{A}\right)^{k-1}$ ), the number of common roots of the $f_{i}$ in the torus is constant. So this number depends only on $A$ and we are interested in finding it.

## B. Kouchnirenko theorem

The answer to the problem raised in subsection A was given by Kouchnirenko [Kou] in terms of the polytope $Q \subset \mathbf{R}^{k-1}$, the convex hull of $A$. Clearly $Q$ is the Newton polytope of a generic $f \in \mathbf{C}^{A}$. Recall (Section 3D, Chapter 5) that the integral lattice $\mathbf{Z}^{k-1} \subset \mathbf{R}^{k-1}$ induces a volume form $\mathrm{Vol}_{\mathbf{Z}^{k-1}}$ on $\mathbf{R}^{k-1}$ such that the volume of an elementary lattice simplex is 1 . In this normalization, the volume of any polytope with vertices on the lattice is an integer. Kouchnirenko's theorem is as follows.

Theorem 2.2. In the above assumptions the number of common roots of generic polynomials $f_{1}, \ldots, f_{k-1} \in \mathbf{C}^{A}$ is equal to the volume $\operatorname{Vol}_{\mathbf{Z}^{k-1}} Q$.

Before proving the theorem, let us consider an example. Let $A$ consist of all monomials in two variables $x_{1}^{i} x_{2}^{j}$ with $i, j \geq 0, i+j \leq d$. The polytope $Q$ is the plane triangle with vertices $(0,0),(d, 0),(0, d)$. Its area with respect to the volume form induced by $\mathbf{Z}^{2}$ is $d^{2}$ (as can be seen, for example, by decomposing it into $d^{2}$ elementary lattice triangles). In this case Theorem 2.2 follows from the classical Bezout theorem: the number of common roots of two polynomials of degree $\leq d$ in two variables is $d^{2}$. More precisely, the Bezout theorem says that two curves $C_{1}, C_{2}$ in the projective plane $P^{2}$ of degree $d$ intersect in $d^{2}$ points (if counted with appropriate multiplicities). If $C_{i}$ is the projective closure of the curve in $\mathbf{C}^{2}$ given by $f_{i}\left(x_{1}, x_{2}\right)=0$ and $f_{1}, f_{2}$ are generic, then all $d^{2}$ points of intersection lie in the torus $\left(\mathbf{C}^{*}\right)^{2} \subset \mathbf{C}^{2} \subset P^{2}$.

If, for $A$, we take some subset of the set of monomials of degree $\leq d$ then the Bezout theorem will be still formally applicable to the curves $C_{i} \subset P^{2}$. However, among the $d^{2}$ points of the intersection $C_{1} \cap C_{2}$ some may lie outside the torus $\left(\mathbf{C}^{*}\right)^{2}$ regardless of the choice of the $f_{i} \in \mathbf{C}^{A}$. So the number of common roots in the torus can be less than $d^{2}$.

To prove the Kouchnirenko theorem, let us reformulate it in more geometric terms. First of all, note that we can reduce the question to the situation when the set $A$ generates $\mathbf{Z}^{k-1}$ as an affine lattice, i.e., $\mathbf{Z}^{k-1}=\operatorname{Aff}_{\mathbf{Z}}(A)$ (see Definition 1.3, Chapter 5). Indeed, let $\left\{\eta^{(1)}, \ldots, \eta^{(k)}\right\}$ be an affine $\mathbf{Z}$-basis of the lattice $\operatorname{Aff}_{\mathbf{Z}}(A)$, i.e., a subset in this lattice (not necessarily in $A$ ) such that $\operatorname{Aff}_{\mathbf{Z}}(A)$ consists of affine linear combinations of $\eta^{(1)}, \ldots, \eta^{(k)}$. In particular, any vector $\omega \in A$ can be written in the form $\omega=\sum m_{i} \eta^{(i)}$ with $m_{i} \in \mathbf{Z}, \sum m_{i}=1$. In other words,

$$
\omega=\eta^{(k)}+\sum_{i=1}^{k-1} m_{i}\left(\eta^{(i)}-\eta^{(k)}\right)
$$

It follows that every polynomial $f \in \mathbf{C}^{A}$ can be written in the form

$$
f\left(x_{1}, \ldots, x_{k-1}\right)=x^{\eta^{(k)}} g\left(y_{1}, \ldots, y_{k-1}\right)
$$

where $y_{i}=x^{\eta^{(i)}-\eta^{(k)}}$. The transformation $\left(x_{1}, \ldots, x_{k-1}\right) \mapsto\left(y_{1}, \ldots, y_{k-1}\right)$ is a finite covering of degree $m=\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(A)\right]$. So the number of $x$-roots is $m$ times the number of $y$-roots. At the same time

$$
\operatorname{Vol}_{\mathbf{z}^{k-1}}(Q)=m \cdot \operatorname{Vol}_{\mathrm{Aff}_{\mathbf{Z}}(A)}(Q)
$$

Thus everything reduces to the lattice $\operatorname{Aff}_{\mathbf{Z}}(A)$ and polynomials in $y_{1}, \ldots, y_{k-1}$.
So we assume that $\mathbf{Z}^{k-1}=\operatorname{Aff}_{\mathbf{Z}}(A)$. We arrange the elements of $A$ in some order: $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$. Let $X_{A} \subset P^{n-1}$ be the toric variety introduced in Section 1B Chapter 5.

A generic point $\left(y_{1}: \ldots: y_{n}\right)$ of $X_{A}$ has a parametric representation $y_{i}=x^{\omega^{(i)}}$ for some $x=\left(x_{1}, \ldots, x_{k-1}\right) \in\left(\mathbf{C}^{*}\right)^{k-1}$. Therefore a linear form $l(y)=\sum_{i=1}^{n} a_{i} y_{i}$ on $P^{n-1}$ becomes, after restricting to $X_{A}$, a Laurent polynomial

$$
f(x)=\sum_{i=1}^{n} a_{i} x^{\omega^{(i)}}
$$

If $l_{1}(y), \ldots, l_{k-1}(y)$ are $k-1$ generic linear forms defining a projective subspace $L \subset P^{n-1}$, then the number of points of $X_{A} \cap L$ equals the number of solutions of the system of equations

$$
\begin{equation*}
f_{1}(x)=0, \ldots, f_{k-1}(x)=0 \tag{2.2}
\end{equation*}
$$

where $f_{j}(x)$ is the polynomial corresponding to $l_{j}(y)$. Note that it is essential here to assume the $l_{j}$ generic: otherwise the intersection points may not lie in the image of the parametrization $y_{i}=x^{\omega^{(i)}}, x \in\left(\mathbf{C}^{*}\right)^{k-1}$.

We conclude that the number of common roots of a generic system (2.2) equals the degree of the toric variety $X_{A}$. In other words, Kouchnirenko theorem 2.2 is equivalent to the following statement.

Theorem 2.3. Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of lattice points generating $\mathbf{Z}^{k-1}$ as an affine lattice and let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. Then the degree of the toric variety $X_{A} \subset P^{n-1}$ equals $\operatorname{Vol}_{\mathbf{z}^{k-1}} Q$.

This statement is in fact a particular case of Theorem 3.14 from Chapter 5 which describes the multiplicity (or local degree) of any singular point on a toric variety. To specialize to the present situation, we consider the variety $Y_{A}$, the affine cone over $X_{A}$. The apex of this cone is a singular point of $Y_{A}$ and the corresponding multiplicity equals deg $X_{A}$. The semigroup $S_{A}$ corresponding to $Y_{A}$ is generated in $\mathbf{Z}^{k}=\mathbf{Z}^{k-1} \oplus \mathbf{Z}$ by vectors $(\omega, 1), \omega \in A$. The subdiagram volume $u\left(S_{A}\right)$ which, by the cited theorem, is equal to $\operatorname{deg}\left(X_{A}\right)$, is just the $k$-dimensional volume of the pyramid $P$ in $\mathbf{R}^{k}$ with apex 0 and base $Q \times\{1\}$. Obviously $\operatorname{Vol}_{\mathbf{Z}^{k}}(P)=\operatorname{Vol}_{\mathbf{Z}^{k-1}}(Q)$ and Theorem 2.3 follows.

By analyzing the above arguments it is possible to extract the exact conditions for a system $\left(f_{1}, \ldots, f_{k}\right)$ to be "generic" in the sense of Theorem 2.2. We leave this to an interested reader.

## C. Kouchnirenko theorem for underdetermined systems

In the paper [Kou] Kouchnirenko has proven a more general theorem which will also be important for us. Namely, consider a system of $p \leq k-1$ equations $f_{i}\left(x_{1}, \ldots, x_{k-1}\right)=0, i=1, \ldots, p$ where the $f_{i}$ belong to the space $\mathbf{C}^{A}$ as before. Let

$$
Z_{f_{1}, \ldots, f_{p}}=\left\{x \in\left(\mathbf{C}^{*}\right)^{k-1}: f_{1}(x)=\cdots=f_{p}(x)=0\right\}
$$

be the set of solutions of this system in the torus. This is typically a variety of dimension $k-1-p$ so we cannot speak about the "number" of solutions. However, there is an important numerical invariant of any variety $Z$ replacing the number of points of a finite set, namely the topological Euler characteristic

$$
\begin{equation*}
\chi(Z)=\sum_{i}(-1)^{i} \operatorname{dim} H^{i}(Z, \mathbf{C}) \tag{2.3}
\end{equation*}
$$

When $Z$ has dimension 0 , the Euler characteristic $\chi(Z)$ is just the cardinality of $Z$. Now the general theorem of Kouchnirenko is as follows.

Theorem 2.4. Let $A \in \mathbf{Z}^{k-1}$ be a finite subset affinely spanning $\mathbf{R}^{k-1}$ and let $1 \leq p \leq k-1$. Let also $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. There is a dense Zariski open subset $U$ in the space $\left(\mathbf{C}^{A}\right)^{p}$ of p-tuples of polynomials $\left(f_{1}, \ldots, f_{p}\right), f_{i} \in \mathbf{C}^{A}$ such that, for any $\left(f_{1}, \ldots, f_{p}\right) \in U$, we have

$$
\chi\left(Z_{f_{1}, \ldots, f_{p}}\right)=(-1)^{k-1-p} \operatorname{Vol}_{\mathbf{z}^{k-1}}(Q)
$$

For the proof of this theorem we refer the reader to the original paper of Kouchnirenko [Kou].

Example 2.5. Let $A=\left\{1, x_{1}, \ldots, x_{k-1}\right\}$ so $\mathbf{C}^{A}$ consists of affine-linear polynomials $f(x)=a_{0}+\sum_{i=1}^{k-1} a_{i} x_{i}$. If $a_{i} \neq 0$ for all $i$, then the hypersurface in $\left(\mathbf{C}^{*}\right)^{k-1}$ given by the equation $f(x)=0$ is isomorphic to $\mathbf{C}^{k-2}$ minus the union of $(k-1)$ affine hyperplanes in the general position, i.e., to the variety $Z_{k-2}$ where we denote

$$
Z_{m}=\left\{\left(t_{1}, \ldots, t_{m}\right) \in \mathbf{C}^{m}: t_{i} \neq 0, \sum t_{i} \neq 1\right\}
$$

The fact that $\chi\left(Z_{m}\right)=(-1)^{m}$ for any $m$ can be easily seen by induction. Indeed, $Z_{1}=\mathbf{C}-\{0,1\}$ has $\chi=-1$. Let $\pi: Z_{m} \rightarrow Z_{m-1}$ be the projection with center $(0, \ldots, 0,1)$ (see Figure 20). This projection makes $Z_{m}$ into a fibration over $Z_{m-1}$ with fibers isomorphic to $Z_{1}$ so $\chi\left(Z_{m}\right)=\chi\left(Z_{1}\right) \chi\left(Z_{m-1}\right)=-\chi\left(Z_{m-1}\right)$.


Figure 20.

## D. Mixed volumes and the Bernstein theorem

The Bernstein theorem [Ber] extends the Kouchnirenko theorem to the case of systems of equations where each equation has its own set of monomials. Consider $k-1$ sets of monomials $A_{1}, \ldots, A_{k-1} \subset \mathbf{Z}^{k-1}$. We assume that their union generates $\mathbf{Z}^{k-1}$ as an affine lattice. Let $\mathbf{C}^{A_{i}}$ be the space of all Laurent polynomials with monomials from $A_{i}$, i.e., polynomials of the form $\sum_{\omega \in A_{i}} a_{\omega} x^{\omega}, x=\left(x_{1}, \ldots, x_{k-1}\right)$. We are interested in the number of solutions of the system of equations

$$
f_{1}(x)=\cdots=f_{k-1}(x)=0, x \in\left(\mathbf{C}^{*}\right)^{k-1}
$$

for generic polynomials $f_{i} \in \mathbf{C}^{A_{i}}$. For the case $A_{1}=\cdots=A_{k-1}=A$, this number is, by Kouchnirenko's theorem, equal to the volume of the polytope $Q$, the convex hull of $A$. In the general case D . Bernstein expressed this number in terms of mixed volumes. Let us recall the concept of mixed volumes introduced by Minkowski (see [E] [Liu] [O]).

Let $V$ be a real vector space of dimension $m$. For any two convex polytopes $P, Q \subset V$, we denote by $P+Q$ their Minkowski sum (Definition 4.7, Chapter 5) and by $\lambda P$ for $\lambda \in \mathbf{R}$ the scaled polytope $P$, i.e., $\lambda P=\{\lambda p: p \in P\}$. Let Vol be a translation invariant volume form on $V$. It is known (see the cited literature) that, for any $m$ convex polytopes $P_{1}, \ldots, P_{m} \subset V$, the expression

$$
\begin{equation*}
\operatorname{Vol}\left(\lambda_{1} P_{1}+\cdots+\lambda_{m} P_{m}\right) \tag{2.4}
\end{equation*}
$$

is a homogeneous polynomial in $\lambda_{1}, \ldots, \lambda_{m}$ of degree $m$.
Definition 2.6. The mixed volume $\operatorname{Vol}\left(P_{1}, \ldots, P_{m}\right)$ is the coefficient at the monomial $\lambda_{1} \cdots \lambda_{m}$ in the polynomial (2.4).

More explicitly, we have

$$
\operatorname{Vol}\left(P_{1}, \ldots, P_{m}\right)=\frac{1}{m!} \sum_{k=1}^{m}(-1)^{m-k} \sum_{1 \leq i_{1}<\cdots<i_{k} \leq m} \operatorname{Vol}\left(P_{i_{1}}+\cdots+P_{i_{k}}\right)
$$

The following proposition summarizes the basic properties of mixed volumes.

## Proposition 2.7.

(a) $\operatorname{Vol}(P, \ldots, P)=\operatorname{Vol}(P)$ is the usual volume of $P$.
(b) The mixed volume $\operatorname{Vol}\left(P_{1}, \ldots, P_{m}\right)$ is invariant under translations of each of the $P_{i}$ and under simultaneous linear transformations of all of the $P_{i}$ with determinant 1 .

Proof. This follows from the homogeneity of the volume under the dilations and from its invariance under translations and linear transformations with determinant 1.

Part (b) above permits us to speak about mixed volumes in an affine space $W$ equipped with a translation invariant volume form Vol. In particular, when $W$ is equipped with an affine lattice $\Xi$, we have the volume form $\mathrm{Vol}_{\Xi}$ (see Section 3D Chapter 5). We shall write $\operatorname{Vol}_{\Xi}\left(P_{1}, \ldots, P_{m}\right)$ for the corresponding mixed volume.

Now the Bernstein theorem is as follows.
Theorem 2.8. Let $A_{1}, \ldots, A_{k-1} \subset \mathbf{Z}^{k-1}$ be finite sets such that $A_{1} \cup \cdots \cup A_{k-1}$ generates $\mathbf{Z}^{k-1}$ as an affine lattice. Let $Q_{i} \subset \mathbf{R}^{k-1}$ be the convex hull of $A_{i}$, and let $\mathbf{C}^{A_{i}}$ be the space of Laurent polynomials in $x_{1}, \ldots, x_{k-1}$ with monomials from $A_{i}$. Then there exists a dense Zariski open subset $U \subset \prod \mathbf{C}^{A_{i}}$ with the following property: for any $\left(f_{1}, \ldots, f_{k-1}\right) \in U$, the number of solutions of the system of equations $f_{1}(x)=\cdots=f_{k-1}(x)=0$ in $\left(\mathbf{C}^{*}\right)^{k-1}$ equals the mixed volume $\operatorname{Vol}_{\mathbf{Z}^{k-1}}\left(Q_{1}, \ldots, Q_{k-1}\right)$.

For the proof see [Ber].
Remark 2.9. For the case of two polynomials in two variables, the statement, equivalent to Theorem 2.8, was proved by Minding [Min] in 1841 long before Minkowski introduced mixed volumes.

## 3. Chow polytopes

In the previous section we defined the Newton polytope of a polynomial. Geometrically, considering a polynomial is equivalent to considering the hypersurface defined by the vanishing of this polynomial. Thus the Newton polytope is a combinatorial invariant of a hypersurface in $\left(\mathbf{C}^{*}\right)^{n}$. It is natural to try to extend the notion of the Newton polytope from hypersurfaces to algebraic subvarieties of arbitrary dimension. In this section (based on [KSZ2]) we shall discuss such a generalization.

For technical reasons we shall study algebraic subvarieties not in the torus but in the projective space $P^{n-1}$. This does not seriously restrict generality. For example, a hypersurface in $P^{n-1}$ is given by a homogeneous polynomial in $n$ variables $x_{1}, \ldots, x_{n}$ which does not contain negative powers of the $x_{i}$. The collection of such polynomials is, of course, less general than the collection of all Laurent polynomials in $x_{1}, \ldots, x_{n}$. However, any Laurent polynomial in $n-1$ variables $y_{1}, \ldots, y_{n-1}$ can be transformed, by a suitable monomial change of variables, to a homogeneous polynomial in $n$ variables (not containing negative powers).

## A. Definition of Chow polytopes

In Section 1, Chapter 4 we considered the Chow variety $G(k, n, d)$ of algebraic cycles in $P^{n-1}$ of degree $d$ and dimension $k-1$. This is a projective variety and
we recall its projective embedding.
Let $\mathcal{B}=\mathcal{B}(n-k, n)=\bigoplus_{d} \mathcal{B}_{d}$ be the homogeneous coordinate ring of the Grassmannian $G(n-k, n)$ (see Section 1E Chapter 3). This ring is generated by the so-called brackets $\left[i_{1}, \ldots, i_{k}\right], 1 \leq i_{1}<\cdots<i_{k} \leq n$. By definition, $\left[i_{1}, \ldots, i_{k}\right]$ is the polynomial which takes an $(n-k)$-dimensional subspace $L$ with a chosen basis to the Plücker coordinate $p_{j_{1}, \ldots, j_{n-k}}(L)$, where $\left\{j_{1}<\cdots<j_{n-k}\right\}$ is the complement to $\left\{i_{1}, \ldots, i_{k}\right\}$. The brackets are subject to Plücker quadratic relations, see (1.7) of Chapter 3. The Chow variety $G(k, n, d)$ is realized as a Zariski closed subset in the projective space $P\left(\mathcal{B}_{d}\right)$.

This realization associates to a cycle $X=\sum m_{i} X_{i}$ its Chow form $R_{X}=$ $\prod R_{X_{i}}^{m_{i}}$, where $R_{X_{i}}$ is the equation for the locus of ( $n-k-1$ )-dimensional projective subspaces intersecting $X_{i}$. In the case of a hypersurface, the Chow form coincides with the equation of this hypersurface. Thus the notion of the equation is extended to the subvarieties of higher codimension. Informally, the Chow polytope which we are going to define, will be the "Newton polytope of the Chow form."

We fix a system of homogeneous coordinates $x_{1}, \ldots, x_{n}$ in $P^{n-1}$. The algebraic torus $H=\left(\mathbf{C}^{*}\right)^{n}$ acts on $P^{n-1}$ by independent dilations of the homogeneous coordinates. Therefore, $H$ acts on the space $\mathcal{B}_{d}$ of (possible) Chow forms of ( $k-1$ )-dimensional cycles of degree $d$.
Definition 3.1. Let $X \in G(k, n, d)$ be an algebraic cycle in $P^{n-1}$ of dimension $(k-1)$ and degree $d$. The Chow polytope of $X$ is the weight polytope of the Chow form $R_{X}$ in the space $\mathcal{B}_{d}$ (see Definition 1.7 Chapter 5), and is denoted by $\operatorname{Ch}(X)$.

By definition, $\mathrm{Ch}(X)$ lies in the vector space $\mathbf{R}^{n}=\mathbf{Z}^{n} \otimes \mathbf{R}$, where $\mathbf{Z}^{n}$ is identified with the group of characters of the torus $H$. For any character $\chi \in \mathbf{Z}^{n}$ of $H$, as in (1.7) of Chapter 5, we denote by $\mathcal{B}_{d, \chi}$ the weight subspace of $\mathcal{B}_{d}$ corresponding to $\chi$. We are going to describe the set of possible weights.

Denote by $\Delta(k, n)$ the convex polytope in $\mathbf{R}^{n}$ which is the convex hull of the $\binom{n}{k}$ points $e_{i_{1}}+\cdots+e_{i_{k}}, 1 \leq i_{1}<\cdots<i_{k} \leq n$, where the $e_{i}$ are the standard basis vectors. This polytope was introduced in [GM] and called the ( $k, n$ )-hypersimplex. Clearly, $\Delta(k, n)$ can be seen as the convex hull of the barycenters of the $(k-1)$ dimensional faces of the $(n-1)$-dimensional simplex. In particular, $\Delta(1, n)$ and $\Delta(n-1, n)$ are $(n-1)$-dimensional simplices. The first non-trivial example is provided by the hypersimplex $\Delta(2,4)$ which is the 3-dimensional octohedron (see Figure 21).

For any $d>0$, we denote by $d \Delta(k, n)$ the scaled hypersimplex, i.e., the convex hull of the points $d\left(e_{i_{1}}+\cdots+e_{i_{k}}\right)$.
Proposition 3.2. The weight subspace $\mathcal{B}_{d, \chi}$ is non-zero if and only if $\chi \in$ $d \Delta(k, n)$.


Figure 21. The octohedron as the hypersimplex $\Delta(2,4)$

Proof. Clearly every element of $\mathcal{B}_{d}$ is a polynomial of degree $d$ in brackets $\left[i_{1}, \ldots, i_{k}\right]$, and $\left[i_{1}, \ldots, i_{k}\right]$ has the weight $e_{i_{1}}+\cdots+e_{i_{k}}$. It follows that every $\chi$ such that $\mathcal{B}_{d, \chi} \neq 0$, belongs to $d \Delta(k, n)$. Also, the reverse inclusion is not hard to prove by elementary methods. Moreover, we can prove it by observing that the space $\mathcal{B}_{d}$ is an irreducible representation of the group $G L(n, \mathbf{C})$ with highest weight $d\left(e_{1}+\cdots+e_{k}\right)$. Our statement is a special case of the general fact about weight diagrams of irreducible representations of reductive groups: the weights of such a representation with highest weight $\lambda$ are exactly all weights $\beta$ such that $\lambda-\beta$ lies in the root lattice, and $\beta$ lies in the convex hull of the orbit of $\lambda$ under the action of the Weyl group (see, e.g., [Boul], Ch. VIII, Section 7, Proposition 5).

The weight subspaces in $\mathcal{B}_{d}$ can have dimension more than 1 . However, the weight subspaces corresponding to the vertices of $d \Delta(k, n)$ are 1 -dimensional and generated by the $d$-th powers $\left[i_{1}, \ldots, i_{k}\right]^{d}$.

Now let us discuss some examples of Chow polytopes.
Example 3.3. Let $k=n-1$, i.e., suppose that $X$ is a hypersurface in $P^{n-1}$ defined by a homogeneous equation $f\left(x_{1}, x_{2}, \ldots, x_{n}\right)=0$. The ring $\mathcal{B}(n-1, n)$ coincides with the polynomial ring $\mathbf{C}\left[x_{1}, \ldots, x_{n}\right]$ : the variable $x_{j}$ is identified with the bracket $(-1)^{j-1}[1,2, \ldots, \hat{j}, \ldots, n]$. This is a particular case of the correspondence between Plücker coordinates in $G(k, n)$ and $G(n-k, n)$, see (1.6) of Chapter 3. The Chow form of $X$ is just its equation $f\left(x_{1}, \ldots, x_{n}\right)$. Therefore the Chow polytope of $X$ is the same as the Newton polytope of $f$.

Example 3.4. Let $L$ be a $(k-1)$-dimensional projective subspace in $P^{n-1}$ and let
( $p_{i_{1}, \ldots, i_{k}}$ ) be its Plücker coordinates. Then

$$
R_{L}=\sum_{1 \leq i_{1}<\cdots<i_{k} \leq n} p_{i_{1}, \ldots, i_{k}}\left[i_{1}, \ldots, i_{k}\right] \in \mathcal{B}_{1}
$$

is a linear combination of the generators of the algebra $\mathcal{B}$. We say that $\left\{i_{1}, \ldots, i_{k}\right\}$ is a base for $L$ if $p_{i_{1}, \ldots, i_{k}} \neq 0$. By definition, the Chow polytope of $L$ is the convex hull of the points $e_{i_{1}}+\cdots+e_{i_{k}}$ for all bases $\left\{i_{1}, \ldots, i_{k}\right\}$ for $L$.

The definition of bases can be given in several equivalent forms. For example, let $\mathbf{L} \subset \mathbf{C}^{n}$ be the vector subspace corresponding to $L$. Then $\left\{i_{1}, \ldots, i_{k}\right\}$ is a base for $L$ if and only if the restrictions of the coordinate linear forms $x_{i_{1}}, \ldots, x_{i_{k}}$ to $L$ form a basis of $L^{*}$.

The polytope $\mathrm{Ch}(L)$ was introduced in [GGMS] and called the matroid polytope of $L$. Note, in particular, that if $L$ is a coordinate subspace spanned by $e_{i_{1}}, \ldots, e_{i_{k}}$ then $R_{L}=\left[i_{1}, \ldots, i_{k}\right]$ and the Chow polytope $\mathrm{Ch}(L)$ is just a point.

Examples 3.5. (a) If $X$ consists of a single point $x=\left(x_{1}: \ldots: x_{n}\right)$ then its associated hypersurface $\mathcal{Z}(X)$ is the hyperplane polar to $x$, and its Chow polytope is the face $\operatorname{Ch}(x)$ with vertices $\left\{e_{i}: x_{i} \neq 0\right\}$ of the standard $(n-1)$-simplex $\Delta^{n-1}$ in $\mathbf{R}^{n}$.
(b) The Chow form of a cycle $X=\sum_{i=1}^{p} m_{i} X_{i}$ (with all $X_{i}$ irreducible) is the product $R_{X}=R_{X_{1}}^{m_{1}} R_{X_{2}}^{m_{2}} \cdots R_{X_{p}}^{m_{p}}$. Thus its Chow polytope is the Minkowski sum of polytopes $\operatorname{Ch}(X)=m_{1} \operatorname{Ch}\left(X_{1}\right)+m_{2} \operatorname{Ch}\left(X_{2}\right)+\cdots+m_{p} \operatorname{Ch}\left(X_{p}\right)$.
(c) If $X=\left\{x^{(1)}, x^{(2)}, \ldots, x^{(p)}\right\}$ is a zero-dimensional variety then its associated hypersurface $\mathcal{Z}(X)$ is the hyperplane arrangement polar to $X$, and, by (a) and (b), its Chow polytope is the Minkowski sum of simplices $\operatorname{Ch}(X)=$ $\sum_{i=1}^{p} \operatorname{Ch}\left(x^{(i)}\right)$. It can be quite non-trivial. Consider, for instance, $X$ to be the system of positive roots of type $A_{n-1}$, i.e., the (projectivization of) the system of vectors $e_{i}-e_{j}, 1 \leq i<j \leq n$. Then the Chow polytope of $X$ is the so-called permutohedron (or general hypersimplex, see [Milg] [GS]). By definition, this is the convex hull of points $(s(1), \ldots, s(n)) \in \mathbf{R}^{n}$ where $s$ runs over all the $n$ ! permutations of numbers $1, \ldots, n$. We shall encounter this polytope in the next chapter.

Definition 3.6. Let $X, Y$ be two cycles in $G(k, n, d)$. We say that $Y$ is a toric specialization of $X$ if $Y$ lies in the closure of the torus orbit $H X$ in $G(k, n, d)$.

For points of a toric variety, the notion of toric specialization was already considered in Section 1D, Chapter 5. As in that case, the relation " $Y$ is a toric specialization of $X$ " is a partial order relation on cycles. In particular, the set of all toric specializations of a given cycle $X$ is a partially ordered set (or poset).

Corollary 3.7. Let $X$ be a cycle in $P^{n-1}$ of dimension $k-1$ and degree $d$. Then the
face poset of its Chow polytope $\operatorname{Ch}(X)$ (with the order relation given by inclusion) is isomorphic to the poset of toric specializations of $X$ in $G(k, d, n)$.

This follows from Proposition 1.8, Chapter 5, since the closure of $H X$ is a toric subvariety in $G(k, d, n)$.

## B. Vertices of Chow polytopes

For any subset $\sigma \subset\{1,2, \ldots, n\}$, let $\mathbf{L}_{\sigma}$ denote the coordinate subspace of $\mathbf{C}^{n}$ spanned by $\left\{e_{i}: i \in \sigma\right\}$ and $L_{\sigma}$ the projectivization of $\mathbf{L}_{\sigma}$. The torus $H=\left(\mathbf{C}^{*}\right)^{n}$ leaves $L_{\sigma}$ invariant, and so we have a linear representation $\rho_{\sigma}$ : $H \rightarrow G L\left(\mathbf{L}_{\sigma}\right)$ for each $\sigma$. For any subvariety $X \subset P^{n-1}$, we abbreviate $H_{X}=$ $\{t \in H: t X=X\}$.

Proposition 3.8. Let $X$ be an irreducible subvariety in $P^{n-1}$, and let $\sigma=\sigma(X)$ denote the minimal subset of $\{1,2, \ldots, n\}$ such that $X \subset L_{\sigma}$.
(a) For a generic point $x=\left(x_{1}: \ldots: x_{n}\right)$ in $X$, all the coordinates $x_{i}, i \in \sigma$, are non-zero.
(b) The dimension of the Chow polytope $\operatorname{Ch}(X)$ equals \#( $\sigma)-\operatorname{dim} \rho_{\sigma}\left(H_{X}\right)$. If $x \in X$ is a generic point, then $\operatorname{dim} \mathrm{Ch}(X)=\operatorname{codim}_{L_{\sigma}}\left(\overline{H_{X} x}\right)$.

Proof. (a) Suppose on the contrary that every point $x=\left(x_{1}: \ldots: x_{n}\right) \in X$ lies in a proper subspace $L_{\tau}$ of $L_{\sigma}$. Then $X=\bigcup_{\tau}\left(X \cap L_{\tau}\right)$ is a union of a finite number of its proper closed subvarieties. But this is impossible, since $X$ is assumed to be irreducible.
(b) We have

$$
\operatorname{dim} \mathrm{Ch}(X)=\operatorname{dim} \mathrm{Wt}\left(R_{X}\right)=\operatorname{dim} \overline{H \cdot R_{X}}=\operatorname{dim} H-\operatorname{dim} H_{X}
$$

It remains to note that the subgroup $H_{\sigma}=\operatorname{Ker}\left(\rho_{\sigma}\right) \subset H$ lies in $H_{X}$ and is equal to the stabilizer in $H_{X}$ of a vector in $\mathbf{C}^{n}$ whose projectivization is a generic point $x \in X$. Therefore,

$$
\begin{aligned}
\operatorname{dim} H-\operatorname{dim} H_{X}= & \operatorname{dim} \rho_{\sigma}(H)-\operatorname{dim} \rho_{\sigma}\left(H_{X}\right) \\
& =\#(\sigma)-\operatorname{dim} \rho_{\sigma}\left(H_{X}\right)=\operatorname{codim}_{L_{\sigma}}\left(\overline{H_{X} x}\right)
\end{aligned}
$$

as claimed.
Corollary 3.9. The coordinate projective subspaces are the only irreducible subvarieties $X \subset P^{n-1}$ with $\operatorname{dim} \operatorname{Ch}(X)=0$.

The next theorem follows at once from Corollaries 3.7, 3.9 and Example 3.5.

Theorem 3.10. For any cycle $X \in G(k, d, n)$, the vertices of the Chow polytope $\mathrm{Ch}(X)$ are in a bijective correspondence with toric specializations of $X$ of the form $\sum_{\#(\sigma)=k} m_{\sigma} L_{\sigma}$. The vertex of $\mathrm{Ch}(X)$ corresponding to such a cycle equals

$$
\omega=\sum_{\sigma} m_{\sigma} \sum_{i \in \sigma} e_{i} \in d \Delta(k, n)
$$

The corresponding weight component of the Chow form $R_{X}$ is the bracket monomial

$$
R_{X, \omega}=\text { const } \cdot \prod_{\#(\sigma)=k}[\sigma]^{m_{\sigma}} .
$$

## C. Possible edges of Chow polytopes

We have already remarked (Example 3.4) that, for a projective subspace $L \subset P^{n-1}$, (i.e., for a cycle of degree 1) the Chow polytope is the matroid polytope of $L$, and the vertices are some of the vertices of the hypersimplex $\Delta(k, n)$. The following was proved in [GGMS].

Theorem 3.11. If $L \subset P^{n}$ is a $(k-1)$-dimensional projective subspace, then every edge of its matroid polytope is an edge of the hypersimplex $\Delta(k, n)$. Every edge of $\Delta(k, n)$ is parallel to some vector of the form $e_{i}-e_{j}$ where $e_{1}, \ldots, e_{n}$ is the standard basis of $\mathbf{R}^{n}$.

In fact, it was proved in [GGMS] that subpolytopes in $\Delta(k, n)$ whose vertices and edges are among those of $\Delta(k, n)$ correspond to matroids (combinatorial structures axiomatizing properties of linear dependence of a collection of vectors in a vector space). An example of such a polytope is given by a square pyramid forming a half of the octohedron $\Delta(2,4)$.

We are now going to generalize Theorem 3.11 to arbitrary Chow polytopes.
A non-zero vector $a=\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{Z}^{n}$ is called admissible if g.c.d. $\left(a_{1}, \ldots, a_{n}\right)=1$ and $a_{1}+a_{2}+\cdots+a_{n}=0$. For such a vector, put $\sigma_{+}(a)=\left\{i: a_{i}>0\right\}$ and $\sigma_{-}(a)=\left\{i: a_{i}<0\right\}$. We say that $a$ has level $\operatorname{lev}(a):=\#\left(\sigma_{+}(a)\right)+\#\left(\sigma_{-}(a)\right)-2$ and degree $\operatorname{deg}(a):=\sum_{i \in \sigma_{+}(a)} a_{i}(=$ $\left.-\sum_{i \in \sigma_{-}(a)} a_{i}\right)$.

The promised generalization of Theorem 3.11 is as follows.
Theorem 3.12. Each edge of the Chow polytope of any cycle $X \in G(k, d, n)$ is parallel to some admissible vector $a \in \mathbf{Z}^{n}$ with $\operatorname{lev}(a) \leq k-1$ and $\operatorname{deg}(a) \leq d$.

We denote by $A(k, d, n)$ the set of admissible $a \in \mathbf{Z}^{n}$ with lev $(a) \leq k-1$ and $\operatorname{deg}(a) \leq d$. Before proving the theorem let us give some examples of these sets.

Examples 3.13. (a) The set $A(k, 1, n)$ consists of vectors $e_{i}-e_{j}(1 \leq i, j \leq$ $n, i \neq j)$, i.e., it is the root system of type $A_{n-1}$.
(b) For $k \geq 2$, the set $A(k, 2, n)$ consists of the following vectors: the roots $e_{i}-e_{j}(1 \leq i, j \leq n, i \neq j)$ and the vectors $\pm\left(2 e_{i}-e_{j}-e_{p}\right)$ for distinct $1 \leq i, j, p \leq n$.
D. Proof of Theorem 3.12

With an admissible vector $a$, we associate the ( $n-1$ )-dimensional subtorus $H[a]:=\left\{\left(x_{1}, \ldots, x_{n}\right) \in H=\left(\mathbf{C}^{*}\right)^{n}: \prod_{i=1}^{n} x_{i}^{a_{i}}=1\right\}$. Clearly, $H[a]$ is irreducible and contains the one-parameter subgroup $\mathbf{C}^{*}=\{(t, \ldots, t)\} \subset H$. Conversely, each irreducible algebraic subtorus of codimension 1 in $H$ containing $\mathbf{C}^{*}$ is of this form.

Proposition 3.14. Let $X$ be a $(k-1)$-dimensional irreducible subvariety in $P^{n-1}$ of degree $d$ such that $\operatorname{Ch}(X)$ is an interval. Then $X$ is a toric variety $\overline{H[a] x}$ of codimension 1 in some coordinate $k$-subspace, where $a \in \mathbf{Z}^{n}$ is an admissible vector with $\operatorname{lev}(a) \leq k-1$ and $\operatorname{deg}(a)=d$. The Chow polytope $\operatorname{Ch}(X)$ equals the interval $[b, b+a]$ for some $b \in \mathbf{Z}^{n}$.

Proof. Let $\sigma=\sigma(X)$ be as in Proposition 3.8, and let $x$ be a generic point of $X$, so $x_{i} \neq 0$ for $i \in \sigma$ by Proposition 3.8 (a). By Proposition 3.8 (b), the subgroup $H_{X}$ is of codimension 1 in $H$. Consider the irreducible component of the identity $H_{X}^{0} \subset H_{X}$. Then $H_{X}^{0}=H[a]$ for some admissible $a \in \mathbf{Z}^{n}$. Since $X \subset L_{\sigma}$, it follows that $\sigma_{+}(a) \cup \sigma_{-}(a) \subset \sigma$, and

$$
\operatorname{dim} \overline{H[a] x}=\operatorname{dim} L_{\sigma}-1=\#(\sigma)-2
$$

Since $X$ is a proper irreducible subvariety of $L_{\sigma}$ containing $\overline{H[a] x}$, it follows that $X=\overline{H[a] x}$. Therefore, $\#(\sigma)=k+1$, say $\sigma=\left\{i_{1}<i_{2}<\cdots<i_{k+1}\right\}$, and we see that $X$ is a hypersurface in $L_{\sigma}$. This hypersurface $X$ is defined by the equation

$$
\begin{equation*}
\prod_{i \in \sigma_{+}(a)} x_{i}^{a_{i}}-c \cdot \prod_{i \in \sigma_{-}(a)} x_{i}^{-a_{i}}=0 \tag{3.1}
\end{equation*}
$$

for some $c \in \mathbf{C}^{*}$. These considerations imply $\operatorname{lev}(a) \leq k-1$ and $\operatorname{deg}(a)=d$. By Example 3.3, the Chow form $R_{X}$ is obtained from (3.1) by the substitution $x_{i_{j}} \mapsto(-1)^{j-1}\left[i_{1}, i_{2}, \ldots, \widehat{i_{j}}, \ldots, i_{k+1}\right]$. Thus $R_{X}$ is the sum of two bracket monomials with weights

$$
b_{+}=d\left(e_{i_{1}}+\cdots+e_{i_{k+1}}\right)-\sum_{i \in \sigma_{+}(a)} a_{i} e_{i}
$$

$$
b_{-}=d\left(e_{i_{1}}+\cdots+e_{i_{k+1}}\right)+\sum_{i \in \sigma_{-}(a)} a_{i} e_{i}
$$

and the Chow polytope of $X$ is the interval $\left[b_{+}, b_{-}\right]$. We see that $b_{-}=b_{+}+a$, thereby concluding the proof of Proposition 3.14.

Corollary 3.15. Let $X=\sum m_{i} X_{i}$ be a cycle in $G(k, d, n)$ such that $\operatorname{Ch}(X)$ is an interval. Then this interval has the form $[b, b+a]$ for some admissible $a \in \mathbf{Z}^{n}$ with $\operatorname{lev}(a)=k-1$ and $\operatorname{deg}(a) \leq d$. Moreover, each irreducible component $X_{i}$ of $X$ is either a coordinate $(k-1)$-subspace or a toric hypersurface as in (3.1).

Corollary 3.15 is a direct consequence of Proposition 3.14 and Example 3.5 (b). This corollary immediately implies Theorem 3.12. We also have obtained the following additional information about edges of any Chow polytope $\mathrm{Ch}(X)$.
Corollary 3.16. The toric specialization of a cycle $X \in G(k, d, n)$ corresponding to any edge of $\mathrm{Ch}(X)$ is a linear combination of coordinate $(k-1)$-subspaces (possibly none) and toric hypersurfaces as in (3.1) (at least one).

## CHAPTER 7

## Triangulations and Secondary Polytopes

In this chapter we discuss a combinatorial framework for discriminants and resultants related to toric varieties. The main construction introduces a certain class of polytopes, called secondary polytopes, whose vertices correspond to certain triangulations of a given convex polytope. These polytopes will play a crucial role later in the study of the Newton polytopes of discriminants and resultants. The constructions in this chapter are quite elementary.

## 1. Triangulations and secondary polytopes

## A. Triangulations

A triangulation of a convex polytope $Q \subset \mathbf{R}^{k-1}$ is a decomposition of $Q$ into a finite number of simplices such that the intersection of any two of these simplices is a common face of them both (maybe empty).

In Figure 22 we give examples of a triangulation and a pattern which we do not allow in our notion of triangulation. Notationally, we regard a triangulation as a collection of its simplices of maximal dimension. All the lower-dimensional simplices are just faces of the maximal ones.


Figure 22.

Throughout this chapter we shall use the notation $\operatorname{Conv}(A)$ for the convex hull of a set $A$ in an affine space.

We are interested in triangulations whose vertices belong to a fixed finite set. Let $A$ be a finite subset of a polytope $Q$ containing all the vertices (i.e., such that $Q=\operatorname{Conv}(A))$. By a triangulation of $(Q, A)$, we mean simply a triangulation of
$Q$ into simplices with vertices in $A$. Note that we do not require every element of $A$ to appear as a vertex of a simplex.

Example 1.1. Here is a simple way to construct a triangulation of ( $Q, A$ ). Let us suppose that $Q \subset \mathbf{R}^{k-1}$ has full dimension $k-1$. Take any function $\psi: A \rightarrow \mathbf{R}$ and consider, in the space $\mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$, the union of vertical half-lines

$$
\{(\omega, y): y \leq \psi(\omega), \omega \in A, y \in \mathbf{R}\}
$$

Let $G_{\psi}$ be the convex hull of all these half-lines (Figure 23). This is an unbounded polyhedron projecting onto $Q$. The faces of $G_{\psi}$ which do not contain vertical half-lines (i.e., are bounded) form the bounded part of the boundary of $G_{\psi}$, which we call the upper boundary of $G_{\psi}$. Clearly, the upper boundary projects bijectively onto $Q$.


Figure 23.
We claim that if the function $\psi$ is chosen to be generic enough, then all the bounded faces of $G_{\psi}$ are simplices and therefore their projections to $Q$ form a triangulation of $(Q, A)$.

Indeed, suppose that $\Gamma \subset G_{\psi}$ is a bounded face which is not a simplex, i.e., $\Gamma$ contains at least $k+1$ vertices, say

$$
\begin{equation*}
\left(\omega^{(1)}, \psi\left(\omega^{(1)}\right)\right), \ldots,\left(\omega^{(k+1)}, \psi\left(\omega^{(k+1)}\right)\right) \tag{1.1}
\end{equation*}
$$

where $\omega^{(i)}=\left(\omega_{1}^{(i)}, \ldots, \omega_{k-1}^{(i)}\right) \in \mathbf{R}^{k-1}$. Since the points (1.1) lie on an affine hyperplane in $\mathbf{R}^{k}$, the determinant

$$
\left|\begin{array}{ccccc}
1 & \omega_{1}^{(1)} & \ldots & \omega_{k-1}^{(1)} & \psi\left(\omega^{(1)}\right)  \tag{1.2}\\
\vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \omega_{1}^{(k+1)} & \ldots & \omega_{k-1}^{(k+1)} & \psi\left(\omega^{(k+1)}\right)
\end{array}\right|
$$

vanishes. This determinant is a non-zero linear function in $\psi\left(\omega^{(i)}\right)$. The vanishing of this function defines a hyperplane in the space $\mathbf{R}^{A}$ of all functions $A \rightarrow \mathbf{R}$. Thus, if we delete the hyperplanes corresponding to all $(k+1)$-element subsets of full rank in $A$ from $\mathbf{R}^{A}$, then any $\psi$ from the complement will define a triangulation.

This construction will play an important role in the sequel. Note in particular, that we get a simple proof of the following fact: any polytope $Q$ can be triangulated into simplices whose vertices are among the vertices of $Q$. This fact is not immediately obvious for polytopes of high dimension.

## B. Example: triangulations of a circuit

A collection $Z$ of points in an affine space $\mathbf{R}^{k-1}$ is said to form a circuit if any proper subset $Z^{\prime} \subset Z$ is affinely independent (i.e., is the set of vertices of a simplex of some dimension) but $Z$ itself is affinely dependent. (This terminology comes from matroid theory [GGMS] [GS]). Thus, a circuit is obtained by adding just one point to the set of vertices of a simplex (Figure 24).


Figure 24. Circuits

The notion of a circuit uses only affine dependence and hence can be defined in an affine space over any field. Over the field of real numbers, which is the case we consider, a circuit has, besides its cardinality, another invariant called signature defined as follows.

Note that up to a real multiple, there is only one real affine relation between elements of $Z$ :

$$
\begin{equation*}
\sum_{\omega \in Z} c_{\omega} \cdot \omega=0, \quad \sum c_{\omega}=0 \tag{1.3}
\end{equation*}
$$

The numbers $c_{\omega}$ are non-zero since any proper subset of $Z$ is affinely independent. Let $Z_{+}$and $Z_{-}$be subsets of $Z$ consisting of $\omega$ such that $c_{\omega}$ is positive (resp. negative). Clearly, the decomposition of $Z$ into two parts $Z_{+} \cup Z_{-}$is defined by $Z$ uniquely, up to interchanging of $Z_{+}$and $Z_{-}$(which corresponds to the change of signs of all $c_{\omega}$ in (1.3)). The signature of $Z$ is the pair $(p, q)$ where $p=\#\left(Z_{+}\right), q=\#\left(Z_{-}\right)$; it is defined up to interchanging of $p$ and $q$. We have $p+q=\#(Z)$. This notion is analogous to that of the signature of a real quadratic form.

Proposition 1.2. Let $Z \subset \mathbf{R}^{k-1}$ be any circuit and $Q=\operatorname{Conv}(Z)$. Then $Q$ has exactly two triangulations with vertices in $Z$ : the triangulation $T_{+}$with simplices $\operatorname{Conv}(Z-\{\omega\}), \omega \in Z_{+}$, and the triangulation $T_{-}$with simplices $\operatorname{Conv}(Z-\{\omega\}), \omega \in Z_{-}$.

Proof. First we show that the $T_{ \pm}$are indeed triangulations. A point $x \in Q$ can be written as a convex combination

$$
x=\sum_{\gamma \in Z} \lambda_{\gamma} \cdot \gamma, \quad \lambda_{\gamma} \geq 0, \quad \sum_{\gamma \in Z} \lambda_{\gamma}=1 .
$$

By using (1.3) we can write, for any fixed $\omega \in Z$

$$
x=\frac{1}{c_{\omega}} \sum_{\gamma \neq \omega}\left(\lambda_{\gamma} c_{\omega}-\lambda_{\omega} c_{\gamma}\right) \gamma
$$

It follows that if $\omega \in Z_{+}$then the condition that $x \in \operatorname{Conv}(Z-\{\omega\})$ takes the form $\frac{\lambda_{\gamma}}{c_{\gamma}} \geq \frac{\lambda_{\omega}}{c_{\omega}}$ for all $\gamma \in Z_{+}$. So each $x$ belongs to at least one simplex $\operatorname{Conv}(Z-\{\omega\}), \omega \in Z_{+}$and the intersection of any two of these simplices is a common face. In other words, $T_{+}$is a triangulation. For $T_{-}$the reasoning is similar.

To see that there are no other triangulations of ( $Q, A$ ) except $T_{ \pm}$, we observe that every maximal simplex from $T_{+}$and every maximal simplex from $T_{-}$have a common point which is interior for both simplices. The proposition is proved.

The triangulations $T_{ \pm}$for the case of circuits with $\leq 4$ vertices are shown in Figure 25.


Figure 25. Pairs of triangulations coming from circuits

Proposition 1.2 can be easily extended to the case of a spanning subset $A \subset$ $\mathbf{R}^{k-1}$ of cardinality $k+1$. Such a subset has the form $A=Z \cup B$ where $Z \subset A$ is a unique circuit and $B$ is such that any point $b \in B$ does not lie in the affine
subspace spanned by $Z$ and the remaining points $b^{\prime} \in B, b^{\prime} \neq b$ (see Figure 26). Indeed, up to a scalar multiple, there is exactly one affine relation between the elements of $A$, and $Z$ consists of the points $\omega \in A$ with a non-zero coefficient in this relation.


Figure 26. A spanning ( $k+1$ )-element subset $A \subset \mathbf{R}^{k-1}$ and two triangulations of $\operatorname{Conv}(A)$

The same argument, as in the proof of Proposition 1.2, shows that there are exactly two triangulations of $(\operatorname{Conv}(A), A): T_{+}$with simplices $\operatorname{Conv}(A-\{\omega\}), \omega \in Z_{+}$, and $T_{-}$with simplices $\operatorname{Conv}(A-\{\omega\}), \omega \in Z_{-}$. They are obtained from the corresponding two triangulations of $\operatorname{Conv}(Z)$ by taking iterated cones over their simplices.

## C. Coherent triangulations

Let $A$ and $Q$ be as above and let $T$ be a triangulation of $(Q, A)$. A continuous function $g: Q \rightarrow \mathbf{R}$ will be called $T$-piecewise-linear if it is affine-linear on every simplex of $T$. Clearly, $T$-piecewise-linear functions form a vector space.

We call a continuous function $g: Q \rightarrow \mathbf{R}$ concave, if for any $x, y \in Q$, we have $g(t x+(1-t) y) \geq t g(x)+(1-t) g(y), 0 \leq t \leq 1$. By a domain of linearity of a concave function $g: Q \rightarrow \mathbf{R}$, we mean a subset $U$ in $Q$ such that $\left.g\right|_{U}$ is given by some affine-linear function, and which is maximal with this property.

Definition 1.3. A triangulation $T$ of $(Q, A)$ is called coherent if there exists a concave $T$-piecewise-linear function whose domains of linearity are precisely (maximal) simplices of $T$.

We shall mostly be interested in coherent triangulations*. An example of two non-coherent triangulations is given in Figure 27.

* In [GZK3] they were called regular.


Figure 27. Non-coherent triangulations
The fact that these triangulations are indeed non-coherent can be checked by a straightforward calculation. A proof avoiding calculations may be obtained by using the theory of secondary polytopes developed below (see the remark following Theorem 1.7).

Let $T$ be an arbitrary triangulation of $(Q, A)$, and let $\psi: A \rightarrow \mathbf{R}$ be any function. Then there is a unique $T$-piecewise-linear function $g_{\psi, T}: Q \rightarrow \mathbf{R}$ such that, for each $\omega \in A$, which is a vertex of some simplex of $T$, we have $g_{\psi, T}(\omega)=\psi(\omega)$. The function $g_{\psi, T}$ is obtained by affinely interpolating $\psi$ inside each simplex. Note that the values of $\psi$ at elements of $A$ which are not vertices of any simplex of $T$ do not affect the function $g_{\psi, T}$.

Denote by $\mathbf{R}^{A}$ the space of all functions $A \rightarrow \mathbf{R}$. The correspondence $\psi \mapsto g_{\psi, T}$ defines a surjective linear map from $\mathbf{R}^{A}$ to the space of $T$-piecewiselinear functions on $Q$.

Definition 1.4. Let $T$ be a triangulation of $(Q, A)$. We shall denote by $C(T)$ the cone in $\mathbf{R}^{A}$ consisting of functions $\psi: A \rightarrow \mathbf{R}$ with the following two properties:
(a) The function $g_{\psi, T}: Q \rightarrow \mathbf{R}$ is concave.
(b) For any $\omega \in A$ which is not a vertex of any simplex from $T$, we have $g_{\psi, T}(\omega) \geq \psi(\omega)$.
Clearly, a triangulation $T$ is coherent if and only if the interior of $C(T)$ is non-empty. Moreover, $\psi$ lies in the interior of $C(T)$ if and only if $T$ can be obtained from $\psi$ by the construction of Example 1.1. Thus coherent triangulations are precisely those which can be obtained by this construction.

Proposition 1.5. Let $A$ and $Q=\operatorname{Conv}(A)$ be fixed. The cones $C(T)$ for all the coherent triangulations of $(Q, A)$ together with all faces of these cones form a complete fan (see Section 4A Chapter 5) in $\mathbf{R}^{A}$.

This fan will be called the secondary fan of $A$. This is an example of a fan that does not a priori come as the normal fan of some polytope. However, in the next subsection, we shall represent the secondary fan in this form.

Proof of Proposition 1.5. Clearly, the $C(T)$ cover the whole space. So it suffices to show that, for any two coherent triangulations $T, T^{\prime}$ of ( $Q, A$ ), the intersection $C(T) \cap C\left(T^{\prime}\right)$ is a face of both $C(T)$ and $C\left(T^{\prime}\right)$. To see this, note that if $\psi \in \mathbf{R}^{A}$ belongs to this intersection then the functions $g_{\psi, T}$ and $g_{\psi, T^{\prime}}$ are both concave. Hence if $\sigma \in T, \sigma^{\prime} \in T^{\prime}$ are two maximal simplices whose interiors intersect, then $g_{\psi, T}$ and $g_{\psi, T^{\prime}}$ should be given over $\sigma \cup \sigma^{\prime}$ by the same affine function. This property is expressed by a set of linear conditions on $\psi$. This means that $C(T) \cap C\left(T^{\prime}\right)$ is the intersection of $C(T)$ with a vector subspace in $\mathbf{R}^{A}$ as well as the intersection of $C\left(T^{\prime}\right)$ with the same vector subspace. Hence it is a face of $C(T)$ and $C\left(T^{\prime}\right)$.

The structure of the faces of cones $C(T)$ will be studied in Section 2.

## D. Secondary polytopes

As above, let $A \subset \mathbf{R}^{k-1}$ be a finite subset, and $Q=\operatorname{Conv}(A)$. We assume that $\operatorname{dim}(Q)=k-1$. Fix a translation invariant volume form Vol on $\mathbf{R}^{k-1}$. Let $T$ be a triangulation of $(Q, A)$. By the characteristic function of $T$ we shall mean the function $\varphi_{T}: A \rightarrow \mathbf{R}$ defined as follows:

$$
\begin{equation*}
\varphi_{T}(\omega)=\sum_{\sigma: \omega \in \operatorname{Vert}(\sigma)} \operatorname{Vol}(\sigma) \tag{1.4}
\end{equation*}
$$

where the summation is over all (maximal) simplices of $T$ for which $\omega$ is a vertex. In particular, $\varphi_{T}(\omega)=0$ if $\omega$ is not a vertex of any simplex of $T$.

Now we define the main object of study in this chapter.
Definition 1.6. The secondary polytope $\Sigma(A)$ is the convex hull in the space $\mathbf{R}^{A}$ of the vectors $\varphi_{T}$ for all the triangulations $T$ of $(Q, A)$.

Our first task will be to find the dimension of $\Sigma(A)$ and to describe which of the functions $\varphi_{T}$ will actually be the vertices of $\Sigma(A)$.

To do this, we describe the normal cone to this polytope at every $\varphi_{T}$. Recall that the normal cone $N_{\varphi_{T}} \Sigma(A)$ consists of all linear forms $\psi$ on $\mathbf{R}^{A}$ such that

$$
\psi\left(\varphi_{T}\right)=\max _{\varphi \in \Sigma(A)} \psi(\varphi) .
$$

The point $\varphi_{T}$ is a vertex of $\Sigma(A)$ if and only if the interior of this cone is non-empty. We shall identify $\mathbf{R}^{A}$ with its dual space by the scalar product

$$
(\psi, \varphi)=\sum_{\omega \in A} \psi(\omega) \varphi(\omega)
$$

Thus the normal cones lie in $\mathbf{R}^{A}$.

## Theorem 1.7.

(a) The secondary polytope $\Sigma(A)$ has dimension $n-k$ where $n=\#(A)$.
(b) Vertices of $\Sigma(A)$ are precisely the characteristic functions $\varphi_{T}$ for all coherent triangulations $T$ of $(Q, A)$. If $T$ is a coherent triangulation of $(Q, A)$ then $\varphi_{T} \neq \varphi_{T^{\prime}}$ for any other triangulation $T^{\prime}$ of $(Q, A)$.
(c) For any triangulation $T$ (coherent or not) the normal cone $N_{\varphi_{T}} \Sigma(A)$ coincides with the cone $C(T) \subset \mathbf{R}^{A}$ introduced in Definition 1.4.

Note that, for non-coherent triangulations $T$, the correspondence $T \mapsto \varphi_{T}$ may not be injective. For example, it is easy to see that $\varphi_{T}=\varphi_{T^{\prime}}$ where $T, T^{\prime}$ are two triangulations in Figure 27. Thus, the fact that they are non-coherent follows from Theorem 1.7 (b).

The proof of Theorem 1.7 will be based on the following two lemmas.
Lemma 1.8. For every triangulation $T$ of $(Q, A)$ and every $\psi \in \mathbf{R}^{A}$, we have

$$
\begin{equation*}
\left(\psi, \varphi_{T}\right)=k \int_{Q} g_{\psi, T}(x) d x \tag{1.5}
\end{equation*}
$$

Proof. This follows at once from the definitions of $\varphi_{T}$ and $g_{\psi, T}$, and the following obvious fact: the integral of an affine-linear function $g$ over a simplex $\sigma$ is equal to the arithmetic mean of values of $g$ at the vertices of $\sigma$ times the volume of $\sigma$.
 Namely, as in Example 1.1, let $G_{\psi} \subset \mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ be the convex hull of all the vertical half-lines $\{(\omega, y): y \leq \psi(\omega), \omega \in A, y \in \mathbf{R}\}$. The upper boundary of $G_{\psi}$ can be regarded as the graph of a piecewise-linear function $g_{\psi}: Q \rightarrow \mathbf{R}$. Explicitly,

$$
\begin{equation*}
g_{\psi}(x)=\max \left\{y:(x, y) \in G_{\psi}\right\} . \tag{1.6}
\end{equation*}
$$

## Lemma 1.9.

(a) The function $g_{\psi}$ is concave.
(b) For any triangulation $T$ of $(Q, A)$ we have $g_{\psi}(x) \geq g_{\psi, T}(x), \forall x \in Q$ where $g_{\psi, T}$ was defined in subsection $C$.
(c) We have

$$
\begin{equation*}
\max _{\varphi \in \Sigma(A)}(\psi, \varphi)=k \int_{Q} g_{\psi}(x) d x \tag{1.7}
\end{equation*}
$$

Proof. Part (a) follows by construction. To verify the inequality in (b), it suffices to consider $x$ varying in some fixed simplex $\sigma$ of $T$. By definition, $g_{\psi, T}$ is affine-linear over $\sigma$ and $g_{\psi}(\omega) \geq \psi(\omega)=g_{\psi, T}(\omega)$ for any vertex $\omega \in \sigma$. So the inequality is valid over $\sigma$.

Let us prove (c). The maximum in (1.7) can be taken over the set of the $\varphi_{T}$ for all triangulations $T$ of ( $Q, A$ ), since $\Sigma(A)$ is defined as the convex hull of these $\varphi_{T}$. Hence part (b) together with Lemma 1.8 imply that the left hand side of (1.7) is greater than or equal to the right hand side. To show the equality, it suffices to exhibit a triangulation $T$ for which $g_{\psi}=g_{\psi, T}$.

To do this, we consider the projections of the bounded faces of the polyhedron $G_{\psi}$ into $Q$. These are polytopes with vertices in $A$. Take a generic $\psi^{\prime}$ close to $\psi$. Then the bounded faces of the polyhedron $G_{\psi^{\prime}}$ (see the construction of Example 1.1) give a triangulation $T$ of ( $Q, A$ ) which induces a triangulation of each of the above polytopes. Hence $g_{\psi}$ is $T$-piecewise-linear and coincides with $g_{\psi, T}$. This proves Lemma 1.9.

Now we can prove Theorem 1.7. Part (c) of this theorem follows at once from Lemmas 1.8 and 1.9. Part (b) follows from part (c) and the fact that the $C(T)$ for coherent $T$ are all distinct and cover the whole $\mathbf{R}^{A}$ (see Proposition 1.5). To prove part (a), notice that all the cones $C(T) \subset \mathbf{R}^{A}$ contain the same $k$-dimensional vector subspace. This subspace consists of functions $\psi: A \rightarrow \mathbf{R}$, which are restrictions to $A$ of global affine-linear functions $g: \mathbf{R}^{k-1} \rightarrow \mathbf{R}$. Clearly, this is the maximal vector subspace in $\mathbf{R}^{A}$ common to all $C(T)$. This implies that the codimension of $\Sigma(A)$ in $\mathbf{R}^{A}$ is equal to $k$. Theorem 1.7 is completely proved.

Corollary 1.10. Let $A \subset \mathbf{R}^{k-1}$ be a finite subset affinely spanning $\mathbf{R}^{k-1}$. Then $\Sigma(A)$ has dimension 1 , i.e., it is an interval if and only if $\#(A)=k+1$.

In the situation of Corollary 1.10 , the vertices of an interval $\Sigma(A)$ correspond to the triangulations $T_{ \pm}$constructed in Section $B$. This shows, in particular, that these two triangulations are always coherent.
Proposition 1.11. Suppose that $A$ affinely spans $\mathbf{R}^{k-1}$. The affine span of the polytope $\Sigma(A)$ is equal to

$$
\begin{equation*}
\left\{\varphi \in \mathbf{R}^{A}: \sum_{\omega \in A} \varphi(\omega)=k \cdot \operatorname{Vol}(Q), \sum_{\omega \in A} \varphi(\omega) \cdot \omega=k \cdot \int_{Q} x d x\right\} \tag{1.8}
\end{equation*}
$$

Proof. We know that $\operatorname{dim}(\Sigma(A))=\#(A)-k$. The equalities (1.8) define an affine subspace of the same dimension. Hence it is enough to prove that these equalities are satisfied on $\Sigma(A)$. In the proof we can assume that $\varphi=\varphi_{T}$ for a triangulation $T$ of ( $Q, A$ ).

Now, the first equality is obvious: the volume of each simplex $\sigma$ of $T$ will be counted in $\sum_{\omega \in A} \varphi_{T}(\omega)$ exactly $k$ times, one for each vertex of $\sigma$. The second equality follows from Lemma 1.8 applied to each component of the vector-valued linear function $x \mapsto x, Q \rightarrow \mathbf{R}^{k-1}$.

## E. The secondary polytope as the Minkowski integral

Now we shall discuss an "integral representation" of the secondary polytope $\Sigma(A)$ (due to Billera and Sturmfels [BS]).

Let us number the elements of $A$, say $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$. Consider the standard ( $n-1$ )-dimensional simplex $\Delta=\Delta^{n-1} \subset \mathbf{R}^{A}$, i.e., the convex hull of the basis vectors $e_{1}, \ldots, e_{n}$. Vertices of this simplex correspond, via our numeration, to elements of $A$. Let $\pi: \Delta \rightarrow Q$ denote the affine projection sending each vertex $e_{i}$ of $\Delta$ to the corresponding element $\omega^{(i)} \in A$.

If a polytope $Q$ is given, then a set $A$ such that $Q=\operatorname{Conv}(A)$ can be regarded as a "set of generators" of $Q$. The simplex $\Delta$, whose vertices are in bijection with elements of $A$, can be regarded as the "free polytope" on $A$. From this point of view it is natural to regard the fibers of $\pi$ as "polytopes of relations" between elements of $A$ which measure the difference between $Q$ and $\Delta$.

For any $x \in Q$, consider the fiber $\pi^{-1}(x)$ of the projection $\pi$. If $x$ is an interior point of $Q$ then $\pi^{-1}(x)$ is a convex polytope of dimension $n-k$, i.e., of the same dimension as $\Sigma(A)$. For different points $x$ the structure of $\pi^{-1}(x)$ can be quite different so it is not clear which particular fiber to choose as the "polytope of relations."

It turns out that $\Sigma(A)$ can be defined as a certain average of all of these fibers. More precisely, we call a section of $\pi$ a map $\gamma: Q \rightarrow \Delta$ such that $\gamma(x) \in \pi^{-1}(x)$ for $x \in Q$. Consider the set $\int_{Q} \pi^{-1}(x) d x \subset \mathbf{R}^{n}$ of all vector integrals $\int_{Q} \gamma(x) d x$, where $\gamma$ runs over all Borel measurable sections of $\pi$. This set can be called the Minkowski integral of the family of polytopes $\pi^{-1}(x), x \in Q$ in complete analogy with the notion of the Minkowski sum of a finite number of polytopes. It follows from the general results of $[\mathrm{Au}]$ that $\int_{Q} \pi^{-1}(x) d x$ is a compact convex subset in $\mathbf{R}^{n}$.

Theorem 1.12. Let us identify $\mathbf{R}^{A}$ with $\mathbf{R}^{n}$ by the chosen numeration of $A$. Then $\Sigma(A)=k \cdot \int_{Q} \pi^{-1}(x) d x$, i.e., the secondary polytope is equal to $k$ times dilated the Minkowski integral of all the fibers of $\pi: \Delta \rightarrow Q$.

Before proving Theorem 1.12, let us exhibit some particular points of $\int_{Q} \pi^{-1}(x) d x$, i.e., integrals of some particular sections. Let $T$ be any triangulation of $(Q, A)$. For any simplex $\sigma$ of $T$ consider the corresponding sub-simplex $\tilde{\sigma} \subset \Delta$ whose vertices are the points $e_{i}$ such that the corresponding $\omega^{(i)} \in A$ are vertices of $\sigma$. Clearly, $\pi: \tilde{\sigma} \rightarrow \sigma$ is a bijection. Let $\tilde{T} \subset \Delta$ be the simplicial subcomplex in $\Delta$ defined as the union of $\tilde{\sigma}, \sigma \in T$. This subcomplex bijectively projects onto $Q$, i.e., it is the graph of some continuous section $\gamma_{T}: Q \rightarrow \Delta$.

Lemma 1.13. For any $T$ as before, we have the equality of vectors in $\mathbf{R}^{A}=\mathbf{R}^{n}$

$$
\varphi_{T}=k \cdot \int_{Q} \gamma_{T}(x) d x
$$

where $\varphi_{T}$ is defined by (1.4).
Proof. This is a reformulation of Lemma 1.8. More precisely, we apply an arbitrary linear functional $\psi$ to both parts of the required equality and then use Lemma 1.8.

Proof of Theorem 1.12. The set $\int_{Q} \pi^{-1}(x) d x$, being a compact convex subset of $\mathbf{R}^{n}$, is uniquely determined by its support function

$$
S(\psi)=\max _{\varphi \in \int_{Q} \pi^{-1}(x) d x} \psi(\varphi)
$$

Taking into account (1.7), we have only to show that

$$
\begin{equation*}
S(\psi)=\int_{Q} g_{\psi}(x) d x \tag{1.9}
\end{equation*}
$$

(we recall that $g_{\psi}$ is defined by (1.6)).
Let $G_{\psi}^{\prime}$ be the convex hull in $\mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ of the set $\{(\omega, \psi(\omega)), \omega \in A\}$. This is a convex polytope and its upper boundary coincides with the upper boundary of the polyhedron $G_{\psi}$ used to define $g_{\psi}$. In other words, $g_{\psi}(x)=\max \{y:(x, y) \in$ $\left.G_{\psi}^{\prime}\right\}$.

In the next lemma we regard $\psi \in \mathbf{R}^{n}$ as a linear functional on $\mathbf{R}^{n}$ using the standard scalar product.

Lemma 1.14. Let $x \in Q$ and $\psi \in \mathbf{R}^{n}$. A real number $y$ belongs to $\psi\left(\pi^{-1}(x)\right)$ if and only if $(x, y) \in G_{\psi}^{\prime}$.
Proof of Lemma 1.14. By definition, the fiber $\pi^{-1}(x)$ is a convex subpolytope of $\Delta$ whose points $\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ correspond to various convex representations $x=$ $\sum_{i} \lambda_{i} \omega^{(i)}$, where $\lambda_{i} \geq 0, \sum_{i} \lambda_{i}=1$. Therefore, if $y=\psi(\lambda)=\sum_{i} \psi_{i} \lambda_{i}$ then $(x, y)=\sum_{i} \lambda_{i}\left(\omega^{(i)}, \psi_{i}\right)$ is the corresponding convex combination of the points $\left(\omega^{(i)}, \psi_{i}\right)$. This implies our statement.

Theorem 1.12 is an immediate consequence of Lemmas 1.13 and 1.14.
Note that the Minkowski integral of fibers makes sense in a more general situation, for an arbitrary projection $\pi: P \rightarrow Q$ of two convex polytopes (in the above construction $P$ was a simplex). This leads to a concept of fiber polytopes introduced and studied by Billera and Sturmfels in [BS]. This will not be discussed here because the secondary polytopes provide all the combinatorial framework for this book.
F. Secondary polytopes and the Gale transform

Following [BFS], we shall describe the coherent triangulations of ( $Q, A$ ) and hence vertices of $\Sigma(A)$ in terms of the so-called Gale transform of $A$. Consider the space $L_{A} \subset \mathbf{R}^{A}$ of affine relations between elements of $A$, i.e.,

$$
\begin{equation*}
L_{A}=\left\{\left(\lambda_{\omega}\right) \in \mathbf{R}^{A}: \sum_{\omega \in A} \lambda_{\omega} \cdot \omega=0, \sum_{\omega \in A} \lambda_{\omega}=0\right\} . \tag{1.10}
\end{equation*}
$$

By Proposition 1.11, $\Sigma(A)$ lies in an affine subspace parallel to $L_{A}$. Let the $b_{\omega} \in L_{A}^{*}$ be the coordinate linear forms on $L_{A}$. The family of vectors $B=\left\{b_{\omega}\right.$ : $\omega \in A\}$ in $L_{A}^{*}$ is called the Gale transform of $A$. The following property of the Gale transform is crucial.

Lemma 1.15. A linear combination $\sum_{\omega \in A} \psi_{\omega} \cdot b_{\omega}$ is equal to 0 if and only if there is an affine-linear function $g$ on $\mathbf{R}^{k-1}$ such that $\psi_{\omega}=g(\omega)$ for all $\omega \in A$.
Proof. Let the $e_{\omega}$ be standard basis vectors in $\mathbf{R}^{A}$. Let $\pi: \mathbf{R}^{A} \rightarrow \mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ be the linear map sending $e_{\omega}$ to $(\omega, 1)$. By definition, $\sum_{\omega \in A} \psi_{\omega} \cdot b_{\omega}=0$ if and only if the linear form $\psi$ on $\mathbf{R}^{A}$ is orthogonal to $\operatorname{Ker} \pi$. Since $\pi$ is onto, this is equivalent to the fact that $\psi=\tilde{g} \circ \pi$ for some linear form $\tilde{g}$ on $\mathbf{R}^{k}$. Setting $g(\omega)=\tilde{g}(\omega, 1)$ we obtain our statement.

Lemma 1.15 implies the following lemma whose proof we leave to the reader.

## Lemma 1.16.

(a) Let I be a subset of $A$. The forms $b_{\omega}$ for $\omega \in I$ form a basis in $L_{A}^{*}$ if and only if the set $A-I$ is affinely independent, i.e., it consists of vertices of some $(k-1)$-dimensional simplex in $Q$.
(b) The convex hull of $B$ contains the origin $0 \in L_{A}^{*}$ in its interior.

Now let $\sigma \subset Q$ be any $(k-1)$-dimensional simplex with vertices in $A$. Denote by $C_{\sigma}$ the convex cone (octant) in $L_{A}^{*}$ spanned by the $b_{\omega}$ for all $\omega \in A$ which are not among the vertices of $\sigma$. We say that $v \in L_{A}^{*}$ is generic if $v$ does not belong to the boundary of any of the cones $C_{\sigma}$. We call the connected components of the set of all generic vectors $v \in L_{A}^{*}$ dual chambers. Clearly, every dual chamber $\Gamma$ is an open cone in $L_{A}^{*}$.

Denote by $p: \mathbf{R}^{A} \rightarrow L_{A}^{*}$ the projection dual to the embedding $L_{A} \subset \mathbf{R}^{A}$ with respect to the standard scalar product on $\mathbf{R}^{A}$.

Theorem 1.17. There is a bijective correspondence between dual chambers and coherent triangulations of $(Q, A)$ defined as follows. For any coherent triangulation $T$ the corresponding dual chamber has the form $(-1) \cdot p\left(C^{0}(T)\right)$ where $C^{0}(T)$ is the interior of $C(T) \subset \mathbf{R}^{A}$ introduced in Definition 1.4. This chamber coincides with the intersection $\bigcap_{\sigma \in T} C_{\sigma}$.

Proof. Let $\sigma$ be a $(k-1)$ - simplex with vertices in $A$. Let us describe the inverse image $p^{-1} C_{\sigma} \subset \mathbf{R}^{A}$. For $\psi \in \mathbf{R}^{A}$ we consider the affine-linear function $g_{\psi, \sigma}: \mathbf{R}^{k-1} \rightarrow \mathbf{R}$ defined by the condition that $g_{\psi, \sigma}(\omega)=\psi(\omega)$ for any vertex $\omega$ of $\sigma$.

Lemma 1.18. A vector $\psi \in \mathbf{R}^{A}$ belongs to $p^{-1} C_{\sigma}$ if and only if we have $g_{\psi, \sigma}(\omega) \leq$ $\psi(\omega)$ for any $\omega \in A$ which is not a vertex of $\sigma$.

Proof. Every $\omega \in A$ which is not a vertex of $\sigma$ is uniquely represented as an affine combination

$$
\omega=\sum_{\gamma \in \sigma} \mu_{\gamma} \cdot \gamma
$$

This means that the vector $\lambda \in \mathbf{R}^{A}$ with components $\lambda_{\omega}=1, \lambda_{\gamma}=-\mu_{\gamma}$ for $\gamma \in \sigma$, and all other components equal to 0 belongs to $L_{A}$. Tracing the definitions, we see that the condition that $p(\psi) \in C_{\sigma}$ is equivalent to $(\psi, \lambda) \geq 0$ for all $\lambda$ as above. But the inequality $(\psi, \lambda) \geq 0$ can be rewritten as

$$
\psi(\omega) \geq \sum_{\gamma \in \sigma} \mu_{\gamma} \psi(\gamma)=g_{\psi, \sigma}(\omega)
$$

and we are done.
Now the proof of Theorem 1.17 is completed as follows. By Definition $1.4, \psi \in C(T)$ if and only if the piecewise-linear function $g_{\psi, T}$ is concave and $g_{\psi, T}(\omega) \geq \psi(\omega)$ for all $\omega \in A$ which are not vertices of simplices from $T$. But $g_{\psi, T}$ restricted to any simplex $\sigma \in T$ coincides with the globally affine function $g_{\psi, \sigma}$ so our statement follows from the definition of concavity and Lemma 1.18. (The minus sign in Theorem 1.17 appears because we have to reverse the inequality in Lemma 1.18).

Remark 1.19. Suppose that $A$ lies in $\mathbf{Z}^{k-1}$. The representation of coherent triangulations $T$ and the corresponding cones $C(T)$ by the dual cones $C_{\sigma}$ was used in [GZK1] to construct a complete system of solutions of the A-hypergeometric system. This is a certain system of linear differential equations on the space $\mathbf{C}^{A}$. For any simplex $\sigma$ with vertices in $A$, there are associated as many as $\operatorname{Vol}(\sigma)$ solutions of the system given by explicit power series in variables $a_{\omega}, \omega \in A$ (here the volume is normalized as in Section 3C Chapter 5). These series converge as long as the vector $\left(\log \left|a_{\omega}\right|\right) \in \mathbf{R}^{A}$ belongs to a certain translation of the cone $p^{-1} C_{\sigma}$, where $p: \mathbf{R}^{A} \rightarrow L_{A}^{*}$ is as before. It was shown in [GZK1] that when $\sigma$ runs over simplices of some coherent triangulation of ( $Q, A$ ), all the corresponding series have a common domain of convergence.

## 2. Faces of the secondary polytope

In Section 1 we introduced, for any finite subset $A \subset \mathbf{R}^{k-1}$, the secondary polytope $\Sigma(A)$. Vertices of $\Sigma(A)$ correspond to the so-called coherent triangulations of the polytope $Q=\operatorname{Conv}(A)$. In this section we describe the faces of $\Sigma(A)$ of arbitrary dimension. They correspond to certain subdivisions of $Q$ into convex polytopes.

## A. Polyhedral subdivisions

For technical reasons it is convenient to introduce the notion of a marked polytope. By definition, a marked polytope is a pair $(Q, A)$ where $Q \subset \mathbf{R}^{k-1}$ is a convex polytope and $A \subset Q$ is a finite subset containing all the vertices, so $Q=\operatorname{Conv}(A)$. Although $Q$ is determined by $A$, it is convenient to keep it as a piece of notation.

Definition 2.1. Let $(Q, A)$ be a marked polytope, $Q \subset \mathbf{R}^{k-1}, \operatorname{dim}(Q)=k-1$. A (polyhedral) subdivision of $(Q, A)$ is a family $S=\left\{\left(Q_{i}, A_{i}\right): i \in I\right\}$ of marked polytopes such that
(a) each $A_{i}$ is a subset of $A$ and $\operatorname{dim}\left(Q_{i}\right)=k-1$;
(b) any intersection $Q_{i} \cap Q_{j}$ is a face (possibly empty) of both $Q_{i}$ and $Q_{j}$, and

$$
A_{i} \cap\left(Q_{i} \cap Q_{j}\right)=A_{j} \cap\left(Q_{i} \cap Q_{j}\right)
$$

(c) the union of all $Q_{i}$ coincides with $Q$.

For example, a triangulation of $(Q, A)$ is a particular case of a subdivision: we take the $Q_{i}$ to be the simplices of the triangulation and $A_{i}$ to be the set of vertices of $Q_{i}$.

We shall reserve the name triangulation only for subdivisions of the form described above. So, if in a subdivision $S=\left(Q_{i}, A_{i}\right)$ each $Q_{i}$ is a simplex but, for some $i$, the set $A_{i}$ contains other elements besides vertices of $Q_{i}$ then $S$ is not referred to as a triangulation.

Let $S, S^{\prime}$ be two subdivisions of $(Q, A)$, say $S=\left\{\left(Q_{i}, A_{i}\right)\right\}, S^{\prime}=\left\{\left(Q_{j}^{\prime}, A_{j}^{\prime}\right)\right\}$. We shall say that $S$ refines $S^{\prime}$ if, for each $j$, the collection of ( $Q_{i}, A_{i}$ ) such that $Q_{i} \subset Q_{j}^{\prime}$ forms a subdivision of ( $Q_{j}^{\prime}, A_{j}^{\prime}$ ). This makes the set of all subdivisions of $(Q, A)$ into a poset. Triangulations are precisely minimal elements of this poset. The maximal element is the subdivision consisting of $(Q, A)$ itself.

Example 2.2. Here is a simple way to construct subdivisions of ( $Q, A$ ) generalizing the construction of triangulations in Example 1.1. Take any function $\psi: A \rightarrow \mathbf{R}$ and let

$$
G_{\psi}=\operatorname{Conv}\left\{(\omega, y): y \leq \psi(\omega), \omega \in A \subset \mathbf{R}^{k-1}, y \in \mathbf{R}\right\}
$$

be the polyhedron in $\mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ introduced in the cited example. Consider the upper boundary of $G_{\psi}$ as the graph of a piecewise-linear function $g_{\psi}: Q \rightarrow \mathbf{R}$, so

$$
g_{\psi}(x)=\max \left\{y:(x, y) \in G_{\psi}\right\} .
$$

Let the $Q_{i} \subset Q, i \in I$ be the projections of the bounded faces of $G_{\psi}$ of codimension 1 , i.e., the domains of linearity of $g_{\psi}$. Let $A_{i}$ consist of all $\omega \in A \cap Q_{i}$ such that $g_{\psi}(\omega)=\psi(\omega)$ (i.e., the point $(\omega, \psi(\omega))$ lies on the boundary of $G_{\psi}$ ). Then $\left\{\left(Q_{i}, A_{i}\right)\right\}, i \in I$ forms a subdivision of ( $Q, A$ ). Denote this subdivision by $S(\psi)$. If $\psi$ is generic, as in Example 1.1, then $S(\psi)$ is a triangulation.

Definition 2.3. A subdivision $S$ of $(Q, A)$ is called coherent if it has the form $S(\psi)$ for some $\psi \in \mathbf{R}^{A}$.

Note that this definition agrees with Definition 1.3 of coherent triangulations (see the remark following Definition 1.4).

Now we have all the ingredients to describe the faces of $\Sigma(A)$. For any coherent subdivision $S$ of $(Q, A)$, denote by $F(S)$ the convex hull in $\mathbf{R}^{A}$ of the characteristic functions $\varphi_{T}$ (see (1.4)) for all triangulations $T$ refining $S$. Denote also by $C(S)$ the convex cone in $\mathbf{R}^{A}$ consisting of $\psi$ such that $S$ is a refinement of $S(\psi)$ (again, this agrees with Definition 1.4 when $S$ is a triangulation).

Theorem 2.4. The faces of $\Sigma(A)$ are precisely the subpolytopes $F(S)$ for all coherent subdivisions $S$ of $(Q, A)$. In addition, $F(S) \subset F\left(S^{\prime}\right)$ if and only if $S$ refines $S^{\prime}$. The normal cone to $F(S)$ coincides with $C(S)$.
Proof. Let $\psi \in \mathbf{R}^{A}$. As usual, we regard $\psi$ as a linear form on $\mathbf{R}^{A}$ by the scalar product $\sum_{\omega \in A} \psi(\omega) \varphi(\omega)$. Let $\Sigma(A)^{\psi}$ be the supporting face of $\Sigma(A)$ (see Section 4B, Chapter 5) consisting of all points where $\psi$ attains its maximal value. Clearly all faces of $\Sigma(A)$ have the form $\Sigma(A)^{\psi}$ for some $\psi$. By Lemma 1.9 and by definition of $S(\psi)$, we have

$$
\begin{equation*}
\Sigma(A)^{\psi}=F(S(\psi)) \tag{2.1}
\end{equation*}
$$

This implies that the correspondence $S \mapsto F(S)$ is a bijection between coherent subdivisions and the faces of $\Sigma(A)$.

Let us prove the statement about the normal cone. Fix some coherent subdivision $S$. Let $C(S)^{0}=\{\psi: S=S(\psi)\}$. By (2.1), the normal cone $N_{F(S)} \Sigma(A)$ coincides with the closure of $C(S)^{0}$. It remains to show that $\overline{C(S)^{0}}=C(S)$. It is easy to see that $C(S)$ is a closed set. Indeed, for $\psi$ to lie in $C(S)$, it is necessary and sufficient that the following conditions hold. First, the restriction of the function $g_{\psi}$ to any $Q_{i}$ is affine linear. Second, for any $i$ and any $\omega \in A_{i}$, we have
$g_{\psi}(\omega)=\psi(\omega)$. Third, the function $g_{\psi}$ is concave. Fourth, for $\omega \notin \bigcup A_{i}$ we have $g_{\psi}(\omega) \geq \psi(\omega)$. Each of these conditions obviously specifies a closed set, hence $C(S)$ is closed. Thus $\overline{C(S)^{0}} \subset C(S)$. To prove the reverse inclusion it is enough to show that for generic $\psi \in C(S)$ we have $S(\psi)=S$. This follows by the definition of coherence.

It remains to show that $F(S) \subset F\left(S^{\prime}\right)$ if and only if $S$ refines $S^{\prime}$. But this follows from the description of the normal cones in (2.1). Theorem 2.4 is proved.

We illustrate Theorem 2.4 by the following example.
Example 2.5. Let $Q$ be a square in the plane, and $A$ be the set of five points consisting of four vertices and the center of $Q$. The secondary polytope $\Sigma(A)$ is the triangle depicted in Figure 28. The coherent subdivisions of ( $Q, A$ ) are shown near the corresponding faces of $\Sigma(A)$, the bold points are the points belonging to the subsets $A_{i}$ of a subdivision.


Figure 28. Secondary polytope of a 5 point configuration
Let us find the dimensions of the faces of $\Sigma(A)$. This is tantamount to finding the dimensions of the normal cones $C(S)$ to the faces. Let $S=\left\{\left(Q_{i}, A_{i}\right)\right\}$ be a subdivision of ( $Q, A$ ). Let $\Lambda(S)$ be the linear subspace in $\mathbf{R}^{A}$ consisting of functions $\psi: A \rightarrow \mathbf{R}$ with the following property:

There exists a continuous function $g: Q \rightarrow \mathbf{R}$ which is affine-linear on each $Q_{i}$, and $g(\omega)=\psi(\omega)$ for any $\omega$ in any $A_{i}$.
For any $S$, the space $\Lambda(S)$ contains the $k$-dimensional subspace $\Lambda \subset \mathbf{R}^{A}$ given by the restrictions to $A$ of globally affine-linear functions. This and the definition of the $C(S)$ readily implies the following.

Corollary 2.6. The affine span of $C(S)$ coincides with $\Lambda(S)$. Hence the codimension of the face $F(S)$ equals $\operatorname{dim}(\Lambda(S))-k$.

This statement can be put into the dual form. Consider again the space $L_{A}$ of affine relations among elements of $A$, introduced in (1.10). Let $S=\left\{\left(Q_{i}, A_{i}\right)\right\}$ be
a subdivision of $(Q, A)$. For any $i$, let

$$
L_{A_{i}}=\left\{\lambda=\left(\lambda_{\omega}\right) \in L_{A}: \lambda_{\omega}=0 \text { for } \omega \notin A_{i}\right\}
$$

be the space of affine relations among elements of $A_{i}$. Let $L_{S}$ be the sum $\sum_{i} L_{A_{i}}$. The description of normal cones in Theorem 2.4 implies the following refinement of Proposition 1.11.

Corollary 2.7. For any coherent subdivision $S$ of $(Q, A)$, the affine span of the corresponding face $F(S) \subset \Sigma(A)$ is a parallel translation of $L_{S}$, and hence $\operatorname{dim}(F(S))=\operatorname{dim}\left(L_{S}\right)$.

## B. Facets of $\Sigma(A)$

According to Theorem 2.4, the facets ( $=$ faces of codimension 1) of $\Sigma(A)$ correspond to maximal nontrivial coherent subdivisions of $(Q, A)$. We call these subdivisions coarse. It seems that they do not have a good general description. We shall describe two special classes of coarse subdivisions.
(1) Suppose $\omega \in A$ is not a vertex of $Q$. Then the collection $S$ consisting of one marked polytope $(Q, A-\{\omega\})$ is a coarse subdivision of $(Q, A)$. The corresponding facet $F(S)$ of $\Sigma(A)$ is the intersection of $\Sigma(A)$ with the hyperplane in $\mathbf{R}^{A}$

$$
\begin{equation*}
\{\varphi: A \rightarrow \mathbf{R}: \varphi(\omega)=0\} \tag{2.2}
\end{equation*}
$$

(2) Choose an affine-linear function $g$ on $Q$. Let

$$
Q_{+}=\{x \in Q: g(x) \geq 0\}, \quad Q_{-}=\{x \in Q: g(x) \leq 0\}
$$

Suppose that $Q_{+}$and $Q_{-}$are polytopes of full dimension $k-1$ having all vertices in $A$. Then taking $S$ to consist of two marked polytopes ( $Q_{ \pm}, A \cap Q_{ \pm}$), we get a coarse subdivision of ( $Q, A$ ). The corresponding facet $F(S)$ of $\Sigma(A)$ is the intersection of $\Sigma(A)$ with the hyperplane in $\mathbf{R}^{A}$ consisting of all $\varphi: A \rightarrow \mathbf{R}$ such that

$$
\begin{equation*}
\sum_{\omega \in Q_{+}} g(\omega) \varphi(\omega)=k \int_{Q_{+}} g(x) d x \tag{2.3}
\end{equation*}
$$

In general, these two types of facets do not exhaust all possible facets of the secondary polytope. In Section 3 we shall give an example of a coarse subdivision of the product of two simplices $\Delta^{m-1} \times \Delta^{m-1}$ which does not belong to either of the above two categories.

## C. Edges of $\Sigma(A)$

The vertices of $\Sigma(A)$ correspond to (coherent) triangulations of $(Q, A)$. It is natural to ask when two vertices $\varphi_{T}, \varphi_{T^{\prime}}$ corresponding to triangulations $T, T^{\prime}$ are joined by an edge. Intuitively, one would expect $T$ and $T^{\prime}$ to differ "as little as possible." A complete description of such "neighboring pairs" of triangulations will be given a bit later. We start with a discussion of the most typical situation.

As above, we assume that $Q=\operatorname{Conv}(A) \subset \mathbf{R}^{k-1}$ is a polytope of full dimension $k-1$. Let $T$ be a triangulation of ( $Q, A$ ). Suppose that there is a circuit $Z \subset A$ (see Section 1B) of cardinality $k+1$ such that its convex hull $\operatorname{Conv}(Z)$ is a union of simplices of $T$ with vertices in $Z$. We have seen that $\operatorname{Conv}(Z)$ has exactly two triangulations with vertices in $Z$, say, $T_{+}$and $T_{-}$. The triangulation induced by $T$ must be one of these two, say, $T_{+}$. Let us define a new triangulation $T^{\prime}$ of ( $Q, A$ ) by replacing $T_{+}$with $T_{-}$and leaving the rest of the simplices of $T$ intact (see Figure 29). This new triangulation $T^{\prime}$ will be called the modification of $T$ along $Z$ and denoted by $s_{Z}(T)$.


Figure 29. Modification of a triangulation

There is a natural analogy between modifications of triangulations and modifications of smooth manifolds, i.e., gluing handles or surgery [Miln1]. A modification of an $n$-dimensional manifold consists in taking away an embedded submanifold (with boundary) of the form $S^{p} \times B^{q}$ (where $S$ is the sphere, $B$ is the ball, and $p+q=n$ ) and in its place gluing the manifold $B^{p+1} \times S^{q-1}$. A numerical characteristic of such a modification is the partition of $n$ into the sum of $p$ and $q$. Similarly, one characteristic of a modification of a triangulation is the partition $\#(Z)=\#\left(Z_{+}\right)+\#\left(Z_{-}\right)$. In Section 4, Chapter 11 we shall establish a direct relation between these two types of modifications.

In general, even when $T$ is coherent, the modified triangulation $s_{Z}(T)$ may be non-coherent. However, we have the following.

Proposition 2.8. Let a triangulation $T$ and a circuit $Z$ be as above and let $T^{\prime}=s_{Z}(T)$. If both $T$ and $T^{\prime}$ are coherent then the corresponding vertices $\varphi_{T}, \varphi_{T^{\prime}}$ of $\Sigma(A)$ are joined by an edge.
Proof. Let $S$ be the polyhedral subdivision of $(Q, A)$ consisting of the marked polytope ( $\operatorname{Conv}(Z), Z)$ and all the simplices common to $T$ and $T^{\prime}$. By our assumption, $S$ is coherent. Let $F(S)$ be the face of $\Sigma(A)$ corresponding to $S$. By Corollary 2.7 ,

$$
\operatorname{dim} F(S)=\operatorname{dim} L_{Z}=1
$$

since there is a unique affine relation among elements of $Z$.
Now we can proceed to describe all edges of the secondary polytope. In addition to the modifications described above, there are some "degenerate" ones in which the circuit $Z$ has smaller cardinality.
Definition 2.9. Let $T$ be a triangulation of ( $Q, A$ ), and let $Z \subset A$ be a circuit. We say that $T$ is supported on $Z$ if the following conditions hold:
(a) There are no vertices of $T$ inside $\operatorname{Conv}(Z)$ except for the elements of $Z$ itself.
(b) The polytope $\operatorname{Conv}(Z)$ is a union of the faces of the simplices of $T$.
(c) Let Conv( $I$ ) and $\operatorname{Conv}\left(I^{\prime}\right)$ be two simplices (of maximal dimension) of one of the two possible triangulations of $\operatorname{Conv}(Z)$. Then, for every subset $F \subset$ $A-Z$, the simplex $\operatorname{Conv}(I \cup F)$ appears in $T$ if and only if $\operatorname{Conv}\left(I^{\prime} \cup F\right)$ appears.

In the case when $\#(Z)=k+1$, condition (c) follows from (b). An example of a triangulation supported on a circuit of smaller cardinality is given in Figure 30.


Figure 30. Modification along a circuit of small cardinality
Let $T$ be a triangulation supported on a circuit $Z$. Then $T$ induces one of two possible triangulations on $\operatorname{Conv}(Z)$, say $T_{+}$. As in the special case above, we let $s_{Z}(T)$ denote the new triangulation of $(Q, A)$ that is obtained from $T$ by taking away all the simplices of the form $\operatorname{Conv}(I \cup F)$ with $\operatorname{Conv}(I) \in T_{+}$and adding the simplices of the form $\operatorname{Conv}\left(I^{\prime} \cup F\right)$ with $\operatorname{Conv}\left(I^{\prime}\right) \in T_{-}$and the same $F$. We say that $s_{Z}(T)$ is obtained from $T$ by the modification along $Z$. It is clear that $s_{Z}(T)$ is also supported on $Z$, and $s_{Z}\left(s_{Z}(T)\right)=T$.

The description of the edges of $\Sigma(A)$ is as follows.
Theorem 2.10. Let $T$ and $T^{\prime}$ be two coherent triangulations of $(Q, A)$. The vertices $\varphi_{T}, \varphi_{T^{\prime}} \in \Sigma(A)$ are joined by an edge if and only if there is a circuit $Z \subset A$ such that $T$ and $T^{\prime}$ are both supported on $Z$ and obtained from each other by the modification along $Z$.

Theorem 2.10 is proved in the same manner as its special case, namely Proposition 2.8. We have to describe the polyhedral subdivision $S=S\left(T, T^{\prime}\right)$ corresponding to the edge joining $\varphi_{T}$ and $\varphi_{T^{\prime}}$. To characterize this subdivision, we introduce the following notion.

Definition 2.11. Suppose that the coherent triangulations $T$ and $T^{\prime}$ of ( $Q, A$ ) are obtained from each other by the modification along a circuit $Z \subset A$. We say that a subset $J \subset A-Z$ is separating for $T$ and $T^{\prime}$ if, for some $\omega \in Z$, the set $(Z-\{\omega\}) \cup J$ is the set of vertices of a simplex (of maximal dimension) of $T$.

If $\#(Z)=k+1$, then $\emptyset$ is the only separating subset.
Proposition 2.12. In the situation of Theorem 2.10, the polyhedral subdivision $S\left(T, T^{\prime}\right)$ corresponding to the edge $\left[\varphi_{T}, \varphi_{T^{\prime}}\right]$ consists of the simplices $(\operatorname{Conv}(I), I)$ which $T$ and $T^{\prime}$ have in common and the polyhedra $(\operatorname{Conv}(Z \cup J), Z \cup J)$ for all separating subsets $J \subset A-Z$.

Proposition 2.12 and hence Theorem 2.10 follow readily from Corollary 2.7 which allows us to describe all the subdivisions of ( $Q, A$ ) corresponding to the edges of $\Sigma(A)$ (i.e., to the faces of dimension 1 ), in terms of the affine relations. We leave the details to the reader.

## 3. Examples of secondary polytopes

We now present some examples of the general constructions in Sections 1 and 2. We adopt the notation of Section 1 , so throughout this section $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$ will be the set of points in a real affine space whose convex hull $Q$ has dimension $k-1$. Then the secondary polytope $\Sigma(A)$ is a convex polytope of dimension $n-k$ in $\mathbf{R}^{A}=\mathbf{R}^{n}$. The vertices of $\Sigma(A)$ correspond to coherent triangulations of ( $Q, A$ ) via (1.4). The affine span of $\Sigma(A)$ is given by Proposition 1.11; it is parallel to the subspace $L_{A} \subset \mathbf{R}^{A}$ of affine relations between the elements of $A$.

## A. The case $\operatorname{dim}(Q)=1$ : skew cubes

We start with the simplest case when $A \subset \mathbf{R}$ consists of points on a line. We can assume that elements of $A$ are increasing real numbers $\omega^{(1)}<\cdots<\omega^{(n)}$ and the "volume form" on $\mathbf{R}$ is the usual length.

The polytope $Q$ is the interval $\left[\omega^{(1)}, \omega^{(n)}\right]$ (see Figure 31). A "triangulation" of $(Q, A)$ is just a subdivision of this interval into smaller intervals of the form $\left[\omega^{(i)}, \omega^{(j)}\right], i<j$. There are exactly $2^{n-2}$ such triangulations and they are labeled by subsets of $\{2,3, \ldots, n-1\}$. More precisely, if $I$ is any such subset, say, $I=\left\{i_{1}<\ldots<i_{s}\right\}$ then we define the triangulation $T(I)$ as consisting of intervals

$$
\left[\omega^{(1)}, \omega^{\left(i_{1}\right)}\right],\left[\omega^{\left(i_{1}\right)}, \omega^{\left(i_{2}\right)}\right], \ldots,\left[\omega^{\left(i_{s}\right)}, \omega^{(n)}\right] .
$$

Clearly all triangulations of ( $Q, A$ ) are coherent. Therefore $\Sigma(A)$ has $2^{n-2}$ vertices. There is one well-known polytope with this number of vertices: the cube $[0,1]^{n-2}$. It turns out that $\Sigma(A)$ is not exactly a cube nor can it be taken into a cube by an affine transformation. However, it is combinatorially equivalent to a cube which means that there is an order-preserving bijection of the poset of the faces of $\Sigma(A)$ onto the poset of the faces of the cube.


Figure 31.
Indeed, the subdivisions of ( $Q, A$ ) (in the sense of Definition 2.1) are naturally labeled by pairs of subsets $(I, J)$ of $\{2,3, \ldots, n-1\}$ such that $I \cap J=\emptyset$. If $I=\left\{i_{1}<\cdots<i_{s}\right\}$ then the corresponding subdivision $S(I, J)$ consists of marked polytopes

$$
\begin{array}{cl}
\left(\left[\omega^{(1)}, \omega^{\left(i_{1}\right)}\right],\right. & \left.\left\{\omega^{(1)}, \omega^{(2)}, \ldots, \omega^{\left(i_{1}\right)}\right\}-J\right) \\
\left(\left[\omega^{\left(i_{1}\right)}, \omega^{\left(i_{2}\right)}\right],\right. & \left.\left\{\omega^{\left(i_{2}\right)}, \omega^{\left(i_{1}+1\right)}, \ldots, \omega^{\left(i_{2}\right)}\right\}-J\right) \\
\ldots & \ldots \\
\left(\left[\omega^{\left(i_{5}\right)}, \omega^{(n)}\right],\right. & \left.\left\{\omega^{\left(i_{s}\right)}, \omega^{\left(i_{s}+1\right)}, \ldots, \omega^{(n)}\right\}-J\right)
\end{array}
$$

Clearly, all subdivisions of $(Q, A)$ are coherent, and $S(I, J)$ refines $S\left(I^{\prime}, J^{\prime}\right)$ if and only if $I^{\prime} \subseteq I, J^{\prime} \subseteq J$. We denote by $F(I, J)=F(S(I, J))$ the face corresponding to a subdivision $S(I, J)$ via Theorem 2.4. In particular, $F(I,\{2, \ldots, n-1\}-I)=\varphi_{T(I)}$ is the vertex of $\Sigma(A)$ corresponding to $I$. Applying Theorem 2.4, we obtain the following.

Proposition 3.1. The secondary polytope $\Sigma(A)$ is combinatorially equivalent to an ( $n-2$ )-dimensional cube $[0,1]^{n-2}=\left\{\left(x_{2}, \ldots, x_{n-1}\right): 0 \leq x_{i} \leq 1\right\}$, the face $F(I, J)$ corresponding to the face of $[0,1]^{n-2}$ given by the equations $x_{i}=1$ for $i \in I$, and $x_{i}=0$ for $i \in J$.

Let us find the precise positions of vertices of $\Sigma(A)$. For $i=1, \ldots, n-1$, let $l_{i}=\omega^{(i+1)}-\omega^{(i)}$ be the length of $\left[\omega^{(i)}, \omega^{(i+1)}\right]$. For a subset $I=\left\{i_{1}<\cdots<\right.$ $\left.i_{s}\right\} \subset\{2, \ldots, n-1\}$, let $\varphi(I)=\varphi_{T(I)}$ be the vertex of $\Sigma(A)$ corresponding to $I$. This is a vector in $\mathbf{R}^{A}$ which is identified with $\mathbf{R}^{n}$ by our numbering of $A$. In accordance with this identification, we write any vector $\varphi$ of $\mathbf{R}^{A}$ as $\left(\varphi_{1}, \ldots, \varphi_{n}\right)$ where $\varphi_{i}$ is the value of $\varphi: A \rightarrow \mathbf{R}$ at $\omega^{(i)}$.

According to (1.4), the coordinates of $\varphi(I)$ are given as follows:

$$
\varphi(I)_{i}= \begin{cases}\sum_{j=i_{r-1}}^{i_{r+1}-1} l_{j} & \text { if } i=i_{r} \in I  \tag{3.1}\\ 0 & \text { if } i \in\{2, \ldots, n-1\}-I\end{cases}
$$

(with the convention that $i_{0}=1, i_{s+1}=n$ ).
Proposition 1.11 which describes the affine span of $\Sigma(A)$ translates into the following.

Proposition 3.2. The affine span of $\Sigma(A)$ is an affine subspace of codimension 2 in $\mathbf{R}^{n}$ given by two equations

$$
\begin{gather*}
\varphi_{1}+\cdots+\varphi_{n}=2\left(l_{1}+\cdots+l_{n-1}\right)  \tag{3.2}\\
l_{1} \varphi_{2}+\left(l_{1}+l_{2}\right) \varphi_{3}+\cdots+\left(l_{1}+\cdots+l_{n-1}\right) \varphi_{n}=\left(l_{1}+\cdots+l_{n-1}\right)^{2} \tag{3.3}
\end{gather*}
$$

By (3.2) and (3.3), we can express say $\varphi_{1}$ and $\varphi_{n}$ in terms of other coordinates, and so use $\varphi_{2}, \ldots, \varphi_{n-1}$ as independent coordinates for $\Sigma(A)$.

By Proposition 3.1, the facets of $\Sigma(A)$ are of the form $F(\emptyset,\{i\})$ and $F(\{i\}, \emptyset)$ for $i=2, \ldots, n-1$. There are exactly the two types of coarse subdivisions described in Section 2C (see (2.2) and (2.3)). So $F(\emptyset,\{i\})$ corresponds to the linear constraint $\varphi_{i} \geq 0$, and $F(\{i\}, \emptyset)$ corresponds to the linear constraint

$$
\begin{equation*}
\sum_{j=i+1}^{n}\left(\omega^{(j)}-\omega^{(i)}\right) \varphi_{j} \geq 2 \int_{\omega^{(i)}}^{\omega^{(n)}}\left(x-\omega^{(i)}\right) d x \tag{3.4}
\end{equation*}
$$

We can also rewrite (3.4) as

$$
\begin{equation*}
\sum_{j=i+1}^{n}\left(l_{i}+l_{i+1}+\cdots+l_{j-1}\right) \varphi_{j} \geq\left(l_{i}+l_{i+1}+\cdots+l_{n-1}\right)^{2} \tag{3.5}
\end{equation*}
$$

The edges of $\Sigma(A)$ are given by Theorem 2.10. In particular, the vertex $\varphi(\emptyset)$ has the neighboring vertices $\varphi(\{i\})$ for $i \in[2, n-1]$, and

$$
\varphi(\{i\})-\varphi(0)=-\left(l_{i}+l_{i+1}+\cdots+l_{n-1}\right) e_{1}+\left(l_{1}+l_{2}+\cdots+l_{n-1}\right) e_{i}
$$

$$
\begin{equation*}
-\left(l_{1}+l_{2}+\cdots+l_{i-1}\right) e_{n} \tag{3.6}
\end{equation*}
$$

where the $e_{i}$ are the standard basis vectors in $\mathbf{R}^{n}$. The opposite vertex $\varphi([2, n-1])$ has the neighboring vertices $\varphi([2, n-1]-\{i\})$ for $i \in[2, n-1]$, and

$$
\begin{equation*}
\varphi([2, n-1])-\varphi([2, n-1]-\{i\})=-l_{i} e_{i-1}+\left(l_{i-1}+l_{i}\right) e_{i}-l_{i-1} e_{i+1} \tag{3.7}
\end{equation*}
$$

(here $[2, n-1]$ stands for $\{2, \ldots, n-1\}$ ).
Now we consider a special case when $l_{1}=l_{2}=\cdots=l_{n-1}=1$. This case will be of particular interest later, in relation to the Newton polytope of the classical discriminant (Chapter 12). Looking at (3.7) we recognize on the right hand side the Cartan matrix

$$
\left(\begin{array}{cccccc}
2 & -1 & 0 & 0 & \cdots & 0 \\
-1 & 2 & -1 & 0 & \cdots & 0 \\
0 & -1 & 2 & -1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 2
\end{array}\right)
$$

of the root system of type $A_{n-2}$. This suggests the following interpretation of $\Sigma(A)$. Let $R$ be a root system of type $A_{n-2}$ in a real vector space $V$ with the standard choice of simple roots $\alpha_{1}, \ldots, \alpha_{n-2}$ and the corresponding fundamental weights $\omega_{1}, \ldots, \omega_{n-2}$. Let $\rho=\omega_{1}+\omega_{2}+\cdots+\omega_{n-2}$ be the half-sum of all positive roots. Consider the convex polytope $P(2 \rho)$ in $V$ which is the intersection of two cones $\sum_{i} \mathbf{R}_{+} \cdot \omega_{i}$ and $2 \rho-\sum_{i} \mathbf{R}_{+} \cdot \alpha_{i}$.
Proposition 3.3. If $l_{1}=l_{2}=\cdots=l_{n-1}=1$ then the mapping

$$
\left(\varphi_{1}, \ldots, \varphi_{n-1}\right) \mapsto \varphi_{2} \omega_{1}+\varphi_{3} \omega_{2}+\cdots+\varphi_{n-1} \omega_{n-2}
$$

is an affine isomorphism between $\Sigma(A)$ and $P(2 \rho)$.
Proof. This follows at once from Proposition 3.1 and formulas (3.1), (3.6), and (3.7).

The polytope $P(2 \rho)$ plays an important role in the representation theory of the Lie algebra $s l_{n-1}$. Let $\lambda$ be a non-negative integral linear combination of fundamental weights $\omega_{1}, \ldots, \omega_{n-2}$. It was conjectured by Kostant and proved in [BZ] that $\lambda \in P(2 \rho)$ if and only if the irreducible $s l_{n-1}$-module with highest weight $\lambda$ appears in the decomposition of the exterior algebra of the adjoint representation.

As a concrete example, let us take $A=\{0,1,2,3\}$. By using $\varphi_{1}$ and $\varphi_{2}$ as independent coordinates for $\Sigma(A)$ (see the remark after Proposition 3.2), we find $\Sigma(A)$ to be the quadrangle in the plane depicted in Figure 32.


Figure 32.
$B$. The case $\operatorname{dim}(Q)=2$ : the associahedron (Stasheff polytope)
Let $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\} \subset \mathbf{R}^{2}$ be the set of vertices of a convex $n$-gon $Q$ in the plane, numbered consecutively around the perimeter (see Figure 33).


Figure 33.
The corresponding secondary polytope $\Sigma(A)$ is of special interest; we shall see that its vertices are in a natural bijection with various "associativity patterns", i.e., the different ways to insert parentheses in the formal product $x_{1} x_{2} \cdots x_{n-1}$ of several non-associative variables. For example, two triangulations of a quadrangle
correspond to two ways of forming a product of three variables: $\left(x_{1} x_{2}\right) x_{3}$ and $x_{1}\left(x_{2} x_{3}\right)$. Before describing this correspondence, we want to first see what the general results of Sections 1 and 2 give in this case.

Clearly, every subdivision of ( $Q, A$ ) is determined by a set of mutually noncrossing diagonals of $Q$ (two diagonals are said to cross if they intersect at an interior point of $Q$ ). Let $S_{D}$ denote the subdivision corresponding to a set $D$ of non-crossing diagonals. Clearly, $S_{D}$ refines $S_{D^{\prime}}$ if and only if $D^{\prime} \subset D$.

Proposition 3.4. Every subdivision of $(Q, A)$ is coherent.
Proof. It is intuitively obvious that one can "fold" $Q$ in a convex way along every set $D$ of non-crossing diagonals. Let us give a formal argument whose idea will also be used in subsection $C$ in a less obvious situation.

Consider the subdivision $S_{D}$ corresponding to a set of non-crossing diagonals $D=\left\{d_{1}, \ldots, d_{k}\right\}$ of $Q$. Using induction on $k$, we can choose an ordering of $D$ so that, for each $j=1, \ldots, k$, the diagonals $d_{1}, \ldots, d_{j-1}$ lie on one side of $d_{j}$, and $d_{j+1}, \ldots, d_{k}$ lie on the other side of $d_{j}$. Let $\alpha_{1}, \ldots, \alpha_{k}$ be affine-linear functions on $Q$ defining diagonals $d_{1}, \ldots, d_{k}$, i.e., each $d_{j}$ is given by the equation $\alpha_{j}=0$. The functions $\alpha_{j}$ are defined up to scalar multiples. Clearly, we can choose them so that each $\alpha_{j}$ is non-positive on $d_{1}, \ldots, d_{j-1}$ and non-negative on $d_{j+1}, \ldots, d_{k}$. The subdivision $S_{D}$ consists of $k+1$ polygons $\operatorname{Conv}\left(\sigma_{0}\right), \operatorname{Conv}\left(\sigma_{1}\right), \ldots, \operatorname{Conv}\left(\sigma_{k}\right)$, where each $\sigma_{j}$ is the set of vertices of $Q$ satisfying the inequalities $\alpha_{1}, \alpha_{2}, \ldots, \alpha_{j} \geq$ $0, \alpha_{j+1}, \ldots, \alpha_{k} \leq 0$.

Now consider the piecewise-linear function $g$ on $Q$ given by

$$
g(x)=\alpha_{1}(x)+\alpha_{2}(x)+\ldots+\alpha_{j}(x) \text { for } x \in \operatorname{Conv}\left(\sigma_{j}\right)
$$

and define $\psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{n}\right)$ by $\psi_{i}=g\left(\omega^{(i)}\right)$. Recalling the definitions of $g_{\psi}$ in Section 1C and of the coherent subdivision $S(\psi)$ given in Example 2.2, we conclude that $g=g_{\psi}$, and $S_{D}=S(\psi)$. The proposition is proved.

The face lattice of $\Sigma(A)$ is given by Theorem 2.4:
Proposition 3.5. The face lattice of $\Sigma(A)$ is anti-isomorphic to the lattice of sets of non-crossing diagonals in $Q$.

In particular, $\operatorname{dim}(\Sigma(A))=n-3$, and, for each $k=0,1, \ldots, n-3$, the $k$ dimensional faces of $\Sigma(A)$ correspond to sets of $(n-3-k)$ non-crossing diagonals, or equivalently, to subdivisions of ( $Q, A$ ) into ( $n-2-k$ ) convex subpolygons. Taking $k=0$, we again recover the fact that the vertices of $\Sigma(A)$ correspond to triangulations of ( $Q, A$ ), each of which subdivides $Q$ into $n-2$ triangles.

Example 3.6. For $n=4$, the polytope $\Sigma(A)$ is an interval; for $n=5$, it is a plane pentagon and for $n=6$, it is the 3 -dimensional polytope with 14 vertices. These
polytopes together with triangulations corresponding to their vertices are depicted in Figure 34.


Figure 34. Stasheff polytopes

The problem of describing triangulations and more general subdivisions of a convex polygon is very classical, having attracted the attention of Euler in the 18th century, and Catalan and Cayley in the 19th century. The old work was mainly concentrated around enumeration problems. It was apparently first shown by Euler that the number of triangulations of $(Q, A)$ is the $(n-1)$-st Catalan number $c_{n-1}$, where

$$
\begin{equation*}
c_{n}=\frac{1}{n}\binom{2 n-2}{n-1} \tag{3.8}
\end{equation*}
$$

thus $c_{2}=1, c_{3}=2, c_{4}=5, c_{5}=14, c_{6}=42$, etc. The Catalan numbers appear in mathematics under many different disguises. Catalan himself defined $c_{n}$ as the
number of parenthesizings of the formal product $x_{1} x_{2} \cdots x_{n}$. Here to parenthesize the product means to insert a well-formed string of $n-1$ left and $n-1$ right parentheses so that the product can be evaluated in any non-associative algebra.

The correspondence between parenthesizings of $x_{1} x_{2} \cdots x_{n-1}$ and triangulations of the convex $n$-gon $Q$ is established as follows. Let $T$ be any triangulation of ( $Q, A$ ). The triangles from $T$ have $2 n-3$ edges in total: $n$ edges of $Q$ and $n-3$ diagonals. We write every such edge in the form $\left[a_{i}, a_{j}\right]$ with $i<j$, and we wish to assign to it some parenthesizing of the product $x_{i} x_{i+1} \cdots x_{j-1}$.

We proceed by induction on $j-i$. For $j=i+1$ there is nothing to do: we simply attach the symbol $x_{i}$ to the edge $\left[a_{i}, a_{i+1}\right]$ for $i=1, \ldots, n-1$. Now suppose $\left[a_{i}, a_{k}\right]$ is an edge of $T$ with $k-i>1$. Clearly, there is exactly one triangle of $T$ of the form $\left\{a_{i}, a_{j}, a_{k}\right\}$ with $i<j<k$. By induction, we can assume that $\left[a_{i}, a_{j}\right]$ is already assigned a parenthesizing $U$ of $x_{i} x_{i+1} \cdots x_{j-1}$, and [ $a_{j}, a_{k}$ ] is already assigned a parenthesizing $V$ of $x_{j} x_{j+1} \cdots x_{k-1}$. Then we assign to $\left[a_{i}, a_{k}\right.$ ] the parenthesizing $(U V)$ of $x_{i} x_{i+1} \cdots x_{k-1}$. Finally, we associate to $T$ the parenthesizing assigned to the last edge $\left[a_{1}, a_{n}\right]$ of $Q$. This procedure is illustrated by Figure 35.


Figure 35. Parenthesizing corresponding to a triangulation

Given the above interpretation, the name associahedron is natural for the secondary polytope of the set of vertices of a convex polygon. The faces of the associahedron also can be described in terms of certain parenthesizings.

By a partial parenthesizing of $x_{1} \cdots x_{n-1}$ we mean a string of parentheses obtained by taking away some pairs of corresponding parentheses from a parenthesizing. If $\pi, \pi^{\prime}$ are two partial parenthesizings then we say that $\pi$ refines $\pi^{\prime}$ if $\pi$ can be obtained from $\pi^{\prime}$ by adding new pairs of parentheses. The same construction as above shows that subdivisions of ( $Q, A$ ) (and hence, the faces of $\Sigma(A)$ ) are in bijection with partial parenthesizings of $x_{1} \cdots x_{n-1}$. Clearly, one subdivision refines another if and only if the same is true for corresponding parenthesizings.

The simplicial complex of partial parenthesizings was introduced and studied by Stasheff [St] in relation to the theory of loop spaces (because of that the associahedra are sometimes called Stasheff polytopes). He constructed a geometric realization of the simplicial complex as a convex body but not as a polytope. The question of the existence of a polytopal model of this complex circulated around for some years (see [Lee]). We see that a positive answer to this question is a very special case of the theory of secondary polytopes. Another construction was given by Lee [Lee].

We conclude the discussion of the associahedron by the formula for the number of its faces of any given dimension which generalizes (3.8). For each $k=0,1, \ldots, n-3$, let $f(k, n)$ denote the number of sets of $k$ non-crossing diagonals in the $n$-gon $Q$, i.e., the number of faces of $\Sigma(A)$ of dimension $(n-3-k)$.

Proposition 3.7. For $k=0,1, \ldots, n-3$, we have

$$
\begin{equation*}
f(k, n)=\frac{1}{n-1}\binom{n-3}{k}\binom{n+k-1}{k+1} \tag{3.9}
\end{equation*}
$$

As indicated in [Lee], the formula (3.9) was discovered by Kirkman in 1857, with the first complete proof given by Cayley in 1891. The proof below follows the original Cayley one [Ca6].

Proof. We adopt the convention that $f(k, n)$ is defined for all integers $k$ and $n$ but is equal to 0 unless $0 \leq k \leq n-3$.

Lemma 3.8. If $k \geq 1$ then $f(k, n)$ satisfies the recursion

$$
\begin{equation*}
f(k, n)=\frac{n}{2 k} \sum_{l+m=n+2} \sum_{i+j=k-1} f(i, l) f(j, m) \tag{3.10}
\end{equation*}
$$

Proof of Lemma 3.8. Let $\tilde{f}(k, n)$ be the number of sequences $d_{1}, \ldots, d_{k}$ of noncrossing diagonals in the $n$-gon $Q$. Clearly, $\tilde{f}(k, n)=k!f(k, n)$. Now the first diagonal $d_{1}$ cuts $Q$ into two pieces, say an $l$-gon $Q^{\prime}$ and an $m$-gon $Q^{\prime \prime}$ with $l+m=n+2, l \leq m$. For fixed $l<\frac{n+2}{2}$ there are $n$ different choices of $d_{1}$, and for $l=\frac{n+2}{2}$ there are $\frac{n}{2}$ such choices. Once we have chosen $d_{1}$, the remaining $k-1$ diagonals fall into two groups: say, $i$ of them belong to $Q^{\prime}$, and $j=k-1-i$ belong to $Q^{\prime \prime}$. We arrive at the recursion

$$
\begin{equation*}
\tilde{f}(k, n)=n \sum_{l+m=n+2, l \leq m}^{\prime} \sum_{i+j=k-1}\binom{k-1}{i} \tilde{f}(i, l) \tilde{f}(j, m) \tag{3.11}
\end{equation*}
$$

where $\sum^{\prime}$ denotes the convention that the terms with $l=m=\frac{n+2}{2}$ are taken with coefficient $\frac{1}{2}$. Clearly, we can replace $\sum_{i+m=n+2, l \leq m}$ by $\frac{1}{2} \sum_{l+m=n+2}$, and (3.10) becomes a direct consequence of (3.11). The lemma is proved.

Clearly, the $f(k, n)$ are uniquely determined by (3.10) together with the initial conditions

$$
\begin{equation*}
f(0, n)=1 \text { for } n \geq 3 \tag{3.12}
\end{equation*}
$$

Following Cayley, we introduce two sequences of generating functions:

$$
\begin{equation*}
U_{k}=\sum_{n} f(k, n) x^{n}, \quad V_{k}=2(k+1) \sum_{n} \frac{f(k+1, n-2)}{n-2} x^{n} \quad(k=0,1, \ldots) \tag{3.13}
\end{equation*}
$$

They are connected by

$$
\begin{equation*}
U_{k+1}=x \frac{d}{d x}\left(\frac{V_{k}}{2(k+1) x^{2}}\right) \tag{3.14}
\end{equation*}
$$

Using these functions, (3.10) can be rewritten as

$$
\begin{equation*}
\left(\sum_{k} U_{k} y^{k}\right)^{2}=\sum_{k} V_{k} y^{k} \tag{3.15}
\end{equation*}
$$

and (3.12) as

$$
\begin{equation*}
U_{0}=\frac{x^{3}}{1-x} \tag{3.16}
\end{equation*}
$$

Let $X=\frac{x^{2}}{1-x}$. We claim that the functions $U_{k}$ and $V_{k}$ are given by

$$
\begin{equation*}
U_{k}=\frac{x}{(k+1)!} \frac{d^{k} X^{k+1}}{d x^{k}}, \quad V_{k}=\frac{2(k+1) x^{2}}{(k+2)!} \frac{d^{k} X^{k+2}}{d x^{k}} \tag{3.17}
\end{equation*}
$$

Indeed, it is enough to prove that the functions defined by (3.17) satisfy (3.14), (3.15), and (3.16). The formulas (3.14) and (3.16) are obvious. As for (3.15), Cayley proved that it is satisfied by the functions which are defined by (3.17) not only for our $X=\frac{x^{2}}{1-x}$ but for an arbitrary power series $X$ in $x$. We leave the proof of this statement as an exercise for the reader (hint: see [Ca6]).

To complete the proof of Proposition 3.7, it remains to expand $U_{k}$ given by (3.17) into a power series in $x$ using the binomial expansion of $(1-x)^{-(k+1)}$ and differentiating it $k$ times term by term. This gives (3.9).

## C. The case of a triangular prism: the permutohedron

Let $A$ be the set of vertices of the triangular prism $Q=\Delta^{1} \times \Delta^{m-1}$. Here $\Delta^{1}$ is the interval $\left[e_{1}, e_{2}\right.$ ] in $\mathbf{R}^{2}$, and $\Delta^{m-1}$ is the standard simplex in $\mathbf{R}^{m}$ with vertices $f_{1}, f_{2}, \ldots, f_{m}$, where the $e_{i}$ and the $f_{j}$ stand for the standard basis vectors. So $A$ consists of $2 m$ points $\omega_{i j}=e_{i}+f_{j}(i=1,2, j=1, \ldots, m)$ in $\mathbf{R}^{m+2}$. Using our standard notation we see that $n=\#(A)=2 m$, and $k=\operatorname{dim}(Q)+1=m+1$, hence $\operatorname{dim}(\Sigma(A))=n-k=m-1$. We will think of $\Sigma(A)$ as a convex polytope living in the space $\mathbf{R}^{2 \times m}$ of real $2 \times m$ matrices.

We shall show that the secondary polytope $\Sigma(A)$ is naturally identified with the permutohedron $P_{m}$. By definition, $P_{m}$ is the convex polytope in $\mathbf{R}^{m}$ with vertices $(s(1), \ldots, s(m)$, where $s$ runs over all permutations of $\{1,2, \ldots, m\}$. Note that the affine span of $P_{m}$ is the hyperplane $\left\{\left(x_{1}, \ldots, x_{m}\right) \in \mathbf{R}^{m}: \sum x_{i}=\right.$ $m(m+1) / 2\}$, so $\operatorname{dim}\left(P_{m}\right)=m-1$.

Example 3.9. The permutohedron $P_{2}$ is an interval, $P_{3}$ is a hexagon and $P_{4}$ is a 3-dimensional polytope with 24 vertices. These polytopes are depicted in Figure 36. There we use the notation $\left[j_{1}, \ldots, j_{n}\right]$ for the point with coordinates $(s(1), \ldots, s(n))$ where $s$ is the permutation such that $j_{v}=s^{-1}(v)$. Under this notation, two vertices $\left[j_{1}, \ldots, j_{n}\right]$ and $\left[k_{1}, \ldots, k_{n}\right]$ are joined by an edge if and only if $\left(k_{1}, \ldots, k_{n}\right)$ is obtained from ( $j_{1}, \ldots, j_{n}$ ) by permuting two numbers in consecutive positions. A proof of this and other facts about the permutohedron can be found in [Milg] [GS].

Our analysis of $\Sigma(A)$ will be analogous to the case of the associahedron. We start by evaluating ranks of all subsets of $A$. We write an arbitrary subset $\sigma \subset A$ as $\sigma\left(J_{1}, J_{2}\right)=\left\{\omega_{1 j}\left(j \in J_{1}\right), \omega_{2 j}\left(j \in J_{2}\right)\right\}$ for some subsets $J_{1}, J_{2} \subset$ $\{1,2, \ldots, m\}$. By counting the dimension of the space of affine relations $L_{\sigma}$, we readily conclude that the convex hull $\operatorname{Conv}(\sigma)$ has dimension

$$
\operatorname{dim}\left(\operatorname{Conv}\left(\sigma\left(J_{1}, J_{2}\right)\right)\right)= \begin{cases}\#\left(J_{1} \cup J_{2}\right) & \text { if } J_{1} \cap J_{2} \neq \emptyset  \tag{3.18}\\ \#\left(J_{1} \cup J_{2}\right)-1 & \text { if } J_{1} \cap J_{2}=\emptyset\end{cases}
$$

Now we formulate and prove the analogs of Propositions 3.4 and 3.5. We call a diagonal section or simply diagonal of $Q$ any hyperplane section $d$ of $Q$ which is an affine span of some vertices of $Q$ but not a facet. It follows from (3.18) that diagonals of $Q$ are in bijection with proper subsets $J \subset\{1,2, \ldots, m\}$ via

$$
\begin{equation*}
J \mapsto d_{J}=\operatorname{Conv}(\sigma(J,\{1,2, \ldots, m\}-J)) \tag{3.19}
\end{equation*}
$$

We see that every diagonal of $Q$ is an ( $m-1$ )-dimensional simplex with vertices in $A$. As before, two diagonals are said to cross if they have a common interior point of $Q$.

[21]



Figure 36. Permutohedra
Clearly, if two diagonals do not cross then their intersection is their common face, which is some simplex of smaller dimension with vertices in $A$ lying in some proper face of $Q$. It follows that every set of non-crossing diagonals $D$ gives rise to a subdivision $S_{D}$ of $(Q, A)$. As before, $S_{D}$ refines $S_{D^{\prime}}$ if and only if $D^{\prime} \subset D$.

## Proposition 3.10.

(a) The correspondence $D \mapsto S_{D}$ is a bijection between all sets of non-crossing diagonals in $Q$ and all subdivisions of $(Q, A)$.
(b) Every subdivision of $(Q, A)$ is coherent; hence the face lattice of $\Sigma(A)$ is anti-isomorphic to the lattice of sets of non-crossing diagonals in $Q$.

Proof. (a) We have only to show that every subdivision $S$ of $(Q, A)$ has the form
$S_{D}$ for some set of non-crossing diagonals $D$. Since $A$ consists of vertices of $Q$, a subdivision $S=\left\{\left(Q_{i}, A_{i}\right)\right\}$ is uniquely determined by the decomposition $Q=\cup_{i} Q_{i}$. Now every interior facet of each $Q_{i}$ (not lying on the boundary of $Q$ ) belongs to some diagonal of $Q$. But then it must coincide with this diagonal since any diagonal is a simplex with vertices in $A$ so it cannot be further subdivided. This implies our statement.
(b) Let $S=\left\{\left(Q_{i}, A_{i}\right)\right\}$ be a subdivision of $(Q, A)$. It is enough to construct a convex piecewise linear function on $Q$ whose domains of linearity are exactly the polytopes $Q_{i}$. This can be done in exactly the same way as in Proposition 3.4., thus proving our proposition.

To describe the face lattice of $\Sigma(A)$ more explicitly, we use the following criterion for the non-crossing of two diagonals.

Proposition 3.11. Two diagonals $d_{J}$ and $d_{J^{\prime}}$ of $Q$ do not cross if and only if one of the sets $J, J^{\prime}$ contains the other.
Proof. It is easy to see that $Q$ can be described as

$$
\begin{equation*}
Q=\left\{(\alpha, \beta) \in \mathbf{R}^{2} \times \mathbf{R}^{m}: \alpha_{i}, \beta_{j} \geq 0, \alpha_{1}+\alpha_{2}=\beta_{1}+\cdots+\beta_{m}=1\right\} \tag{3.20}
\end{equation*}
$$

so a point $(\alpha, \beta) \in Q$ lies on the boundary if and only if at least one of the coordinates $\alpha_{i}, \beta_{j}$ is equal to 0 . We readily verify that the diagonal $d_{J}$ is given by

$$
\begin{equation*}
d_{J}=\left\{(\alpha, \beta) \in Q: \alpha_{1}=\sum_{j \in J} \beta_{j}\right\} \tag{3.21}
\end{equation*}
$$

It follows that if, say $J \subset J^{\prime}$, then every point $(\alpha, \beta) \in d_{J} \cap d_{J^{\prime}}$ has $\beta_{j}=0$ for $j \in J^{\prime}-J$, and hence lies on the boundary of $Q$. Conversely, suppose that both $J-J^{\prime}$ and $J^{\prime}-J$ are non-empty. Then it follows easily from (3.20) and (3.21) that $d_{J}$ and $d_{J^{\prime}}$ cross, i.e., they have a common interior point of $Q$.

Combining Propositions 3.10 and 3.11, we arrive at the following description of the face lattice of $\Sigma(A)$. By a flag in $\{1,2, \ldots, m\}$ we mean a strictly increasing sequence $F=\left(J_{1} \subset J_{2} \subset \cdots \subset J_{r}\right)$ of proper subsets of $\{1,2, \ldots, m\}$. A flag $F$ refines another flag $F^{\prime}$ if it contains all subsets from $F^{\prime}$.

Corollary 3.12. The sets of non-crossing diagonals in $Q$ and hence the faces of $\Sigma(A)$ are in refinement-preserving bijection with flags in $\{1,2, \ldots, m\}$, via

$$
F=\left(J_{1} \subset J_{2} \subset \cdots \subset J_{r}\right) \mapsto D=\left\{d_{J_{1}}, \ldots, d_{J_{r}}\right\}
$$

The subdivision $S(F)$ corresponding to a flag $F$ consists of $r+1$ marked polytopes $\left(Q_{p}, A_{p}\right), p=1, \ldots, r+1$, where $A_{p}=\sigma\left(J_{p},\{1,2, \ldots, m\}-J_{p-1}\right)($ with the
convention $J_{0}=\emptyset, J_{r+1}=\{1,2, \ldots, m\}$ ), and

$$
\begin{equation*}
Q_{p}=\operatorname{Conv}\left(A_{p}\right)=\left\{(\alpha, \beta) \in Q: \sum_{j \in J_{p-1}} \beta_{j} \leq \alpha_{1} \leq \sum_{j \in J_{p}} \beta_{j}\right\} \tag{3.22}
\end{equation*}
$$

In particular, we obtain the following description of the vertices of $\Sigma(A)$.
Corollary 3.13. The vertices of $\Sigma(A)$ (i.e., coherent triangulations of $(Q, A)$ ) are in bijection with complete flags $F=\left(J_{1} \subset J_{2} \subset \cdots \subset J_{m-1}\right)$ in $\{1,2, \ldots, m\}$ (so \# $\left(J_{p}\right)=p$ for $p=1, \ldots, m-1$ ). The triangulation $S(F)$ corresponding to a flag $F$ consists of $m$ simplices with vertices $\sigma\left(J_{p},\{1,2, \ldots, m\}-J_{p-1}\right)$ for $p=1, \ldots, m$.

The symmetric group $S_{m}$ acts on $\Delta^{m-1}$ by permutations of vertices. We extend this action to the action on $(Q, A)$ by affine automorphisms. Then $S_{m}$ acts on subdivisions and triangulations of $(Q, A)$, and on $\Sigma(A)$. Since $S_{m}$ acts transitively on the set of complete flags in $\{1,2, \ldots, m\}$, Corollary 3.13 shows that it also acts transitively on triangulations of $(Q, A)$, or equivalently, on the vertices of $\Sigma(A)$. We can choose for example the flag

$$
F=(\{1\} \subset\{1,2\} \subset \cdots \subset\{1,2, \ldots, m-1\})
$$

then the triangulation $T_{0}=S(F)$ consists of $m$ simplices

$$
\sigma_{p}=\operatorname{Conv}\left\{\omega_{11}, \omega_{12}, \ldots, \omega_{1 p}, \omega_{2 p}, \omega_{2, p+1}, \ldots, \omega_{2 m}\right\}, \quad p=1, \ldots, m
$$

Graphically, these simplices correspond to various "staircases" leading from the north-west to the south-east corner of a $2 \times m$ matrix (Figure 38, p. 247 below).

It is easy to see that all simplices $\sigma_{p}$ have the same volume. We normalize the volume form on $Q$ so that each $\sigma_{p}$ has volume 1 . This means that each matrix entry $\varphi_{i j}$ of $\varphi_{T_{0}}$ is equal to the number of simplices $\sigma_{p}$ having $\omega_{i j}$ as a vertex. It follows that

$$
\varphi_{T_{0}}=\left(\begin{array}{cccc}
m & m-1 & \cdots & 1  \tag{3.23}\\
1 & 2 & \cdots & m
\end{array}\right)
$$

All the other vertices of $\Sigma(A)$ are obtained from $\varphi_{T_{0}}$ by permutations of columns. We conclude that the projection $\mathbf{R}^{2 \times m} \rightarrow \mathrm{~g} \mathrm{R}^{m}$ sending each $2 \times m$ matrix to its first row is an affine isomorphism of $\Sigma(A)$ with the permutohedron $P_{m}$.

## D. The product of two simplices

It would be very interesting to generalize the results in the previous example to the case when $A$ is the set of vertices of $Q=\Delta^{p-1} \times \Delta^{q-1}$, the product of two
standard simplices (the triangular prism appears for $\mathrm{p}=2$ ). Unfortunately, not much is known about the secondary polytope in this case. We do not even know if there exist non-coherent triangulations of $(Q, A)$. Below we give a brief review of some partial results.

First, $A$ consists of $p q$ points $\omega_{i j}=e_{i}+f_{j} \in \mathbf{R}^{p} \times \mathbf{R}^{q}$, where $e_{1}, \ldots, e_{p}$ and $f_{1}, \ldots, f_{q}$ are the standard basis vectors and $Q$ is

$$
\begin{equation*}
Q=\left\{(\alpha, \beta) \in \mathbf{R}^{p} \times \mathbf{R}^{q}: \alpha_{i}, \beta_{j} \geq 0, \alpha_{1}+\cdots+\alpha_{p}=\beta_{1}+\cdots+\beta_{q}=1\right\} \tag{3.24}
\end{equation*}
$$

Hence $\operatorname{dim}(\Sigma(A))=p q-(p+q-1)=(p-1)(q-1)$.
Graphically, it is convenient to represent a subset $B \subset A$ as a bipartite graph $G$ with the set of vertices $\left\{e_{1}, \ldots, e_{p}, f_{1}, \ldots, f_{q}\right\}$ and the edges corresponding to pairs ( $e_{i}, f_{j}$ ) for all $\omega_{i j} \in B$ (see Figure 37).


Figure 37. A bipartite graph
The formula (3.18) is generalized as follows:

$$
\begin{equation*}
\operatorname{dim}(\operatorname{Conv}(B))=\sum_{\Gamma}(v(\Gamma)-1)-1, \tag{3.25}
\end{equation*}
$$

where the sum is over all connected components $\Gamma$ of the graph $G$ corresponding to $B$, and $v(\Gamma)$ is the number of vertices of $\Gamma$. In particular, if $\#(B)=p+q-1$ then $\operatorname{Conv}(B)$ is a simplex of full dimension $p+q-2$ if and only if the graph $G$ is connected (and in this case $G$ is a tree with $p+q$ vertices).

Among these simplices we find all "staircases" (or lattice paths) leading from the point $(1,1) \in \mathbf{Z}^{2}$ to the point $(p, q)$ (see Figure 38 ).


Figure 38. A lattice path

The language of lattice paths is very useful not only for the present example but in many other instances (see e.g. Chapter 12). A lattice path from $(1,1)$ to $(p, q)$ is a collection $L$ of integral points $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right), \ldots,\left(i_{p+q-1}, j_{p+q-1}\right)$ such that $\left(i_{1}, j_{1}\right)=(1,1),\left(i_{p+q-1}, j_{p+q-1}\right)=(p, q)$, and $\left(i_{k+1}, j_{k+1}\right)$ is either $\left(i_{k}+1, j_{k}\right)$ or $\left(i_{k}, j_{k}+1\right)$ for $k=1, \ldots, p+q-2$. Graphically, we represent a lattice path by a polygonal line joining successively all the points of $L$. By a slight abuse of notation, we denote this line as a subset of the plane by the same letter $L$. It has end-points $(1,1)$ and $(p, q)$ and consists of several horizontal and vertical intervals. We can also think of $L$ as an actual path from $(1,1)$ to $(p, q)$ consisting of ( $p+q-2$ ) moves by a interval of unit length, each move going either horizontally from left to right, or vertically upwards.

It is convenient to encode such a path by a word $w=w(L)=w_{1} w_{2} \ldots$ $w_{p+q-2}$ which records our moves in the following way: we write $w_{k}=A_{i}$ if the $k$-th move on our path is the $i$-th successive horizontal one, and we write $w_{k}=B_{j}$ if the $k$-th move is the $j$-th successive vertical move. The word $w(L)$ is obtained by a shuffle of two words $A_{1} A_{2} \ldots A_{p-1}$ and $B_{1} B_{2} \ldots B_{q-1}$, i.e., by a permutation of these symbols, leaving the $A_{i}$ 's and the $B_{j}$ 's in the same relative order. We call $w(L)$ the shuffle of $L$. Clearly, the correspondence $L \mapsto w(L)$ is a bijection between lattice paths and shuffles of $A_{1} A_{2} \ldots A_{p-1}$ and $B_{1} B_{2} \ldots B_{q-1}$. In particular, the number of different lattice paths is equal to the number of shuffles, i.e., to $\binom{p+q-2}{p-1}$.

Returning to our simplices, consider a lattice path $L$, and let

$$
\sigma=\operatorname{Conv}\left\{\omega_{i j}:(i, j) \in L\right\}
$$

It is easy to see that $\sigma$ is defined in $Q=\Delta^{p-1} \times \Delta^{q-1}$ by shuffling two increasing sequences
$\alpha_{1} \leq \alpha_{1}+\alpha_{2} \leq \cdots \leq \alpha_{1}+\cdots+\alpha_{p-1}$ and $\beta_{1} \leq \beta_{1}+\beta_{2} \leq \cdots \leq \beta_{1}+\cdots+\beta_{q-1}$
according to the shuffle $w(L)$. More precisely, $\sigma \subset Q$ is defined by the inequalities: $\alpha_{1}+\cdots+\alpha_{i} \leq \beta_{1}+\cdots+\beta_{j}$ whenever $A_{i}$ precedes $B_{j}$ in the word $w$, and $\alpha_{1}+\cdots+\alpha_{i} \geq \beta_{1}+\cdots+\beta_{j}$ whenever $B_{j}$ precedes $A_{i}$.

This description of $\sigma$ implies that the simplices corresponding to all possible lattice paths from $(1,1)$ to $(p, q)$ form a triangulation $T_{0}$ of $(Q, A)$. This triangulation was known and used in algebraic topology for a long time. It is called standard or canonical. It is easy to show that $T_{0}$ is coherent, i.e., defines a vertex $\varphi_{T_{0}}$ of $\Sigma(A)$ (a linear form $\psi \in \mathbf{R}^{A}$ which attains its maximum on $\Sigma(A)$ exactly at $\varphi_{T_{0}}$ can be chosen as $\left.\psi\left(\omega_{i j}\right)=i j\right)$. Acting on this vertex by the group $S_{p} \times S_{q}$ of all permutations of the index set, we obtain many other vertices.

Thus far, everything follows the same pattern as in the case of a triangular prism. But here is the major difference: if $p, q \geq 3$ then not every coherent triangulation of $(Q, A)$ can be obtained from the standard one by permutations of indices. The case $p=q=3$ (the product of two triangles) was investigated in detail by A. E. Postnikov. Postnikov proved that all the triangulations in this case are coherent, and up to $S_{3} \times S_{3}$-symmetry, there are 5 different triangulations. They are presented in Figure 39. Here dotted squares represent simplices of a triangulation, with the dots marking the vertices of a simplex. Two such squares are connected by an edge in Fig. 39. when the corresponding simplices have a common facet. We see in particular that $\Sigma(A)$ is a 4-dimensional polytope having $18+36+6+12+36=108$ vertices.

The vertices of the third type depicted in Figure 39 are especially symmetric. The stabilizer in $S_{3} \times S_{3}$ of such a vertex $v$ has cardinality 6 . It can be seen that this stabilizer acts simply transitively on the edges of $\Sigma(A)$ containing $v$. Thus $v$ is a vertex of a 4-dimensional polytope which has 6 edges passing through it. This means that $\Sigma(A)$ is not a simple polytope (in all the previous examples $\Sigma(A)$ was easily seen to be simple).

Starting with the case $p=3, q=4$, the situation becomes even more complicated: not every simplex $\sigma$ can be transformed into a "staircase" simplex from $T_{0}$ by the action of $S_{p} \times S_{q}$. An example in the case $p=3, q=4$ is provided by

$$
\sigma=\operatorname{Conv}\left\{\omega_{11}, \omega_{14}, \omega_{22}, \omega_{24}, \omega_{33}, \omega_{34}\right\}
$$

This simplex can be defined in $Q$ by $\alpha_{1} \geq \beta_{1}, \alpha_{2} \geq \beta_{2}, \alpha_{3} \geq \beta_{3}$.
Example 3.14. Consider the case $p=q$ when $Q=\Delta^{p-1} \times \Delta^{p-1}$ is the product of two simplices of the same dimension. Recall from Section 2B that faces of $\Sigma(A)$ of codimension 1 (= facets) correspond to so-called coarse (= maximal non-trivial) polyhedral subdivisions of ( $Q, A$ ). We have described in Section 2B two special classes of coarse subdivisions. Now we are going to exhibit a coarse subdivision of ( $Q, A$ ) which does not belong to any of these classes.

Let $A_{0} \subset A$ be the set of vertices $e_{i}+f_{j}$ with $i \leq j$, and $Q_{0}=\operatorname{Conv}\left(A_{0}\right)$. Denote by $\zeta$ the cyclic permutation of indices $1, \ldots, p$ taking each $i \neq p$ to $i+1$ and $p$ to 1 . Let $\zeta^{m}$ be the $m$-fold iteration of $\zeta$. For each $m=0,1, \ldots, p-1$, we consider the marked polytope $\left(Q_{m}, A_{m}\right)$, where $A_{m}=\left\{e_{i}+f_{j}: \zeta^{m}(i) \leq\right.$ $\left.\zeta^{m}(j)\right\}$, and $Q_{m}=\operatorname{Conv}\left(A_{m}\right)$ (so $\left(Q_{m}, A_{m}\right)$ is the image of $\left(Q_{0}, A_{0}\right)$ under the automorphism $\left(\zeta^{m}, \zeta^{m}\right) \in S_{p} \times S_{p}$ of $\Delta^{p-1} \times \Delta^{p-1}$ ).

Proposition 3.15. The $\left(Q_{m}, A_{m}\right), m=0, \ldots, p-1$ form a coarse coherent subdivision of $\Delta^{p-1} \times \Delta^{p-1}$.

(36 triangulations)

Figure 39. Triangulations of $\Delta^{2} \times \Delta^{2}$ (Postnikov).
Only one triangulation in each $S_{3} \times S_{3}$ orbit is depicted; the number of triangulations in each orbit is indicated.

For example, for $p=2$ we get a subdivision of a square $\Delta^{1} \times \Delta^{1}$ into two triangles.

Proof. A straightforward check shows that, for any $m=0, \ldots, p-1$, we have

$$
\begin{align*}
& Q_{m}=\left\{(\alpha, \beta) \in Q: \alpha_{i}+\alpha_{i+1}+\cdots+\alpha_{m} \leq \beta_{i}+\beta_{i+1}+\cdots+\beta_{m}(1 \leq i \leq m)\right. \\
& \left.\alpha_{m+1}+\alpha_{m+2}+\cdots+\alpha_{j} \geq \beta_{m+1}+\beta_{m+2}+\cdots+\beta_{j}(m+1 \leq j \leq p-1)\right\} . \tag{3.26}
\end{align*}
$$

Now the conditions in Definition 2.1 are verified directly, so $\left\{\left(Q_{m}, A_{m}\right)\right\}$ is indeed a polyhedral subdivision of ( $Q, A$ ) (e.g., to check the condition (b) observe that, for any $l<m$, the intersection $Q_{l} \cap Q_{m}$ is a common facet of $Q_{l}$ and $Q_{m}$ defined by $\alpha_{l+1}+\cdots+\alpha_{m}=\beta_{l+1}+\cdots+\beta_{m}$ ).

To show that this subdivision is coherent, it is enough to construct a concave piecewise-linear (continuous) function $g: Q \rightarrow \mathbf{R}$ whose linearity domains are exactly the polytopes $Q_{m}$, cf. Definition 2.3. We define such a $g$ by

$$
\begin{equation*}
\left.g\right|_{Q_{m}}=\left(\alpha_{1}+\cdots+\alpha_{m}\right)-\left(\beta_{1}+\cdots+\beta_{m}\right) \tag{3.27}
\end{equation*}
$$

(so $\left.g\right|_{Q_{0}}=0$ ). The fact that $g$ is well-defined and satisfies all the desired properties follows directly from the above description of the $Q_{m}$ and their pairwise intersections.

To show that our subdivision is coarse, we use Corollary 2.6. We have only to show that every continuous function $g^{\prime}: Q \rightarrow \mathbf{R}$ whose restriction to each $Q_{m}$ is affine-linear, has the form $g^{\prime}=\lambda g+g_{0}$, where $\lambda \in \mathbf{R}$ and $g_{0}$ is a globally affinelinear function on $Q$. Subtracting, if necessary, from $g^{\prime}$ a globally affine-linear function, we can assume that $\left.g^{\prime}\right|_{Q_{0}}=0$. Now for each $m=1, \ldots, p-1$ the affinelinear function $\left.g^{\prime}\right|_{Q_{m}}$ vanishes on the facet $Q_{m} \cap Q_{0}$ of $Q_{m}$, and hence is divisible by the equation $\left(\alpha_{1}+\cdots+\alpha_{m}\right)-\left(\beta_{1}+\cdots+\beta_{m}\right)$ of this facet. We conclude that each $\left.g^{\prime}\right|_{Q_{m}}$ is proportional to $\left.g\right|_{Q_{m}}$. Since all these restrictions must agree on the intersections $Q_{l} \cap Q_{m}$, we conclude that all the coefficients of proportionality are the same, i.e., $g^{\prime}$ is proportional to $g$. This completes the proof of our proposition.

Finally let us remark that the volume of $\Delta^{p-1} \times \Delta^{p-1}$ in our usual normalization is equal to the number of simplices in the standard triangulation $T_{0}$, i.e., to $\binom{2 p-2}{p-1}$. Since the above subdivision has cyclic symmetry, every $Q_{m}$ has the volume

$$
\frac{1}{p}\binom{2 p-2}{p-1}=c_{p}
$$

which is the $p$-th Catalan number (see (3.8)).

## CHAPTER 8

## A-Resultants and Chow Polytopes of Toric Varieties

We begin, starting with resultants, to apply the general formalism of Part I to discriminants and resultants associated with toric varieties. The treatment of discriminants is left for the next chapter.

## 1. Mixed $\left(A_{1}, \ldots, A_{k}\right)$-resultants

## A. The definitions

Consider $k-1$ variables $x_{1}, \ldots, x_{k-1}$. As usual, we associate to any integral vector $\omega \in \mathbf{Z}^{k-1}$ a Laurent monomial $x^{\omega}$ in $x_{1}, \ldots, x_{k-1}$. For any finite subset $A \subset \mathbf{Z}^{k-1}$, we denote by $\mathbf{C}^{A}$ the space of Laurent polynomials of the form $\sum_{\omega \in A} a_{\omega} x^{\omega}$.

Let $A_{1}, \ldots, A_{k}$ be $k$ finite subsets in $\mathbf{Z}^{k-1}$. We shall consider the product $\prod \mathbf{C}^{A_{i}}$ of the spaces of polynomials corresponding to the $A_{i}$. A polynomial from $\mathbf{C}^{A_{i}}$ will be written as $f_{i}(x)=\sum_{\omega \in A_{i}} a_{i, \omega} x^{\omega}$. Therefore the collection of coefficients ( $a_{i, \omega}$ ) forms a system of coordinates in $\Pi \mathbf{C}^{A_{i}}$. We are going to study conditions under which $k$ polynomials $f_{i} \in \mathbf{C}^{A_{i}}$ have a common root. We assume that the following conditions are satisfied:
(1) Each $A_{i}$ generates $\mathbf{R}^{k-1}$ as an affine space.
(2) All $A_{i}$ together generate $\mathbf{Z}^{k-1}$ as an affine lattice.

Consider the subvariety $\nabla_{A_{1}, \ldots, A_{k}}^{0} \subset \prod \mathbf{C}^{A_{i}}$ consisting of $k$-tuples of polynomials $\left(f_{1}, \ldots, f_{k}\right)$ for which there is $x \in\left(\mathbf{C}^{*}\right)^{k-1}$ such that all $f_{i}(x)=0$. Let $\nabla_{A_{1}, \ldots, A_{k}}$ be the closure of $\nabla_{A_{1}, \ldots, A_{k}}^{0}$ (in this case the closure in the Zariski topology coincides with the closure in the usual topology).

Proposition - Definition 1.1. The variety $\nabla_{A_{1}, \ldots, A_{k}}$ is an irreducible hypersurface in $\prod \mathbf{C}^{A_{i}}$ defined over the rational numbers. Therefore there is a polynomial (unique up to sign) $R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)$ in coefficients $a_{i, \omega}$ of the $f_{i}$ with the following properties:
(a) $R_{A_{1}, \ldots, A_{k}}$ has integral coefficients, i.e., it lies in the ring $\mathbf{Z}\left[\left(a_{i, \omega}\right)\right]$;
(b) $R_{A_{1}, \ldots, A_{k}}$ is an irreducible element of $\mathbf{Z}\left[\left(a_{i, \omega}\right)\right]$ (in particular, the g.c.d. of its coefficients equals 1 );
(c) If the $f_{i} \in \mathbf{C}^{A_{i}}$ are some polynomials which have a common root in $\left(\mathbf{C}^{*}\right)^{k-1}$ then $R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)=0$.
The polynomial $R_{A_{1}, \ldots, A_{k}}$ is called the $\left(A_{1}, \ldots, A_{k}\right)$-resultant.

The proof is similar to that of Proposition 3.1 of Chapter 3 and we omit it (a bit later we will show that the $\left(A_{1}, \ldots, A_{k}\right)$-resultant is in fact a special case of the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant in Section 3 of Chapter 3 ). The only new phenomenon here, as compared to Chapter 3 , is the possibility of normalizing the resultant not only up to a non-zero constant factor, but up to sign as well. This is because all the varieties involved are defined over the rational numbers.

Examples 1.2. (a) Let $k=2$, and let $A_{1}$ consist of monomials $1, x, \ldots, x^{p}$, and $A_{2}$ consist of monomials $1, x, \ldots, x^{q}$. Then the ( $A_{1}, A_{2}$ )-resultant is the classical resultant of two polynomials in one variable.
(b) Let $k$ be arbitrary; let $A_{1}=\cdots=A_{k}$ consist of monomials $1, x_{1}, \ldots, x_{k-1}$ of degree $\leq 1$. Let us write each polynomial $f_{i}, i=1, \ldots, k$ as $f_{i}(x)=a_{i 0}+$ $\sum_{j=1}^{k-1} a_{i j} x_{j}$. Then $R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)=\operatorname{det}\left\|a_{i j}\right\|$.
(c) More generally, let $A_{1}=\ldots=A_{k}=A \subset \mathbf{Z}^{k-1}$ be any affinely independent $k$-element set, i.e., the set of vertices of a $(k-1)$-dimensional simplex in $\mathbf{R}^{k-1}$. Then for a collection $\left\{f_{i}(x)=\sum_{\omega \in A} a_{i, \omega} x^{\omega}: i=1, \ldots, k\right\}$, the $(A, \ldots, A)$-resultant $R_{A \ldots, A}\left(f_{1}, \ldots, f_{k}\right)$ equals $\operatorname{det}\left\|a_{i, \omega}\right\|$.

Now let us relate the ( $A_{1}, \ldots, A_{k}$ )-resultant with the mixed resultant of sections of $k$ invertible sheaves $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ on a projective variety $X$ of dimension $(k-1)$ (see Section 3 Chapter 3). To this end we construct a projective variety $X=X_{A_{1}, \ldots, A_{k}}$ (which will be a toric variety) and $k$ invertible sheaves $\mathcal{L}_{i}, i=1, \ldots, k$, in such a way that $\mathbf{C}^{A_{i}}$ will be embedded into the space of global sections $H^{0}\left(X, \mathcal{L}_{i}\right)$.

First we recall the construction of the toric variety $X_{A}$ associated to a set $A \subset \mathbf{Z}^{k-1}$ (see Section 1B Chapter 5). We consider the space $\left(\mathbf{C}^{A}\right)^{*}$, dual to the space of polynomials. $\mathrm{By}\left(z_{\omega}\right)_{\omega \in A}$, we denote the standard coordinates in this space (dual to the coordinates $a_{\omega}$ in $\mathbf{C}^{A}$ ). The $z_{\omega}$ serve also as homogeneous coordinates in the projective space $P\left(\left(\mathbf{C}^{A}\right)^{*}\right)$. We define $X_{A}$ as the closure of the image of the map

$$
\begin{equation*}
\gamma_{A}:\left(\mathbf{C}^{*}\right)^{k-1} \rightarrow P\left(\left(\mathbf{C}^{A}\right)^{*}\right), \quad x \mapsto\left(z_{\omega}=x^{\omega}\right)_{\omega \in A} \tag{1.1}
\end{equation*}
$$

Now we generalize this construction.
Definition 1.3. Let $A_{1}, \ldots, A_{k} \subset \mathbf{Z}^{k-1}$ be as above. Define $X_{A_{1}, \ldots, A_{k}}$ to be the closure of the image of the map

$$
\begin{equation*}
\gamma_{A_{1}} \times \cdots \times \gamma_{A_{k}}:\left(\mathbf{C}^{*}\right)^{k-1} \rightarrow X_{A_{1}} \times \cdots \times X_{A_{k}} \subset P\left(\left(\mathbf{C}^{A_{1}}\right)^{*}\right) \times \cdots \times P\left(\left(\mathbf{C}^{A_{k}}\right)^{*}\right) \tag{1.2}
\end{equation*}
$$

Proposition 1.4. The variety $X_{A_{1}, \ldots, A_{k}}$ is a toric variety. More precisely, denote by $A_{1}+\cdots+A_{k}$ the set of all pointwise sums $\omega^{(1)}+\cdots+\omega^{(k)}, \omega^{(i)} \in A_{i}$. Then $X_{A_{1}, \ldots, A_{k}}$ is isomorphic to $X_{A_{1}+\cdots+A_{k}}$. In particular, the convex polytope corresponding to this variety is the Minkowski sum of convex polytopes $Q_{i}=$ $\operatorname{Conv}\left(A_{i}\right)$.

Proof. Consider the Segre embedding of $P\left(\left(\mathbf{C}^{A_{1}}\right)^{*}\right) \times \cdots \times P\left(\left(\mathbf{C}^{A_{k}}\right)^{*}\right)$ into the projective space $P\left(\left(\mathbf{C}^{A_{1}}\right)^{*} \otimes \cdots \otimes\left(\mathbf{C}^{A_{k}}\right)^{*}\right)$, the projectivization of the tensor product. Then the weights of the torus $\left(\mathbf{C}^{*}\right)^{k-1}$ on this tensor product are precisely the pointwise sums $\omega^{(1)}+\cdots+\omega^{(k)}, \omega^{(i)} \in A_{i}$, from which we get the assertion.

Denote by $\mathcal{L}_{i}$ the invertible sheaf on $X_{A_{1}, \ldots, A_{k}}$ which is the inverse image of the sheaf $\mathcal{O}(1)$ from the factor $P\left(\mathbf{C}^{A_{i}}\right)$. There is a canonical injective map

$$
\begin{equation*}
\operatorname{res}_{i}: \mathbf{C}^{A_{i}}=H^{0}\left(P\left(\left(\mathbf{C}^{A_{i}}\right)^{*}\right), \mathcal{O}(1)\right) \rightarrow H^{0}\left(X_{A_{1}, \ldots, A_{k}}, \mathcal{L}_{i}\right) \tag{1.3}
\end{equation*}
$$

The map res ${ }_{i}$ may be not surjective if the variety $X_{A_{i}} \subset P\left(\left(\mathbf{C}^{A_{i}}\right)^{*}\right)$ is not linearly normal (see Section 4B Chapter 1).

Proposition 1.5. Under the maps res ${ }_{i}$ the $\left(A_{1}, \ldots, A_{k}\right)$-resultant of polynomials corresponds (up to a non-zero constant factor) to the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant of sections.

Proof. We use the Cayley trick for mixed resultants (Section 3B Chapter 3). As in the cited section, we consider the auxiliary variety $\tilde{X}=P\left(\bigoplus \mathcal{L}_{i}^{*}\right)$ and its embedding into $P\left(\prod V_{i}^{*}\right)$ where $V_{i}=H^{0}\left(X_{A_{1}, \ldots, A_{k}}, \mathcal{L}_{i}\right)$. Then $R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ is the same as the $\tilde{X}$-discriminant $\Delta_{\tilde{X}}$. Let $p$ be the natural projection

$$
P\left(\prod V_{i}^{*}\right) \rightarrow \prod\left(\mathbf{C}^{A_{i}}\right)^{*}
$$

induced by res $=\operatorname{res}_{1} \times \cdots \times \operatorname{res}_{k}$ : a hyperplane $H$ in $\prod V_{i}$ goes to res $(H)$. Our construction of $X_{A_{1}, \ldots, A_{k}}$ implies that $p$ maps the variety $\tilde{X}$ isomorphically to its image. By the same argument, as in the proof of Proposition 3.4 Chapter 3, the $p(\tilde{X})$-discriminant $\Delta_{p(\tilde{X})}$ coincides with $R_{A_{1}, \ldots, A_{k}}$. But since $p: \tilde{X} \rightarrow p(\tilde{X})$ is an isomorphism, Corollary 4.5 Chapter 1 implies that $\Delta_{p(\tilde{X})}$ coincides with the restriction of $\Delta_{\bar{X}}$ to $\Pi\left(\mathbf{C}^{A_{i}}\right)$. This completes the proof.

## B. Basic properties

According to Proposition 3.3, Chapter 3, the degree of homogeneity of the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant $\mathcal{R}_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ with respect to sections of $\mathcal{L}_{i}$ equals the intersection index

$$
\begin{equation*}
\int_{X} \prod_{j \neq i} c_{1}\left(\mathcal{L}_{j}\right) \tag{1.4}
\end{equation*}
$$

of all the invertible sheaves $\mathcal{L}_{j}$ for $j \neq i$. In our case this intersection index has a transparent interpretation. Namely, this is the number of solutions (in the torus $\left(\mathbf{C}^{*}\right)^{k-1}$ ) of a generic system of equations $\left\{f_{j}(x)=0: f_{j} \in \mathbf{C}^{A_{j}}, j \neq i\right\}$. Indeed, (1.4) is just the number of points of intersection of the zero loci of generic sections $f_{j} \in H^{0}\left(X_{A_{1}, \ldots, A_{k}}, \mathcal{L}_{j}\right), j \neq i$. If the $f_{j}$ are generic enough then all the intersection points lie in the open torus orbit $\left(\mathbf{C}^{*}\right)^{k-1} \subset X_{A_{1}, \ldots, A_{k}}$. Since every $f_{j}$ restricts to this orbit as a Laurent polynomial from $\mathbf{C}^{A_{j}}$, the statement becomes obvious.

By the Bernstein theorem (Theorem 2.8, Chapter 6) the above number of solutions is equal to the mixed volume of the polytopes $Q_{1}, \ldots, \check{Q}_{i}, \ldots, Q_{k}\left(Q_{i}\right.$ omitted), where $Q_{j}=\operatorname{Conv}\left(A_{j}\right)$. Therefore we obtain the following statement.

Proposition 1.6. The $\left(A_{1}, \ldots, A_{k}\right)$-resultant $R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)$ is homogeneous with respect to each $f_{i}$. The degree of homogeneity with respect to $f_{i}$ is equal to the mixed volume of all the polytopes $Q_{j}, j \neq i$ (with respect to the volume form induced by $\mathbf{Z}^{k-1}$ ).

The following statement is a direct consequence of Corollary 3.7, Chapter 3 and Proposition 1.5 above.

Proposition 1.7. Let $\left(f_{1}, \ldots, f_{k}\right) \in \prod \mathbf{C}^{A_{i}}$ be a collection of polynomials such that $R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)=0$ but the differential of $R_{A_{1}, \ldots, A_{k}}$ at $\left(f_{1}, \ldots, f_{k}\right)$ is not zero. Then $f_{1}, \ldots, f_{k}$ have at most one common root $x_{0} \in\left(\mathbf{C}^{*}\right)^{k-1}$. If such a root exists then for each $i$ the vector in $\left(\mathbf{C}^{A_{i}}\right)^{*}$ with coordinates

$$
\left(z_{\omega}=\frac{\partial R_{A_{1}, \ldots, A_{k}}}{\partial a_{i, \omega}}\left(f_{1}, \ldots, f_{k}\right)\right)_{\omega \in A_{i}}
$$

is a non-zero constant multiple of the vector with coordinates $\left(z_{\omega}^{\prime}=x_{0}^{\omega}\right)_{\omega \in A_{i}}$.
Thus, by knowing the resultant, we can find the common root of a system of polynomials, provided it is unique.

In Chapter 3 we represented the $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant as the determinant of a certain complex (the resultant complex). Proposition 1.5 implies that the $\left(A_{1}, \ldots, A_{k}\right)$-resultant can be represented in such a form. However, we shall use the explicit form of the resultant complex only for the case when $A_{1}=\ldots=A_{k}$. This particular case will be the subject of the next section.

## 2. The A-resultant

We are particularly interested in the $\left(A_{1}, \ldots, A_{k}\right)$-resultant in the case when all the sets $A_{i}$ coincide with each other, i.e., $A_{1}=\cdots=A_{k}=A$. We shall call it simply the $A$-resultant and denote it by $R_{A}$. We assume that $A \subset \mathbf{Z}^{k-1}$ is a finite set which affinely generates $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$.

## A. The A-resultant as the Chow form

Recall that, to a set $A \subset \mathbf{Z}^{k-1}$ of size $n$, we associate a toric subvariety $X_{A} \subset P^{n-1}$ (see Section 1B Chapter 5). The homogeneous coordinates in $P^{n-1}$ correspond naturally to elements of $A$. We can choose a numbering of these elements: $A=$ $\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$; then the coordinates will also be numbered.

The dimension of $X_{A}$ equals the dimension of the affine span of $A$ in $\mathbf{R}^{k-1}$. Our assumptions imply that this dimension equals $k-1$.

Let $y_{1}, \ldots, y_{n}$ be homogeneous coordinates in $P^{n-1}$. As noted in Section 1 Chapter 5, any linear form $l(y)=\sum_{j=1}^{n} a_{j} y_{j}$, after restriction to the subvariety $X_{A}^{0}$, becomes a Laurent polynomial $f_{l}(x)=\sum_{j} a_{j} x^{\omega^{(j)}}$, $x \in\left(\mathbf{C}^{*}\right)^{k-1}$. Thus we have an identification $l \mapsto f_{l}$ of the space of linear forms with $\mathbf{C}^{A}$.

Proposition 2.1. Let $l_{1}, \ldots, l_{k}$ be linear forms on $\mathbf{C}^{n}$. Then the $A$-resultant $R_{A}\left(f_{l_{1}}, \ldots, f_{l_{k}}\right)$ coincides with the resultant $\tilde{R}_{X_{A}}\left(l_{1}, \ldots, l_{n}\right)$ corresponding to the toric subvariety $X_{A}$.

The proof is obvious from the definition of the $X$-resultant, (see Section 2B Chapter 3).

Recall that the $X$-resultant is very closely related to the Chow form of a projective subvariety $X$. The Chow form $R_{X}$ of any $(k-1)$-dimensional subvariety $X \subset P^{n-1}$ of degree $d$ lies in the projective space $P\left(\mathcal{B}(n-k, n)_{d}\right)$ where $\mathcal{B}(n-k, n)$ is the graded coordinate ring of the Grassmannian $G(n-k, n)$. The space $\mathcal{B}(n-k, n)_{d}$ consists of polynomials in entries of an indeterminate $k \times n$ matrix satisfying the homogeneity condition (Proposition 1.6, Chapter 3). In our case these entries are just the coefficients of the Laurent polynomials $f_{i}$. By the Kouchnirenko theorem (Theorem 2.3, Chapter 6), degree $d$ of $X_{A}$ equals $\operatorname{Vol}(Q)$, where the volume is induced by the lattice $\mathbf{Z}^{k-1}$. So we obtain the following corollary.

Corollary 2.2. Let $g=\left\|g_{i j}\right\|$ be an invertible $k \times k$ matrix. Then, for any $f_{1}, \ldots, f_{k} \in \mathbf{C}^{A}$, denoting $f_{i}^{\prime}=\sum_{j} g_{i j} f_{j}$, we have

$$
R_{A}\left(f_{1}^{\prime}, \ldots, f_{k}^{\prime}\right)=\operatorname{det}(g)^{\operatorname{Vol}(Q)} R_{A}\left(f_{1}, \ldots, f_{k}\right)
$$

Writing each $f_{i}$ as $f_{i}(x)=\sum_{j=1}^{n} a_{i j} x^{\omega^{(j)}}$, we identify the space $\left(\mathbf{C}^{A}\right)^{k}$ of $k$-tuples of polynomials with the space of $k \times n$ matrices

$$
\left(\begin{array}{cccc}
a_{11} & a_{12} & \ldots & a_{1 n}  \tag{2.1}\\
\vdots & \vdots & \vdots & \vdots \\
a_{k 1} & a_{k 2} & \ldots & a_{k n}
\end{array}\right)
$$

The $A$-resultant is a polynomial in the matrix entries $a_{i j}$. Denote by $\left[i_{1}, \ldots, i_{k}\right]$ the polynomial in $a_{i j}$ which is the $k \times k$ minor of the matrix (2.1) on columns with numbers $i_{1}, \ldots, i_{k}$. The following is another corollary of Proposition 2.1.

Corollary 2.3. $R_{A}\left(f_{1}, \ldots, f_{n}\right)$ can be expressed as a polynomial in the brackets $\left[i_{1}, \ldots, i_{k}\right]$.

Example 2.4. Let $k-1=1$ and $A$ consist of monomials $1, x, \ldots, x^{d}$. Then the $A$-resultant is the classical resultant of two polynomials in one variable of the same degree $d$. Let us denote these polynomials as

$$
g(x)=a_{0} x^{d}+\cdots+a_{d}, \quad h(x)=b_{0} x^{d}+\cdots+b_{d}
$$

The brackets $[i j]$ have the form $[i j]=a_{i} b_{j}-a_{j} b_{i}$.
We have already mentioned (Example 4.8, Chapter 3) the Bezout formula for the resultant $R(g, h)$. In our present context of non-homogeneous polynomials in one variable (rather than homogeneous polynomials in two variables) this formula is as follows: define the polynomial

$$
F(x, y)=\frac{g(x) h(y)-h(x) g(y)}{x-y}=\sum_{i, j=0}^{d-1} c_{i j} x^{i} y^{j}
$$

Then $R(g, h)=\operatorname{det}\left\|c_{i j}\right\|$. Finding the $c_{i j}$ by explicit division (cf. (5.15), Chapter 2) we get the following expression of $R(g, h)$ as a polynomial in the brackets:

$$
R(g, h)=\left|\begin{array}{ccccc}
{[01]} & {[02]} & {[03]} & \ldots & {[0 d]}  \tag{2.2}\\
{[02]} & {[03]+[12]} & {[04]+[13]} & \ldots & {[1 d]} \\
{[03]} & {[04]+[13]} & {[05]+[14]+[23]} & \ldots & {[2 d]} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
{[0 d]} & {[1 d]} & {[2 d]} & \ldots & {[d-1, d]}
\end{array}\right|
$$

where the $(p, q)$-th entry equals $\sum_{i=0}^{\min (p, q)-1}[i, p+q-i]$.

## B. The determinantal expression

In Section 4 Chapter 3 we represented any $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant, in particular, the Chow form of any projective subvariety as the determinant of the so-called resultant complex. For the case of the toric variety $X_{A}$, this construction can be reformulated in an explicit way.

To describe the graded coordinate ring of $X_{A}$, we embed the affine lattice $\mathbf{Z}^{k-1} \supset A$ into $\mathbf{Z}^{k}=\mathbf{Z}^{k-1} \times \mathbf{Z}$ as the set of integral vectors with the last coordinate 1. By $h: \mathbf{Z}^{k} \rightarrow \mathbf{Z}$, we denote the projection given by this last coordinate.

Let $S=S(A)$ denote the semigroup in $\mathbf{Z}^{k}$ generated by $A$. It is graded using the group homomorphism $h$, and we set

$$
S_{i}:=\{\omega \in S(A): h(\omega)=i\}
$$

The coordinate ring of $X_{A}$ equals the graded semigroup algebra $\mathbf{C}[S(A)]$. Elements of this semigroup algebra will be written as Laurent polynomials in $k$ variables $\sum_{\omega \in S(A)} c_{\omega} t^{\omega}$, where $t$ stands for $\left(t_{1}, \ldots, t_{k}\right)$ and all but finitely many coefficients $c_{\omega}$ are equal to 0 . The component $\mathbf{C}[S(A)]_{i} \subset \mathbf{C}[S(A)]$ of degree $i$ has, as a vector space, the basis $\left\{t^{\omega}: \omega \in S_{i}\right\}$.

There is a canonical homomorphism

$$
\begin{equation*}
\text { res : } \mathbf{C}[S(A)]_{i} \rightarrow H^{0}\left(X_{A}, \mathcal{O}(i)\right) \tag{2.3}
\end{equation*}
$$

which is an isomorphism for $i \gg 0$ (this is a general fact valid for the coordinate ring of any projective variety). Note that $\mathbf{C}^{A}$ is identified with $\mathbf{C}[S(A)]_{1}$ : a polynomial in $(k-1)$ variables $f\left(x_{1}, \ldots, x_{k-1}\right) \in \mathbf{C}^{A}$ corresponds to $t_{k} f\left(t_{1}, \ldots, t_{k-1}\right) \in$ $\mathbf{C}[S(A)]_{1}$.

We consider the resultant complex $C_{+}^{\bullet}(\mathcal{O}(1), \ldots, \mathcal{O}(1) \mid \mathcal{O}(l))$ associated to $X_{A}$ (see Section 4A Chapter 3 ) and denote this complex by $C^{\bullet}(l)$. For $l \gg 0$, we have

$$
\begin{equation*}
C^{i}(l)=\left(\bigoplus_{u \in S_{i+l}} \mathbf{C} \cdot t^{u}\right) \otimes \bigwedge^{i} \mathbf{C}^{k} \tag{2.4}
\end{equation*}
$$

By a degree 1 form we mean an element in $\mathbf{C}^{A}=\mathbf{C}[S(A)]_{1}$ (see above). For any $k$-tuple $\left(f_{1}, \ldots, f_{k}\right)$ of degree 1 forms, the differential $\partial=\partial_{\left(f_{1}, \ldots, f_{k}\right)}$ : $C^{i}(l) \rightarrow C^{i+1}(l)$ is defined by

$$
\begin{equation*}
\partial\left(t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)\right):=\sum_{j=1}^{k}\left(t^{u} \cdot f_{j}\right) \otimes\left(e_{j} \wedge e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right) \tag{2.5}
\end{equation*}
$$

where the $e_{j}$ are the standard basis vectors in $\mathbf{C}^{k}$. For the space $C^{i}(l)$ we choose the basis $\left\{t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)\right\}$. Denote this system of bases for $C^{\bullet}(l)$ by $e$.

Theorem 2.5. For $l \gg 0$, the A-resultant equals

$$
\begin{equation*}
R_{A}\left(f_{1}, \ldots, f_{k}\right)= \pm \operatorname{det}\left(C^{\bullet}(l), \partial_{f_{1}, \ldots, f_{k}}, e\right)^{(-1)^{k}} \tag{2.6}
\end{equation*}
$$

Proof. The equality up to a constant factor (instead of up to a sign) follows from Theorem 4.2, Chapter 3. To get the equality up to a sign, note that the
right hand side of (2.6) is a polynomial in coefficients $a_{i, \omega}$ of the $f_{i}$ with rational coefficients. Consider its factorization into prime elements of the ring $\mathbf{Z}\left[a_{i, \omega}\right]$ of integral polynomials in $a_{i, \omega}$. Among the prime elements of this ring there are the prime numbers $p \in \mathbf{Z}$. To show that the equality in (2.6) holds up to sign, we have only to show that no prime numbers are present in the prime factorization of the right hand side.

Indeed, let $p \in \mathbf{Z}$ be a prime number. We consider the modulo $p$ version of the complex $C^{\bullet}(l)$. Namely, let $C_{\mathbf{Z}}^{\bullet}$ be the graded Abelian subgroup in $C^{\bullet}(l)$, integrally spanned by the chosen bases (see above). Let $F$ be the algebraic closure of the field $\mathbf{Z} / p \mathbf{Z}$. We define

$$
C_{F}^{\bullet}(l)=C_{\mathbf{Z}}^{\bullet}(l) \otimes_{\mathbf{Z}} F
$$

Let also $F^{A}$ be the space of polynomials $\sum_{\omega \in A} a_{\omega} x^{\omega}$ with coefficients $a_{\omega} \in F$. For any $f_{1}, \ldots, f_{k} \in F^{A}$, we have the complex of $F$-vector spaces $C_{F}^{\bullet}(l)$ with the differential $\partial=\partial_{f_{1}, \ldots, f_{k}}$ defined similarly to (2.5).

To show that $p$ does not enter into the prime factorization of the right hand side of (2.6) it suffices, by general properties of determinants of complexes (compatibility with base change, see Appendix A, Proposition 24), to show the following.

Lemma 2.6. For generic polynomials $f_{1}, \ldots, f_{k} \in F^{A}$ and $l \gg 0$, the complex of $F$-vector spaces $\left(C_{F}^{\bullet}(l), \partial_{f_{1}, \ldots, f_{k}}\right)$ is exact.

Proof. We consider the algebraic variety $X_{A} \otimes F$ over the field $F$ and the sheaf $\mathcal{O}(1)$ on this variety. Let $f_{1}, \ldots, f_{k} \in F^{A}$ and let $\mathcal{K}=\mathcal{K}_{+}\left(\mathcal{O}(1)^{\oplus k},\left(f_{1}, \ldots, f_{k}\right)\right)$ be the Koszul complex of sheaves on $X_{A} \otimes F$ associated with the $f_{i}$ (see Section 1B Chapter 2). For the generic $f_{i}$ their zero loci in $X_{A} \otimes F$ do not intersect and hence $\mathcal{K}$ is an exact complex of sheaves. On the other hand, $\left(C_{F}^{*}(l), \partial_{f_{1}, \ldots, f_{k}}\right)$ is the complex of global sections of $\mathcal{K} \otimes \mathcal{O}(l)$. So the same argument as in the complex case (see Section 2A Chapter 2) proves the exactness of $C_{F}^{\bullet}(l)$ for $l \gg 0$.

Since Lemma 2.6 is proved, the proof of Theorem 2.5 is complete.

## 3. The Chow polytope of a toric variety and the secondary polytope

## A. Some notation and conventions

Let $A \subset \mathbf{Z}^{k-1}$ be a finite subset generating $\mathbf{Z}^{k-1}$ as an affine lattice, and let $X_{A}$ be the corresponding toric variety. In this section we compute the Chow polytope $\operatorname{Ch}\left(X_{A}\right)$ of $X_{A}$. As in Section 1B, Chapter 5, we realize the ambient projective space for $X_{A}$ as $P\left(\left(\mathbf{C}^{A}\right)^{*}\right)$, with the homogeneous coordinates $\left(z_{\omega}\right)_{\omega \in A}$. The torus acting on this space by dilations of homogeneous coordinates is $\left(\mathbf{C}^{*}\right)^{A}$. Its
character lattice is $\mathbf{Z}^{A}$ and thus $\operatorname{Ch}\left(X_{A}\right)$ is a convex polytope in $\mathbf{R}^{A}$ (see Section 3 , Chapter 6 ). We denote the standard basis in $\mathbf{Z}^{A}$ and $\mathbf{R}^{A}$ by $e_{\omega}, \omega \in A$.

In Section 1D, Chapter 7 we introduced, for any affinely spanning set $A \subset$ $\mathbf{R}^{k-1}$ and any translation invariant volume form Vol on $\mathbf{R}^{k-1}$, the secondary polytope $\Sigma(A) \subset \mathbf{R}^{A}$. For now we choose the volume form to be $\mathrm{Vol}_{\mathbf{Z}^{k-1}}$, the form induced by $\mathbf{Z}^{k-1}$ (so that the volume of an elementary lattice simplex is 1 (see Section 3D Chapter 5).

Note that both $\Sigma(A)$ and $\operatorname{Ch}\left(X_{A}\right)$ lie in $\mathbf{R}^{A}$ and have vertices on $\mathbf{Z}^{A}$.
B. Description of $\mathrm{Ch}\left(X_{A}\right)$ : the statement of results

Theorem 3.1 [KSZ2]. The Chow polytope $\mathrm{Ch}\left(X_{A}\right)$ coincides with the secondary polytope $\Sigma(A)$.

The proof of this theorem will occupy the rest of the section. We start with a discussion of the result.

The vertices of $\Sigma(A)$ correspond to coherent triangulations of $Q=\operatorname{Conv}(A)$ with vertices in $A$ (see Theorem 1.7, Chapter 7). The vertices of $\operatorname{Ch}\left(X_{A}\right)$ correspond to extreme toric degenerations of $X_{A} \subset P\left(\left(\mathbf{C}^{A}\right)^{*}\right)$, i.e., toric degenerations into algebraic cycles consisting entirely of coordinate projective subspaces (see Theorem 3.10, Chapter 6). Let us explain how these two classes of objects are connected.

Let $\sigma \subset Q$ be a ( $k-1$ )-dimensional simplex with vertices in $A$ and let $\operatorname{Vert}(\sigma) \subset A$ be the set of vertices of $\sigma$. We denote by $L_{\sigma}$ the coordinate projective subspace in $P\left(\left(\mathbf{C}^{A}\right)^{*}\right)$ with the coordinates $z_{\omega}$ for $\omega \in \operatorname{Vert}(\sigma)$. We denote by $[\sigma]$ the bracket $[\operatorname{Vert}(\sigma)]$ corresponding to the $k$-element set Vert $(\sigma)$ (see Section 3 Chapter 6). Thus, $[\sigma]$ is an element of degree 1 of the coordinate ring $\mathcal{B}(n-k, n)$ of the Grassmannian $G(n-k, n)$. It is defined uniquely up to a sign; to normalize the sign, one needs an ordering of vertices of $\sigma$.

Theorem 3.1 is a consequence of the following more refined statement.
Theorem 3.2. The coherent triangulations of $(Q, A)$ correspond bijectively to the extreme toric degenerations of $X_{A}$ via

$$
T \mapsto \sum_{\sigma \in T} \operatorname{Vol}(\sigma) L_{\sigma}
$$

The corresponding weight component of the Chow form $R_{A}$ equals

$$
R_{A, \varphi_{T}}= \pm \prod_{\sigma \in T}[\sigma]^{\mathrm{Vol}(\sigma)}
$$

Theorem 3.2 shows, in particular, that the Chow form of $X_{A}$ carries the information about all coherent triangulations of ( $Q, A$ ): all the simplices of a coherent triangulation $T$ together with their volumes can be directly read off the corresponding extreme term of $R_{A}$.

Now let us discuss the general idea of the proof of Theorems 3.1 and 3.2. To prove that two polytopes $\operatorname{Ch}\left(X_{A}\right)$ and $\Sigma(A)$ in $\mathbf{R}^{A}$ coincide, it suffices to show that, for any generic linear function $\lambda: \mathbf{R}^{A} \rightarrow \mathbf{R}$, the vertices

$$
\operatorname{Ch}\left(X_{A}\right)^{\lambda} \in \operatorname{Ch}\left(X_{A}\right), \quad \Sigma(A)^{\lambda} \in \Sigma(A)
$$

where $\lambda$ achieves its maximum, coincide with each other.
If $T$ is a coherent triangulation of $(Q, A)$ and $\varphi_{T} \in \Sigma(A)$ is the corresponding vertex then the normal cone $N_{\varphi_{T}} \Sigma(A)$ (i.e., the cone of linear functions achieving their maximum at $\varphi_{T}$ ) was described in Theorem 1.7, Chapter 7. Namely, under the standard identification $\left(\mathbf{R}^{A}\right)^{*}=\mathbf{R}^{A}$, the cone $N_{\varphi_{T}} \Sigma(A)$ coincides with the cone $C(T) \subset \mathbf{R}^{A}$ of "concave $T$-piecewise-linear functions," (see Definition 1.4, Chapter 7 for details).

On the other hand, by Proposition 1.10, Chapter 5, the information about the normal cones of $\mathrm{Ch}\left(X_{A}\right)$ can be extracted from asymptotics of translations of $R_{A}$ under the action of various 1-parameter subgroups in the torus $\left(\mathbf{C}^{*}\right)^{A}$. More specifically, choose an integral vector $\lambda=\left(\lambda_{\omega}\right)_{\omega \in A} \in \mathbf{Z}^{A}$, and define a 1-parameter subgroup

$$
\begin{equation*}
\tau \mapsto \tau^{\lambda}=\left(\tau^{\lambda_{\omega}}\right)_{\omega \in A} \in\left(\mathbf{C}^{*}\right)^{A} \tag{3.3}
\end{equation*}
$$

We are interested in the action of this subgroup on the space $\mathcal{B}(n-k, n)_{d}$ that contains $R_{A}$. This action is induced from the action on $\mathbf{C}^{A}$, written as

$$
\begin{equation*}
f=\sum_{\omega \in A} a_{\omega} x^{\omega} \mapsto \tau^{\lambda} f=\sum_{\omega \in A} \tau^{\lambda_{\omega}} a_{\omega} x^{\omega} \tag{3.4}
\end{equation*}
$$

After these preparations, we see that Theorem 3.2 is equivalent to the following.
Theorem 3.3. Let $T$ be a coherent triangulation of $(Q, A)$, and let $\lambda=\left(\lambda_{\omega}\right)_{\omega \in A} \in$ $\mathbf{Z}^{A} \cap \operatorname{Int}(C(T))$ (here $\operatorname{Int}$ stands for the interior). Then, for any $f_{1}, \ldots, f_{k} \in \mathbf{C}^{A}$, the leading term of the Laurent polynomial $\tau \mapsto R_{A}\left(\tau^{\lambda} f_{1}, \ldots, \tau^{\lambda} f_{k}\right)$ equals

$$
\pm \prod_{\sigma \in T}[\sigma]^{\mathrm{Vll}(\sigma)} \cdot \tau^{\left(\lambda, \varphi_{T}\right)}
$$

Recall that by the leading term of a Laurent polynomial $\sum_{i} c_{i} \tau^{i}$, we mean the term $c_{i} \tau^{i}$ with the largest $i$ such that $c_{i} \neq 0$.

The proof of Theorem 3.3 will be given in subsection $D$ below. It will use the representation of $R_{A}$ as the determinant of a complex (Theorem 2.5) and a certain filtration in this complex induced by $\lambda$. To carry this out, we need some technique which we shall also use on several occasions later.

## C. Kouchnirenko resolutions

Let $S \subset \mathbf{Z}^{k}$ be a finitely generated semigroup, and let $K \subset \mathbf{R}^{k}$ be the convex hull of $S$. We assume that $\operatorname{dim}(K)=k$. Let $g: K \rightarrow \mathbf{R}$ be a concave, continuous piecewise-linear function, homogeneous of degree 1 . We assume that the linear functions constituting $g$ have rational coefficients and that $g$ takes integral values on $S$.

We have an increasing filtration on the semigroup algebra $\mathbf{C}[S]:$

$$
\begin{equation*}
F_{m} \mathbf{C}[S]=\left\{\sum_{\omega \in S, g(\omega) \leq m} a_{\omega} t^{\omega}\right\}, \quad m \in \mathbf{Z}, \tag{3.5}
\end{equation*}
$$

(see Figure 40).


Figure 40. The Kouchnirenko filtration on $\mathbf{C}[S]$

The concavity of $g$ implies that $F$ is a ring filtration: $F_{m} \cdot F_{m^{\prime}} \subset F_{m+m^{\prime}}$. We are interested in the associated graded ring

$$
\begin{equation*}
\operatorname{gr}_{\bullet}^{F} \mathbf{C}[S]=\bigoplus_{m} \operatorname{gr}_{m}^{F} \mathbf{C}[S], \quad \operatorname{gr}_{m}^{F} \mathbf{C}[S]=\frac{F_{m} \mathbf{C}[S]}{F_{m-1} \mathbf{C}[S]} \tag{3.6}
\end{equation*}
$$

As a vector space

$$
\begin{equation*}
\operatorname{gr}_{m}^{F} \mathbf{C}[S]=\bigoplus_{\substack{\omega \in S \\ g(\omega)=m}} \mathbf{C} \cdot t^{\omega} \tag{3.7}
\end{equation*}
$$

We are going to describe a resolution of the vector space (3.7) constructed by Kouchnirenko [Kou]. Let $\Lambda=\Lambda_{m} \subset K$ be the level set $g^{-1}(m)$. This is a polyhedral hypersurface in $K$. As such, it is the union of its faces of dimension $k-1$. For any face $\Gamma \subset \Lambda$ (not necessarily of dimension $k-1$ ), we consider the vector space

$$
\begin{equation*}
\mathbf{C}[S \cap \Gamma]=\bigoplus_{\omega \in S \cap \Gamma} \mathbf{C} \cdot t^{\omega} \tag{3.8}
\end{equation*}
$$

Thus we have a surjection

$$
\begin{equation*}
\bigoplus_{\substack{\Gamma \subset \Lambda \\ \operatorname{dim}(\Gamma)=k-1}} \mathbf{C}[S \cap \Gamma] \rightarrow \operatorname{gr}_{m}^{F} \mathbf{C}[S] \tag{3.9}
\end{equation*}
$$

Kouchnirenko's idea is to extend this surjection to a left resolution of $\operatorname{gr}_{m}^{F} \mathrm{C}[S]$ by taking into account the faces of $\Lambda$ of all dimensions.

Let $\Gamma \subset \Lambda$ be a face of dimension $k-1-r$. We denote by $\operatorname{OR}(\Gamma)$ the orientation space of $\Gamma$. This is a 1 -dimensional vector space which can be described, e.g., as the cohomology space $H^{k-1-r}(\Gamma, \partial \Gamma, \mathbf{C})$ where $\partial \Gamma$ is the boundary of $\Gamma$. A choice of orientation of $\Gamma$ gives an identification $\operatorname{OR}(\Gamma)=C$. Suppose we fix some orientation of $\mathbf{R}^{k}$. Then, for any ( $k-1$ )-dimensional face $\Gamma \subset \Lambda$, the function $g$ defines an orientation of $\Gamma$ and hence an identification $\operatorname{OR}(\Gamma)=\mathbf{C}$.

If $\Gamma$ and $\Theta$ are two faces of $\Lambda$ such that $\Gamma \subset \Theta$ and $\operatorname{dim} \Theta=\operatorname{dim} \Gamma+1$ then there is a canonical map

$$
\begin{equation*}
\varepsilon(\Gamma, \Theta): \operatorname{OR}(\Gamma) \rightarrow \operatorname{OR}(\Theta) \tag{3.10}
\end{equation*}
$$

which is just the coboundary homomorphism

$$
H^{\operatorname{dim}(\Gamma)}(\Gamma, \partial \Gamma) \rightarrow H^{\operatorname{dim}(\Theta)}(\Theta, \partial \Theta)
$$

Whenever $\Gamma \subset \Phi$ are two faces of $\Lambda$ such that $\operatorname{dim} \Phi=\operatorname{dim} \Gamma+2$, we have

$$
\begin{equation*}
\sum_{\Theta: \Gamma \subset \Theta \subset \Phi} \varepsilon(\Theta, \Phi) \circ \varepsilon(\Gamma, \Theta)=0 \tag{3.11}
\end{equation*}
$$

(the sum has in fact two summands). We shall use the $\varepsilon(\Gamma, \Theta)$ as sign factors to define a complex.

We call a face $\Gamma \subset \Lambda$ interior if it does not lie on the boundary $\partial \Lambda$. Define vector spaces

$$
\begin{equation*}
U^{-j}=\bigoplus_{\substack{\Gamma \subset \Lambda-\text { interior } \\ \operatorname{dim}(\Gamma)=k-1-j}} \mathbf{C}[S \cap \Gamma] \otimes \mathrm{OR}(\Gamma) \tag{3.12}
\end{equation*}
$$

These spaces fit together into a complex

$$
\begin{equation*}
U^{\bullet}=\left\{U^{-k+1} \xrightarrow{\delta} \cdots \xrightarrow{\delta} U^{-1} \xrightarrow{\delta} U^{0}\right\} \tag{3.13}
\end{equation*}
$$

with the differential $\delta$ defined as follows. For $\operatorname{dim} \Gamma=k-1-j, \omega \in S \cap \Gamma$ and $\xi \in \mathrm{OR}(\Gamma)$, we set

$$
\begin{equation*}
\delta\left(t^{\omega} \otimes \xi\right)=\sum_{\substack{\Theta \supset \Gamma-\text { interior } \\ \operatorname{dim}(\Theta)=k-j}} t^{\omega} \otimes \varepsilon(\Gamma, \Theta)(\xi) \tag{3.14}
\end{equation*}
$$

By (3.11), we have $\delta^{2}=0$.
Theorem 3.4. The complex $U^{\bullet}$ is a left resolution of $\operatorname{gr}_{m}^{F} \mathrm{C}[S]$.
We call $U^{\bullet}$ the Kouchnirenko resolution of $\mathrm{gr}_{m}^{F} \mathbf{C}[S]$.
Proof. The complex $U^{*}$ is acted on by the torus $\left(\mathbf{C}^{*}\right)^{k}$. The weight component $U_{\omega}^{*}$ of weight $\omega \in \mathbf{Z}^{k}$ is simply the complex formed by the multiplicity spaces of the monomial $t^{\omega}$ in various terms of $U^{\bullet}$. This component is zero unless $\omega \in \Lambda$ and in the latter case it is described as follows. Let $\Gamma \subset \Lambda$ be the smallest interior face containing $\omega$. Let $r=\operatorname{dim} \Gamma$. Then $U_{\omega}^{\bullet}$ is the augmented cochain complex of the polyhedral $(k-1-r)$-sphere whose $p$-cells correspond to $(r+p)$-dimensional faces of $\Lambda$ containing $\Gamma$. So this complex is exact everywhere except at the end. The theorem is proved.

We also need a slightly different version of the Kouchnirenko resolutions. Consider the field $\mathbf{C}\left(\left(\tau^{-1}\right)\right)$ of the Laurent series of the form $\sum_{j=-\infty}^{p} a_{j} \tau^{j}$. This field has an increasing filtration

$$
\begin{equation*}
F_{m} \mathbf{C}\left(\left(\tau^{-1}\right)\right)=\left\{\sum_{j \leq m} a_{j} \tau^{j}\right\}, \quad m \in \mathbf{Z} \tag{3.15}
\end{equation*}
$$

The associated graded ring

$$
\begin{equation*}
\operatorname{gr}_{\bullet}^{F} \mathbf{C}\left(\left(\tau^{-1}\right)\right)=\mathbf{C}\left[\tau, \tau^{-1}\right] \tag{3.16}
\end{equation*}
$$

is the ring of Laurent polynomials.
Let the semigroup $S$, the cone $K$ and the function $g$ be as before. Consider the ring $\mathrm{C}[S]\left(\left(\tau^{-1}\right)\right)$ with the increasing filtration

$$
\begin{equation*}
F_{m} \mathbf{C}[S]\left(\left(\tau^{-1}\right)\right)=\left\{\sum_{\omega \in S, j \in \mathbf{Z}} a_{\omega} t^{\omega} \tau^{j}, \quad j \leq g(\omega)+m\right\} \tag{3.17}
\end{equation*}
$$

The resolution of the associated graded ring $\operatorname{gr}{ }_{\bullet}^{F} \mathrm{C}[S]\left(\left(\tau^{-1}\right)\right)$ can be constructed as in Theorem 3.4. More precisely, let $P$ be the polyhedral subdivision of $K$ into cones which are domains of linearity of $g$ (so the faces of the polyhedral hypersurface $\Lambda=g^{-1}(m)$ considered above are just the intersections of $\Lambda$ with cones from $P$ ).

A cone $\kappa \in P$ (of any dimension) will be called interior if it is not contained in the boundary $\partial K$. For any $\kappa \in P$, we define the orientation space of $\kappa$ as

$$
\mathrm{OR}(\kappa)=H^{\operatorname{dim}(\kappa)}\left(\kappa, \partial \kappa \cup \kappa^{\infty}, \mathbf{C}\right)
$$

where $\kappa^{\infty}$ is a neighborhood of infinity in $\kappa$. For example, we can take

$$
\kappa^{\infty}=\{z \in \kappa:\|z\| \geq 1\}
$$

where $\|z\|$ is the standard Euclidean norm on $\mathbf{R}^{k}$. For the $\kappa$ of maximal dimension, we have a canonical identification $\operatorname{OR}(\kappa)=\mathbf{C}$ induced by the chosen orientation of $\mathbf{R}^{k}$.

If $\kappa \subset \rho$ are two cones of $P$ of adjacent dimensions then we have, as before, the map

$$
\varepsilon(\kappa, \rho): \operatorname{OR}(\kappa) \rightarrow \operatorname{OR}(\rho)
$$

satisfying the analog of (3.11). For any $j=0,1, \ldots, k$, we consider the space

$$
\begin{equation*}
W^{-j}=\bigoplus_{\substack{\kappa \in P-\text { interior } \\ \operatorname{dim}(\kappa)=k-j}} \mathbf{C}\left[\tau, \tau^{-1}\right] \otimes \mathbf{C}[S \cap \kappa] \otimes \mathrm{OR}(\kappa) \tag{3.18}
\end{equation*}
$$

These spaces are arranged into a complex of graded $\mathbf{C}\left[\tau, \tau^{-1}\right]$-modules

$$
\begin{equation*}
W^{\bullet}=\left\{W^{-k} \xrightarrow{\delta} \cdots \xrightarrow{\delta} W^{-1} \xrightarrow{\delta} W^{0}\right\} \tag{3.19}
\end{equation*}
$$

whose differential $\delta$ is given by a formula similar to (3.14):

$$
\begin{equation*}
\delta\left(t^{\omega} \otimes \xi\right)=\sum_{\substack{\rho \supset \kappa-\text { interior } \\ \operatorname{dim}(\rho)=k-j+1}} t^{\omega} \otimes \varepsilon(\kappa, \rho)(\xi) \tag{3.20}
\end{equation*}
$$

Theorem 3.5. The complex $W^{\bullet}$ is a left resolution of $\mathrm{gr}{ }^{F} \mathrm{C}[S]\left(\left(\tau^{-1}\right)\right)$.
The proof is similar to that of Theorem 3.4 and we omit it.

## D. Proof of Theorem 3.3

Now we are in position to prove Theorem 3.3. By Theorem 2.5, we have the determinantal representation for the $A$-resultant:

$$
\begin{equation*}
R_{A}\left(f_{1}, \ldots, f_{k}\right)= \pm \operatorname{det}\left(C^{\bullet}(l), \partial_{f_{1}, \ldots, f_{k}}, e\right) \tag{3.21}
\end{equation*}
$$

where $C^{\bullet}(l)$ is the resultant complex. Choosing of $\lambda=\left(\lambda_{\omega}\right)_{\omega \in A} \in \mathbf{Z}^{A}$, we get a complex $\tilde{C}^{\bullet}(l)$ of vector spaces over $\mathbf{C}\left(\left(\tau^{-1}\right)\right)$ which is obtained from ( $C^{\bullet}(l), \partial_{\tau^{\lambda} f_{1}, \ldots, \tau^{\lambda} f_{k}}$ ) by extension of scalars. The determinant of this complex with respect to the system of bases $e$ introduced above equals the Laurent polynomial $R_{A}\left(\tau^{\lambda} f_{1}, \ldots, \tau^{\lambda} f_{k}\right)$.

We now introduce an increasing filtration on $\tilde{C}^{\bullet}(l)$. Let $g_{T, \lambda}: Q \rightarrow \mathbf{R}$ be the $T$-piecewise-linear function such that $g_{T, \lambda}(\omega)=\lambda_{\omega}$ for any $\omega \in A$ which is a vertex of a simplex of $T$ (see Section 1C, Chapter 7). The fact that $\lambda$ lies in $C(T)$ means that $g_{T, \lambda}$ is concave. Recall that the space $\mathbf{R}^{k-1}$ containing $Q$ is embedded into $\mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ as the set of vectors with the last coordinate 1. Let $K=\mathbf{R}_{+} Q \subset \mathbf{R}^{k}$ be the cone generated by $Q$. We extend the function $g_{T, \lambda}: Q \rightarrow \mathbf{R}$ to a homogeneous function $g: K \rightarrow \mathbf{R}$ of degree 1. Clearly $g$ is also concave.

We use the notation of Section 2B. In particular, $h: \mathbf{Z}^{k} \rightarrow \mathbf{Z}$ is the last coordinate, $S=S(A) \subset \mathbf{Z}^{k}$ is the semigroup generated by $A$ and $S_{i}=\{\omega \in$ $S(A): h(\omega)=i\}$.

Now we introduce a filtration on $\tilde{C}^{\bullet}(l)$ by

$$
\begin{equation*}
F_{m} \tilde{C}^{i}(l):=\bigoplus_{u \in S_{i+l}}\left(F_{m+g(u)} \mathbf{C}\left(\left(\tau^{-1}\right)\right) \cdot t^{u}\right) \otimes \bigwedge^{i} \mathbf{C}^{k} \tag{3.22}
\end{equation*}
$$

where the filtration of $\mathbf{C}\left(\left(\tau^{-1}\right)\right)$ is defined by (3.15).
Proposition 3.6. The differential $\partial$ of $\tilde{C}^{\bullet}(l)$ is compatible with the filtration $F$, i.e., $\partial\left(F_{m} \tilde{C}^{i}(l)\right) \subseteq F_{m} \tilde{C}^{i+1}(l)$.

Proof. By the concavity of $g$, we have

$$
g(u+\omega) \geq g(u)+g(\omega)=g(u)+\lambda_{\omega}
$$

for all $u \in S_{i+l}$ and $\omega \in S_{1}$. A typical element in $F_{m} \tilde{C}^{i}(l)$ is a C-linear combination of elements $\tau^{s} t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)$ where $s \leq m+g(u)$. The image of such an element under the differential $\partial$ is a $\mathbf{C}$-linear combination of elements

$$
\tau^{s+\lambda_{\omega}} t^{u+\omega} \otimes\left(e_{j} \wedge e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right) \quad \text { where } \quad \omega \in S_{1}
$$

This element lies in $F_{m} \tilde{C}^{i+1}(l)$ because

$$
s+\lambda_{\omega} \leq m+g(u)+\lambda_{\omega} \leq m+g(u+\omega)
$$

This proves our proposition.
We now pass to associated graded objects. For the field $\mathbf{C}\left(\left(\tau^{-1}\right)\right)$ the associated graded ring is the Laurent polynomial ring $\mathbf{C}\left[\tau, \tau^{-1}\right]$. For each $i$, the space $\operatorname{gr}^{F} \tilde{C}^{i}(l)$ is a free $\mathbf{C}\left[\tau, \tau^{-1}\right]$-module having the same basis $\left\{t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)\right\}$ as above.

By Proposition 3.6, we obtain an associated graded complex $\operatorname{gr}^{F} \tilde{C}^{\bullet}(l)$, which is a complex of finitely-generated free $\mathbf{C}\left[\tau, \tau^{-1}\right]$-modules. The matrix of its differential $\mathrm{gr}^{F} \partial$ is the leading term in the expansion of the matrix of $\partial$ as a Laurent series in $\tau$ with matrix coefficients. Therefore (by Theorem 27 from Appendix A) the determinant of the complex $\mathrm{gr}^{F} \tilde{C}^{\bullet}(l)$ equals the leading term of the determinant of $\tilde{C}^{\bullet}(l)$. For integers $l \gg 0$, the determinant of $\operatorname{gr}^{F} \tilde{C}^{\bullet}(l)$ equals the leading term of the Laurent polynomial $\tau \mapsto R_{A}\left(\tau^{\lambda} f_{1}, \ldots, \tau^{\lambda} f_{k}\right)$. For the proof of Theorem 3.3, it now suffices to show that

$$
\begin{equation*}
\operatorname{det}\left(\operatorname{gr}^{F} \tilde{C}^{\bullet}(l), e\right)= \pm \prod_{\sigma \in T}\left([\sigma]^{\operatorname{Vol}(\sigma)} \tau^{\lambda_{\sigma} \cdot \operatorname{Vol}(\sigma)}\right) \tag{3.23}
\end{equation*}
$$

where $\lambda_{\sigma}=\sum_{\omega \in \operatorname{Vert}(\sigma)} \lambda_{\omega}$. To prove (3.23) we use the Kouchnirenko resolution.
Let $\sigma$ be any simplex (of arbitrary dimension) of the triangulation $T$. We say that $\sigma$ is interior if it does not lie on $\partial Q$. The simplicial cone in $\mathbf{R}^{k}$ generated by $\sigma$ will be denoted by $\mathbf{R}_{+} \sigma$. We abbreviate $S_{\sigma}:=S(A) \cap \mathbf{R}_{+} \sigma$ and $S_{i, \sigma}:=S_{i} \cap S_{\sigma}$. We define a complex

$$
W_{\sigma}^{*}(l)=\left\{W_{\sigma}^{0}(l) \xrightarrow{\partial_{\sigma}} W_{\sigma}^{1}(l) \xrightarrow{\partial_{\sigma}} \cdots \xrightarrow{\partial_{\sigma}} W_{\sigma}^{k}(l)\right\}
$$

of free $\mathbf{C}\left[\tau, \tau^{-1}\right]$-modules as follows. Set

$$
\begin{equation*}
W_{\sigma}^{i}(l):=\left(\bigoplus_{u \in S_{i+1, \sigma}} \mathbf{C}\left[\tau, \tau^{-1}\right] \cdot t^{u}\right) \otimes \bigwedge^{i} \mathbf{C}^{k} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial\left(t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)\right):=\sum_{j=1}^{k}\left(\left.t^{u} \cdot\left(\tau^{\lambda} f_{j}\right)\right|_{\sigma}\right) \otimes\left(e_{j} \wedge e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right) \tag{3.25}
\end{equation*}
$$

where $\left.\left(\sum_{\omega \in A} c_{\omega} x^{\omega}\right)\right|_{\sigma}:=\sum_{\omega \in \operatorname{Vert}(\sigma)} c_{\omega} x^{\omega}$. For $\nu=0,1, \ldots, k-1$, we introduce the direct sum of complexes

$$
W^{\bullet,-v}(l):=\bigoplus_{\substack{\sigma \in T \\ \operatorname{codim}(\sigma)=v}} W_{\sigma}^{\bullet}(l) \otimes \mathrm{OR}(\sigma)
$$

where $\operatorname{OR}(\sigma)=\operatorname{OR}\left(\mathbf{R}_{+} \sigma\right)$ is the orientation space defined in subsection C above.
Previously, Kouchnirenko's construction provided us with resolutions of some vector spaces. We now want to construct resolutions for not just vector spaces, but complexes. Let $C^{\bullet}$ be a complex of vector spaces. By a left resolution of $C^{\bullet}$ we mean a double complex of the form

$$
\begin{equation*}
0 \rightarrow D^{\bullet-m} \rightarrow D^{\bullet,-m+1} \rightarrow \ldots \rightarrow D^{\bullet, 0} \rightarrow C^{\bullet} \rightarrow 0 \tag{3.26}
\end{equation*}
$$

with exact rows. More precisely, we think of $C^{\bullet}$ and each $D^{\bullet,-j}$ as columns of our double complex. These columns are, therefore, complexes and maps in (3.26) are morphisms of complexes. With this understanding, we state our next result.

Proposition 3.7. The complex $\mathrm{gr}^{F} \tilde{C}^{\bullet}(l)$ of free $\mathbf{C}\left[\tau, \tau^{-1}\right]$-modules has a left resolution

$$
\begin{equation*}
0 \rightarrow W^{\bullet,-k+1}(l) \rightarrow W^{\bullet,-k+2}(l) \rightarrow \cdots \rightarrow W^{\bullet, 0}(l) \rightarrow \operatorname{gr}^{F} \tilde{C}^{\bullet}(l) \rightarrow 0 . \tag{3.27}
\end{equation*}
$$

Proof. Let us fix $j$ and define a complex of vector spaces

$$
\begin{equation*}
0 \rightarrow W^{j,-k+1}(l) \rightarrow \cdots \rightarrow W^{j, 0}(l) \rightarrow \operatorname{gr}^{F} \tilde{C}^{j}(l) \rightarrow 0 . \tag{3.28}
\end{equation*}
$$

All the vector spaces in (3.28) are already defined and we have only to define the differential. To do this we note that the graded vector space which is the direct sum of all the terms in (3.28) is naturally identified with the direct sum of $\binom{k}{j}$ copies of the part of Kouchnirenko's complex $W^{\boldsymbol{\bullet}}$ spanned by monomials from $S_{l+j}$. So we define the differential in (3.28) to be the direct sum of $\binom{k}{j}$ copies of Kouchnirenko's differential (3.20). The commutativity of these new differentials with the differentials (3.25) (i.e., the fact that we indeed get a double complex) is verified immediately. The exactness of rows follows from Theorem 3.5. The proposition is proved.

Note that each orientation space $\operatorname{OR}(\sigma)$ has a distinguished basis vector defined up to a sign. Tensoring this vector with the bases $\left\{t^{u} \otimes\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{i}}\right)\right\}$ as above, we get a system of bases in $W_{\sigma}^{\bullet}(l)$ and hence in $W^{\bullet,-v}(l)$ which are defined
up to signs and permutations of basis vectors. For an abbreviation of notation we denote all these bases by $e$.

## Proposition 3.8. We have

$$
\begin{aligned}
\operatorname{det}\left(\operatorname{gr}^{F} \tilde{C}^{\bullet}(l), e\right) & = \pm \prod_{v=0}^{k-1} \operatorname{det}\left(W^{\bullet-v}(l), e\right)^{(-1)^{\nu}} \\
& = \pm \prod_{\sigma \in T} \operatorname{det}\left(W_{\sigma}^{\bullet}(l), e\right)^{(-1)^{\operatorname{codim}(\sigma)}}
\end{aligned}
$$

Proof. Our strategy is to replace $\operatorname{gr}^{F} \tilde{C}^{\bullet}(l)$ by its resolution given in Proposition 3.7. So we consider the following part of the double complex (3.27):

$$
W^{\bullet \bullet}(l)=\left\{W^{\bullet-k+1}(l) \rightarrow \ldots \rightarrow W^{\bullet, 0}(l)\right\}
$$

Let $W^{\bullet}(l)$ be the associated simple complex. Consider the increasing filtration $G$ in $W^{\bullet}(l)$ such that $G_{\nu} W^{\bullet}(l)$ is the subcomplex formed by $W^{j,-l}(l)$ with $l \leq v$. Quotients of this filtration are shifted complexes $W^{\bullet,-\nu}(l)[\nu]$. Thus, by the multiplicativity of determinants of complexes with respect to filtrations (Proposition 17, Appendix A),

$$
\operatorname{det}\left(W^{\bullet}(l), e\right)= \pm \prod_{v=0}^{k-1} \operatorname{det}\left(W^{\bullet,-v}(l), e\right)^{(-1)^{\nu}}
$$

Now note that every complex (3.28) has determinant $\pm 1$. Indeed, let $W_{\mathbf{Z}}^{j,-v}(l) \subset$ $W^{j,-v}(l)$ be the (free) $\mathbf{Z}\left[\tau, \tau^{-1}\right]$-submodule generated by the basis vectors described above. Let $\tilde{C}_{\mathbf{Z}}^{\bullet}(l)$ be a similar submodule in $\tilde{C}^{\bullet}(l)$. Note that (3.28) comes from a complex of free $\mathbf{Z}\left[\tau, \tau^{-1}\right]$-modules

$$
0 \rightarrow W_{\mathbf{Z}}^{j,-k+1}(l) \rightarrow \cdots \rightarrow W_{\mathbf{Z}}^{j, 0}(l) \rightarrow \operatorname{gr}^{F} \tilde{C}_{\mathbf{Z}}^{j}(l) \rightarrow 0
$$

which is exact as well. This is because Kouchnirenko's complexes, being direct sums of augmented cochain complexes of polyhedral spheres, are defined and exact over $\mathbf{Z}$. Thus the determinant of (3.28) is an invertible element in $\mathbf{Z}\left[\tau, \tau^{-1}\right]$, i.e., it has the form $\pm \tau^{l}, l \in \mathbf{Z}$. However, the matrix elements of differentials in (3.28) do not depend on $\tau$. Thus the determinant is equal to $\pm 1$, as claimed.

Now consider another filtration in $W^{\bullet}(l)$ whose quotients are shifted rows of $W^{\bullet \bullet}(l)$. We find, similar to the above, that

$$
\operatorname{det}\left(\operatorname{gr}^{F} \tilde{C}^{\bullet}(l), e\right)=\operatorname{det}\left(W^{\bullet}(l), e\right)
$$

from which we obtain the assertion of the proposition.
In view of Proposition 3.8, formula (3.23) and hence Theorem 3.3 are implied by the following result.

Proposition 3.9. For any simplex $\sigma \in T$ and $l \gg 0$ we have

$$
\operatorname{det}\left(W_{\sigma}^{\bullet}(l), e\right)= \pm[\sigma]^{\operatorname{Vol}(\sigma)} \tau^{\lambda_{\sigma} \operatorname{Vol}(\sigma)}
$$

In particular, this determinant is $\pm 1$ if $\sigma$ does not have the full dimension $k-1$.
Proof. We proceed by analyzing three cases.
Case 1: $\operatorname{dim}(\sigma)=k-1, \operatorname{Vol}(\sigma)=1$. The set $\sigma$ is a basis of $\mathbf{Z}^{k}$. All complexes in question are invariant under change of basis in $\mathbf{Z}^{k}$, so we may assume $\sigma=\left\{e_{1}, \ldots, e_{k}\right\}$. In this case $W_{\sigma}^{\bullet}(l)$ is the usual Koszul resolution of the $k$ linear forms $\left.\left(\tau^{\lambda} f_{i}\right)\right|_{\sigma}$. The determinant of this complex is the resultant of these linear forms, which equals $[\sigma] \cdot \tau^{\lambda_{\sigma}}$.

Case 2: $\operatorname{dim}(\sigma)=k-1, \operatorname{Vol}(\sigma)>1$. Let $\mathbf{Z} \sigma$ be the subgroup of $\mathbf{Z}^{k}=\mathbf{Z} A$ generated by $\sigma$. By our choice of the volume form, the index of $\mathbf{Z} \sigma$ in $\mathbf{Z}^{k}$ equals $d:=\operatorname{Vol}(\sigma)$. Choose representatives $u_{1}, u_{2}, \ldots, u_{d}$ in $\mathbf{Z}^{k}$ modulo $\mathbf{Z} \sigma$. For $j=1,2, \ldots, d$, define a subspace $W_{\sigma, j}^{i}(l)$ of $W_{\sigma}^{i}(l)$ by taking all the summands in (3.24) indexed by $u \in S_{i+l, \sigma} \cap\left(u_{j}+\mathbf{Z} \sigma\right)$. The differential in (3.25) maps $W_{\sigma, j}^{i}(l)$ into $W_{\sigma, j}^{i+1}(l)$. Hence we get subcomplexes $W_{\sigma, j}^{\bullet}(l)$ for $j=1,2, \ldots, d$ such that $W_{\sigma}^{*}(l)$ is the direct sum of these subcomplexes. Hence

$$
\operatorname{det}\left(W_{\sigma}^{\bullet}(l), e\right)=\prod_{j=1}^{d} \operatorname{det}\left(W_{\sigma, j}^{\bullet}(l), e\right)
$$

For $l \gg 0$ each complex $W_{\sigma, j}^{\bullet}(l)$ is isomorphic to the standard Koszul resolution in Case 1, which implies the assertion.

Case 3: $\operatorname{dim}(\sigma)<k-1 . \quad$ As in the cases 1 and 2, the complex $W_{\sigma}^{\bullet}(l)$ is isomorphic to a direct sum of Koszul resolutions of $k$ generic linear forms in $\operatorname{dim}(\sigma)+1$ variables. This complex fails to be exact under a specialization of the coefficients if and only if the forms have a non-zero common root. This imposes a condition of codimension $k-\operatorname{dim}(\sigma) \geq 2$, and hence $\operatorname{det}\left(W_{\sigma}^{*}(l), e\right)$ is a non-zero constant. A similar argument as in the proof of Theorem 2.5 (reduction modulo $p$ ) shows that $\operatorname{det}\left(W_{\sigma}^{\bullet}(l), e\right)= \pm 1$.

Theorems 3.1, 3.2 and 3.3 are completely proved.

## CHAPTER 9

## A-Discriminants

We now introduce the second main object of study: the $A$-discriminant $\Delta_{A}$.

## 1. Basic definitions and examples

## A. Definitions and first examples

Our setup now will be the same as in Section 1, Chapter 5. Namely, we choose a finite subset $A$ in the integral lattice $\mathbf{Z}^{k-1}$ whose elements $\omega$ correspond to Laurent monomials $x^{\omega}=x_{1}^{\omega_{1}} \cdots x_{k-1}^{\omega_{k-1}}$ in $k-1$ variables. We consider the space $\mathbf{C}^{A}$ of Laurent polynomials of the form $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega}$.

We let $\nabla_{0} \subset \mathbf{C}^{A}$ denote the set of all $f$ for which there exists $x^{(0)} \in\left(\mathbf{C}^{*}\right)^{k-1}$ such that

$$
\begin{equation*}
f\left(x^{(0)}\right)=\left(\partial f / \partial x_{i}\right)\left(x^{(0)}\right)=0 \text { for all } i \tag{1.1}
\end{equation*}
$$

Let $\nabla_{A}$ be the closure of $\nabla_{0}$. It is not hard to see that $\nabla_{A}$ is an irreducible variety defined over $\mathbf{Q}$. Indeed, let $X_{A}$ be the toric variety associated to $A$ (Section 1B Chapter 5). Then we have the following fact, which is obvious from the definitions.

Proposition 1.1. The variety $\nabla_{A}$ is conical, i.e., it is invariant under the multiplication by scalars. Its projectivization $P\left(\nabla_{A}\right)$ is the variety projectively dual to $X_{A}$.

Now we can give the definition of the $A$-discriminant.
Definition 1.2. If the set $A \subset \mathbf{Z}^{k-1}$ has the property that $\nabla_{A} \subset \mathbf{C}^{A}$ is a subvariety of codimension 1 , then by the $A$-discriminant we mean an irreducible integral polynomial $\Delta_{A}(f)$ in the coefficients $a_{\omega}, \omega \in A$ of $f \in \mathbf{C}^{A}$ which vanishes on $\nabla_{A}$. Such a polynomial is uniquely determined up to sign. If $\operatorname{codim} \nabla_{A}>1$, we $\operatorname{set} \Delta_{A}=1$.

Thus $\Delta_{A}$ is a particular case of the general discriminants defined in Chapter 1: under the notation of that chapter, we have $\Delta_{A}=\Delta_{X_{A}}$. We start with some simple properties and then give basic examples.

Proposition 1.3. The polynomial $\Delta_{A}$ is homogeneous. In addition, it satisfies $(k-1)$ quasi-homogeneity conditions: for all monomials $\prod a_{\omega}^{m(\omega)}$ in $\Delta_{A}$, the vector $\sum m(\omega) \cdot \omega \in \mathbf{Z}^{k-1}$ is the same.

Proof. If $f \in \nabla_{A}$ and $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{k-1}$ are nonzero numbers, then the polynomial

$$
g\left(x_{1}, \ldots, x_{k-1}\right)=\lambda_{0} f\left(\lambda_{1} x_{1}, \ldots, \lambda_{k-1} x_{k-1}\right)
$$

is obviously in $\nabla_{A}$ as well. This implies our proposition.
In fact, the variety $\nabla_{A}$, and hence also the polynomial $\Delta_{A}$, depend only on the affine geometry of $A \subset \mathbf{Z}^{k-1}$.
Proposition 1.4. Let $A \subset \mathbf{Z}^{k-1}, B \subset \mathbf{Z}^{m-1}$ be two finite subsets and $T: \mathbf{Z}^{k-1} \rightarrow$ $\mathbf{Z}^{m-1}$ be an integral affine transformation which is injective and such that $T(A)=$ $B$. Then under the corresponding identification of $\mathbf{C}^{A}$ and $\mathbf{C}^{B}$, the variety $\nabla_{A}$ is identified with $\nabla_{B}$ and the polynomial $\Delta_{A}$ is identified with $\Delta_{B}$.

Proof. In this case $X_{A}$ and $X_{B}$ are naturally identified (Proposition 1.2, Chapter 5). Hence the projectively dual varieties are also identified.

Remark 1.5. The above proposition means, in particular, that we can shrink, if necessary, the affine lattice $Z^{k-1}$ containing $A$ to the lattice $\operatorname{Aff}_{Z}(A)$, affinely generated over $\mathbf{Z}$ by $A$ (see Definition 1.3, Chapter 5).

Examples 1.6. We consider the same choices of sets $A$ which were discussed in Examples 1.1, Chapter 5.
(a) Let $A$ consist of all monomials of degree $\leq d$ in $k-1$ variables $x_{1}, \ldots, x_{k-1}$. The space $\mathbf{C}^{A}$ consists of all polynomials $f\left(x_{1}, \ldots, x_{k-1}\right)$ of degree $\leq d$. Equivalently, let $\tilde{A}$ consist of all homogeneous monomials in $k$ variables $x_{1}, \ldots, x_{k}$ of degree exactly $d$. Then $\mathbf{C}^{\tilde{A}}$ is the space $S^{d} \mathbf{C}^{k}$ of forms of degree $d$ in $k$ variables. There is an obvious identification

$$
\mathbf{C}^{\tilde{A}} \rightarrow \mathbf{C}^{A}, \quad f\left(x_{1}, \ldots, x_{k}\right) \mapsto f\left(x_{1}, \ldots, x_{k-1}, 1\right)
$$

which takes $\Delta_{\tilde{A}}$ to $\Delta_{A}$. The polynomial $\Delta_{\tilde{A}}$ is the classical discriminant of a form of degree $d$ in $k$ variables, discussed in Example 4.15 Chapter 1. Recall, in particular, Boole's formula deg $\Delta=k(d-1)^{k-1}$.
(b) Let $A$ consist of bilinear monomials $x_{i} \cdot y_{j}$, where the $x_{i}$ and $y_{j}(i=$ $1, \ldots, m ; j=1, \ldots, n$ ) are two sets of variables. Then $\mathbf{C}^{A}$ consists of bilinear forms $f(x, y)=\sum a_{i j} x_{i} y_{j}$ and is identified with the space of $m \times n$ matrices $\left\|a_{i j}\right\|$. The $A$-discriminant $\Delta_{A}(f)=\Delta_{A}\left(\left\|a_{i j}\right\|\right)$ is identically equal to 1 unless $m=n$, and in this case it is the determinant of the square matrix $\left\|a_{i j}\right\|$. The monomials in $\Delta_{A}(f)$ have an obvious combinatorial significance: they correspond to the permutations of the set of $m$ elements, and the coefficients are the signs of the permutations. This explains our interest in the monomials appearing in the $A$-discriminant in other cases.
$\left(b^{\prime}\right)$ Let $A$ consist of trilinear monomials

$$
x_{i} \cdot y_{j} \cdot z_{l}, \quad i=1, \ldots, m_{1}, j=1, \ldots, m_{2}, l=1, \ldots, m_{3} .
$$

The previous example makes it natural to refer to the $A$-discriminant of a polynomial

$$
\sum_{i=1}^{m_{1}} \sum_{j=1}^{m_{2}} \sum_{l=1}^{m_{3}} a_{i j k} x_{i} y_{j} z_{l} \in \mathbf{C}^{A}
$$

as the hyperdeterminant of the three-dimensional "matrix" $\left\|a_{i j l}\right\|$. This concept (and its obvious generalization to higher-dimensional "matrices") was introduced by Cayley [Ca1] at almost the same time as that of the determinant of a square matrix. Hyperdeterminants were later studied by Schläfli [Schl] and, after the break of almost 150 years, by the authors [GKZ3]. In view of the previous example, the monomials in the hyperdeterminant form a "higher analog" of the symmetric group. We shall present our treatment of the hyperdeterminants in Chapter 14. (We note that there is another notion of the "determinant" of a multidimensional matrix which is different from ours ( see, e.g., [P] [So]). It is based on a direct generalization of the determinant formula for a square matrix and includes a summation over the product of several symmetric groups.)
(c) Let $A$ consists of monomials

$$
1, x, x^{2}, \ldots, x^{p}, y, y x, y x^{2}, \ldots, y x^{q}
$$

Then $\mathbf{C}^{A}$ consists of polynomials $\Phi(x, y)=f(x)+y g(x)$ where $f, g$ are polynomials in one variable $x$ of degrees not greater than $p$ or $q$, respectively. In this case $\Delta_{A}(\Phi)=R(f, g)$ is the classical resultant of $f$ and $g$ (see Example 3.6 Chapter 3 ). This relation holds in a more general context.

Let $A_{1}, \ldots, A_{k} \subset \mathbf{Z}^{k-1}$ be finite subsets satisfying the assumptions of Section 1A, Chapter 8. Let $R_{A_{1}, \ldots, A_{k}}$ be the $\left(A_{1}, \ldots, A_{k}\right)$-resultant; it is a function of $k$ polynomials $f_{i} \in \mathbf{C}^{A_{i}}$. Let $A \subset \mathbf{Z}^{2 k-2}=\mathbf{Z}^{k-1} \times \mathbf{Z}^{k-1}$ be the following set:

$$
\begin{equation*}
A=\left(A_{1} \times\left\{e_{1}\right\}\right) \cup \cdots \cup\left(A_{k-1} \times\left\{e_{k-1}\right\}\right) \cup\left(A_{k} \times\{0\}\right) \tag{1.2}
\end{equation*}
$$

where the $e_{i}$ are the standard basis vectors of $\mathbf{Z}^{k-1}$. Then $\mathbf{C}^{A}$ is the space of polynomials of the form

$$
f_{k}(x)+\sum_{i=1}^{k-1} y_{i} f_{i}(x)
$$

where $f_{i} \in \mathbf{C}^{A_{i}}$. We have the following statement ("Cayley trick").

Proposition 1.7. We have

$$
R_{A_{1}, \ldots, A_{k}}\left(f_{1}, \ldots, f_{k}\right)=\Delta_{A}\left(f_{k}(x)+\sum_{i=1}^{k-1} y_{i} f_{i}(x)\right)
$$

Proof. This follows from Corollary 3.5, Chapter 3 about the relation between projectively dual and associated varieties. The proof is so simple that we repeat it here for our particular case. If $x^{(0)}$ is a common root of $\left(f_{1}, \ldots, f_{k}\right)$, then we can find $y_{1}^{(0)}, \ldots, y_{k-1}^{(0)}$ such that the polynomial $f_{k}+\sum y_{i} f_{i}$ vanishes at the point $y_{1}^{(0)}, \ldots, y_{k-1}^{(0)}, x_{1}^{(0)}, \ldots, x_{k}^{(0)}$ along with its first derivatives. We do this by solving a linear system. Conversely, if $\left(y^{(0)}, x^{(0)}\right)$ is such a point, then

$$
f_{i}\left(x^{(0)}\right)=\left.\frac{\partial\left(f_{k}+\sum_{i=1}^{k-1} y_{i} f_{i}\right)}{\partial y_{i}}\right|_{\left(x^{(0)}, y^{(0)}\right)}=0
$$

for $1 \leq i \leq k-1$, and so $f_{k}\left(x^{(0)}\right)=0$ as well.

## B. The case of a circuit

Let $A \subset \mathbf{Z}^{k-1}$ be a circuit. This means (see Section $1 \mathbf{B}$, Chapter 7) that $A$ is affinely dependent, but any proper subset of $A$ is affinely independent. In this case the $A$-discriminant $\Delta_{A}$ can be calculated explicitly. We present this formula, following Kouchnirenko [Kou].

We can assume that $A$ generates $\mathbf{Z}^{k-1}$ as an affine lattice. So $\#(A)=k+1$. There is, up to scaling, just one affine relation between elements of $A$ :

$$
\begin{equation*}
\sum_{\omega \in A} m_{\omega} \cdot \omega=0, \quad \sum_{\omega \in A} m_{\omega}=0 \tag{1.3}
\end{equation*}
$$

We normalize such a relation uniquely up to sign by requiring that all $m_{\omega}$ be integers with the greatest common divisor equal to 1 . Note that

$$
\left|m_{\omega}\right|=\operatorname{Vol}_{\mathbf{z}^{k-1}}(\operatorname{Conv}(A-\{\omega\}))
$$

Let $A_{+}, A_{-} \subset A$ be the sets of $\omega$ such that $m_{\omega}$ is positive (resp. negative).
Proposition 1.8. Suppose that $A \subset \mathbf{Z}^{k-1}$ is a circuit which generates $\mathbf{Z}^{k-1}$ as an affine lattice. Let $f=\sum_{\omega \in A} a_{\omega} x^{\omega}$ be an indeterminate polynomial from $\mathbf{C}^{A}$. Then the A-discriminant of $f$ is a non-zero scalar multiple of the polynomial

$$
\begin{equation*}
\left(\prod_{\omega \in A_{+}} m_{\omega}^{m_{\omega}}\right) \prod_{\omega \in A_{-}} a_{\omega}^{-m_{\omega}}-\left(\prod_{\omega \in A_{-}} m_{\omega}^{-m_{\omega}}\right) \prod_{\omega \in A_{+}} a_{\omega}^{m_{\omega}}, \tag{1.4}
\end{equation*}
$$

where the $m_{\omega}$ are defined as above.
Proof. First, we show that the polynomial (1.4) vanishes for $f \in \nabla_{0}$, i.e., when the system (1.1) has a solution $x^{(0)} \in\left(\mathbf{C}^{*}\right)^{k-1}$. Indeed, (1.1) can be written as

$$
\begin{equation*}
\sum_{\omega \in A} a_{\omega}\left(x^{(0)}\right)^{\omega}=0, \quad \sum_{\omega \in A} a_{\omega}\left(x^{(0)}\right)^{\omega} \cdot \omega=0 \tag{1.5}
\end{equation*}
$$

Comparing (1.5) with (1.3) we conclude that the vectors $\left(a_{\omega}\left(x^{(0)}\right)^{\omega}\right)_{\omega \in A}$ and $\left(m_{\omega}\right)_{\omega \in A}$ are proportional to each other. To eliminate $x^{(0)}$, we apply to both vectors the function $\left(y_{\omega}\right)_{\omega \in A} \mapsto \prod_{\omega \in A} y_{\omega}^{m_{\omega}}$ (since $\sum_{\omega \in A} m_{\omega}=0$, this function takes the same value at proportional vectors). We obtain the equality

$$
\begin{equation*}
\prod_{\omega \in A}\left(\frac{a_{\omega}}{m_{\omega}}\right)^{m_{\omega}}=1 \tag{1.6}
\end{equation*}
$$

its polynomial form is exactly the vanishing of (1.4).
Conversely, suppose (1.4) vanishes at some $f \in \mathbf{C}^{A}$. We can assume that $f$ is generic, so that all $a_{\omega}$ are non-zero. This implies (1.6), i.e., that the vector with components ( $\left.y_{\omega}=\frac{a_{\omega}}{m_{\omega}}\right)_{\omega \in A}$ satisfies the relation

$$
\begin{equation*}
\prod_{\omega \in A} y_{\omega}^{m_{\omega}}=1 \tag{1.7}
\end{equation*}
$$

Using the fact that $A$ affinely spans $\mathbf{Z}^{k-1}$, it is easy to see that every solution of (1.7) has the form ( $y_{\omega}=c\left(x^{(0)}\right)^{-\omega}$ ) for some non-zero constant $c$ and some $x^{(0)} \in\left(\mathbf{C}^{*}\right)^{k-1}$. This, in turn, implies $f \in \nabla_{0}$.

The above arguments show that (1.4) defines $\nabla_{A}$ set-theoretically. So, up to a scalar multiple, it must be a power of $\Delta_{A}$. But, since it is a sum of only two monomials, we conclude that it can be only the first power of $\Delta_{A}$, which completes the proof.

## 2. The discriminantal complex

The problem of finding the $A$-discriminant $\Delta_{A}$, raised in Section 1, is a special case of a more general problem addressed in Chapter 1: finding the equation of $X^{\vee}$, the projectively dual variety to a given projective variety $X \subset P^{n-1}$. In our present case $X$ is the toric variety $X_{A}$.

Suppose that a projective variety $X$ is smooth. In Theorem 2.5 of Chapter 2 we have represented the equation of $X^{\vee}$ as the determinant of the so-called discriminantal complex. The terms of this complex consist of some differential forms on the affine variety $Y \subset \mathbf{C}^{n}$ which is the cone over $X$ (see Section 4 ,

Chapter 2). In our present situation we can make the complexes more explicit using a description of differential forms on tori and toric varieties going back to Danilov [D], see also [O]. For the convenience of the reader we recall this description from scratch, starting with the case of a torus.

## A. Differential forms on a torus

Let $H=\left(\mathbf{C}^{*}\right)^{k}$ be a torus and let $\Xi=\operatorname{Hom}\left(H, \mathbf{C}^{*}\right)=\mathbf{Z}^{k}$ be its character lattice. The ring $\mathbf{C}[H]$ of regular functions on $H$ is identified with the group algebra $\mathbf{C}[\Xi]$ of $\Xi$. This means that we can regard a Laurent polynomial

$$
f(x)=\sum_{\omega \in \mathbf{Z}^{k}} a_{\omega} x^{\omega} \in \mathbf{C}[H]
$$

as a complex-valued function $\omega \mapsto a_{\omega}$ with finite support on $\Xi=\mathbf{Z}^{k}$. In this language the multiplication in $\mathrm{C}[H]$ is given by the convolution product: if ( $a_{\omega}$ ) and $\left(b_{\omega}\right)$ are elements of $\mathbf{C}[H]$ then their product $\left(c_{\omega}\right)$ is given by

$$
c_{\omega}=\sum_{\omega^{\prime}+\omega^{\prime \prime}=\omega} a_{\omega^{\prime}} b_{\omega^{\prime \prime}}
$$

We want to describe in similar terms the de Rham complex formed by the $\Omega^{i}(H)$, the spaces of regular differential $i$-forms on $H$.

Let $\Xi_{\mathbf{C}}=\boldsymbol{\Xi} \otimes \mathbf{C}$ be the complexification of the free Abelian group $\Xi$. By a discrete vector field on $\Xi$ we shall mean an assignment $\omega \mapsto v_{\omega}$ which takes any $\omega \in \Xi$ to a vector $v_{\omega} \in \Xi_{\mathbf{C}}$ such that $v_{\omega}=0$ for all but finitely many $\omega$. For $\omega \in \Xi, v \in \Xi_{\mathrm{C}}$, we denote by $(\omega, v)$ the discrete vector field equal to $v$ at $\omega$ and 0 elsewhere.


Figure 41. (a) A discrete vector field on $\mathbf{Z}^{2}$
(b) The proof of the Leibniz rule

Denote by $\operatorname{Vec}^{1}(\Xi)$ the space of all discrete vector fields on $\Xi$. Clearly $\operatorname{Vec}^{1}(\Xi)$ is a free $\mathbf{C}[\Xi]$-module of rank $k$ under the obvious convolution product

$$
\begin{equation*}
\mathbf{C}[\Xi] \otimes \operatorname{Vec}^{1}(\Xi) \rightarrow \operatorname{Vec}^{1}(\Xi), \quad x^{\alpha} \otimes(\omega, v) \mapsto(\omega+\alpha, v) \tag{2.1}
\end{equation*}
$$

Proposition 2.1. There is a canonical isomorphism $\varphi: \Omega^{1}(H) \rightarrow \operatorname{Vec}^{1}(\Xi)$ of $\mathbf{C}[\Xi]$-modules. This isomorphism takes $d\left(x^{\gamma}\right) \in \Omega^{1}(H)$ into the discrete vector field $(\gamma,-\gamma)$.

Geometrically, the field $(\gamma,-\gamma)$ is just one vector at the point $\gamma$ which joins this point with 0 (see Figure 41 b).

Proof. By associating to $x^{\alpha} d\left(x^{\beta}\right)$ the discrete vector field $(\alpha+\beta,-\beta)$ we get the required isomorphism. The inverse isomorphism is defined as follows:

$$
\begin{equation*}
(\omega, v) \mapsto-x^{\omega} \cdot \frac{d\left(x^{v}\right)}{x^{v}}=-x^{\omega} \cdot d \log \left(x^{\nu}\right), \tag{2.2}
\end{equation*}
$$

where $v \in \Xi$. This correspondence is additive in $v$ and hence extends to any $v \in \Xi_{\mathbf{C}}$ by linearity.

It is instructive to see the validity of the Leibniz rule $d\left(x^{\alpha+\beta}\right)=x^{\alpha} d\left(x^{\beta}\right)+$ $x^{\beta} d\left(x^{\alpha}\right)$ in the language of discrete vector fields (Figure 41 b ).

Let us introduce the space $\operatorname{Vec}^{i}(\Xi)$ of discrete $i$-vector fields on $\Xi$ whose elements are finitely supported functions $\omega \mapsto \lambda_{\omega}$ mapping $\Xi$ to $\bigwedge^{i}\left(\Xi_{\mathbf{C}}\right)$. For any $\omega \in \Xi$ and $\lambda \in \bigwedge^{i}\left(\Xi_{\mathbf{C}}\right)$ we shall denote by $(\omega, \lambda)$ the discrete $i$-vector field on $\Xi$ equal to $\lambda$ at $\omega$ and 0 elsewhere.

The space $\operatorname{Vec}^{0} \Xi$ is just the group algebra $\mathrm{C}[\Xi]$. We have multiplication

$$
\begin{equation*}
\operatorname{Vec}^{i} \Xi \otimes \operatorname{Vec}^{j} \Xi \rightarrow \operatorname{Vec}^{i+j} \Xi, \quad(\omega, \lambda) \otimes(\eta, \mu) \mapsto(\omega+\eta, \lambda \wedge \mu) \tag{2.3}
\end{equation*}
$$

Proposition 2.2. The space $\Omega^{i}(H)$ of regular differential $i$-forms on $H$ is naturally identified (as a $\mathbf{C}[H]$-module) with $\operatorname{Vec}^{i}(\Xi)$. Under this identification the exterior product in $\Omega^{\bullet}(H)$ corresponds to the product (2.3) on $\operatorname{Vec}^{\bullet}(\Xi)$. The exterior derivative of a form represented by a discrete $i$-vector field $\omega \mapsto \lambda_{\omega}$ on $\Xi$ is represented by the discrete $(i+1)$-vector field $\omega \mapsto \lambda_{\omega} \wedge(-\omega)$.

Proof. The isomorphism in question takes

$$
x^{\alpha_{0}} d\left(x^{\alpha_{1}}\right) \wedge \cdots \wedge d\left(x^{\alpha_{i}}\right) \mapsto(-1)^{i}\left(\alpha_{0}+\cdots+\alpha_{i}, \alpha_{1} \wedge \cdots \wedge \alpha_{i}\right)
$$

The inverse isomorphism takes

$$
\begin{equation*}
\left(\alpha, \beta_{1} \wedge \cdots \wedge \beta_{i}\right) \mapsto(-1)^{i} x^{\alpha} \frac{d\left(x^{\beta_{1}}\right)}{x^{\beta_{1}}} \wedge \cdots \wedge \frac{d\left(x^{\beta_{i}}\right)}{x^{\beta_{i}}} \tag{2.4}
\end{equation*}
$$

where $\alpha, \beta_{j} \in \Xi$. The correspondence (2.4) is additive in the $\beta$ 's and extends to the arbitrary $\beta_{j} \in \Xi_{\mathbf{C}}$ by linearity.

## B. Differential forms on an affine toric variety

Let $\Xi=\mathbf{Z}^{k}$ be a free Abelian group of rank $k$. Let $S \subset \Xi$ be a finitely generated semigroup containing 0 and generating $\Xi$ as a group. Let $\Xi_{R}$ be the real vector space $\Xi \otimes R$ and let $K \subset \Xi_{R}$ be the convex hull of $S$. This is a convex polyhedral cone with apex 0 . For any face $\Gamma \subset K$, we denote by $\operatorname{Lin}_{C}(\Gamma)$ the smallest $C$ vector subspace in $\Xi_{\mathbf{C}}$ containing $\Gamma$. Clearly, the complex dimension of $\operatorname{Lin}_{\mathbf{C}}(\Gamma)$ equals the dimension of $\Gamma$ in the usual sense. For example, $\operatorname{Lin}_{\mathbf{C}}(K)$ is the whole $\Xi_{\mathbf{C}}$. For any $\omega \in S$, let $\Gamma(\omega)$ be the smallest face of $K$ containing $\omega$. In particular, if $\omega$ lies in the interior of $K$ then $\Gamma(\omega)=K$.
Definition 2.3. Denote by $\operatorname{Vec}^{i}(S)$ the space of discrete $i$-vector fields $\left(\lambda_{\omega}\right)$ on $\Xi$ with the properties:
(a) $v_{\omega}=0$ if $\omega \notin S$;
(b) for any $\omega \in S$ we have $v_{\omega} \in \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}}(\Gamma(\omega))$.

Figure 42 illustrates this definition.


Figure 42. A discrete vector field from $\operatorname{Vec}^{1}(S)$
As in subsection A , for $\omega \in S$ and $\lambda \in \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}}(\Gamma(\omega)$ ), we denote by $(\omega, \lambda)$ the discrete $i$-vector field equal to $\lambda$ at $\omega$ and 0 elsewhere.

Clearly, $\operatorname{Vec}^{0}(S)$ is the semigroup algebra of $S$. The multiplication (2.3) restricts to the multiplication

$$
\begin{equation*}
\operatorname{Vec}^{i} S \otimes \operatorname{Vec}^{j} S \longrightarrow \operatorname{Vec}^{i+j} S \tag{2.5}
\end{equation*}
$$

With respect to (2.5), $\operatorname{Vec}^{i} S$ is a finitely generated module over $\mathbf{C}[S]=\operatorname{Vec}^{0} S$. Let us also define the "exterior derivative"

$$
\begin{equation*}
d: \operatorname{Vec}^{i} S \rightarrow \operatorname{Vec}^{i+1} S, \quad d((\omega, \lambda))=(\omega,-\omega \wedge \lambda) \tag{2.6}
\end{equation*}
$$

## Proposition 2.4.

(a) The maps $d$ satisfy $d^{2}=0$ and the Leibniz rule thus making the direct sum $\mathrm{Vec}^{\bullet} S=\bigoplus_{i} \mathrm{Vec}^{i} S$ into a supercommutative differential graded algebra.
(b) If $S=\mathbf{Z}_{+}^{a} \times \mathbf{Z}^{b}$ then $\mathrm{Vec}^{i} S$ is identified with the space of regular differential $i$-forms on $\mathbf{C}^{a} \times\left(\mathbf{C}^{*}\right)^{b}$, and (2.5) and (2.6) coincide with the usual exterior multiplication and differential.

Proof. Obvious.
Let $Y=\operatorname{Spec} \mathbf{C}[S]$ be the affine toric variety corresponding to $S$. By Serre's theorem [Hart] any module over the coordinate ring of an affine algebraic variety gives rise to a coherent sheaf on this variety. In our case we consider the $\mathbf{C}[S]-$ module $\mathrm{Vec}^{i} S$. The coherent sheaf on $Y$ corresponding to this module will be denoted by $\tilde{\Omega}_{Y}^{i}$ and called the sheaf of Danilov i-forms on $Y$.

## Theorem 2.5.

(a) Let $Y_{s m}$ be the smooth locus of $Y$. Then the restriction of $\tilde{\Omega}_{Y}^{i}$ to $Y_{s m}$ is naturally identified with the sheaf of regular differential $i$-forms on $Y_{s m}$.
(b) The maps (2.3) and (2.6) extend to morphisms of sheaves on $Y$

$$
\begin{equation*}
\tilde{\Omega}_{Y}^{i} \otimes \tilde{\Omega}_{Y}^{j} \rightarrow \tilde{\Omega}_{Y}^{i+j} ; \quad d: \tilde{\Omega}_{Y}^{i} \rightarrow \tilde{\Omega}_{Y}^{i+1} \tag{2.7}
\end{equation*}
$$

which, after restriction to $Y_{s m}$, coincide with the usual exterior multiplication and differential on forms.

Proof. Clearly, $Y_{s m}$ is a union of open subsets of the form $\mathbf{C}^{a} \times\left(\mathbf{C}^{*}\right)^{b}$ invariant under the torus action. The coordinate ring of any such subset in $Y$ has the form $\mathbf{C}\left[S^{\prime}\right]$ where $S^{\prime}$ is obtained from $S$ by inverting some elements. Our statement now follows from Proposition 2.4 (b) and the identification

$$
\operatorname{Vec}^{i}\left(S^{\prime}\right)=\operatorname{Vec}^{i} S \otimes_{\mathbf{C}[S]} \mathbf{C}\left[S^{\prime}\right]
$$

which can be verified immediately.
C. Combinatorial description of the discriminantal complex

Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of $n$ lattice points (=Laurent monomials) and let $X_{A} \subset P^{n-1}$ be the corresponding toric variety, see Section 1B, Chapter 5. Let us assume that $X_{A}$ is smooth and has dimension $k-1$. In this case the formalism of Chapter 2 is applicable and we can represent the $A$-discriminant, i.e., the equation of the variety projectively dual to $X_{A}$, as the determinant of the discriminantal complex

$$
\begin{equation*}
\Delta_{X}(f)=\text { const } \cdot \operatorname{det}\left(C_{+}^{\bullet}\left(X_{A}, \mathcal{M}\right), \partial_{f}, e\right)^{(-1)^{k}} \tag{2.8}
\end{equation*}
$$

where $\mathcal{M}$ is a sufficiently ample invertible sheaf on $X_{A}$ (Theorem 2.5 , Chapter 2). We take $\mathcal{M}=\mathcal{O}(l), l \gg 0$. We shall use the results of the previous subsection to describe this complex quite explicitly.

Shrinking, if necessary, the lattice $\mathbf{Z}^{k-1}$, we can assume that it is affinely generated by $A$. As before, we embed $\mathbf{Z}^{k-1}$ into a free Abelian group $\Xi=\mathbf{Z}^{k}=$ $\mathbf{Z}^{k-1} \times \mathbf{Z}$ as the set of lattice points with the last component equal to 1 . We denote by $h: \Xi \rightarrow \mathbf{Z}$ the projection given by this last component.

Let $S \subset \Xi$ be the semigroup generated by $A$ and 0 . The semigroup algebra $\mathbf{C}[S]$ is graded by means of $h$ (i.e., the degree of the monomial $t^{u}, u \in S$, is set to be $h(u)$ ). Under this grading $\mathbf{C}[S]$ is the homogeneous coordinate ring of the projective toric variety $X_{A}$ and also the affine coordinate ring of the affine toric variety $Y_{A}$ (the cone over $X_{A}$ ). The space $\mathbf{C}^{A}$ is embedded into $\mathbf{C}[S]$ as the graded component of degree 1 .

Let $l$ be an integer. Consider the graded vector space $C^{\bullet}(A, l)$, where

$$
\begin{equation*}
C^{i}(A, l)=\bigoplus_{u \in S, h(u)=l+i} \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}} \Gamma(u) \tag{2.9}
\end{equation*}
$$

Let us denote a typical element in the $u$-th summand of $C^{i}(A, l)$ by $(u, \lambda)$ where $\lambda \in \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}} \Gamma(u)$. For any $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$, we define the differential $\partial_{f}: C^{i}(A, l) \rightarrow C^{i+1}(A, l)$ by

$$
\begin{equation*}
\partial_{f}(u, \lambda)=-\sum_{\omega \in A} a_{\omega} \cdot(\omega+u, \omega \wedge \lambda) \tag{2.10}
\end{equation*}
$$

It is straightforward to see that $\partial_{f}^{2}=0$.
Theorem 2.6. Assume that $X_{A}$ is smooth. For $l \gg 0$ the complex $\left(C^{\bullet}(A, l), \partial_{f}\right)$ coincides with the discriminantal complex $\left(C_{+}^{*}\left(X_{A}, \mathcal{O}(l)\right), \partial_{f}\right)$.
Proof. By Corollary 4.2, Chapter 2, the space $C_{+}^{i}\left(X_{A}, \mathcal{O}(l)\right)$ (denoted there by $\left.C^{i}\left(X_{A}, l\right)\right)$ is identified with the space of differential $i$-forms on $Y-\{0\}$ homogeneous of degree $i+l$. On the other hand, (2.9) is the $(i+l)$-th graded component of the $\mathbf{C}[S]$-module $\operatorname{Vec}^{i} S$ with respect to the following grading: $\operatorname{deg}(u, \lambda)=h(u)$. This grading is obviously compatible with the similar grading on $\mathbf{C}[S]$ defined above.

By our assumption $X_{A}$ is smooth and hence $Y_{A}-\{0\}$ is the smooth locus of $Y_{A}$. So the sheaf $\tilde{\Omega}_{Y_{A}}^{i}$ on $Y_{A}$ corresponding to $\mathrm{Vec}^{i} S$ is identified, after restriction to $Y_{A}-\{0\}$, with the sheaf of $i$-forms $\Omega_{Y_{A}-\{0\}}^{i}$. Note that Theorem 2.5 gives a natural homomorphism of vector spaces

$$
\begin{equation*}
\Phi: \operatorname{Vec}^{i} S \longrightarrow\left\{i \text {-forms on } Y_{A}-\{0\}\right\} . \tag{2.11}
\end{equation*}
$$

Let $j: Y_{A}-\{0\} \hookrightarrow Y_{A}$ be the embedding. Since the point 0 has codimension at least 2 in $Y_{A}$, the direct image under $j$ of any coherent sheaf on $Y_{A}-\{0\}$, in particular, of the sheaf $\Omega_{Y_{A}-[0]}^{i}$, is a coherent sheaf on $Y$. The homomorphism $\Phi$ comes (by taking global sections) from a morphism

$$
\varphi: \tilde{\Omega}_{Y_{A}}^{i} \rightarrow j_{*} \Omega_{Y_{A}-\{0\}}^{i}
$$

of coherent sheaves on $Y_{A}$ whose existence follows from Theorem 2.5. Since $\varphi$ is an isomorphism outside 0 , it follows that $\operatorname{Ker} \varphi$ and $\operatorname{Coker} \varphi$ are coherent sheaves on $Y$ supported at 0 . Therefore, by taking global sections, we find that $\operatorname{Ker} \Phi$ and Coker $\Phi$ are finite-dimensional vector spaces. Since both spaces in (2.11) are graded, we conclude that, for $l \gg 0$, the induced map of $(i+l)$-th graded components is an isomorphism, i.e.,

$$
C_{+}^{i}\left(X_{A}, \mathcal{O}(l)\right) \cong C^{i}(A, l)
$$

The fact that the differentials in these complexes agree under this isomorphism follows from Theorem 2.5 (b). Theorem 2.6 is proved.

The above theorem implies that (in the case of smooth $X_{A}$ ) the $A$-discriminant equals const $\cdot D^{(-1)^{k}}$ where $D$ is the determinant of $C^{\bullet}(A, l)$. We shall give a more precise formula, valid up to sign.

Namely, consider the following system of bases in the vector spaces $C^{i}(A, l)$. For any $u \in S$ the vector space $\operatorname{Lin}_{\mathbf{C}} \Gamma(u)$ contains a $\mathbf{Z}$-lattice $\operatorname{Lin}_{\mathbf{C}} \Gamma(u) \cap \Xi$. We choose any $\mathbf{Z}$-basis in this lattice as a basis of $\operatorname{Lin}_{\mathbf{C}} \Gamma(u)$. Correspondingly, we choose the basis in $\bigwedge^{i}\left(\operatorname{Lin}_{\mathbf{C}} \Gamma(u)\right)$ formed by exterior products of basis vectors in $\operatorname{Lin}_{\mathbf{C}} \Gamma(u)$. Finally, we choose as a basis in the direct sum (2.9), the union of the chosen bases in the summands. Let $e$ be the resulting system of bases in the terms $C^{i}(A, l)$.

Theorem 2.7. Assume that $X_{A}$ is smooth. Then for $l \gg 0$ we have

$$
\Delta_{A}(f)= \pm \operatorname{det}\left(C^{\bullet}(A, l), \partial_{f}, e\right)^{(-1)^{k}}
$$

Proof. Up to a constant factor, the statement follows from Theorem 2.5, Chapter 2. To prove it up to a sign, we proceed as in the proof of Theorem 2.5 , Chapter 8 . Namely, we denote by $C_{\mathbf{Z}}^{\bullet}(A, l)$ the natural $\mathbf{Z}$-form of $C^{\bullet}(A, l)$ :

$$
C_{\mathbf{Z}}^{i}(A, l)=\bigoplus_{u \in S, h(u)=l+i} \bigwedge_{\mathbf{Z}}^{i}\left(\operatorname{Lin}_{\mathbf{C}} \Gamma(u) \cap \Xi\right)
$$

Now let $p$ be an arbitrary prime number, let $F$ be the algebraic closure of $\mathbf{Z} / p \mathbf{Z}$ and consider the graded $F$-vector space

$$
C_{F}^{\bullet}(A, l)=C_{\mathbf{Z}}^{\bullet}(A, l) \otimes_{\mathbf{Z}} F .
$$

For any $f \in F^{A}$ we get a differential $\partial_{f}$ in $C_{F}^{\bullet}(A, l)$. As in the proof of Theorem 2.5 Chapter 8, it suffices for our purposes to show that, for generic $f \in F^{A}$, the complex $\left(C_{F}^{*}(A, l), \partial_{f}\right)$ is exact. The description of differential forms on a smooth toric variety given in subsection $B$, remains valid over a field of any characteristic. So our statement is proved in the same way as generic exactness of the discriminantal complex over $\mathbf{C}$ (Theorem 2.3, Chapter 2). This completes the proof of Theorem 2.7.

## D. The degree of the A-discriminant

We continue to assume that $X_{A}$ is smooth and that $A$ affinely spans $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$. Let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. For each face $\Gamma \subset Q$, let $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$ be the smallest real affine subspace containing $\Gamma$. This space comes equipped with an affine $\mathbf{Z}$-lattice $\operatorname{Aff}_{\mathbf{Z}}(\Gamma \cap A)$ generated by $\Gamma \cap A$. Since we assume $X_{A}$ to be smooth, this lattice coincides with $\operatorname{Aff}_{\mathbf{R}}(\Gamma) \cap \mathbf{Z}^{k-1}$ (Corollary 3.2, Chapter 5).

As in Section 4D, Chapter 5, the above lattice gives rise to a volume form on $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$ normalized so that the volume of an elementary lattice simplex equals 1. Let us denote this form as $\mathrm{Vol}_{\Gamma}$.

Theorem 2.8. Suppose $X_{A}$ is smooth. Then the degree of homogeneity of the A-discriminant equals

$$
\sum_{\Gamma \subset Q}(-1)^{\operatorname{codim} \Gamma}(\operatorname{dim} \Gamma+1) \cdot \operatorname{Vol}_{\Gamma}(\Gamma)
$$

In particular, this sum is always non-negative; it equals zero if and only if $\Delta_{A}=1$.
Proof. We retain the notation of the previous subsections. Thus $S \subset \mathbf{Z}^{k}$ is the semigroup generated by $A$ and 0 ; it is graded by $h: S \rightarrow \mathbf{Z}_{+}$. Denote by $S_{l}$ the graded component $\{u \in S: h(u)=l\}$. We also need the convex hull $K$ of $S$. This is a polyhedral cone with apex 0 whose base is $Q$. We extend $h$ to a linear functional (denoted also $h$ ) from $K$ to $\mathbf{R}$ and denote $K_{l}=\{u \in K: h(u)=l\}$. Since $X_{A}$ is assumed to be smooth and, in particular, normal, the intersection $K \cap \mathbf{Z}^{k}$ differs from $S$ in finitely many points only.

Let $\Gamma \subset Q$ be a face. Then the cone $\mathbf{R}_{+} \Gamma$ generated by $\Gamma$ is a face of $K$. Let $\Gamma^{0}$ be the interior of $\Gamma$. Consider the set $S_{l} \cap \mathbf{R}_{+} \Gamma^{0}$. By the above, for $l \gg 0$ this set coincides with $K_{l} \cap \mathbf{R}_{+} \Gamma^{0}$. Thus, for large $l$, the number \# $\left(S_{l} \cap \mathbf{R}_{+} \Gamma^{0}\right)$
coincides with the number of integer points in the $l$ times dilated open polytope $\Gamma^{0}$. It is known [D] that for $l \gg 0$ this number is given by a polynomial in $l$ which we denote by $p_{\Gamma}(l)$ (it is closely related to the so-called Ehrhart polynomial counting the number of integer points in the dilations of $\Gamma$, not $\Gamma^{0}$ ). The leading term of this polynomial is, by Proposition 3.7, Chapter 5,

$$
\frac{\operatorname{Vol}_{\Gamma}(\Gamma)}{(\operatorname{dim} \Gamma)!} l^{\operatorname{dim} \Gamma}
$$

By Corollary 14 from Appendix $A$, the degree of $\Delta_{A}$ is equal to

$$
\operatorname{deg}\left(\Delta_{A}\right)=\sum_{i=0}^{k}(-1)^{k-i} i \cdot \operatorname{dim} C^{i}(A, l)
$$

By representing $C^{i}(A, l)$ as a direct sum over $u \in S_{i+l}$ (see (2.9)) and separating the $u$ 's lying in different faces of $K$, we find that, for $l \gg 0$,

$$
\operatorname{dim} C^{i}(A, l)=\sum_{\Gamma \subset Q}\binom{\operatorname{dim} \Gamma+1}{i} p_{\Gamma}(l+i)
$$

Substituting this expression into the above formula for $\operatorname{deg}\left(\Delta_{A}\right)$ we obtain, after some easy algebraic transformations, that
$\operatorname{deg}\left(\Delta_{A}\right)=\sum_{\Gamma \subset Q}(-1)^{\operatorname{codim} \Gamma}(\operatorname{dim} \Gamma+1) \sum_{i=0}^{\operatorname{dim} \Gamma}(-1)^{\operatorname{dim} \Gamma-i}\binom{\operatorname{dim} \Gamma}{i} \cdot p_{\Gamma}(l+1+i)$.
To deduce Theorem 2.8 from this expression, we have only to show that the inner sum is equal to $\mathrm{Vol}_{\Gamma}(\Gamma)$. We shall use the following elementary lemma.
Lemma 2.9. Let $p(t)=a_{0} t^{r}+\cdots+a_{r}$ be a polynomial of degree $r$. Then for any value of the sum $\sum_{i=0}^{r}(-1)^{i}\binom{r}{i} p(t-i)$ is equal to $r!a_{0}$.

The lemma is well-known; the easiest way to prove it is to observe that the sum in question is the iterated difference $\Delta^{r} p(t)$, where $\Delta p(t)=p(t)-p(t-1)$.

To complete the proof of Theorem 2.8, it is enough to apply Lemma 2.9 to each polynomial $p(t)=p_{\Gamma}(t+\operatorname{dim} \Gamma+1)$.

Examples 2.10. Let us illustrate Theorem 2.8 for the sets $A$ in Examples 1.6.
(a) Let $A$ consist of all monomials in $x_{1}, \ldots, x_{k-1}$ of degree $\leq d$ (or, equivalently, of all homogeneous monomials in $x_{1}, \ldots, x_{k}$ of degree $d$ ). Since $X_{A}=$ $P^{k-1}$ is smooth, Theorem 2.8 is applicable. The polytope $Q$ is the simplex

$$
\left\{\left(t_{1}, \ldots, t_{k-1}\right) \in \mathbf{R}^{k-1}: t_{i} \geq 0, \sum t_{i} \leq d\right\}
$$

of dimension $k-1$. For each $i=0, \ldots, k-1$, this simplex has exactly $\binom{k}{i+1}$ faces of dimension $i$, and each of them has the normalized volume equal to $d^{i}$. By Theorem 2.8,

$$
\begin{align*}
& \operatorname{deg}\left(\Delta_{A}\right)=\sum_{i=0}^{k-1}(-1)^{k-1-i}(i+1)\binom{k}{i+1} d^{i} \\
& =k \sum_{i=0}^{k-1}(-1)^{k-1-i}\binom{k-1}{i} d^{i} k(d-1)^{k-1} \tag{2.12}
\end{align*}
$$

the last equality being the binomial formula. By Lemma $2.9, \operatorname{deg}\left(\Delta_{A}\right)$ is equal to $k(d-1)^{k-1}$. This is Boole's formula (see Examples 1.6 above).
(b) Let $A$ consist of bilinear monomials $x_{i} \cdot y_{j}, i=1, \ldots, m ; j=1, \ldots, n$. The polytope $Q$ is the product of two simplices $\Delta^{m-1} \times \Delta^{n-1}$. A face of $Q$ is given by a pair of non-empty subsets $I \subset\{1, \ldots, m\}, J \subset\{1, \ldots, n\}$ and is itself a product $\Delta^{i-1} \times \Delta^{j-1}$ where $i=\#(I), j=\#(J)$. The normalized volume of such a face is $\binom{i+j-2}{i-1}$. Since $X_{A}=P^{m-1} \times P^{n-1}$ is smooth, the degree of $\Delta_{A}$ is given by Theorem 2.8. We obtain

$$
\begin{equation*}
\operatorname{deg}\left(\Delta_{A}\right)=\sum_{i=1}^{m} \sum_{j=1}^{n}(-1)^{m+n-i-j}(i+j-1)\binom{m}{i}\binom{n}{j}\binom{i+j-2}{i-1} \tag{2.13}
\end{equation*}
$$

Without loss of generality, we can assume that $n \leq m$. To simplify (2.13) we rewrite it as

$$
\sum_{i=0}^{m}(-1)^{i}\binom{m}{i} p(m-i)
$$

where $p(t)$ is a polynomial of degree $n$ given by

$$
p(t)=\sum_{j=1}^{n}(-1)^{n-j} \frac{1}{(j-1)!}\binom{n}{j} t(t+1) \cdots(t+j-1)
$$

Using Lemma 2.9, we see that $\operatorname{deg}\left(\Delta_{A}\right)=0$ unless $m=n$, and in the latter case $\operatorname{deg}\left(\Delta_{A}\right)=n$. This is in accordance with the fact that $\Delta_{A}$ is identically 1 for $m \neq n$ and coincides with the determinant of a $n \times n$ matrix if $m=n$.

The above two examples have a common generalization to the case when $A$ consists of all multihomogeneous monomials of a given multidegree in several groups of variables. An application of Theorem 2.8 to this case will be discussed in Section 2, Chapter 13.
(c) Let $A$ consist of monomials

$$
1, x, x^{2}, \ldots, x^{m}, y, y x, y x^{2}, \ldots, y x^{n}
$$

The polytope $Q$ is the trapezoid depicted in Figure 43.


Figure 43.
Its area normalized with respect to $\mathbf{Z}^{2}$ is $m+n$. Under the normalizations used in Theorem 2.8, the horizontal sides have lengths $m$ and $n$, and two other sides are of length 1 . Four vertices of $Q$ each should be ascribed the "volume" 1 . Hence Theorem 2.8 gives

$$
\operatorname{deg}\left(\Delta_{A}\right)=3(m+n)-2(m+n+2)+1 \cdot 4=m+n
$$

This is in accordance with the interpretation of $\Delta_{A}$ as the resultant of two polynomials of degrees $m$ and $n$ in one variable, see Example 1.6 (c).

## 3. A differential-geometric characterization of $A$-discriminantal hypersur-

 facesIn this section, which is based on [Kal], we exhibit one characteristic property of discriminantal hypersurfaces regarded as hypersurfaces in tori. As we have seen in Section 1, Chapter 6, the geometry of a hypersurface in a torus is closely related to the Newton polytope of the Laurent polynomial defining this hypersurface. The differential-geometric property described in this section can be compared with the description of the Newton polytope of the $A$-discriminant given in Chapter 11 below.

## A. The Gauss map in an algebraic group

Let $G$ be an algebraic group. For each $g \in G$, let $l_{g}: G \rightarrow G$ be the left multiplication by $g$. Let $\mathfrak{g}$ be the Lie algebra of $G$. Let $Z \subset G$ be an irreducible algebraic hypersurface (possibly with singularities). The (left) Gauss map of $Z$ is the rational map $\gamma_{Z}: Z \rightarrow P\left(\mathfrak{g}^{*}\right)$ which takes a smooth point $z \in Z$ into $d\left(l_{z}^{-1}\right)\left(T_{z} Z\right)$, i.e., to the translation to unity of the tangent hyperplane to $Z$ at $z$. This translation is a hyperplane in $T_{e} G=\mathfrak{g}$, i.e., a point in $P\left(\mathfrak{g}^{*}\right)$.

Note that both varieties $Z$ and $P\left(\mathfrak{g}^{*}\right)$ have the same dimension. This raises the following natural problem.

Problem. Classify algebraic hypersurfaces $Z \subset G$ such that $\gamma_{Z}: Z \rightarrow P\left(\mathfrak{g}^{*}\right)$ is a birational isomorphism.

In what follows we shall consider only the case when $G=\left(\mathbf{C}^{*}\right)^{m}$ is an algebraic torus. In this case we shall refer to $\gamma_{Z}$ as the logarithmic Gauss map since explicit formulas for it involve logarithmic derivatives.

It turns out that the above problem for tori can be completely solved and the class of hypersurfaces in question essentially coincides with the class of $A$ discriminantal hypersurfaces.

## B. The reduced A-discriminantal variety

Let $A \subset \mathbf{Z}^{k-1}$ be a finite subset of cardinality $n$, which generates $\mathbf{Z}^{k-1}$ as an affine lattice. Let $\nabla_{A} \subset \mathbf{C}^{A}$ be the corresponding discriminantal variety. We consider the action of $\left(\mathbf{C}^{*}\right)^{k}$ on $\mathbf{C}^{A}$ given by

$$
\begin{equation*}
\left(t_{1}, \ldots, t_{k}\right): f\left(x_{1}, \ldots, x_{k-1}\right) \mapsto t_{k} f\left(t_{1} x_{1}, \ldots, t_{k-1} x_{k-1}\right) \tag{3.1}
\end{equation*}
$$

This action preserves $\nabla_{A}$. Consider the subset $\left(\mathbf{C}^{*}\right)^{A} \subset \mathbf{C}^{A}$ as an algebraic torus acting on $\mathbf{C}^{A}$ componentwise. A point of $\left(\mathbf{C}^{*}\right)^{A}$ will be denoted as $\left(z_{\omega}\right)_{\omega \in A}$ where $z_{\omega} \in \mathbf{C}^{*}$. Then (3.1) comes from a homomorphism of tori

$$
\varphi:\left(\mathbf{C}^{*}\right)^{k} \rightarrow\left(\mathbf{C}^{*}\right)^{A}, \quad \varphi\left(t_{1}, \ldots, t_{k}\right)_{\omega}=t_{k} t_{1}^{\omega_{1}} \cdots t_{k-1}^{\omega_{k-1}}
$$

Let $\varphi^{*}: \mathbf{Z}^{A} \rightarrow \mathbf{Z}^{k}$ be the dual homomorphism of character lattices. Since we assume that $A$ generates $\mathbf{Z}^{k-1}$ as an affine lattice, $\varphi^{*}$ is surjective. Set $L_{A}=\operatorname{Ker} \varphi^{*}$. Clearly, $L_{A}$ consists of all affine relations between elements of $A$, i.e., of families $\left(c_{\omega}\right)_{\omega \in A}, c_{\omega} \in \mathbf{Z}$ such that

$$
\sum_{\omega \in A} c_{\omega} \cdot \omega=0 \quad \text { and } \quad \sum_{\omega \in A} c_{\omega}=0
$$

Let $H\left(L_{A}\right)=\operatorname{Spec} \mathbf{C}\left[L_{A}\right]=\operatorname{Hom}\left(L_{A}, \mathbf{C}^{*}\right)$ be the algebraic torus whose character lattice is $L_{A}$. Then we have an exact sequence of tori

$$
\begin{equation*}
1 \rightarrow\left(\mathbf{C}^{*}\right)^{k} \xrightarrow{\varphi}\left(\mathbf{C}^{*}\right)^{A} \xrightarrow{p} H\left(L_{A}\right) \rightarrow 1, \tag{3.2}
\end{equation*}
$$

where $p$ is the natural projection. Since $\nabla_{A}$ is $\left(\mathbf{C}^{*}\right)^{k}$-invariant, the intersection $\nabla_{A} \cap\left(\mathbf{C}^{*}\right)^{A}$ is the inverse image, under $p$, of some subvariety $\tilde{\nabla}_{A} \subset H\left(L_{A}\right)$ which
is uniquely defined. Clearly, $\operatorname{codim}\left(\nabla_{A}\right)=\operatorname{codim}\left(\tilde{\nabla}_{A}\right)$. We shall be interested only in the case when $\nabla_{A}$ and $\tilde{\nabla}_{A}$ are hypersurfaces. In this case we shall call $\tilde{\nabla}_{A}$ the reduced A-discriminantal hypersurface. The defining equation of $\tilde{\nabla}_{A}$ is obtained from the $A$-discriminant $\Delta_{A}$ by specializing some $k$ of the variables $a_{\omega}$ to be 1 so as to kill the $k$ quasi-homogeneities.

Now we state our main result.
Theorem 3.1. Let $G=\left(\mathbf{C}^{*}\right)^{m}$ be an algebraic torus, and let $Z \subset G$ be an irreducible algebraic hypersurface. The following conditions are equivalent:
(a) The logarithmic Gauss map $\gamma_{Z}: Z \rightarrow P^{m-1}$ is birational.
(b) There exist $k>0$, $a(k+m)$-element subset $A \subset \mathbf{Z}^{k-1}$ affinely generating $\mathbf{Z}^{k-1}$, and an isomorphism of algebraic varieties $G \rightarrow H\left(L_{A}\right)$ (i.e., a group isomorphism of tori followed by a translation) which takes $Z$ to the reduced $A$ discriminantal hypersurface $\tilde{\nabla}_{A}$.

The proof of this theorem will be given later in this section. First, let us give some examples of hypersurfaces with birational $\gamma_{Z}$ provided by Theorem 3.1.

Examples 3.2. (a) The hypersurface $Z \subset\left(\mathbf{C}^{*}\right)^{r^{2}}$ consisting of $r \times r$-matrices $\left\|a_{i j}\right\|$ such that

$$
\left|\begin{array}{cccc}
1 & 1 & \ldots & 1 \\
1 & a_{11} & \ldots & a_{1 r} \\
\vdots & \vdots & \ldots & \vdots \\
1 & a_{r 1} & \ldots & a_{r r}
\end{array}\right|=0
$$

has a birational logarithmic Gauss map.
(b) The hypersurface $Z \subset\left(\mathbf{C}^{*}\right)^{d-1}$, consisting of $\left(a_{1}, \ldots, a_{d-1}\right)$, such that the polynomial $x^{d}+x^{d-1}+a_{1} x^{d-2}+\cdots+a_{d-1}$ has a multiple root, possesses a birational logarithmic Gauss map.
(c) Consider the affine hyperplane $Z$ in $\left(\mathbf{C}^{*}\right)^{m}$ given by the equation $\sum a_{i}=1$. It is straightforward to see that $Z$ possesses a birational logarithmic Gauss map. The same, of course, will hold for any hyperplane $\left\{\sum \lambda_{i} a_{i}=1\right\}$ where all $\lambda_{i} \neq 0$, since it is a torus translation of the above hyperplane.

The hyperplane $Z$ can be realized as a reduced $A$-discriminantal hypersurface if the set $A$ consists of the following monomials in two variables $x, y$ :

$$
A=\left\{1, x, \ldots, x^{m}, y, y x\right\}
$$

Then $\mathbf{C}^{A}$ consists of polynomials of the form $f(x)+y g(x)$ where $f(x)=$ $a_{m} x^{m}+\cdots+a_{0}$ has degree $\leq m$ and $g$ is an affine-linear polynomial $b_{1} x+b_{0}$. The $A$-discriminant $\Delta_{A}(f, g)$ is the classical resultant $R(f, g)$ which in our case
is equal to

$$
a_{0} b_{1}^{m}-a_{1} b_{1}^{m-1} b_{0}+\cdots \pm a_{m} b_{0}^{m}
$$

To get the reduced $A$-discriminantal hypersurface, we should specialize three variables to 1 , say $b_{0}, b_{1}$ and $a_{0}$. This specialization gives an affine hyperplane as above.

## C. The Horn uniformization

The proof of Theorem 3.1 is based on some formulas from the paper [Hor] of Horn devoted to study of hypergeometric series. Crucial for us will be an explicit formula for a rational uniformization of the reduced $A$-discriminantal variety. This formula appeared in [Hor] although it was not realized at the time that the image of the corresponding map is in fact a discriminantal variety.

Let $A \subset \mathbf{Z}^{k-1}$ be as before. Let us write $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$ where each $\omega^{(j)}$ is a vector $\left(\omega_{1}^{(j)}, \ldots, \omega_{k-1}^{(j)}\right) \in \mathbf{Z}^{k-1}$. Thus we identify $\mathbf{Z}^{A}$ and $\mathbf{C}^{A}$ with $\mathbf{Z}^{n}$ and $\mathbf{C}^{n}$. Put $m=n-k$. Choose a $\mathbf{Z}$-basis $\left\{a^{(1)}, \ldots, a^{(m)}\right\}$ of the lattice $L_{A} \subset \mathbf{Z}^{n}$, where each $a^{(p)}$ is an integral vector $\left(a_{1}^{(p)}, \ldots, a_{n}^{(p)}\right) \in \mathbf{Z}^{n}$. The choice of the basis $\left\{a^{(p)}\right\}$ identifies the torus $H\left(L_{A}\right)$ with $\left(\mathbf{C}^{*}\right)^{m}$.

Let us define a rational map $h: P^{m-1} \rightarrow\left(\mathbf{C}^{*}\right)^{m}$ taking a point with homogeneous coordinates $\lambda=\left(\lambda_{1}: \ldots: \lambda_{m}\right)$ to $\left(\Psi_{1}(\lambda), \ldots, \Psi_{m}(\lambda)\right)$ where

$$
\begin{equation*}
\Psi_{l}\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\prod_{j=1}^{n}\left(\sum_{p=1}^{m} a_{j}^{(p)} \lambda_{p}\right)^{a_{j}^{(i)}} \tag{3.3}
\end{equation*}
$$

Since for each $a=\left(a_{1}, \ldots, a_{n}\right) \in L_{A}$ we have $\sum a_{j}=0$, each $\Psi_{l}$ is homogeneous of degree 0 . We shall call $h$ the Horn uniformization.

## Theorem 3.3.

(a) Under the identification $\left(\mathbf{C}^{*}\right)^{m} \cong H\left(L_{A}\right)$, defined by the chosen basis of $L_{A}$, the image of $h: P^{m-1} \rightarrow\left(\mathbf{C}^{*}\right)^{m}$ is identified with the reduced $A$ discriminantal variety $\tilde{\nabla}_{A} \subset H\left(L_{A}\right)$.
(b) If $\tilde{\nabla}_{A}$ is a hypersurface then $h: P^{m-1} \rightarrow \tilde{\nabla}_{A}$ is a birational isomorphism. In this case the inverse to $h$ coincides with the logarithmic Gauss map $\gamma_{\tilde{\nabla}_{A}}$.

Thus part (b) of Theorem 3.3 proves the implication $(a) \Rightarrow(b)$ of Theorem 3.1.

Proof of Theorem 3.3. Let us define $h$ in more invariant terms. Consider the rational map

$$
h^{\prime}: L_{A} \otimes \mathbf{C} \longrightarrow \operatorname{Hom}\left(L_{A}, \mathbf{C}^{*}\right)=H\left(L_{A}\right)
$$

such that for $\left(a_{1}, \ldots, a_{n}\right) \in L_{A} \otimes \mathbf{C}$ and $\left(b_{1}, \ldots, b_{n}\right) \in L_{A}, b_{i} \in \mathbf{Z}$ we have

$$
h^{\prime}\left(a_{1}, \ldots, a_{n}\right)\left(b_{1}, \ldots, b_{n}\right)=\prod_{j=1}^{n} a_{j}^{b_{j}}
$$

The map $h^{\prime}$ gives rise to a rational map $P\left(L_{A} \otimes \mathbf{C}\right) \rightarrow H\left(L_{A}\right)$, also denoted by $h^{\prime}$, since $\sum b_{j}=0$ for each $b \in L_{A}$.

Lemma 3.4. Under the identification $L_{A} \otimes \mathbf{C} \rightarrow \mathbf{C}^{m}$ induced by the choice of basis, the map $h^{\prime}$ is identified with $h$.

The proof is straightforward and left to the reader.
In order to prove part (a) of Theorem 3.3, we recall the standard uniformization of $\nabla_{A}$ arising from the fact that it is a projective dual variety. Denote the space $\mathbf{C}^{A}=\mathbf{C}^{n}$ by $V$ and consider the $\left(\mathbf{C}^{*}\right)^{k}$-action on the dual space $V^{*}$ which is dual to (3.1). Let $Y=Y_{A} \subset V^{*}$ be the affine toric variety corresponding to $A$ (see Section 1B Chapter 5). Recall that $Y$ is the closure of the orbit of the point $(1, \ldots, 1)$ with respect to the $\left(\mathbf{C}^{*}\right)^{k}$-action on $V^{*}$. The conic variety $\nabla_{A} \subset V$ is projectively dual to $Y \subset V^{*}$. Therefore we have a diagram of rational maps

$$
Y^{\vee}=\nabla_{A} \stackrel{\alpha}{\longleftrightarrow} P\left(T_{Y}^{*}\left(V^{*}\right)\right) \stackrel{\beta}{\longrightarrow} Y
$$

where $T_{Y}^{*}\left(V^{*}\right)$ is the conormal bundle to $Y$ and $P$ stands for the projectivization (see Section 3A Chapter 1). (Since we are working birationally, we are free to delete from any of our varieties any proper algebraic subvariety, in particular, to delete from $Y$ all the singular points where the conormal bundle does not make sense.)

If $Y^{\vee}$ is a hypersurface then $\alpha$ is birational, as it follows from Proposition 3.2 Chapter 1.

The conormal space to $Y$ at $(1, \ldots, 1)$ is naturally identified with $L_{A} \otimes \mathbf{C}$. Indeed, a linear functional on the ambient vector space $V^{*}$ of $Y$ can be viewed, after restricting to $Y$, as a Laurent polynomial in $t_{1}, \ldots, t_{k}$ of the form $g\left(t_{1}, \ldots, t_{k}\right)=$ $t_{k} f\left(t_{1}, \ldots, t_{k-1}\right)$ where $f=\sum_{\omega \in A} a_{\omega} t^{\omega} \in \mathbf{C}^{A}$. The linear functional corresponding to such a $g$ vanishes on the tangent space to $Y$ at $(1, \ldots, 1)$ if and only if $t_{i} \partial g / \partial t_{i}=0$ for all $i=1, \ldots, k$. This means precisely that the coefficients $a_{\omega}$ should form an affine relation between the $\omega$ 's, i.e., $\left(a_{\omega}\right) \in L_{A} \otimes \mathbf{C}$.

By using the $\left(\mathbf{C}^{*}\right)^{k}$-action on $Y$, we get a birational trivialization of the conormal bundle to $Y$, i.e., a map

$$
\varepsilon:\left(\mathbf{C}^{*}\right)^{k} \times\left(L_{A} \otimes \mathbf{C}\right) \longrightarrow T_{Y}^{*}\left(V^{*}\right)
$$

Also let $\delta:\left(\mathbf{C}^{*}\right)^{k} \times\left(L_{A} \otimes \mathbf{C}\right) \rightarrow \mathbf{C}^{A}=V$ be induced by the $\left(\mathbf{C}^{*}\right)^{k}$-action on $V \supset L_{A} \otimes \mathbf{C}$. Then, by the above identification of the conormal space to $Y$ and by the fact that $Y$ is the closure of the orbit of $(1, \ldots, 1)$, we find that the image of $\delta$ is $\nabla_{A}$.

Consider the commutative diagram

where the map $\tilde{h}$ is given by the same formula as $h^{\prime}$, i.e.,

$$
\tilde{h}\left(a_{1}, \ldots, a_{n}\right)\left(b_{1}, \ldots, b_{n}\right)=\prod_{j} a_{j}^{b_{j}}
$$

for each $\left(a_{1}, \ldots, a_{n}\right) \in \mathbf{C}^{n},\left(b_{1}, \ldots, b_{n}\right) \in \mathbf{Z}^{n}$. The left vertical map is the natural injection, the right vertical one is the projection $p$ considered in subsection $B$.

Now part (a) and the first statement of part (b) of Theorem 3.3 will follow from the commutativity of (3.4) and of the following diagram


We leave to the reader to check that (3.5) is commutative.
To prove part (b) of Theorem 3.3, note the identities

$$
\begin{equation*}
\frac{\partial \log \Psi_{i}}{\partial \lambda_{j}}=\frac{\partial \log \Psi_{j}}{\partial \lambda_{i}}, \quad i, j=1, \ldots, m \tag{3.6}
\end{equation*}
$$

which follow immediately from (3.3). Now we consider the Jacobian matrix $J\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\left\|\partial \log \Psi_{i} / \partial \lambda_{j}\right\|$ and regard it as a matrix-valued rational function in the $\lambda$ 's. Since $\Psi_{j}$ and hence $\log \Psi_{j}$ are homogeneous of degree 0 , we have the identities

$$
\begin{equation*}
\sum_{i=1}^{m} \lambda_{i} \frac{\partial \log \Psi_{j}}{\partial \lambda_{i}}=0 \text { for } j=1, \ldots, m \tag{3.7}
\end{equation*}
$$

In other words, the matrix $J\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ annihilates the column vector $\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{t}$. If the image $\tilde{\nabla}_{A}$ of $h$ is a hypersurface, then the kernel of $J\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ for generic $\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is one-dimensional and hence generated by $\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{t}$.

On the other hand, the matrix $J(\lambda)=J\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is symmetric by (3.6). Therefore the image $\operatorname{Im}(J(\lambda))$ is the orthogonal complement, with respect to the standard quadratic form $\sum x_{i}^{2}$, to $\operatorname{Ker}(J(\lambda))=\mathbf{C} \cdot\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{t}$. This means that $\lambda_{1}, \ldots, \lambda_{m}$ are coefficients of the linear equation of the hyperplane $\operatorname{Im}(J(\lambda))$.

Denote by log: $\left(\mathbf{C}^{*}\right)^{m} \rightarrow \mathbf{C}^{m}$ the (multivalued) map which takes $\left(z_{1}, \ldots, z_{m}\right)$ to $\left(\log \left(z_{1}\right), \ldots, \log \left(z_{m}\right)\right)$. In invariant language, $\log$ is the logarithmic map from the torus $H\left(L_{A}\right)$ to its Lie algebra. The hyperplane $\operatorname{Im}(J(\lambda)) \subset \mathbf{C}^{m}$ above is nothing more than the tangent hyperplane to the image $\log \left(\tilde{\nabla}_{A}\right)$ at the point $\log (h(\lambda))$. Hence the fact that the $\lambda_{i}$ are coefficients of the equation of this hyperplane means that the point of $P^{m-1}$ represented by $\lambda$ is the image of $h(\lambda)$ under the logarithmic Gauss map. Theorem 3.3 and hence the implication $(a) \Rightarrow(b)$ of Theorem 3.1, are proved.

## D. End of the proof of Theorem 3.1

Let $Z \subset\left(\mathbf{C}^{*}\right)^{m}$ be a hypersurface such that the logarithmic Gauss map $\gamma_{Z}: Z \rightarrow$ $P^{m-1}$ is birational. Denote by $\Psi: P^{m-1} \rightarrow Z$ the inverse rational map, given by $m$ rational functions $\Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right), i=1, \ldots, m$, homogeneous of degree 0 .

We reverse the arguments in subsection $C$. As a first step, let us prove that the $\Psi_{i}$ satisfy (3.6). More precisely, we have the following lemma.

Lemma 3.5. If $\Psi=\left(\Psi_{1}, \ldots, \Psi_{m}\right), \Psi_{i}=\Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ is the inverse to the logarithmic Gauss map, then

$$
\begin{equation*}
\log \Psi_{i}=\frac{\partial}{\partial \lambda_{i}}\left(\sum_{j=1}^{m} \lambda_{j} \log \Psi_{j}\right) \tag{3.8}
\end{equation*}
$$

Proof. As in subsection C, let $J(\lambda)=J\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ denote the Jacobian matrix $\left\|\partial \log \Psi_{i} / \partial \lambda_{j}\right\|$, and $\log :\left(\mathbf{C}^{*}\right)^{m} \rightarrow \mathbf{C}^{m}$ the componentwise logarithm map. The tangent space to $\log (Z)$ at $z=\Psi(\lambda)$ is the image of $J(\lambda)$. Since each $\Psi_{i}(\lambda)$ is homogeneous of degree 0 , the kernel $\operatorname{Ker}(J(\lambda))$ contains the column vector $\left(\lambda_{1}, \ldots, \lambda_{m}\right)^{t}$.

Let $\left(\mu_{1}, \ldots, \mu_{m}\right)$ be the coefficients of the equation of $\operatorname{Im}(J(\lambda))$, so that $\mu_{1} \xi_{1}+\cdots+\mu_{m} \xi_{m}=0$ for $\left(\xi_{1}, \ldots, \xi_{m}\right) \in \operatorname{Im}(J(\lambda))$.

To say that $\Psi$ is inverse to the logarithmic Gauss map of its image $Z=$ $\operatorname{Im}(\Psi)$ is equivalent to saying that, for any $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$, the above vector $\mu=\left(\mu_{1}, \ldots, \mu_{m}\right)$ is proportional to $\lambda$. But $\mu$ generates the 1 -dimensional vector space $\operatorname{Ker}\left(J^{t}(\lambda)\right)$. Hence we have

$$
\begin{equation*}
\sum_{j=1}^{m} \lambda_{j} \frac{\partial \log \Psi_{j}}{\partial \lambda_{i}}=0, \quad j=1, \ldots, m \tag{3.9}
\end{equation*}
$$

Now we can prove our lemma. Indeed, we can rewrite (3.9) as

$$
\sum_{j \neq i} \lambda_{j} \frac{\partial \log \Psi_{j}}{\partial \lambda_{i}}=-\lambda_{i} \frac{\partial \log \Psi_{i}}{\partial \lambda_{i}}
$$

Adding this equality with the obvious equality

$$
\frac{\partial}{\partial \lambda_{i}}\left(\lambda_{i} \log \Psi_{i}\right)=\lambda_{i} \frac{\partial \log \Psi_{i}}{\partial \lambda_{i}}+\log \Psi_{i}
$$

we obtain (3.8).
To complete the proof of Theorem 3.1, it remains to classify rational solutions of (3.6) which are homogeneous of degree 0 . This classification is essentially due to Horn [Hor].

Proposition 3.6. Suppose that rational functions $\Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right), i=1, \ldots, m$, satisfy (3.6) and are homogeneous of degree 0 . Then there exist $n>0$, an integral $m \times n$ matrix $\left\|a_{i}^{(l)}\right\|, i=1, \ldots, n, l=1, \ldots, m$ and non-zero constants $\xi_{1}, \ldots, \xi_{m}$ such that each $\xi_{l} \Psi_{l}$ has the form (3.3).

Proof. Let $p_{1}, \ldots, p_{n}$ be all the irreducible polynomials entering into the factorization of the numerator or denominator of at least one $\Psi_{j}$. The polynomials $p_{i}$ are homogeneous. Let $d_{i}=\operatorname{deg}\left(p_{i}\right)$. Thus we have

$$
\Psi_{l}\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\varepsilon_{l} \prod_{j=1}^{n} p_{j}(\lambda)^{a_{j l}}, \quad \varepsilon_{l} \in \mathbf{C}^{*}, a_{j l} \in \mathbf{Z}
$$

The equality $\partial \log \Psi_{l} / \partial \lambda_{r}=\partial \log \Psi_{r} / \partial \lambda_{l}$ can be rewritten as

$$
\begin{equation*}
\sum_{j=1}^{n} \frac{a_{j l}\left(\partial p_{j} / \partial \lambda_{r}\right)}{p_{j}}=\sum_{j=1}^{n} \frac{a_{j r}\left(\partial p_{j} / \partial \lambda_{l}\right)}{p_{j}} \tag{3.10}
\end{equation*}
$$

In each of the fractions appearing in (3.10) the numerator has degree less than that of the denominator. It follows that

$$
\begin{equation*}
a_{j l} \frac{\partial p_{j}}{\partial \lambda_{r}}=a_{j r} \frac{\partial p_{j}}{\partial \lambda_{l}}, \quad l, r=1, \ldots, m, j=1, \ldots, n \tag{3.11}
\end{equation*}
$$

In other words, for each $j=1, \ldots, n$, the $2 \times m$ matrix

$$
\left(\begin{array}{cccc}
a_{j 1} & a_{j 2} & \ldots & a_{j m} \\
\frac{\partial p_{j}}{\partial \lambda_{1}} & \frac{\partial p_{j}}{\partial \lambda_{2}} & \ldots & \frac{\partial p_{j}}{\partial \lambda_{m}}
\end{array}\right)
$$

has rank one. This means that the numerical vector $\left(a_{j 1}, \ldots, a_{j m}\right)$ is proportional (over the field $\mathbf{C}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ of rational functions) to the vector of polynomials $\left(\frac{\partial p_{j}}{\partial \lambda_{1}}, \frac{\partial p_{j}}{\partial \lambda_{2}}, \ldots, \frac{\partial p_{j}}{\partial \lambda_{m}}\right)$. So we have

$$
\begin{equation*}
\frac{\partial p_{j}}{\partial \lambda_{r}}=a_{j r} \delta_{j}(\lambda) \tag{3.12}
\end{equation*}
$$

for some polynomials $\delta_{j}(\lambda)$. Since the $p_{j}$ are homogeneous, we have

$$
\sum_{r=1}^{m} \lambda_{r} \frac{\partial p_{j}}{\partial \lambda_{r}}=d_{j} p_{j}
$$

By (3.12), we conclude that

$$
\left(\sum_{r} \lambda_{r} a_{j r}\right) \delta_{j}(\lambda)=d_{j} p_{j}(\lambda)
$$

If $d_{j}>1$ then $\operatorname{deg}\left(\delta_{j}\right)>0$ and this contradicts the irreducibility of $p_{j}$. Hence $d_{j}=1$ for all $j$. So the $p_{j}$ are linear homogeneous functions, say

$$
p_{j}\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\sum_{r=1}^{m} b_{j r} \lambda_{r}
$$

By (3.12), $b_{j r}=\delta_{j} \cdot a_{j r}$ where $\delta_{j} \in \mathbf{C}^{*}$. Hence

$$
\Psi_{l}(\lambda)=\varepsilon_{l}\left(\prod_{j} \delta_{j}^{a_{j l}}\right) \cdot \prod_{j=1}^{n}\left(\sum_{r=1}^{m} a_{j r} \lambda_{r}\right)^{a_{j l}}
$$

as claimed in Proposition 3.6.
Now let us finish the proof of Theorem 3.1. Since Z is a hypersurface, the rank of the matrix $\left\|a_{j}^{(l)}\right\|, j=1, \ldots, n, l=1, \ldots, m$, given by Proposition 3.6, equals $m$, i.e., the rows $a^{(l)} \in \mathbf{Z}^{n}$ are linearly independent. Denote by $L \subset \mathbf{Z}^{n}$ the Abelian subgroup generated by the $a^{(l)}$. Then $L$ is a primitive lattice, i.e., $L=(L \otimes \mathbf{Q}) \cap \mathbf{Z}^{n}$ (otherwise the map $\Psi$ given by (3.3) would be a $v$-fold cover of its image, where $\left.v=\left[(L \otimes \mathbf{Q}) \cap \mathbf{Z}^{n}: L\right]\right)$. Since the $\Psi_{l}$ are homogeneous, each $a \in L$ has the sum of components equal to 0 . Thus our claim is a consequence of the following lemma.

Lemma 3.7. Let $L \subset \mathbf{Z}^{n}$ be a primitive subgroup of rank $m$ such that $\sum_{j=1}^{n} a_{j}=0$ for any $a=\left(a_{1}, \ldots, a_{n}\right) \in L$. Then there is an n-element set $A \subset \mathbf{Z}^{n-m-1}$ such
that $L$ is the lattice of affine relations among elements of $A$, and $A$ generates $\mathbf{Z}^{n-m-1}$ as an affine lattice.
Proof. Put $\Xi=\mathbf{Z}^{n} / L$. This is a free Abelian group of rank $n-m$. Let $\omega^{(j)} \in \Xi$ be the image of the $j$-th basis vector of $\mathbf{Z}^{n}$, and let $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$. Since each $a \in L$ has $\sum a_{j}=0$, a homomorphism $\mathbf{Z}^{n} \rightarrow \mathbf{Z}, a \mapsto \sum a_{j}$ factors through a homomorphism $\Xi \rightarrow \mathbf{Z}$, denoted by $h$. Then $A$ is contained in the affine lattice $\{u \in \Xi: h(u)=1\}$ and (affinely) generates it. Identifying this lattice with $\mathbf{Z}^{n-m-1}$, we obtain our statement. Theorem 3.1. is completely proved.

## E. Discriminantal varieties and entropy

The formulas of subsections $C$, $D$ can be rewritten in a nice way. Consider once more the space $\mathbf{C}^{m}=L_{A} \otimes \mathbf{C}$. The matrix $\left\|a_{j}^{(l)}\right\|, j=1, \ldots, n, l=1, \ldots, m$, defines $n$ linear functionals

$$
p_{j}(\lambda)=p_{j}\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\sum_{l=1}^{m} a_{j}^{(l)} \lambda_{l}
$$

on this space. The rational functions $\Psi_{l}(\lambda)$ defined by (3.3) satisfy (3.6), i.e., the differential form $\Omega=\sum_{l} \log \left(\Psi_{l}\right) d \lambda_{l}$ is closed. By Lemma $3.5, \Omega=d S$ where $S=\sum_{l} \lambda_{l} \log \Psi_{l}$.
Proposition 3.8. The function $S=\sum \lambda_{l} \log \Psi_{l}$ can be written as

$$
S(\lambda)=\sum_{j=1}^{n} p_{j}(\lambda) \log p_{j}(\lambda)
$$

Proof. Using (3.3), we obtain

$$
S(\lambda)=\sum_{l=1}^{m} \lambda_{l} \log \Psi_{l}(\lambda)=\sum_{l=1}^{m} \lambda_{l} \sum_{j=1}^{n} a_{j}^{(l)} \log p_{j}(\lambda)=\sum_{j} p_{j}(\lambda) \log p_{j}(\lambda)
$$

as required.
The function $S$ looks like the entropy of a probability distribution, the linear functionals $p_{j}(\lambda)$ playing the role of the probabilities of elementary events. Curiously, we have $\sum_{j} p_{j}(\lambda)=0$ (compare with the usual rule $\sum p_{j}=1$ for probabilities). This is one of the mysterious appearances of entropy-like expressions in the theory of discriminants (cf. Proposition 1.8).

Recall that the reduced discriminantal variety $\tilde{\nabla}_{A} \subset\left(\mathbf{C}^{*}\right)^{m}$ has the parametrization $x_{i}=\Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$. Lemma 3.5 and Proposition 3.8 imply that $\log \left(\tilde{\nabla}_{A}\right) \subset$
$\mathbf{C}^{m}$, the image of $\tilde{\nabla}_{A}$ under the (multivalued) map log: $\left(\mathbf{C}^{*}\right)^{m} \rightarrow \mathbf{C}^{m}$, has the parametrization $y_{i}=\partial S / \partial \lambda_{i}$ (here the $y_{i}=\log \left(x_{i}\right)$ are the coordinates in $\mathbf{C}^{m}$ ). This can be rephrased by saying that $\log \left(\tilde{\nabla}_{A}\right)$ is projectively dual to the graph of the entropy $S$ in the following sense.

Note that $S$ is homogeneous of degree 1, so its graph (denote it $\Gamma$ ) is a conic analytic subvariety in $\mathbf{C}^{m+1}$. Let $\left(z, \lambda_{1}, \ldots, \lambda_{m}\right)$ be the coordinates in $\mathbf{C}^{m+1}$ so that $\Gamma$ is given by $z=S\left(\lambda_{1}, \ldots, \lambda_{m}\right)$. Let $P(\Gamma) \subset P^{m}$ be the projectivization of $\Gamma$. Consider the dual projective space $P^{m *}$ with homogeneous coordinates $w, y_{1}, \ldots, y_{m}$ dual to $z, \lambda_{1}, \ldots, \lambda_{m}$. Let $P(\Gamma)^{\vee} \subset P^{m *}$ be the hypersurface projectively dual to $P(\Gamma)$. Consider the affine chart $\mathbf{C}^{m}$ in $P^{m *}$ given by $w \neq 0$. We assume that $w=1$ in this chart and take $y_{1}, \ldots, y_{m}$ as affine coordinates. In these coordinates the intersection $P(\Gamma)^{\vee} \cap \mathbf{C}^{m}$ is nothing more than $\log \left(\tilde{\nabla}_{A}\right)$, as it follows from the above mentioned parametrization.

Note that the (non-reduced) $A$-discriminantal hypersurface $\nabla_{A}$ is projectively dual to the toric variety $X_{A}$.

## $F$. The relation to hypergeometric functions

The aim of Horn's paper cited above was to study the domains of convergence of hypergeometric series in two (or more) variables. More precisely, Horn called a power series

$$
F(x)=\sum_{v_{1}, \ldots, v_{m}} c_{v_{1}, \ldots, \nu_{m}} x_{1}^{\nu_{1}} \cdots x_{m}^{\nu_{m}}
$$

hypergeometric if the ratios of coefficients

$$
R_{i}\left(v_{1}, \ldots, v_{m}\right)=\frac{c_{\nu_{1}, \ldots, v_{i-1}, v_{i}+1, \nu_{i+1}, \ldots, \nu_{m}}}{c_{\nu_{1}, \ldots, v_{m}}}
$$

are rational functions in $v_{1}, \ldots, v_{m}$. It is known that a power series converges "up to its first singularity" (see Proposition 1.5 Chapter 6). On the other hand, the knowledge of the functions $R_{i}$ allows us to determine the growth of the coefficients and hence the convergence radius in any given direction. Thus we can obtain the information about singularities of the analytic function represented by $F(x)$. The most interesting component in the singularity locus is the hypersurface with the parametric presentation

$$
\begin{equation*}
x_{i}=\Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right), \text { where } \Psi_{i}\left(\lambda_{1}, \ldots, \lambda_{m}\right)=\lim _{t \rightarrow \infty} R_{i}\left(t \lambda_{1}, \ldots, t \lambda_{m}\right) \tag{3.13}
\end{equation*}
$$

(and other components are pull-backs of similar hypersurfaces from the spaces with a smaller number of variables). This is the Horn uniformization*.

However, it appears to be a recent remark [GKZ4] that any component of the singular locus of every hypergeometric series is in fact the reduced $A$ discriminantal variety for a suitable $A$.

The fact that the $\Psi_{i}$ defined by (3.13), satisfy (3.6), follows from the cocycle relations

$$
\begin{equation*}
R_{i}(v) R_{j}\left(v+e_{i}\right)=R_{j}(\nu) R_{i}\left(v+e_{j}\right) \tag{3.14}
\end{equation*}
$$

where the $e_{i} \in \mathbf{Z}^{m}$ are standard basis vectors. These relations hold by definition of the $R_{i}$. In other words, (3.14) means that the $R_{i}$ form a 1-cocycle of the group $\mathbf{Z}^{m}$ with coefficients in the multiplicative group of rational functions $\mathbf{C}\left(v_{1}, \ldots, v_{m}\right)^{*}$ on which $\mathbf{Z}^{m}$ acts by translations of variables.

The classification of solutions of (3.6) given in Proposition 3.6 is a limit case of the classification of solutions of (3.14) (i.e., the description of the corresponding cohomology group) due to Birkeland and Ore [Bir], [Ore].
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## CHAPTER 10

## Principal A-Determinants

Our aim in this and in the following chapter is to study the Newton polytope of the $A$-discriminant $\Delta_{A}$. This will be done through an intermediary object, the so-called principal $A$-determinant $E_{A}$. Like the $A$-discriminant, $E_{A}=E_{A}(f)$ is a polynomial function in coefficients $a_{\omega}$ of an indeterminate polynomial $f \in \mathbf{C}^{A}$. We shall do the following:
(1) give a complete description of the Newton polytope of $E_{A}$. It turns out to coincide with the secondary polytope $\Sigma(A)$ (see Chapter 7);
(2) give a formula (prime factorization) expressing $E_{A}$ as a product of $\Delta_{A}$ and discriminants corresponding to some subsets of $A$;
(3) give a formula for the product of values of a polynomial at its critical points in terms of the principal $A$-determinants.

The prime factorization of $E_{A}$ will allow us to express $\Delta_{A}$ through the principal determinants corresponding to some subsets of $A$, thus providing information about the Newton polytope of $\Delta_{A}$. This will be done in Chapter 11.

## 1. Statements of main results

In this section we only give definitions and formulate the results. Proofs are given only when they are immediate; More involved proofs are postponed until later sections of this chapter.

## A. The principal A-determinant

Let $A \subset \mathbf{Z}^{k-1}$ be a finite subset which affinely generates $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$. As usual, let $\mathbf{C}^{A}$ be the space of Laurent polynomials $f\left(x_{1}, \ldots, x_{k-1}\right)=\sum_{\omega \in A} a_{\omega} x^{\omega}$ with monomials from $A$. For $k$ polynomials $f_{1}, \ldots, f_{k} \in \mathbf{C}^{A}$, let $R_{A}\left(f_{1}, \ldots, f_{k}\right)$ be their $A$-resultant (see Section 2A Chapter 8). Now for any $f=f\left(x_{1}, \ldots, x_{k-1}\right) \in$ $C^{A}$ we define

$$
\begin{equation*}
E_{A}(f)=R_{A}\left(x_{1} \frac{\partial f}{\partial x_{1}}, \ldots, x_{k-1} \frac{\partial f}{\partial x_{k-1}}, f\right) \tag{1.1}
\end{equation*}
$$

Note that each $x_{i}\left(\partial f / \partial x_{i}\right)$ belongs to $\mathbf{C}^{A}$ so (1.1) makes sense. Clearly $E_{A}$ is a polynomial function in coefficients of $f$. We call $E_{A}(f)$ the principal $A$ determinant of $f$.

This name is explained by the fact that $E_{A}$ possesses a determinantal representation which is considerably simpler than the representation of $\Delta_{A}$ (see Section 2C Chapter 9). This is just the determinantal representation for $R_{A}$ (see Section 2B Chapter 8), under the specialization (1.1). Since we shall make use of this construction, let us explain it in more detail.

We again adopt the notation and conventions of Section 2B Chapter 8. So we embed $A$ into the Abelian group $\mathbf{Z}^{k}=\mathbf{Z}^{k-1} \times \mathbf{Z}$ by $\omega \mapsto \tilde{\omega}=(\omega, 1)$. As before, let $h: \mathbf{Z}^{k} \rightarrow \mathbf{Z}$ be the projection given by the last coordinate, $S$ the subsemigroup in $\mathbf{Z}^{k}$ generated by $A$ and 0 , and for each $l \in \mathbf{Z}$, let $S_{l}$ be the slice $\{u \in S: h(u)=l\}$.

Let $l \in \mathbf{Z}$ and $f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$. Define the complex $L^{\bullet}(A, l)$ with the differential $\partial_{f}$ by setting

$$
\begin{equation*}
L^{i}(A, l)=\bigoplus_{u \in S_{l+i}} \bigwedge^{i}\left(\mathbf{C}^{k}\right) \tag{1.2}
\end{equation*}
$$

A typical element of the $u$-th summand will be denoted by $(u, \lambda)$, where $\lambda \in$ $\bigwedge^{i}\left(\mathbf{C}^{k}\right)$. We define $\partial_{f}: L^{i}(A, l) \rightarrow L^{i+1}(A, l)$ by

$$
\begin{equation*}
\partial_{f}(u, \lambda)=-\sum_{\omega \in A} a_{\omega} \cdot(u+\omega, \lambda \wedge \omega) \tag{1.3}
\end{equation*}
$$

It is immediate that $\partial_{f}^{2}=0$.
The spaces $L^{i}(A, l)$ are equipped with natural $\mathbf{Z}$-lattices

$$
L_{\mathbf{Z}}^{i}(A, l)=\bigoplus_{u \in S_{i+1}} \bigwedge_{\mathbf{Z}}^{i}\left(\mathbf{Z}^{k}\right)
$$

We denote by $e$ some system of Z-bases in these lattices.
Proposition 1.1. For $l \gg 0$ and generic $f \in \mathbf{C}^{A}$, the differential $\partial_{f}$ in $L^{\bullet}(A, l)$ is exact and

$$
E_{A}(f)= \pm \operatorname{det}\left(L^{\bullet}(A, l), \partial_{f}, e\right)^{(-1)^{k}}
$$

Proof. Comparing the above definitions with formulas (2.4) and (2.5) in Section 2, Chapter 8 , we see that $L^{\bullet}(A, l)$ is obtained by the specialization (1.1) from the resultant complex $C^{\bullet}(l)$. Thus our statement is a special case of Theorem 2.5, Chapter 8.

Consider the particular case when $X_{A}$ is a smooth variety. Comparing $L^{\bullet}(A, l)$ with the discriminantal complex $C^{\bullet}(A, l)$ (see (2.9), (2.10) in Chapter 9 ), we see that $C^{\bullet}(A, l)$ is a subcomplex of $L^{\bullet}(A, l)$. This subcomplex is more
complicated than the complex itself, because each $C^{i}(A, l)$ is a sum of different summands, while all the summands in $L^{i}(A, l)$ are the same.
B. The prime factorization of $E_{A}$

Let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. For any non-empty face $\Gamma \subset Q$, we introduced (see Section 3A Chapter 5) the semigroup $S / \Gamma$ which is the image of $S$ in the quotient lattice $\mathbf{Z}^{k} / \mathbf{Z}^{k} \cap \operatorname{Lin}_{\mathbf{Z}}(\Gamma)$. We also introduced the index

$$
i(\Gamma, A)=\left[\mathbf{Z}^{k} \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma): \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)\right]
$$

We denote by $X^{0}(\Gamma) \subset X_{A}$ the torus orbit corresponding to $\Gamma$ and its closure by $X(\Gamma)$. Let mult ${ }_{X(\Gamma)} X_{A}$ be the multiplicity of $X_{A}$ along $X(\Gamma)$ (see Definition 3.11, Chapter 5). By Theorem 3.16 of Chapter 5,

$$
\operatorname{mult}_{X(\Gamma)} X_{A}=i(\Gamma, A) \cdot u(S / \Gamma)
$$

where $u(\cdot)$ stands for the subdiagram volume of a semigroup.
For any face $\Gamma \subset Q$ and any $f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$, we denote by $f \|_{\Gamma}=$ $\sum_{\omega \in A \cap \Gamma} a_{\omega} x^{\omega}$ the coefficient restriction of $f$ to $\Gamma$ (cf. Section 1, Chapter 6). For $f \in \mathbf{C}^{A}$ we write $\Delta_{A \cap \Gamma}(f):=\Delta_{A \cap \Gamma}\left(f \|_{\Gamma}\right)$.

Now we describe the prime factorization of the principal $A$-determinant.
Theorem 1.2. The principal A-determinant is equal to

$$
E_{A}(f)= \pm \prod_{\Gamma \subset Q} \Delta_{A \cap \Gamma}(f)^{i(\Gamma, A) \cdot u(S / \Gamma)}
$$

the product taken over all non-empty faces $\Gamma \subset Q$ including $Q$ itself. In particular, if $X_{A}$ is smooth then

$$
E_{A}(f)= \pm \prod_{\Gamma \subset Q} \Delta_{A \cap \Gamma}(f)
$$

The proof will be given in Section 2 below.
Examples 1.3. Let us illustrate Theorem 1.2 for the sets $A$ given in Examples 1.6, Chapter 9.
(a) Let $A$ consist of all integral monomials of degree $d$ in $x_{1}, \ldots, x_{k}$. The polytope $Q \subset \mathbf{R}^{k}$ is the ( $k-1$ )-dimensional simplex

$$
\left\{\left(t_{1}, \ldots, t_{k}\right) \in \mathbf{R}^{k}: t_{i} \geq 0, \sum t_{i}=d\right\}
$$

There are $2^{k}-1$ (non-empty) faces of $Q$, corresponding to non-empty subsets $I \subset\{1, \ldots, k\}$. More precisely, the face $\Gamma(I)$ corresponding to a subset $I$ is given by the equations $t_{i}=0, i \notin I$. Since $X_{A}$ is smooth, Theorem 1.2 gives

$$
E_{A}(f)=\prod_{\not \neq I \subset\{1, \ldots, k\}} \Delta_{A \cap \Gamma(I)}(f)
$$

For example, if $k=2$, then a polynomial $f \in \mathbf{C}^{A}$ has the form

$$
f\left(x_{1}, x_{2}\right)=a_{0} x_{1}^{d}+a_{1} x_{1}^{d-1} x_{2}+\cdots+a_{d} x_{2}^{d}
$$

and

$$
E_{A}(f)=a_{0} a_{d} \Delta_{A}(f)
$$

where $\Delta_{A}$ is the classical discriminant of a binary form of degree $d$.
If $k=3$, then we can write $f \in \mathbf{C}^{A}$ as

$$
f\left(x_{1}, x_{2}, x_{3}\right)=\sum_{i+j \leq d} a_{i j} x_{1}^{i} x_{2}^{j} x_{3}^{d-i-j}
$$

and

$$
E_{A}(f)=\Delta_{A}(f) \cdot a_{00} a_{0 d} a_{d 0} \cdot \Delta\left(a_{0 d} x_{2}^{d}+a_{0, d-1} x_{2}^{d-1} x_{3}+\cdots+a_{00} x_{3}^{d}\right)
$$

$\Delta\left(a_{d 0} x_{1}^{d}+a_{d-1,0} x_{1}^{d-1} x_{3}+\cdots+a_{00} x_{3}^{d}\right) \cdot \Delta\left(a_{d 0} x_{1}^{d}+a_{d-1,1} x_{1}^{d-1} x^{2}+\cdots+a_{0, d} x_{2}^{d}\right)$.
Here three $\Delta$ factors are the discriminants of binary forms, and $\Delta_{A}$ is the discriminant of a ternary form of degree $d$.
(b) Let $A$ consist of bilinear monomials $x_{i} y_{j}, i=1, \ldots, m, j=1, \ldots, n$. A polynomial $f(x, y)=\sum a_{i j} x_{i} y_{j} \in \mathbf{C}^{A}$ is determined by its matrix of coefficients $\left\|a_{i j}\right\|$ of size $m \times n$. The polytope $Q$ is the product of two simplices $\Delta^{m-1} \times \Delta^{n-1}$. Its faces are products $\Gamma_{1} \times \Gamma_{2}$ where $\Gamma_{1}$ is a face of $\Delta^{m-1}$ and $\Gamma_{2}$ is a face of $\Delta^{n-1}$. In other words, faces correspond to pairs of non-empty subsets $I \subset$ $\{1, \ldots, m\}, J \subset\{1, \ldots, n\}$ of arbitrary cardinalities. Let us denote the face corresponding to a pair $(I, J)$ by $\Gamma(I, J)$. It was shown in Example 1.6 (b), Chapter 9 that the $A \cap \Gamma(I, J)$-discriminant $\Delta_{A \cap \Gamma(I, J)}(f)$ identically equals 1 if $I$ and $J$ have different cardinalities, and if $\#(I)=\#(J)$ then $\Delta_{A \cap \Gamma(I, J)}(f)$ equals the minor $\Delta_{I J}\left(\left\|a_{i j}\right\|\right)$ of the matrix $\left\|a_{i j}\right\|$ on the rows from $I$ and columns from $J$. Therefore

$$
\begin{equation*}
E_{A}(f)=E_{A}\left(\left\|a_{i j}\right\|\right)=\prod_{I, J} \Delta_{I J}\left(\left\|a_{i j}\right\|\right) \tag{1.4}
\end{equation*}
$$

is the product of all the square minors (of all sizes, including $1 \times 1$ ) of the $(m \times n)$ matrix $\left\|a_{i j}\right\|$.

For example, if $m=n=2$ then

$$
E_{A}\left(\begin{array}{ll}
a_{11} & a_{12} \\
a_{21} & a_{22}
\end{array}\right)=a_{11} a_{12} a_{21} a_{22}\left(a_{11} a_{22}-a_{12} a_{21}\right)
$$

(c) Let $A$ consist of $1, x, \ldots, x^{m}, y, y x, \ldots, y x^{n}$. The space $\mathbf{C}^{A}$ consists of polynomials $g(x, y)=f_{0}(x)+y f_{1}(x)$ where

$$
f_{0}(x)=a_{0}+a_{1} x+\cdots+a_{m} x^{m}, \quad f_{1}(x)=b_{0}+b_{1} x+\cdots+b_{n} x^{n}
$$

are polynomials in one variable $x$ of degrees $m, n$. The polytope $Q$ is the trapezoid in Figure 43. Therefore

$$
\begin{equation*}
E_{A}\left(f_{0}(x)+y f_{1}(x)\right)=a_{0} a_{m} b_{0} b_{n} \Delta_{m}\left(f_{0}\right) \cdot \Delta_{n}\left(f_{1}\right) \cdot R_{m, n}\left(f_{0}, f_{1}\right) \tag{1.5}
\end{equation*}
$$

where $\Delta_{m}$ is the classical discriminant of a polynomial of degree $m$ in one variable and $R_{m, n}$ is the classical resultant of two polynomials of degrees $m, n$ in one variable.

## C. The Newton polytope of $E_{A}$

Recall that $E_{A}$ is a polynomial in coefficients $a_{\omega}$ of an indeterminate polynomial $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$. Let us write $E_{A}$ in an expanded form, as a sum of monomials:

$$
\begin{equation*}
E_{A}(f)=\sum_{\varphi: A \rightarrow \mathbf{Z}_{+}} c_{\varphi} \cdot \prod_{\omega \in A} a_{\omega}^{\varphi(\omega)} \tag{1.6}
\end{equation*}
$$

where $\varphi$ runs the exponent vectors of monomials in $E_{A}$ and $c_{\varphi} \in \mathbf{Z}$ is the coefficient at the monomial corresponding to $\varphi$. The Newton polytope $N\left(E_{A}\right)$ is, by definition, the convex hull in $\mathbf{R}^{A}$ of all vectors $\varphi: A \rightarrow \mathbf{Z}_{+}$such that $c_{\varphi} \neq 0$.

Recall that we defined the secondary polytope $\Sigma(A) \subset \mathbf{R}^{A}$ (Section 1D Chapter 7). Its vertices are in bijection with coherent triangulations of ( $Q, A$ ): the vertex corresponding to a triangulation $T$ is the function $\varphi_{T}: A \rightarrow \mathbf{R}$ given by

$$
\begin{equation*}
\varphi_{T}(\omega)=\sum_{\substack{\sigma \in T \\ \omega \in \operatorname{Vent}(\sigma)}} \operatorname{Vol}(\sigma) \tag{1.7}
\end{equation*}
$$

where Vol is a fixed translation invariant volume form on $\mathbf{R}^{k-1}$. In the sequel we always assume that the volume form $\mathrm{Vol}=\mathrm{Vol}_{\mathbf{Z}^{k-1}}$ is induced by the lattice $\mathbf{Z}^{k-1}$ (see Section 3D Chapter 5).

## Theorem 1.4.

(a) The Newton polytope of $E_{A}$ coincides with the secondary polytope $\Sigma(A)$. In particular, vertices of $E_{A}$ are the functions $\varphi_{T}$ for all the coherent triangulations of $(Q, A)$.
(b) If $T$ is a coherent triangulation of $(Q, A)$ then the coefficient at the monomial $\prod_{\omega \in A} a_{\omega}^{\varphi_{T}(\omega)}$ in $E_{A}$ equals

$$
c_{\varphi_{T}}= \pm \prod_{\sigma \in T} \operatorname{Vol}(\sigma)^{\operatorname{Vol}(\sigma)}
$$

Proof. This is a corollary of Theorems 3.1 and 3.2 of Chapter 8 describing the Chow polytope of the toric variety $X_{A}$ (i.e., the weight polytope of the resultant $R_{A}$ ) and the extreme monomials in $R_{A}$. We have only to show that under specialization (1.1) the bracket monomial $\prod_{\sigma \in T}[\sigma]^{\mathrm{Vol}(\sigma)}$ of Theorem 3.2, Chapter 8 becomes the monomial $\pm \prod_{\sigma \in T} \operatorname{Vol}(\sigma)^{\mathrm{Vol}(\sigma)} \cdot \prod_{\omega \in \mathrm{A}} a_{\omega}^{\varphi_{T}(\omega)}$ (this means, in particular, that this specialized monomial is non-zero, and so the Newton polytope of $E_{A}$ coincides with the Chow polytope). Remembering the definition of the brackets $[\sigma]$, we see that under (1.1), each [ $\sigma$ ] becomes

$$
\begin{equation*}
\pm \operatorname{Vol}(\sigma) \prod_{\omega \in \sigma} a_{\omega} \tag{1.8}
\end{equation*}
$$

This immediately implies our statement.
Examples 1.5. (a) Let $A=\left\{1, x, x^{2}\right\}$. The space $C^{A}$ consists of quadratic polynomials $f(x)=a x^{2}+b x+c$. The polytope $Q$ is the segment $[0,2]$. The discriminant $\Delta_{A}(f)$ is equal to $b^{2}-4 a c$. The principal $A$-determinant has the form $E_{A}(f)=a c\left(b^{2}-4 a c\right)=a b^{2} c-4 a^{2} c^{2}$; its Newton polytope is the segment in $\mathbf{R}^{\boldsymbol{A}}=\mathbf{R}^{3}$ with the end-points $(1,2,1)$ and $(2,0,2)$. There are exactly two triangulations of ( $Q, A$ ). The first triangulation $T_{1}$ consists of just one "simplex" which is the whole [ 0,2 ]. Its "volume" equals 2 . The corresponding vertex $\varphi_{T_{1}}$ of $\Sigma(A)$ is $(2,0,2)$, and the corresponding term in $E_{A}$ is $-4 a^{2} c^{2}$. The second triangulation $T_{2}$ consists of two "simplices" which are segments [0,1] and [1, 2], both of volume 1 . The vertex $\varphi_{T_{2}} \in \Sigma(A)$ is $(1,2,1)$, and the corresponding term in $E_{A}$ is $a b^{2} c$.

The generalization of this example to polynomials of arbitrary degree in one variable will be discussed later (see Section 2, Chapter 12).
(b) Let $A$ consist of bilinear monomials $x_{i} y_{j}$ with $i=1,2, j=1, \ldots, n$. Then $\mathbf{C}^{A}$ is identified with the space of $2 \times n$ - matrices $\left\|a_{i j}\right\|$. By (1.4) above, we
have

$$
\begin{aligned}
E_{A}\left(\left\|a_{i j}\right\|\right) & =\prod_{i=1}^{2} \prod_{j=1}^{n} a_{i j} \cdot \prod_{k<l}\left(a_{1 k} a_{2 l}-a_{2 k} a_{1 l}\right) \\
& =\prod_{i=1}^{2} \prod_{j=1}^{n} a_{i j} \cdot\left|\begin{array}{cccc}
a_{11}^{n-1} & a_{12}^{n-1} & \ldots & a_{1 n}^{n-1} \\
a_{11}^{n-2} a_{21} & a_{12}^{n-2} a_{22} & \ldots & a_{1 n}^{n-2} a_{2 n} \\
\vdots & \vdots & \vdots & \vdots \\
a_{21}^{n-1} & a_{22}^{n-1} & \ldots & a_{2 n}^{n-1}
\end{array}\right|,
\end{aligned}
$$

where the last equality follows from the formula for the Vandermonde determinant. We see that $E_{A}$ has $n$ ! monomials (corresponding to all the summands in the determinant) and the Newton polytope of $E_{A}$ is the permutohedron $P_{n}$, i.e., the convex hull of an orbit of the action of the symmetric group $S_{n}$ in $\mathbf{R}^{n}$ (see Section 3C Chapter 7). This is in accord with the fact that the secondary polytope $\Sigma(A)$ is the permutohedron.

Generalizing this example to the case when $\mathbf{C}^{A}$ is the space of matrices of arbitrary size $m \times n$ we see that the Newton polytope of the product of all minors (of all sizes) of such a matrix coincides with the secondary polytope $\Sigma\left(\Delta^{m-1} \times\right.$ $\Delta^{n-1}$ ) of the product of two simplices. The relationship between triangulations of $\Delta^{m-1} \times \Delta^{n-1}$ and the extreme monomials in the product of minors is not yet fully understood. Let us mention only that the standard triangulation $T_{0}$ (see Section 3D Chapter 7) corresponds to the product of diagonal terms in all the minors. We leave checking this fact (i.e., that the exponent vector of the product of all diagonal terms coincides with $\varphi_{T_{0}}$ ), to the reader.

Remark 1.6. The coefficients of the extreme monomials in $E_{A}$, given by Theorem 1.4, have the form

$$
\prod V_{i}^{V_{i}}=e^{\sum V_{i} \log V_{i}}
$$

We have already encountered entropy-like expressions $\sum p_{i} \log p_{i}$ (see Section 3E Chapter 9). This is the second appearance of such expressions in the theory of discriminants.

Here the role of probabilities $p_{i}$ is played by the volumes $\operatorname{Vol}(\sigma)$ of the simplices $\sigma$ in a given coherent triangulation $T$ of $(Q, A)$. Since $\sum_{\sigma \in T} \mathrm{Vol}(\sigma)=$ $\operatorname{Vol}(Q)$, we can regard the collection of $\operatorname{Vol}(\sigma) / \mathrm{Vol}(Q), \sigma \in T$, as a probability distribution in the following model: we randomly throw points into the polytope $Q$ and look at the probability of the event that a point lands in a given simplex of a triangulation. By Theorem 1.4, the coefficient of $\prod_{\omega \in A} a_{\omega}^{\varphi_{T}(\omega)}$ in the principal A-determinant is essentially the exponent of the entropy of this model. It would be nice to find a "probabilistic" explanation of this.

## D. Applications to the geometry of discriminantal hypersurfaces

As we have seen (Section 1B Chapter 6), the structure of the Newton polytope of a Laurent polynomial $F$ in $n$ variables is closely related to the geometry of the hypersurface $\{F=0\}$ in the torus $\left(\mathbf{C}^{*}\right)^{n}$.

We explore this relation for the polynomial $F=E_{A}$ in variables $a_{\omega}, \omega \in A$. So we regard $E_{A}$ as a Laurent polynomial, i.e., as a function on the torus ( $\left.\mathbf{C}^{*}\right)^{A}$. In other words, in this subsection we s consider only the polynomials $f \in \mathbf{C}^{A}$ all of whose coefficients are non-zero.

If $T$ is a coherent triangulation of $(Q, A)$ then the normal cone $C(T)$ to the secondary polytope $\Sigma(A)$ at its vertex $\varphi_{T}$ was described in Theorem 1.7, Chapter 7. It consists of those functions $\lambda=\left(\lambda_{\omega}\right): A \rightarrow \mathbf{R}$ whose values at vertices of $T$ extend to a concave $T$-piecewise-linear function $g_{T, \lambda}: Q \rightarrow \mathbf{R}$ and whose values at elements $\omega$ of $A$ which are not vertices of $T$ do not exceed the values of $g_{T, \lambda}(\omega)$.

Let $Z \subset\left(\mathbf{C}^{*}\right)^{A}$ be the zero set of $E_{A}$. Since the $A$-discriminant $\Delta_{A}$ is a divisor of $E_{A}$, the variety $Z$ contains the discriminantal variety $\nabla_{A}$ intersected with $\left(\mathbf{C}^{*}\right)^{A}$.

Corollary 1.8 of Chapter 6 together with Theorem 1.4 imply the following.
Corollary 1.7. Let $T$ be a coherent triangulation of $(Q, A)$. There exists a vector $b=\left(b_{\omega}\right) \in C(T)$ with the following property: whenever $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega} \in$ $\left(\mathbf{C}^{*}\right)^{A}$ is such that the vector $\left(\log \left|a_{\omega}\right|\right) \in \mathbf{R}^{A}$ lies in the translated cone $C(T)+b$, we have $E_{A}(f) \neq 0$ (and hence $\Delta_{A}(f) \neq 0$ ).

Plainly, whenever the logarithms of the absolute values of the coefficients of $f \in\left(\mathbf{C}^{*}\right)^{A}$ are "concave enough" with respect to any given triangulation, then $f$ has a non-zero discriminant. Thus such an $f$ defines a smooth hypersurface in $\left(\mathbf{C}^{*}\right)^{k-1}$ (since the presence of a singular point in the torus is, by the definition of $\Delta_{A}$, a sufficient condition for the vanishing of $\Delta_{A}$ ). If $X_{A}$ is smooth then the hypersurface in $X_{A}$ given by $f$ is also smooth (since $\Delta_{A}$ is the equation of the variety projective dual to $X_{A}$ ).

We shall discuss in Chapter 11 the consequences of this for real algebraic geometry.

Remark 1.8. There is another way of proving Corollary 1.7 which can provide, in principle, some bounds for the vector $b$. This is done by using the theory of hypergeometric functions. Namely, in [GGZ], to a set $A \subset \mathbf{Z}^{k-1}$ there is associated the A-hypergeometric system (cf. Remark 1.19 Chapter 7). This is a holonomic system of linear differential equations on a function $\mathbf{C}^{A} \rightarrow \mathbf{C}$. The set of singular points of this system is the hypersurface in $\mathbf{C}^{A}$ which is the union of the hypersurfaces $\left\{\Delta_{A \cap \Gamma}(f)=0\right\}$ for all the faces $\Gamma \subset Q$. Taking into account the prime factorization of $E_{A}$, we can write this hypersurface by one equation
$E_{A}(f)=0$.
On the other hand, in [GZK1] we constructed, for any coherent triangulation $T$ of ( $Q, A$ ), a complete system of solutions of the $A$-hypergeometric system given by the Laurent power series. These series have a common domain of convergence of exactly the form stated in Corollary 1.7: this domain is determined by some $b \in C(T)$ and consists of $f=\sum a_{\omega} x^{\omega} \in\left(\mathbf{C}^{*}\right)^{A}$ such that $\left(\log \left|a_{\omega}\right|\right) \in C(T)+b ;$ therefore, in this domain the polynomial $E_{A}$ does not vanish. This method allows us, in principle, to give an effective bound for $b$ by estimating the growth of the coefficients of the $A$-hypergeometric series.

## E. General formalism of principal A-determinants

For future convenience, we need to put the principal $A$-determinants into a slightly more general context. Suppose we are given a free Abelian group $\Xi \cong \mathbf{Z}^{k}$ of rank $k$ and a finite subset $A \subset \Xi$ satisfying the following condition: there exists a homomorphism $h: \Xi \rightarrow Q$ equal to 1 on $A$. Note that we do not require that $A$ generates $\Xi$, nor that $h$ takes integer values on $\Xi$; in particular, we allow the situation when the subgroup generated by $A$ has rank $<k$. As usual, let $Q=\operatorname{Conv}(A) \subset \Xi_{\mathbf{R}}=\Xi \otimes \mathbf{R}$.

Suppose also that we have a finitely generated semigroup $S \subset \Xi$ satisfying the following condition: $S$ contains $A$ and the convex hull of $S$ is the minimal convex cone containing $A$. As before, we denote $S_{i}=\{u \in S: h(u)=i\}$. Note that we do not require that $A$ generates $S$ as a semigroup.

As usual, we identify points of $\Xi$ with Laurent monomials in $k$ variables. Let $\mathbf{C}^{A}$ denote the space of Laurent polynomials with monomials from $A$. Fix some $f \in \mathbf{C}^{A}$. We now define the complex $L^{\bullet}(A, l, S, \Xi)$. Its terms are

$$
\begin{equation*}
L^{i}(A, l, S, \Xi)=\bigoplus_{a \in S_{i+l}} \bigwedge^{i} \Xi_{\mathbf{C}} \tag{1.9}
\end{equation*}
$$

The differential $\partial_{f}$ is given by (1.3).
Proposition 1.9. For $l \gg 0$ the complex $\left(L^{\bullet}(A, l, S, \Xi), \partial_{f}\right)$ is exact whenever $\Delta_{\mathrm{A} \Gamma}(f) \neq 0$ for any face $\Gamma \subset Q$.

The proof of this proposition as well as of Proposition 1.10 and Theorem 1.11 below will be given later in Section 3.

We introduce the Z-lattice in each term $L^{i}(A, l, S, \Xi)$ by

$$
\begin{equation*}
L_{\mathbf{Z}}^{i}(A, l, S, \Xi)=\bigoplus_{a \in S_{i+1}} \bigwedge^{i} \Xi . \tag{1.10}
\end{equation*}
$$

Let $e$ be some system of $\mathbf{Z}$-bases in the lattices (1.10). For any $f \in \mathbf{C}^{A}$ and $l \gg 0$, we set

$$
E_{A, l}(f, S, \Xi)=\operatorname{det}\left(L^{\bullet}(A, l, S, \Xi), \partial_{f}, e\right)^{(-1)^{k}}
$$

This gives us a rational function on $\mathbf{C}^{A}$ defined up to a sign.
Proposition 1.10. The rational function $E_{A, l}(f, S, \Xi$ ) is independent (up to a sign) of the choice of $l \gg 0$.

So we write $E_{A}(f, S, \Xi)$ for $E_{A, l}(f, S, \Xi)$ with $l \gg 0$. This function includes the principal $A$-determinant $E_{A}(f)$ considered above, as a special case corresponding to the following situation:
$\Xi=\mathbf{Z}^{k-1} \times \mathbf{Z}$, and $h: \Xi \rightarrow \mathbf{Z}$ is given by the last coordinate;
$A$ affinely generates $\mathbf{Z}^{k-1} \times\{1\} ;$
$S$ is the semigroup generated by $A$.
In fact, any $E_{A}(f, S, \Xi)$ can be reduced to this special case, as the following theorem shows.

## Theorem 1.11.

(a) If the linear span $\operatorname{Lin}_{\mathbf{R}}(A) \subset \Xi_{\mathbf{R}}$ has dimension less thank then $E_{A}(f, S, \Xi)=$ $\pm 1$ identically.
(b) If $\operatorname{Lin}_{\mathbf{R}}(A)$ has full dimension $k$ then

$$
E_{A}(f, S, \Xi)= \pm\left[\Xi: \operatorname{Lin}_{\mathbf{Z}}(A)\right]^{\operatorname{Vol}_{\theta}(Q)} \cdot E_{A}(f)^{\left.\left[\operatorname{Lin} \mathbf{Z}^{(S} \mathbf{Z}_{\mathbf{Z}}\right): \operatorname{Lin} \mathbf{Z}(A)\right]}
$$

where $\operatorname{Lin}_{\mathbf{Z}}$ means the Abelian subgroup generated by a set; $\Theta=\operatorname{Lin}_{\mathbf{Z}}(S) \cap$ $\{u \in \Xi: h(u)=1\} ;$ and $S_{\mathbf{Z}}=\{u \in S: h(u) \in \mathbf{Z}\}$.

The appearance of the semigroup $S_{\mathrm{Z}}$ in the theorem is natural since the complexes (1.9) involve the summation over points which always belong to $S_{\mathrm{Z}}$. In most (but not all) applications we will be interested in, we have $S_{\mathrm{Z}}=S$.

Theorem 1.11 shows that the increase of generality in passing from $E_{A}(f)$ to $E_{A}(f, S, \Xi)$ is largely nominal. However, many formulas below can be written much more simply in terms of $E_{A}(f, S, \Xi)$.

## F. Coefficient restrictions of $E_{A}$

By Theorem 2.4 Chapter 7, the faces of the Newton polytope $N\left(E_{A}\right)=\Sigma(A)$ correspond to coherent polyhedral subdivisions $P=\left\{\left(Q_{i}, A_{i}\right)\right\}$ of $(Q, A)$. Let $F(P) \subset N\left(E_{A}\right)$ be the face corresponding to a subdivision $P$. We shall describe the coefficient restriction

$$
\begin{equation*}
E_{A} \|_{F(P)}=\sum_{\varphi \in F(P)} c_{\varphi} \prod_{\omega \in A} a_{\omega}^{\varphi(\omega)} \tag{1.11}
\end{equation*}
$$

where the $c_{\varphi}$ are coefficients of $E_{A}$ (see (1.6)). If $P$ is a triangulation then $F(P)$ is a vertex and the coefficient restriction is just the monomial in $E_{A}$ described in Theorem 1.4. The general answer is formulated in terms of the generalized $A$-determinants of subsection $E$. As before we assume that $A \subset \mathbf{Z}^{k-1}$ is embedded into the Abelian group $\mathbf{Z}^{k}$, and that $S \subset \mathbf{Z}^{k}$ is the semigroup generated by $A$.

Theorem 1.12. Let $P=\left\{\left(Q_{i}, A_{i}\right)\right\}$ be a coherent subdivision of $(Q, A)$. Then

$$
E_{A}(f) \|_{F(P)}=\prod_{i} E_{A_{i}}\left(f, S^{(i)}, \mathbf{Z}^{k}\right)
$$

where $S^{(i)}=S \cap \mathbf{R}_{+} Q_{i}$ is the intersection of $S$ with the cone over $Q_{i}$.
Here and later on the principal determinant associated to a subset $B \subset A$ is regarded as a function on $\mathbf{C}^{A}$ via the coefficient restriction $\mathbf{C}^{A} \rightarrow \mathbf{C}^{B}$ (this applies, in particular, to $B=A_{i}$ in Theorem 1.12).

By using Theorem 1.11, we can reformulate Theorem 1.12 in terms of the $E_{A_{i}}$.

Theorem 1.12'. In the above assumptions we have

$$
E_{A} \|_{F(P)}=\prod_{i}\left[\mathbf{Z}^{k}: \operatorname{Lin}_{\mathbf{Z}}\left(A_{i}\right)\right]^{\mathrm{Vol}} \mathbf{z}^{k-1}\left(Q_{i}\right) \quad E_{A_{i}}(f)^{\left[\mathbf{Z}^{k}: \operatorname{Lin} \mathbf{Z}^{\left.\left(A_{i}\right)\right]}\right.}
$$

More precisely, we should note that $\operatorname{Lin}_{\mathbf{Z}}\left(S^{(i)}\right)=\operatorname{Lin}_{\mathbf{Z}}(S)=\mathbf{Z}^{k}$ (this is because $S^{(i)}$ is the intersection of $S$ with a cone having non-empty interior). Thus the lattice $\Theta$ in Theorem 1.11 coincides with $\mathbf{Z}^{k-1}$. Also the semigroup $S_{\mathbf{Z}}^{(i)}$ coincides with $S^{(i)}$, since $S^{(i)}$ is generated by $A_{i}$.

Let us prove Theorem 1.12. By Proposition 1.3 Chapter 6, the coefficient restriction of any Laurent polynomial $F\left(x_{1}, \ldots, x_{n}\right)$ to any face of its Newton polytope can be found from leading terms of 1-variable polynomials of the form

$$
\tau \mapsto F\left(\tau^{\lambda_{1}} x_{1}, \ldots, \tau^{\lambda_{n}} x_{n}\right) .
$$

Hence Theorem 1.12 is a consequence of the following statement.
Theorem 1.13. Let $P=\left\{\left(Q_{i}, A_{i}\right)\right\}$ be a coherent polyhedral subdivision of $(Q, A)$ and let $C(P) \subset \mathbf{R}^{A}$ be the corresponding cone (Section 2A, Chapter 5). Let $\lambda=\left(\lambda_{\omega}\right)_{\omega \in A}$ be an integral vector lying in the interior of $C(P)$. Then for a generic $f=\sum a_{\omega} x^{\omega} \in \mathbf{C}^{A}$, the leading term of the Laurent polynomial $\tau \mapsto E_{A}\left(\sum_{\omega} \tau^{\lambda_{\omega}} a_{\omega} x^{\omega}\right)$ equals

$$
\pm \prod_{i} E_{A_{i}}\left(f, S^{(i)}, \mathbf{Z}^{k}\right) \tau^{\lambda(F(P))}
$$

where the $S^{(i)}$ are the same as in Theorem 1.12 and $\lambda(F(P))$ is the value of $\lambda$ (regarded as a linear functional on $\mathbf{R}^{A}$ ) at any point of $F(P)$.

The proof of Theorem 1.13 is quite similar to that of Theorem 3.3, Chapter 8. Using Proposition 1.1, we interpret $E_{A}$ as the determinant of the complex (1.2), then, out of $\lambda$, construct a filtered complex over the field $\mathbf{C}\left(\left(\tau^{-1}\right)\right)$ and study the associated graded complex using the Kouchnirenko resolution. The first term of this resolution will be the direct sum of complexes calculating the $E_{A_{i}}\left(f, S^{(i)}, Z^{k}\right)$ and other terms will have determinant $\pm 1$ by Theorem 1.11 (a). We leave the details to the reader (cf. also [GZK3]).

## G. Modifications of triangulations and signs in Theorem 1.4

In Theorem 1.4 we described only the absolute value of the coefficient in the monomial of $E_{A}$ corresponding to a coherent triangulation $T$. However, the sign of the coefficient is also of interest. For instance, when $A$ consists of bilinear monomials $x_{i} y_{j}, i=1,2, j=1, \ldots, n$, the polynomial $E_{A}$ is essentially the Vandermonde determinant (see Example 1.5 (b)) so monomials in $E_{A}$ correspond to permutations of $\{1, \ldots, n\}$ and the sign of a monomial equals the sign of the corresponding permutation.

Since $E_{A}$ itself is defined only up to a sign, it is possible to describe the coefficients only up to a simultaneous change of sign. Thus we can compare the signs of any two monomials.

Let $T, T^{\prime}$ be two coherent triangulations of $(Q, A)$ such that the corresponding vertices $\varphi_{T}, \varphi_{T^{\prime}}$ of the secondary polytope are joined by an edge. Let $c_{\varphi_{T}}, c_{\varphi_{T^{\prime}}}$ be the corresponding coefficients in $E_{A}$. Let $p\left(T, T^{\prime}\right) \in\{0,1\}$ be such that $(-1)^{p\left(T, T^{\prime}\right)}$ is the sign of the ratio $c_{\varphi_{T}} / c_{\varphi_{T^{\prime}}}$.

Since any two vertices of a polytope can be joined by an edge path, knowing all the $p\left(T, T^{\prime}\right)$ will allow us to compare the signs of any two coefficients corresponding to vertices of $N\left(E_{A}\right)$. (This, in fact is how the sign of a permutation is defined: we postulate that the sign changes under any transposition and ascribe sign +1 to the identity permutation.)

By Theorem 2.10, Chapter 7, the vertices $\varphi_{T}, \varphi_{T^{\prime}}$ are joined by an edge if and only if the coherent triangulations $T, T^{\prime}$ of $(Q, A)$ are obtained from each other by a modification along some circuit $Z \subset A$. We shall use the terminology of Section 2, Chapter 7.

Theorem 1.14. Let $T$ and $T^{\prime}$ be two coherent triangulations of $(Q, A)$ obtained from each other by a modification along a circuit $Z \subset A$. Then

$$
p\left(T, T^{\prime}\right) \equiv\left(\sum_{J \text { separ. }}\left(\operatorname{Vol}(\operatorname{Conv}(J \cup Z))+\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(J \cup Z)\right]\right)\right)(\bmod 2)
$$

where the summation is over all separating subsets.
Note that if we embed $A$ into $\mathbf{Z}^{k}$ as above, then $\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(J \cup Z)\right]=$ $\left[Z^{k}: \operatorname{Lin}_{\mathbf{Z}}(J \cup Z)\right]$. In the formulation of Theorem 1.14 we prefer to use the affine notation since it does not involve the embedding into $\mathbf{Z}^{k}$. Note also that in [Lo] a seemingly different formula for the $p\left(T, T^{\prime}\right)$ was stated; however, it becomes identical with the one above once we take into account the normalization of the volume $\operatorname{Vol}(\operatorname{Conv}(J \cup Z))$.

Proof. We consider the coefficient restriction $E_{A} \|_{\left[\varphi_{T}, \varphi_{T^{\prime}}\right]}$ of $E_{A}$ to the edge $\left[\varphi_{T}, \varphi_{T^{\prime}}\right]$. This restriction is a polynomial which depends essentially on one variable.

For any Laurent polynomial $F$ in the $a_{\omega}$ with real coefficients whose Newton polytope is a segment, let $p(F) \in\{0,1\}$ be such that $(-1)^{p(F)}$ is the sign of the ratio of the two extreme coefficients of $F$. Clearly, the assignment $F \mapsto p(F)$ has the following multiplicative property: for any two polynomials $F$ and $G$ whose Newton polytopes are segments parallel to each other, we have $p(F G) \equiv$ $p(F)+p(G) \quad(\bmod 2)$.

Using Theorem 1.12 and the description of the polyhedral subdivision corresponding to $\left[\varphi_{T}, \varphi_{T^{\prime}}\right]$ (Proposition 2.12 Chapter 7), we see that $E_{A} \|_{\left[\varphi_{T}, \varphi_{T^{\prime}}\right]}$ equals, up to multiplication by a monomial and a constant, the product

$$
\prod_{J \text { separ. }} E_{J \cup Z}\left(f, S_{J}, \mathbf{Z}^{k}\right), \text { where } S_{J}=S \cap \operatorname{Conv}\left(\mathbf{R}_{+}(J \cup Z)\right) .
$$

Each of the factors in this product has, as its Newton polytope, a segment parallel to $\left[\varphi_{T}, \varphi_{T^{\prime}}\right.$ ]. Hence we can write, using the multiplicative property of $F \mapsto p(F)$ and Theorem 1.11,

$$
\begin{align*}
& p\left(E_{A} \|_{\left[\varphi_{T}, \varphi_{T^{\prime}}\right]}(f)\right) \equiv \sum_{J \text { separ. }} p\left(E_{J \cup Z}\left(f, S_{J}, \mathbf{Z}^{k}\right)\right) \\
& \equiv \sum_{J \text { separ. }}\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(J \cup Z)\right] p\left(E_{J \cup Z}(f)\right) \quad(\bmod 2) \tag{1.12}
\end{align*}
$$

The principal determinant $E_{J \cup Z}$ is calculated with respect to the Abelian subgroup in $\mathbf{Z}^{k}=\mathbf{Z}^{k-1} \times \mathbf{Z}$ generated by $J \cup Z$. To prove Theorem 1.14, we need another lemma.

Call a set $B \subset \mathbf{R}^{k-1}$ weakly dependent if it is obtained from an affinely independent set (the set of vertices of a simplex) by adding exactly one point lying
in its affine span. Such a subset contains a unique circuit. Note that the subsets $J \cup Z$ above are weakly dependent.

Lemma 1.15. Let $\Xi$ be an affine lattice and let $B \subset \Xi$ be a weakly dependent subset which affinely generates $\Xi$ over $\mathbf{Z}$. Then

$$
p\left(E_{B}\right) \equiv \operatorname{Vol}_{\Xi}(\operatorname{Conv}(B))+1 \quad(\bmod 2)
$$

Let us deduce Theorem 1.14 from Lemma 1.15. We apply this lemma to $B=J \cup Z$ and $\Xi=\operatorname{Aff}_{Z}(J \cup Z)$. Therefore the summand in (1.12) corresponding to $J$ is equal to

$$
\begin{aligned}
& {\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(J \cup Z)\right]\left(\operatorname{Vol}_{\operatorname{Aff}}^{\mathbf{Z}}(J \cup Z)\right.} \\
& \left.\quad=\operatorname{Vol}_{\mathbf{Z}^{k-1}}(\operatorname{Conv}(J \cup Z))+1\right) \\
& \quad(J \cup Z))+\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(J \cup Z)\right]
\end{aligned}
$$

as claimed.
Proof of Lemma 1.15. Let $Z$ be the circuit contained in B. By Theorem 1.2, the polynomial $E_{B}$ has the form $\pm \prod_{\Gamma} \Delta_{B \cap \Gamma}$, where $\Gamma$ runs through all faces of $\operatorname{Conv}(B)$. But if such a face does not coincide with $\operatorname{Conv}(Z)$, then we have $\Delta_{B \cap \Gamma}= \pm 1$ since $B \cap \Gamma$ is independent and hence the corresponding discriminantal subvariety has codimension $\geq 2$. In other words, $E_{B}=\Delta_{Z}$.

Let $Z=Z_{+} \cup Z_{-}$be the decomposition of $Z$ into the positive and negative parts (see Section 1B Chapter 7). We set

$$
\begin{aligned}
& m(\omega)=\operatorname{Vol}_{\operatorname{Aff}}^{Z}(Z) \\
& m(\omega)=-\operatorname{Vol}_{\operatorname{Aff}_{Z}(Z)} \operatorname{Conv}(Z-\{\omega\}) \text { for } \omega \in Z_{+} \\
& \\
& m-\{\omega\}) \text { for } \omega \in Z_{-}
\end{aligned}
$$

Since $B$ affinely generates $\Xi$ over $\mathbf{Z}$, it follows that $m(\omega)= \pm \operatorname{Vol}_{\Xi} \operatorname{Conv}(B-\{\omega\})$ for $\omega \in Z_{ \pm}$.

Let us use the explicit formula for $\Delta_{Z}$ given in Proposition 1.8, Chapter 9. The first term in this formula has a positive coefficient, and the coefficient in the second term has the sign

$$
-\prod_{\omega \in Z_{-}}(-1)^{m_{\omega}}=(-1)^{\mathrm{Vol}_{\mathrm{a}}(\operatorname{Conv}(B))+1}
$$

as required.

## H. The product of values of a polynomial at its critical points

Suppose we are given a finite set $A \subset \mathbf{Z}^{k-1}$ of Laurent monomials in the variables $x_{1}, \ldots, x_{k-1}$, as before. For a polynomial $f \in \mathbf{C}^{A}$, we let

$$
\begin{equation*}
\text { Sing }(f)=\left\{\alpha \in\left(\mathbf{C}^{*}\right)^{k-1}:\left(\partial f / \partial x_{i}\right)(\alpha)=0 \forall i=1, \ldots, k-1\right\} \tag{1.13}
\end{equation*}
$$

denote the set of critical points of $f$. As before, we suppose that $A$ affinely generates $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$. This implies that, for generic $f \in \mathbf{C}^{A}$, the set Sing $(f)$ is finite, and all of the critical points are non-degenerate. For such $f$ we define the number

$$
\begin{equation*}
\Pi_{A}(f)=\prod_{\alpha \in \operatorname{Sing}(f)} f(\alpha) \tag{1.14}
\end{equation*}
$$

Since (1.14) is a symmetric expression in the irrationalities $\alpha \in \operatorname{Sing}(f)$, elementary Galois theory shows that $\Pi_{A}$ is a rational function on $\mathbf{C}^{A}$. Unlike the discriminant $\Delta_{A}$, the function $\Pi_{A}$ depends not only on the affine geometry of $A$, but also on the choice of zero (origin) in $\mathbf{Z}^{k-1}$.

Our purpose now is to find the prime factorization of the rational function $\Pi_{A}$ (in the ring $\mathbf{Z}\left[\left(a_{\omega}\right)_{\omega \in A}\right]$ ). It turns out that $\Pi_{A}$ has a simple expression in terms of the principal $A$-determinant and the principal $(A \cap \Gamma)$-determinants for the facets $\Gamma \subset Q$ (i.e., faces of codimension 1). This gives us the prime factorization of $\Pi_{A}$ since the prime factorization of the principal determinants is given by Theorem 1.2.

As we said, $\Pi_{A}$ depends on the choice of the origin of the coordinate system in $\mathbf{Z}^{k-1}$. Let $\omega_{0}$ denote this origin.

Definition 1.16. A polytope $Q \subset \mathbf{R}^{k-1}$ is said to be convenient if the origin $\omega_{0}$ does not lie in the affine span of any proper face $\Gamma \subset Q$. (cf. Kouchnirenko [Kou]).

It is clear that any polytope can be made into a convenient one by a suitable translation. Thus, we suppose that $Q=\operatorname{Conv}(A)$ is convenient.

We regard $\mathbf{Z}^{k-1}$ as an additive group with the neutral element $\omega_{0}$. Let $\Gamma \subset Q$ be a facet. We define the group homomorphism $h_{\Gamma}: \mathbf{Z}^{k-1} \rightarrow \mathbf{Q}$ by the conditions $\left.h_{\Gamma}\right|_{\Gamma}=1$ and $h_{\Gamma}\left(\omega_{0}\right)=0$.

We define a number $\rho(\Gamma) \in \mathbf{Z}$, called the distance from $\Gamma$ to $\omega_{0}$ as follows; its absolute value $|\rho(\Gamma)|$ is given by

$$
|\rho(\Gamma)|^{-1}=\min \left\{a>0: a=h_{\Gamma}(\omega) \text { for some } \omega \in \mathbf{Z}^{k-1}\right\} .
$$

In addition, we set $\rho(\Gamma)>0$ if $\left.h_{\Gamma}\right|_{Q} \geq 1$ (i.e., $\Gamma$ separates $\omega_{0}$ from $Q$ ), and $\rho(\Gamma)<0$ if $\left.h_{\Gamma}\right|_{Q} \leq 1$. Let $K(\Gamma)$ be the cone with apex $\omega_{0}$ generated by $\Gamma$.

As usual, we embed $\mathbf{Z}^{k-1}$ into $\mathbf{Z}^{k}$ as the set of points ( $M_{1}, \ldots, m_{k-1}, 1$ ). Let $K(A)$ be the cone in $\mathbf{R}^{k}$ with apex 0 generated by the image of $A$ in this embedding.

Theorem 1.17. If $Q$ is a convenient polytope, then we have

$$
\begin{aligned}
& \Pi_{A}(f) \\
& \left.\quad= \pm E_{A}\left(f, K(A) \cap \mathbf{Z}^{k}\right), \mathbf{Z}^{k}\right) \prod_{\operatorname{codim}(\Gamma)=1} E_{A \cap \Gamma}\left(f, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right)^{\rho(\Gamma)}
\end{aligned}
$$

where $\Gamma$ runs through all facets of $Q$.
Here the factors in the product are the generalized determinants of subsection E. The proof will be given in Section 4 below.

Using Theorem 1.11, we can rewrite Theorem 1.17 in terms of ordinary principal determinants. It is easy to see that

$$
\left[\mathbf{Z}^{k-1}: \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)\right]=|\rho(\Gamma)| \cdot i(\Gamma, A)
$$

where

$$
i(\Gamma, A)=\left[\operatorname{Aff}_{\mathbf{R}}(\Gamma) \cap \mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(A \cap \Gamma)\right]
$$

is the affine index encountered earlier. Also the index $\left[\mathbf{Z}^{k-1}: \operatorname{Lin}_{\mathbf{Z}}\left(S_{\mathbf{Z}}\right)\right]$ for the semigroup $S=K(\Gamma) \cap \mathbf{Z}^{k-1}$ is equal to $|\rho(\Gamma)|$. A similar index for $S=K(A) \cap \mathbf{Z}^{k}$ is equal to 1 . Combining this information with Theorem 1.11 we have:

Corollary 1.18. In the situation of Theorem 1.17 we have

$$
\begin{aligned}
& \Pi_{A}(f)= \pm\left[\mathbf{Z}^{k-1}: \operatorname{Aff} \mathbf{Z}(A)\right]^{\mathrm{Vol}} \mathbf{Z}^{k-1}(Q) E_{A}(f)^{\left[\mathbf{Z}^{k-1}: \operatorname{Aff}_{\mathbf{Z}}(A)\right]} \\
& \prod_{\operatorname{codim}(\Gamma)=1}(|\rho(\Gamma)| \cdot i(\Gamma, A))^{\mathrm{Vol}_{\operatorname{Aff}} \mathbf{Z}^{(A \cap \Gamma)}(\Gamma) \cdot \rho(\Gamma)} \cdot E_{A \cap \Gamma}(f)^{\rho(\Gamma) \cdot i(\Gamma, A)}
\end{aligned}
$$

Example 1.19. Let $A=\left\{x, x^{2}, \ldots, x^{d}\right\}$, so $\mathbf{C}^{A}$ consists of all polynomials in one variable of degree $\leq d$ with constant term 0 . The polytope $Q$ is the segment $[1, d]$, so $Q$ is convenient and has two faces $\{1\}$ and $\{d\}$ of codimension 1 . We have $\rho(\{1\})=1$ and $\rho(\{d\})=-d$. The indices $i(\Gamma, A)$ are equal to 1 . For $f(x)=$ $a_{1} x+\cdots+a_{d} x^{d}$ we have $E_{A}(f)=a_{1} a_{d} \Delta_{A}(f), E_{[1]}(f)=a_{1}, E_{[d]}(f)=a_{d}$. The 0 -dimensional volume of a point is 1 . Hence Corollary 1.18 gives

$$
\Pi_{A}(f)=E_{A}(f) \cdot 1^{1} E_{\{1\}}(f) \cdot d^{-d} E_{\{d\}}(f)^{-d}=d^{-d} a_{1}^{2} a_{d}^{1-d} \Delta_{A}(f)
$$

which can, of course, also be seen by elementary means.

## 2. Proof of the prime factorization theorem

In this section we prove Theorem 1.2 which describes the prime factorization of the principal $A$-determinant $E_{A}$. The general line of the proof is as follows. We interpret the exponents of prime factors in $E_{A}$ in terms of multiplicities of some coherent sheaves on $\mathbf{C}^{A} \times\left(\mathbf{C}^{A}\right)^{*}$ along some subvarieties. Then we interpret the numbers $i(\Gamma, A) \cdot u(S / \Gamma)$ as multiplicities along the same subvarieties of some constructible sheaves on the same space. Finally, we compare the two kinds of sheaves using the theory of $\mathcal{D}$-modules and the Riemann-Hilbert correspondence.

## A. The logarithmic de Rham complex

We assume the setup of Section 1 A . So $A \subset \mathbf{Z}^{k-1}$ is a finite subset affinely generating $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$. We realize $\mathbf{Z}^{k-1}$ as the set of vectors in $\mathbf{Z}^{k}$ with the last coordinate 1 . We denote by $S=S_{A}$ the semigroup in $\mathbf{Z}^{k}$ generated by $A$ and by $Y=Y_{A}=\operatorname{Spec} \mathrm{C}[S]$ the affine toric variety corresponding to $A$ (see Section 1B Chapter 5).

We consider the free $\mathbf{C}[S]$-module

$$
\begin{equation*}
L^{i}(S)=\mathbf{C}[S] \otimes \bigwedge^{i} \mathbf{C}^{k}=\bigoplus_{\gamma \in S} \bigwedge^{i} \mathbf{C}^{k} \tag{2.1}
\end{equation*}
$$

Elements of $L^{i}(S)$ can be regarded as discrete $i$-vector fields on $Z^{k}$ with support in $S$, in the sense of Section 2A Chapter 9. As explained there, these vector fields represent meromorphic differential $i$-forms on $Y$.

Let us denote the union of all torus orbits of codimension $\geq 1$ by $Y_{1} \subset Y$ and the open orbit by $Y^{0}=Y-Y_{1}$.

We consider the coherent algebraic sheaf on $Y$ corresponding to the $\mathbf{C}[S]-$ module $L^{i}(S)$. We denote this sheaf by $\Omega_{Y}^{i}\left(\log Y_{1}\right)$ and call it the sheaf of logarithmic $i$-forms. As in Section 2A Chapter 9 we see that the restriction of $\Omega_{Y}^{i}\left(\log Y_{1}\right)$ to $Y^{0}$ coincides with $\Omega_{Y^{0}}^{i}$.

Example 2.1. If $A$ is the set of vertices of a simplex then $S \cong \mathbf{Z}_{+}^{k}$ is a free semigroup, so $Y=\mathbf{C}^{k}$ and $Y_{1} \subset Y$ is the union of all coordinate hyperplanes in $\mathbf{C}^{k}$. In this case $\Omega_{Y}^{i}\left(\log Y_{1}\right)$ is the usual sheaf of $i$-forms on $Y$ with logarithmic singularities along $Y_{1}$, see [De 1]. This can be immediately seen from formula (2.4) of Chapter 9 describing the correspondence between discrete $i$-vector fields on the lattice and meromorphic forms on the torus.

We denote a typical element from the $\gamma$-th summand in (2.1) by $(\gamma, \lambda)$ where $\lambda \in \bigwedge^{i} \mathbf{C}^{k}$. As in Section 2A Chapter 9, we define the map

$$
\begin{equation*}
d: L^{i}(S) \rightarrow L^{i+1}(S), \quad d(\gamma, \lambda)=(\gamma,-\gamma \wedge \lambda) \tag{2.2}
\end{equation*}
$$

which gives rise to a morphism of sheaves

$$
\begin{equation*}
d: \Omega_{Y}^{i}\left(\log Y_{1}\right) \rightarrow \Omega_{Y}^{i+1}\left(\log Y_{1}\right) \tag{2.3}
\end{equation*}
$$

extending the usual exterior derivative of forms on $Y^{0}$. Similarly, by using the identical formula to (2.3), Chapter 9, we define the exterior multiplication

$$
\begin{equation*}
\Omega_{Y}^{i}\left(\log Y_{1}\right) \otimes \Omega_{Y}^{j}\left(\log Y_{1}\right) \rightarrow \Omega_{Y}^{i+j}\left(\log Y_{1}\right) \tag{2.4}
\end{equation*}
$$

Let $Y_{\text {an }}$ be the complex analytic space corresponding to the algebraic variety $Y$. For any coherent algebraic sheaf $\mathcal{F}$ on $Y$, let $\mathcal{F}_{\text {an }}$ be the corresponding analytic sheaf on $Y_{\text {an }}$. We are interested in the complex of sheaves

$$
\begin{equation*}
\Omega_{Y, \mathrm{an}}^{*}\left(\log Y_{1}\right)=\left\{\Omega_{Y, \mathrm{an}}^{0}\left(\log Y_{1}\right) \xrightarrow{d} \Omega_{Y, \mathrm{an}}^{1}\left(\log Y_{1}\right) \xrightarrow{d} \cdots\right\} \tag{2.5}
\end{equation*}
$$

which we call the logarithmic de Rham complex of $Y$.
Let $j: Y^{0} \hookrightarrow Y$ be the embedding of the open orbit. Since the restriction of (2.5) to $Y^{0}$ is the usual de Rham complex on $Y^{0}$, which is a resolution of the constant sheaf $\underline{C}_{Y^{0}}$, we get a morphism in the derived category of sheaves on $Y$ :

$$
\begin{equation*}
\zeta: \Omega_{Y, \mathrm{an}}^{\bullet}\left(\log Y_{1}\right) \longrightarrow R j_{*}\left(\underline{\mathbf{C}}_{Y^{0}}\right) \tag{2.6}
\end{equation*}
$$

Along with the analytic version of the de Rham complex, we use the formal version, i.e., the one obtained by considering the formal power series as coefficients of our forms. More precisely, let $Z$ be an algebraic variety and let $z \in Z$ be a point. We denote $\mathcal{O}_{z, Z}^{\wedge}=\operatorname{liminv}\left(\mathcal{O}_{Z} / I_{z}^{m}\right)$ where $I_{z} \subset \mathcal{O}_{Z}$ is the ideal of functions vanishing at $z$. The ring $\mathcal{O}_{z, Z}^{\wedge}$ is called the formal completion of $\mathcal{O}_{Z}$ at $z$. If $\mathcal{F}$ is any coherent algebraic sheaf on $Z$ then its formal completion at $z$ is defined as $\mathcal{F}_{z}^{\wedge}=\mathcal{F} \otimes_{\mathcal{O}_{z}} \mathcal{O}_{z, Z}^{\wedge}$.

Returning to our situation of a toric variety $Y$, we have the vector spaces $\Omega_{Y}^{i}\left(\log Y_{1}\right)_{y}^{\wedge}$ which are connected by the differentials induced by (2.3).

## Theorem 2.2.

(a) The morphism (2.6) is a quasi-isomorphism.
(b) For any $y \in Y$ the map

$$
\begin{equation*}
\Omega_{Y, \mathrm{an}}^{\bullet}\left(\log Y_{1}\right)_{y} \longrightarrow \Omega_{Y, \text { an }}^{\bullet}\left(\log Y_{1}\right)_{y}^{\wedge} \tag{2.7}
\end{equation*}
$$

from the complex of stalks at $y$ to the formal completion at $y$, is a quasiisomorphism of complexes of vector spaces.

Proof. For the case when $Y$ is a normal variety, this follows from the results of Danilov [D]. Let us treat the general case.

The statement (a) means that, for any $y \in Y$, the morphism (2.6) induces isomorphisms on the cohomology of complexes of stalks at $y$ :

$$
\begin{equation*}
H^{r}\left(\Omega_{Y, \mathrm{an}}^{\bullet}\left(\log Y_{1}\right)_{y}\right) \rightarrow H^{r}\left(R j_{*}\left(\underline{\mathbf{C}}_{Y^{0}}\right)_{y}\right)=H^{r}\left(U \cap Y^{0}, \mathbf{C}\right) \tag{2.8}
\end{equation*}
$$

where $U$ is a small neighborhood of $y$ in $Y$.
To prove (2.8) we look at the torus orbit containing $y$. Let $K \subset \mathbf{R}^{k}$ be the convex hull of the semigroup $S$. This is a cone with base $Q=\operatorname{Conv}(A)$. Torus orbits on $Y$ correspond to faces of $K$ or, equivalently, to all (possibly empty) faces of $Q$. For a face $\Gamma \subset Q$ let $Y^{0}(\Gamma) \subset Y$ be the corresponding orbit.

Suppose that $y \in Y^{0}(\Gamma)$. The local structure of $Y$ near $y$ was described in Section 3A Chapter 5. Namely, near $y$ the variety $Y$ has the structure of the product $Y^{0}(\Gamma) \times T$ where the transversal slice $T$ has the form

$$
\begin{equation*}
T=\operatorname{Spec} \mathbf{C}[\Sigma], \quad \Sigma=\left(\operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)+S\right) / \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma) \tag{2.9}
\end{equation*}
$$

We denote the unique torus fixed point on $T$ simply by 0 .
The semigroup $\Sigma$ contains a finite Abelian group

$$
G=\left(\mathbf{Z}^{k} \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)\right) / \operatorname{Lin}_{\mathbf{Z}}(A \cap \Gamma)
$$

of order $i(\Gamma, A)$. We have $\Sigma / G=S / \Gamma$, where the semigroup $S / \Gamma$ is the image of $S$ in $\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)$. Let

$$
\begin{equation*}
q: \Sigma \rightarrow \Sigma / G=S / \Gamma \tag{2.10}
\end{equation*}
$$

be the natural projection. It follows that the cohomology group on the right hand side of (2.8) is the direct sum of $i(\Gamma, A)$ copies of the $r$-th cohomology group of the open orbit in Spec $\mathbf{C}[S / \Gamma]$, i.e., it is

$$
\begin{equation*}
\left(\bigwedge^{r}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right)\right)^{\oplus i(\Gamma, A)} \tag{2.11}
\end{equation*}
$$

As for the complex $\Omega_{Y, \text { an }}^{*}\left(\log Y_{1}\right)_{y}$, we find that it splits into the (topological) tensor product of two complexes:

$$
\begin{equation*}
\left(\Omega_{Y^{0}(\Gamma), \mathrm{an}}^{\bullet}\right)_{y} \otimes \Omega_{T, \mathrm{an}}^{\bullet}\left(\log T_{1}\right)_{0} \tag{2.12}
\end{equation*}
$$

Here $T_{1}$ is the union of torus orbits on $T$ of codimension $\geq 1$, and $\Omega_{T, \text { an }}^{\bullet}\left(\log T_{1}\right)$ is the coherent analytic sheaf on $T_{\text {an }}$ corresponding to the $\mathbf{C}[\Sigma]$-module

$$
\begin{equation*}
L^{i}(\Sigma)=\bigoplus_{u \in \Sigma} \bigwedge^{i}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right) \tag{2.13}
\end{equation*}
$$

(the $\mathbf{C}[\Sigma]$-action is defined by (2.10) and the inclusion $S / \Gamma \subset \mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)$ ). As before, an element in the $u$-th summand of (2.13) will be denoted by $(u, \lambda)$. The differential in $\Omega_{T, \text { an }}^{\bullet}\left(\log T_{1}\right)$ comes from the map similar to (2.2)

$$
\begin{equation*}
d: L^{i}(\Sigma) \rightarrow L^{i+1}(\Sigma), \quad(u, \lambda) \mapsto(u,-q(u) \wedge \lambda) \tag{2.14}
\end{equation*}
$$

with $q$ from (2.10).
Since $Y^{0}(\Gamma)$ is a smooth variety, the complex $\left(\Omega_{Y^{0}(\Gamma, \text { an }}^{0}\right)$ y is a right resolution of C. It remains therefore to prove that the $r$-th cohomology of the complex $\Omega_{T, \text { an }}^{\bullet}\left(\log T_{1}\right)_{0}$ is identified with (2.11). An element of the stalk $\Omega_{T, \text { an }}^{m}\left(\log T_{1}\right)_{0}$ is a (possibly infinite) sum

$$
\begin{equation*}
\sum_{u \in \Sigma}\left(u, \lambda_{u}\right), \quad \lambda_{u} \in \bigwedge^{m}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right) \tag{2.15}
\end{equation*}
$$

where the vectors $\lambda_{u}$ grow at most polynomially. If $u \in \Sigma$ is such that $q(u) \neq 0$ then the complex

$$
\bigwedge^{0}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right) \xrightarrow{\wedge q(u)} \bigwedge^{1}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right) \xrightarrow{\wedge q(u)} \cdots
$$

is exact, so every $\lambda_{u} \in \bigwedge^{m}\left(\mathbf{C}^{k} / \operatorname{Lin} \mathbf{C}(\Gamma)\right)$, annihilated by multiplication with $q(u)$, has the form

$$
\lambda_{u}=q(u) \wedge \mu_{u}, \quad \mu_{u} \in \bigwedge^{m-1}\left(\mathbf{C}^{k} / \operatorname{Lin}_{\mathbf{C}}(\Gamma)\right)
$$

It is clear (compare [D], Proposition 13.4) that the $\mu_{u}$ can be also chosen to grow at most polynomially. This proves that

$$
H^{m}\left(\Omega_{T, \text { an }}^{\bullet}\left(\log T_{1}\right)_{0}\right)=\left\{\sum_{u \in \Sigma, q(u)=0}\left(u, \lambda_{u}\right)\right\}
$$

which is the same as (2.11). Part (a) of Theorem 2.2 is proved. To prove (b) we apply the same reasoning to formal series of the form (2.15) (without any growth conditions on the $\lambda_{u}$ ).

## B. The exponents of prime factors in $E_{A}$

We retain the notation of subsection A. Recall in addition that the semigroup $S \subset \mathbf{Z}^{k}$ is graded by the homomorphism $h: \mathbf{Z}^{k} \rightarrow \mathbf{Z}$ given by the last coordinate. So $\mathbf{C}[S]$ is a graded algebra. We regard the space $\mathbf{C}^{A}$ as the degree 1 component of $\mathbf{C}[S]$. Therefore, we regard polynomials from $\mathbf{C}^{A}$ as regular functions on $Y$ which are homogeneous of degree 1 with respect to dilations of $Y$.

For any $i$, the space $L^{i}(S)$ introduced in (2.1) is a graded $\mathbf{C}[S]$-module. The terms $L^{i}(A, l)$ of the complex calculating $E_{A}$ (see Section 1A) are just graded components of $L^{i}(S)$. This implies the following.

Proposition 2.3. Forl $\gg 0$ the space $L^{i}(A, l)$ is identified with the space of global sections $\omega \in H^{0}\left(Y, \Omega_{Y}^{i}\left(\log Y_{1}\right)\right)$ which are homogeneous of degree $i$ with respect to dilations of $Y$. The differential $\partial_{f}: L^{i}(A, l) \rightarrow L^{i+1}(A, l)$, for $f \in \mathbf{C}^{A}$, is identified with exterior multiplication by $d f$.

Proposition 2.4. Suppose that $f \in \mathbf{C}^{A}$ is such that, for any face $\Gamma \subset Q$, we have $\Delta_{A \cap r}(f) \neq 0$. Then for $l \gg 0$ the complex $\left(L^{\bullet}(A, l), \partial_{f}\right)$ is exact.

Proof. Consider the complex $\left(L^{\bullet}(S), d f\right)$ of graded $\mathbf{C}[S]$-modules with the differential given by the multiplication with $d f$. This is just the direct sum of all the ( $\left.L^{\bullet}(A, l), \partial_{f}\right)$. It is enough to prove that under our assumptions all the cohomology spaces of ( $L^{\bullet}(S), d f$ ) are finite-dimensional (so they will be situated in only finitely many graded components). This can be reformulated by saying that the complex of sheaves on $Y$

$$
\begin{equation*}
\Omega_{Y}^{0}\left(\log Y_{1}\right) \xrightarrow{d f \wedge} \Omega_{Y}^{1}\left(\log Y_{1}\right) \xrightarrow{d f \wedge} \cdots \tag{2.16}
\end{equation*}
$$

is exact outside the point 0 (the only 0 -dimensional torus orbit).
Let $y \neq 0$ be any point of $Y$. Suppose that $y$ lies in the torus orbit $Y^{0}(\Gamma)$ where $\Gamma \subset Q$ is a face (non-empty, since $y \neq 0$ ). The assumption that $\Delta_{A \cap \Gamma}(f) \neq 0$ means that the restriction $\left.f\right|_{Y^{0}(\Gamma)}$ does not have critical points.

Now, as in the proof of Theorem 2.2, we use the identification of a neighborhood of $y$ in $Y$ with a neighborhood of $(y, 0)$ in $Y^{0}(\Gamma) \times T$ where $T$ is described in (2.9).

Let us prove that the stalk at $y$ of the complex (2.16) is exact. It is enough to show this after the formal completion at $y$. As in (2.12) this completion, regarded as a graded vector space, splits into the (completed) tensor product

$$
\begin{equation*}
\left(\Omega_{Y^{0}(\Gamma)}^{\bullet}\right)_{y}^{\wedge} \check{\otimes} \Omega_{T}^{\bullet}\left(\log T_{1}\right)_{0}^{\wedge} \tag{2.17}
\end{equation*}
$$

Consider the filtration on (2.17) by the degree of the second factor. This filtration is compatible with the differential coming from (2.16) and the quotients are complexes of the form

$$
\left(\Omega_{Y^{0}(\Gamma)}^{\bullet}, d\left(\left.f\right|_{Y^{0}(\Gamma)}\right)\right)_{y}^{\wedge} \check{\otimes} \Omega_{T}^{i}\left(\log T_{1}\right)_{0}^{\wedge}
$$

Since $\left.f\right|_{Y^{0}(\Gamma)}$ does not have critical points, the first factor in the above product is exact whereby the completion of (2.16) is also exact. The proposition is proved.

Corollary 2.5. The prime factorization of $E_{A}$ in the ring $\mathbf{Z}\left[\left(a_{\omega}\right)\right]$ has the form

$$
\begin{equation*}
E_{A}(f)=c \cdot \prod_{\Gamma \subset Q} \Delta_{A \cap \Gamma}(f)^{m(\Gamma)} \tag{2.18}
\end{equation*}
$$

where $c \in \mathbf{Q}$ and the $m(\Gamma)$ are some non-negative exponents.
Our aim now is to find the numbers $m(\Gamma)$. Denote the space $\mathbf{C}^{A}$ by $V$. The coefficients $a_{\omega}$ of an indeterminate polynomial $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega}$ are affine coordinates in $V$. Denote by $\mathbf{C}[a]$ the ring of polynomials in $a_{\omega}$, i.e., of regular functions on $V$.

Choose $l>0$. The complex $L^{\bullet}(A, l)$ gives rise to a complex of free $\mathbf{C}[a]$ modules

$$
\begin{equation*}
\mathbf{C}[a] \otimes L^{0}(A, l) \rightarrow \mathbf{C}[a] \otimes L^{1}(A, l) \rightarrow \cdots \tag{2.19}
\end{equation*}
$$

whose differentials have the form $\sum_{\omega \in A} a_{\omega} \otimes \partial_{x^{\omega}}$. Denote this complex by $L^{\bullet}(A, l)[a]$.

Let $\Gamma \subset Q$ be a face. Denote by $Y(\Gamma)^{\vee} \subset V$ the conic variety projectively dual to the orbit closure $Y(\Gamma) \subset Y$ corresponding to $\Gamma$. In the rest of this subsection we shall assume that $Y(\Gamma)^{\vee}$ has codimension 1 , so that $\Delta_{A \cap \Gamma}$ is its equation. Note that only in this case do we need to find the exponent $m(\Gamma)$.

According to Theorem 30 of Appendix A, $m(\Gamma)$ can be expressed as

$$
\begin{equation*}
m(\Gamma)=(-1)^{k} \operatorname{mult}_{Y(\Gamma)^{\vee}} H^{\bullet}\left(L^{\bullet}(A, l)[a]\right) \tag{2.20}
\end{equation*}
$$

Here mult stands for the multiplicity of a module along an irreducible component of its support, see the discussion immediately preceding Theorem 30 from Appendix A. As usual, we extend multiplicity to graded modules (like the $H^{\bullet}$ of a complex) by alternating summation.

Let $V^{*}$ be the space dual to $V=\mathbf{C}^{A}$. Let $\left(b_{\omega}\right)$ be coordinates in $V^{*}$ dual to $\left(a_{\omega}\right)$, and $\mathbf{C}[b]$ be the ring of polynomials in $b_{\omega}$, i.e., the ring of regular functions on $V^{*}$. The variety $Y$ is embedded into $V^{*}$.

We regard $L^{i}(S)=\bigoplus_{l} L^{i}(A, l)$ as a $\mathbf{C}[b]$-module using the homomorphism $\mathbf{C}[b] \rightarrow \mathbf{C}[S]$ taking $b_{\omega}$ to the monomial $t^{\omega}$. Let $\mathbf{C}[a, b]=\mathbf{C}[a] \otimes \mathbf{C}[b]$ be the ring of polynomials in $a$ 's and $b$ 's, i.e., of regular functions on $V \times V^{*}$. Consider the complex of $\mathbf{C}[a, b]$-modules

$$
\begin{equation*}
\mathbf{C}[a] \otimes L^{0}(S) \rightarrow \mathbf{C}[a] \otimes L^{1}(S) \rightarrow \cdots \tag{2.21}
\end{equation*}
$$

with the differential defined by the same formula $\sum a_{\omega} \otimes \partial_{x^{\omega}}$. Let us denote this complex by $L^{\bullet}(S)[a]$.

Recall (Section 3B Chapter 1) that to any irreducible subvariety $Z$ of a smooth variety $M$, there corresponds a Lagrangian variety $\operatorname{Con}(Z) \subset T^{*} M$. In our situation, the product $V \times V^{*}$ is identified with the cotangent bundles of both $V^{*}$ and $V$. Under this identification the conormal variety $\operatorname{Con}(Y(\Gamma)) \subset T^{*} V^{*}$ corresponds to the conormal variety $\operatorname{Con}\left(Y(\Gamma)^{\vee}\right) \subset T^{*} V$ (since $Y(\Gamma)$ and $Y(\Gamma)^{\vee}$ are projectively dual). Let us denote this variety simply by $\operatorname{Con}(\Gamma)$.

## Proposition 2.6. We have

$$
m(\Gamma)=(-1)^{k} \operatorname{mult}_{\operatorname{Con}(\Gamma)} H^{\bullet}\left(L^{\bullet}(S)[a]\right)
$$

Proof. Consider in $\mathbf{C}[a, b]$ the grading given by $\operatorname{deg}\left(a_{\omega}\right)=0, \operatorname{deg}\left(b_{\omega}\right)=1$. Let $\pi_{\Gamma}: \operatorname{Con}(\Gamma) \rightarrow Y(\Gamma)^{\vee}$ be the natural projection. Since $\operatorname{dim}(\operatorname{Con}(\Gamma))=$ $\operatorname{dim}(V)=n$, and, by our assumptions, the variety $Y(\Gamma)^{\vee} \subset V$ has codimension 1, we find that the fibers of $\pi_{\Gamma}$ over generic points have dimension 1 . We claim that for $l \gg 0$ we have

$$
\operatorname{mult}_{\operatorname{Con}(\Gamma)} H^{i} L^{\bullet}(S)[a]=\operatorname{mult}_{Y(\Gamma)^{\vee}} H^{i}\left(L^{\bullet}(A, l)[a]\right)
$$

Indeed, $\operatorname{Con}(\Gamma)$ is a line bundle over $Y(\Gamma)^{\vee}$ at its generic point. Thus we have a trivialization $\pi_{\Gamma}^{-1}(U) \cong U \times \mathbf{C}$ for sufficiently small Zariski open $U \subset Y(\Gamma)^{\vee}$. Let $F$ be the field of rational functions on $Y(\Gamma)^{\vee}$. Then the field of rational functions on $\operatorname{Con}(\Gamma)$ is identified, by the above trivialization, with $F(t)$. Let $\mathcal{O}_{Y(\Gamma)^{v}, V}$ be the local ring of the irreducible subvariety $Y(\Gamma)^{\vee} \subset V$ (see [Hart]). By definition, this ring is obtained from $\mathbf{C}[V]=\mathbf{C}[a]$ by inverting all polynomials which do not vanish identically on $Y(\Gamma)^{\vee}$, i.e., all polynomials prime to $\Delta_{A \cap \Gamma}$. Let $m$ be the maximal ideal in $\mathcal{O}_{Y(\Gamma)^{v}, V}$, so that $\mathcal{O}_{Y(\Gamma)^{v}, V} / \mathbf{m}=F$. For a $\mathbf{C}[a]$-module $N$ we have, by definition of multiplicity,

$$
\operatorname{mult}_{Y(\Gamma)^{\vee}} N=\sum_{j} \operatorname{dim}_{F} \mathbf{m}^{j} N / \mathbf{m}^{j+1} N
$$

Now we take $N=H^{i} L^{\bullet}(A, l)[a]$ for some $i$. In this case $\mathbf{m}^{j} N / \mathbf{m}^{j+1} N$ is the $l$-th graded component of a certain graded module $M$ over $F[t]$ (the grading on $F[t]$ is given by $\operatorname{deg}(t)=1$ ). Namely, let us consider the ring $\mathcal{O}_{Y(\Gamma)^{v}, V}[b]$ with the grading $\operatorname{deg} b_{\omega}=1$. Let $I_{\operatorname{Con}(\Gamma)}$ be the ideal in this ring whose elements are functions vanishing on $\operatorname{Con}(\Gamma)$. Then

$$
\mathcal{O}_{Y(\Gamma)^{\vee}, V}[b] / I_{\operatorname{Con}(\Gamma)}=F[t]
$$

by virtue of the trivialization $\pi_{\Gamma}^{-1}(U)=U \times \mathbf{C}$ above. Consider the graded module

$$
M=\frac{I_{\operatorname{Con}(\Gamma)}^{j} H^{i} L^{\bullet}(S)[a]}{I_{\operatorname{Con}(\Gamma)}^{j+1} H^{i} L^{\bullet}(S)[a]} .
$$

Then $\mathbf{m}^{j} N / \mathbf{m}^{j+1} N$ is the $l$-th graded component of $M$.
Our statement follows now from the following obvious fact.
Let $F$ be a field and $M=\bigoplus M_{l}$ be a finitely generated graded $F[t]$-module. Then for $l \gg 0$ we have

$$
\operatorname{dim}_{F(t)} M \otimes_{F[t]} F(t)=\operatorname{dim}_{F} M_{l}
$$

## C. Constructible sheaves and characteristic cycles

We start by recalling background material on constructible sheaves. For a detailed treatment see [KS].

Let $M$ be a complex algebraic variety. A sheaf $\mathcal{F}$ on $M$ is called constructible if there is a Whitney stratification [KS] of $M$ by locally closed algebraic subvarieties $M_{\alpha}$ such that the restriction of $\mathcal{F}$ to each $M_{\alpha}$ is a locally constant sheaf of finite rank. A constructible sheaf $\mathcal{F}$ on $M$ defines a function $M \rightarrow \mathbf{Z}_{+}$which associates to $x \in M$ the $\operatorname{rank} \operatorname{rk}\left(\mathcal{F}_{x}\right)$ of the stalk of $\mathcal{F}$ at $x$.

A complex $\mathcal{F}^{\bullet}$ of sheaves on $M$ is called constructible if each cohomology sheaf $\underline{H}^{i}\left(\mathcal{F}^{\bullet}\right)$ is constructible and almost all cohomology sheaves are zero. Every sheaf will be regarded as a one-term complex placed in degree 0 , so all of the following discussion is applicable to individual sheaves as well.

A constructible complex $\mathcal{F}^{\bullet}$ on $M$ defines a function $M \rightarrow \mathbf{Z}$ denoted by

$$
\begin{equation*}
x \rightarrow \chi\left(\mathcal{F}^{\bullet}, x\right)=\sum(-1)^{i} \operatorname{rk}\left(\underline{H}^{i}\left(\mathcal{F}^{\bullet}\right)_{x}\right) \tag{2.22}
\end{equation*}
$$

If $\varphi: M \rightarrow N$ is a regular map of algebraic varieties and $\mathcal{F}^{\bullet}$ is a constructible complex on $M$ then the direct image $R \varphi_{*}\left(\mathcal{F}^{\bullet}\right)$ is a constructible complex on $N$.

Let $\varphi$ be a regular function on an algebraic variety $M$ and let $\mathcal{F}^{\bullet}$ be a constructible complex on $M$. To $\varphi$ and $\mathcal{F}^{\bullet}$, there are associated two new constructible complexes on the subvariety $Z=\varphi^{-1}(0) \subset M$ called the complexes of nearby cycles and vanishing cycles and denoted respectively $\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ and $\Phi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ (see [De1] [KS]).

Let us first describe $\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$. Before giving a formal definition let us look at the underlying idea. Let $x \in \varphi^{-1}(0)$ be any point. Take a small ball $B_{x}$ around $x$. Call the space of nearby $i$-cycles at $x$ for $\varphi$ with coefficients in $\mathcal{F}^{\bullet}$ the space of (hyper)cohomology

$$
\begin{equation*}
\mathbf{H}^{i}\left(B_{x} \cap \varphi^{-1}(\varepsilon), \mathcal{F}^{\bullet}\right) \tag{2.23}
\end{equation*}
$$

where $\varepsilon \neq 0$ is a small complex number (see Figure 44).
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We would like to define a constructible complex $\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ such that, for any $x \in \varphi^{-1}(0)$, the stalk of $\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ at $x$ is identified with (2.23). An obvious subtle point is that we do not have any canonical choice of $\varepsilon$. The formal definition which we are now going to state takes care of this subtlety by considering the universal covering of the space of all possible $\varepsilon$.

Let $e: \mathbf{C} \rightarrow \mathbf{C}^{*}$ be the universal covering (the exponential function). Let $U=M-\varphi^{-1}(0)$, so $\varphi$ gives a map $U \rightarrow \mathbf{C}^{*}$. Consider the fiber product $\tilde{U}$ of $U$ and $\mathbf{C}$ over $\mathbf{C}^{*}$, so that we have maps $\pi: \tilde{U} \rightarrow U$ (which is a covering with the Galois group $\mathbf{Z}$ ) and $\tilde{\varphi}: \tilde{U} \rightarrow \mathbf{C}$. Let also $i: \varphi^{-1}(0) \hookrightarrow M, j: U \hookrightarrow M$ be the embeddings.

Definition 2.7. The complex of nearby cycles is a complex on $\varphi^{-1}(0)$ given by

$$
\Psi_{\varphi}\left(\mathcal{F}^{*}\right)=i^{*} R(j \pi)_{*}\left(\pi^{*} \mathcal{F}^{*}\right)
$$

In fact, we shall be interested only in numerical invariants of this complex for which the naive point of view of (2.23) is sufficient.

Proposition 2.8. Let $x \in \varphi^{-1}(0)$ be any point. Then in the notation of (2.22) and (2.23), we have

$$
\chi\left(\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right), x\right)=\chi\left(B_{x} \cap \varphi^{-1}(\varepsilon), \mathcal{F}^{\bullet}\right):=\sum_{i}(-1)^{i} \operatorname{dim} \mathbf{H}^{i}\left(B_{x} \cap \varphi^{-1}(\epsilon), \mathcal{F}^{\bullet}\right)
$$

The proof is straightforward and is obtained by unraveling the definitions of the direct and inverse images.

There is a canonical map can : $i^{*}\left(\mathcal{F}^{\bullet}\right) \rightarrow \Psi_{\varphi}\left(\mathcal{F}^{*}\right)$ of complexes of sheaves on $\varphi^{-1}(0)$ (recall that we denote by $i: \varphi^{-1}(0) \hookrightarrow M$ the embedding).

Definition 2.9. The complex of vanishing cycles $\Phi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ is the chain cone of the map can.

Thus we have an exact sequence of sheaves

$$
\cdots \rightarrow i^{*} \underline{H}^{p}\left(\mathcal{F}^{\bullet}\right) \rightarrow \underline{H}^{p}\left(\Psi_{\varphi}\left(\mathcal{F}^{\bullet}\right)\right) \rightarrow \underline{H}^{p}\left(\Phi_{\varphi}\left(\mathcal{F}^{\bullet}\right)\right) \rightarrow i^{*} \underline{H}^{p+1}\left(\mathcal{F}^{\bullet}\right) \rightarrow \cdots
$$

so $\Phi_{\varphi}\left(\mathcal{F}^{\bullet}\right)$ measures the difference between the cohomology of the generic fiber $\varphi^{-1}(\varepsilon)$ and the special fiber $\varphi^{-1}(0)$.

For example, if $M=\mathbf{C}, \mathcal{F}=\underline{\mathbf{C}}$ is the constant sheaf on $\mathbf{C}$ (regarded as a complex placed in degree 0 ) and $\varphi(z)=z$ then $\Phi_{\varphi}(\mathcal{F})=0$, since there is no difference between stalks of $\mathcal{F}$ at $0=\varphi^{-1}(0)$ and other points.

Proposition 2.8 implies the following fact.
Proposition 2.10. The stalk Euler characteristic $\chi\left(\Phi_{\varphi}\left(\mathcal{F}^{\bullet}\right), x\right)$ at any point $x \in$ $\varphi^{-1}(0)$ can be calculated as

$$
\chi\left(B_{x} \cap \varphi^{-1}(0), \mathcal{F}^{\bullet}\right)-\chi\left(B_{x} \cap \varphi^{-1}(\varepsilon), \mathcal{F}^{\bullet}\right)
$$

where $B_{x}$ is a small ball around $x$.
Now let $M$ be a smooth complex algebraic variety with the cotangent bundle $T^{*} M$. Let $\mathcal{F}^{\bullet}$ be a constructible complex on $M$. The characteristic cycle of $\mathcal{F}^{\bullet}$ is an algebraic cycle in $T^{*} M$ of the form

$$
\begin{equation*}
\mathbf{S S}\left(\mathcal{F}^{\bullet}\right)=\sum_{\Lambda \subset T^{*} M} c\left(\Lambda ; \mathcal{F}^{*}\right) \cdot \Lambda \tag{2.24}
\end{equation*}
$$

where $\Lambda$ runs over conic Lagrangian subvarieties in $T^{*} M$ and the $c\left(\Lambda ; \mathcal{F}^{\bullet}\right)$ are some integers defined as follows [Gi] [KS].

As we saw in Proposition 3.1, Chapter 1, every conic Lagrangian subvariety $\Lambda \subset T^{*} M$ has the form

$$
\operatorname{Con}(Z)=\overline{T_{Z_{\mathrm{sm}}}^{*}(M)}
$$

i.e., is the closure of the conormal bundle to the smooth part of some possibly singular closed subvariety $Z \subset M$. Take $\Lambda=\operatorname{Con}(Z)$. Take a generic point $x \in Z$ and a generic function $\varphi$ in a neighborhood of $x$ such that $\varphi=0$ on $Z$ and the cotangent vector $d_{x} \varphi$ lies in $T_{Z_{\mathrm{sm}}}^{*}(M)$. Then the coefficient $c\left(\Lambda ; \mathcal{F}^{\bullet}\right)$ is given by

$$
\begin{equation*}
c\left(\Lambda ; \mathcal{F}^{*}\right)=(-1)^{\operatorname{dim}(M)-1} \chi\left(\Phi_{\varphi}\left(\mathcal{F}^{*}\right), x\right) \tag{2.25}
\end{equation*}
$$

It is known that the right hand side of (2.25) does not depend on the choice of generic $\varphi$ and $x$ as above. If $\Lambda=M$ is the zero section of the cotangent bundle, we set $c\left(\Lambda ; \mathcal{F}^{\bullet}\right)$ to be the stalk Euler characteristic $\chi\left(\mathcal{F}^{\bullet}, x\right)$ for a generic point $x \in M$.

Informally, $c\left(\Lambda ; \mathcal{F}^{\bullet}\right)$ measures the "jump" of $\mathcal{F}^{\bullet}$ at a generic point of the subvariety $Z \subset M$ corresponding to $\Lambda$. For example, if $\mathcal{F}$ is a constant sheaf then $c\left(\Lambda ; \mathcal{F}^{\bullet}\right)=0$ for any $\Lambda \neq M$. Moreover, it is known that if $\left\{M_{\alpha}\right\}$ is a Whitney stratification of $M$ such that the $\underline{H}_{i}\left(\mathcal{F}^{\bullet}\right)$ are locally constant on each $M_{\alpha}$ then only the varieties $\operatorname{Con}\left(\overline{M_{\alpha}}\right)$ can occur in $\mathbf{S S}\left(\mathcal{F}^{\bullet}\right)$ with non-zero coefficients, see $[\mathrm{KS}]$.

## D. The case of toric varieties: interpretation of multiplicities

Now we return to the setup of subsections A, B, and the notation there. So $V=\mathbf{C}^{A}$; $Y=Y_{A} \subset V^{*}$ is an affine toric variety associated with $A ; Y^{0}(\Gamma)$ is the torus orbit corresponding to the face $\Gamma \subset Q, Q=\operatorname{Conv}(A) ; Y^{0}=Y^{0}(Q)$ is the open orbit; and $Y(\Gamma)$ is the closure of $Y^{0}(\Gamma)$.

Let $j: Y^{0} \hookrightarrow V^{*}$ be the embedding. Then $R j_{*} \underline{\mathbf{C}}_{Y^{0}}$ is a constructible complex on $V^{*}$ whose cohomology sheaves are locally constant (in fact, constant) along each $Y^{0}(\Gamma)$. For several reasons it will be more convenient to consider the shifted complex $R j_{*} \underline{C}_{Y^{0}}[n-k]$, where $k=\operatorname{dim} Y, n=\#(A)=\operatorname{dim} V$. We are interested in the multiplicity of the Lagrangian variety $\operatorname{Con}(\Gamma)=\operatorname{Con}(Y(\Gamma))$ in the characteristic cycle of this shifted complex (see (2.25)).

Theorem 2.11. For any face $\Gamma \subset Q$, we have

$$
c\left(\operatorname{Con}(\Gamma), R j_{*} \underline{\mathrm{C}}_{Y^{0}}[n-k]\right)=i(\Gamma, A) u(S / \Gamma)
$$

Here $i(\Gamma, A)$ and $u(S / \Gamma)$ are the same as in Theorem 1.2.
Of course, the shift amounts to multiplying the multiplicity in question by $(-1)^{n-k}$.

Proof. We use the "transversal slice" to $Y(\Gamma)$ constructed in Theorem 3.1 Chapter 5. Let us use the terminology of Section 3 Chapter 5.

Let $S$ be any admissible semigroup, and let $\Xi=\mathbf{Z}^{m}$ be its group completion. Choose a system $B$ of generators of $S$. Let $\mathbf{C}^{B}$ denote, as usual, the space of Laurent polynomials $f\left(x_{1}, \ldots, x_{m}\right)=\sum_{\omega \in B} a_{\omega} x^{\omega}$. So the ( $a_{\omega}$ ) form a system of coordinates in $\mathbf{C}^{B}$. Consider also the dual space $\left(\mathbf{C}^{B}\right)^{*}$ with coordinates $z_{\omega}$ dual to the $a_{\omega}$.

Let $Y_{S}=\operatorname{Spec} \mathbf{C}[S]$ be the toric variety corresponding to $S$. It is embedded into the space $\left(\mathbf{C}^{B}\right)^{*}$ as the closure of the set

$$
Y_{S}^{0}=\left\{\left(z_{\omega}\right)_{\omega \in B}: z_{\omega}=x^{\omega}, x \in\left(\mathbf{C}^{*}\right)^{m}\right\}
$$

which is the open torus orbit. Let $j: Y_{S}^{0} \hookrightarrow\left(\mathbf{C}^{B}\right)^{*}$ be the embedding. Let $0 \in Y_{S}$ be the unique zero-dimensional torus orbit.

Theorem 2.11 will be a consequence of Theorem 3.1 Chapter 5 and the following fact.

Theorem 2.12. Under the above assumptions, the multiplicity

$$
c\left(\operatorname{Con}(0), R j_{*} \underline{\mathbf{C}}_{Y_{s}^{0}}[\#(B)-m]\right)
$$

equals $u(S)$, the subdiagram volume of the semigroup $S$.
Proof of Theorem 2.12. Let $K \subset \Xi_{\mathbf{R}}=\mathbf{R}^{m}$ be the convex hull of $S$, and let $K_{+}=\operatorname{Conv}(S-\{0\}), K_{-}=K-K_{+}$so $u(S)=\operatorname{Vol}_{\Xi}\left(K_{-}\right)$. We assume that the set $B$ of generators of $S$ does not contain 0 . Let $P_{1} \subset \mathbf{R}^{m}$ be the convex hull of $B \cup\{0\}$, and $P_{2}$ be the convex hull of $B$. Then $K_{-}=P_{1}-P_{2}$, so $u(S)=\operatorname{Vol}_{\Xi}\left(P_{1}\right)-\operatorname{Vol}_{\Xi}\left(P_{2}\right)$ (see Figure 45).
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After these preparations, let us calculate the multiplicity in Theorem 2.12. By definition,

$$
c\left(\operatorname{Con}(0), R j_{*} \underline{\mathbf{C}}_{Y_{s}^{0}}[\#(B)-m]\right)=\chi\left(\Phi_{\varphi}\left(R j_{*} \underline{\mathbf{C}}_{Y_{s}^{0}}\right)[\#(B)-m], 0\right)
$$

where $\varphi$ is a generic linear functional on the ambient space $\left(\mathbf{C}^{B}\right)^{*}$. By Proposition 2.10 , this number equals

$$
(-1)^{m-1}\left(\chi\left(\varphi^{-1}(0), R j_{*} \underline{\mathbf{C}}_{Y_{S}^{0}}\right)-\chi\left(\varphi^{-1}(\varepsilon), R j_{*} \underline{\mathbf{C}}_{Y_{s}^{0}}\right)\right)
$$

(there is no need to intersect with a small ball around 0 since the Euler characteristics of the parts of $\varphi^{-1}(0)$ and $\varphi^{-1}(\varepsilon)$ situated away from 0 will cancel out). After
restricting to $Y_{S}^{0} \cong\left(\mathbf{C}^{*}\right)^{m}$ a generic linear function $\varphi$ becomes a generic Laurent polynomial

$$
f(x)=\sum_{\omega \in B} a_{\omega} x^{\omega} \in \mathbf{C}^{B}
$$

So our multiplicity can be written as the difference of the usual Euler characteristics (with coefficients in C):

$$
\begin{aligned}
& c\left(\operatorname{Con}(0), R j_{*} \mathbf{C}_{Y_{s}^{0}}\right) \\
& \quad=(-1)^{m-1} \chi\left\{x \in\left(\mathbf{C}^{*}\right)^{m}: f(x)=\varepsilon\right\}-(-1)^{m-1} \chi\left\{x \in\left(\mathbf{C}^{*}\right)^{m}: f(x)=0\right\} .
\end{aligned}
$$

By Theorem 2.4 of Chapter 6, the first summand equals $\mathrm{Vol}_{\Xi}\left(P_{1}\right)$ (since $P_{1}$ is the Newton polytope of the polynomial $f(x)-\varepsilon$ ); the second one, by the similar reason, is equal to $\mathrm{Vol}_{\Xi}\left(P_{2}\right)$. So the difference equals $u(S)=\mathrm{Vol}_{\Xi}\left(P_{1}\right)-\mathrm{Vol}_{\Xi}\left(P_{2}\right)$. Theorem 2.12 and thus 2.11 are proved.

## E. End of the proof: Riemann-Hilbert correspondence

We now prove that for any face $\Gamma \subset Q$

$$
\begin{equation*}
m(\Gamma)=i(\Gamma, A) u(S / \Gamma) \tag{2.26}
\end{equation*}
$$

where $m(\Gamma)$ is the exponent of $\Delta_{A \cap \Gamma}$ in $E_{A}$. This will establish Theorem 1.2 up to a scalar multiple. Finally, at the end of the subsection we shall explain how to take care of the scalar multiple.

By Proposition 2.6, $m(\Gamma)$ is the alternating sum of multiplicities along $\operatorname{Con}(\Gamma)$ of a certain complex of $\mathbf{C}[a, b]$-modules. By Theorem $2.11, i(\Gamma, A) \cdot u(S / \Gamma)$ is the multiplicity of Con $(\Gamma)$ in the characteristic cycle of some constructible complex of sheaves. To relate these objects to each other we use a certain ring of differential operators whose associated graded ring is $\mathbf{C}[a, b]$. We shall use the RiemannHilbert correspondence between holonomic regular $\mathcal{D}$-modules and constructible sheaves [KK] [Meb 1-2]. Let us recall the main features of this correspondence.

Let $M$ be a smooth complex algebraic variety and let $\mathcal{D}_{M}$ be the sheaf of (algebraic) linear differential operators on $M$. This is a sheaf of filtered rings, the filtration $F$ being defined by the order of the differential operators. The associated graded sheaf of rings is $S^{\bullet}\left(T_{M}\right)$, the symmetric algebra of the tangent bundle of M.

We are interested in coherent sheaves of $\mathcal{D}_{M}$-modules which will be called just $\mathcal{D}_{M}$-modules (left or right). For example, the sheaf $\mathcal{O}_{M}$ is a left $\mathcal{D}_{M}$-module. If $\mathcal{M}$ is a $\mathcal{D}_{M}$-module, then it is known that $\mathcal{M}$ possesses a good filtration, i.e., a filtration $F_{0} \mathcal{M}$ which is compatible with $F_{\bullet} \mathcal{D}_{M}$ and such that the associated
graded module $\operatorname{gr}_{\bullet}^{F}(\mathcal{M})$ is coherent over $S^{\bullet} T_{M}$. The support of $\operatorname{gr}_{\bullet}^{F}(\mathcal{M})$ is a conic subvariety in $T^{*} M$. It is known to be independent of the choice of a good filtration. This support is denoted $\operatorname{Char}(\mathcal{M})$ and called the characteristic variety of $\mathcal{M}$. If $\Lambda$ is any irreducible component of $\operatorname{Char}(\mathcal{M})$ then the multiplicity mult ${ }_{\Lambda} \mathrm{gr}_{\bullet}(\mathcal{M})$ is also independent of $F$. Let us denote this multiplicity by $c(\Lambda ; \mathcal{M})$. Therefore we can form the characteristic cycle of $\mathcal{M}$ :

$$
\begin{equation*}
\operatorname{Char}(\mathcal{M})=\sum_{\Lambda \subset T^{*} \cdot M} c(\Lambda ; \mathcal{M}) \cdot \Lambda \tag{2.27}
\end{equation*}
$$

It is known that $\operatorname{dim}(\operatorname{Char}(\mathcal{M})) \geq \operatorname{dim}(M) . \operatorname{If} \operatorname{dim}(\operatorname{Char}(\mathcal{M}))=\operatorname{dim}(M)$, a module $\mathcal{M}$ is called holonomic. In this case $\operatorname{Char}(\mathcal{M})$ is a Lagrangian subvariety [Bj] [Gi] [KS] and hence the characteristic cycle $\operatorname{Char}(\mathcal{M})$ is an object of the same nature as the characteristic cycles of constructible complexes defined in subsection $C$ above.

The de Rham complex of a right $\mathcal{D}_{M}$-module $\mathcal{M}$ is the complex

$$
\begin{equation*}
\operatorname{DR}(\mathcal{M})=\mathcal{M} \otimes_{\mathcal{D}_{M}}^{L} \mathcal{O}_{M, \mathrm{an}} \tag{2.28}
\end{equation*}
$$

where $\otimes^{L}$ is the left derived functor of the tensor product and $\mathcal{O}_{M \text {, an }}$ is the sheaf of complex analytic functions on $M$. We consider the functor $D R$ for complexes of right $\mathcal{D}$-modules as well.

The Riemann-Hilbert correspondence is the functor DR from (complexes of) holonomic $\mathcal{D}$-modules to complexes of sheaves of $\mathbf{C}$-vector spaces. We need the following fundamental properties of this correspondence [KK], [Meb 1-2].

## Theorem 2.13.

(a) If $\mathcal{M}$ is a holonomic right $\mathcal{D}_{M}$-module then $\operatorname{DR}(\mathcal{M})$ is a constructible complex.
(b) If $\mathcal{M}^{\bullet}$ is a complex of coherent right $\mathcal{D}_{M}$-modules such that the cohomology modules $\underline{H}^{i}\left(\mathcal{M}^{\bullet}\right)$ are holonomic and regular (see loc. cit.) then we have the equality of algebraic cycles in $T^{*} M$

$$
\sum_{i}(-1)^{i} \operatorname{Char}\left(\underline{H}^{i}\left(\mathcal{M}^{\bullet}\right)\right)=(-1)^{\operatorname{dim} M} \operatorname{SS}\left(\operatorname{DR}\left(\mathcal{M}^{\bullet}\right)\right)
$$

In this theorem the regularity condition is essential. We shall use the following fact [KK], [Meb 1-2] giving a necessary and sufficient condition for regularity.

Theorem 2.14. Let $\mathcal{M}^{\bullet}$ be a complex of coherent right $\mathcal{D}_{M}$-modules such that the cohomology modules $\underline{H}^{i}\left(\mathcal{M}^{\bullet}\right)$ are holonomic. The condition that all these modules are regular is equivalent to the following condition:
${ }^{(*)}$ Let $x \in M$ be any point and let $\mathcal{O}_{x, M}^{\wedge}$ be the formal completion of $\mathcal{O}_{M}$ at $x$. Let

$$
\operatorname{DR}\left(\mathcal{M}^{\bullet}, x\right)^{\wedge}=\mathcal{M}^{\bullet} \otimes_{\mathcal{D}_{M}}^{L} \mathcal{O}_{x, M}^{\wedge}
$$

be the formal de Rham complex at $x$. Then the natural map from the stalk at $x$ of $\operatorname{DR}\left(\mathcal{M}^{\bullet}\right)$ to $\operatorname{DR}\left(\mathcal{M}^{\bullet}, x\right)^{\wedge}$ is a quasi-isomorphism.

Let us now proceed to the proof of (2.26). By Theorem 2.11, this is equivalent to the following.

Theorem 2.15. For any face $\Gamma \subset Q$, we have

$$
m(\Gamma)=c\left(\operatorname{Con}(\Gamma), R j_{*} \underline{C}_{Y^{0}}[n-k]\right)
$$

As in subsection B above, let $V^{*}$ be the dual space to $V=\mathbf{C}^{A}$, and ( $b_{\omega}$ ) the distinguished coordinates in $V^{*}$. Let Dif be the Weyl algebra of polynomial differential operators on $V^{*}$, generated by the $b_{\omega}$ and the $\partial / \partial b_{\omega}$. We introduce a filtration $F$ on Dif by letting $F_{k}$ Dif consist of the operators of order $\leq k$. The associated graded ring gr. ${ }^{F}$ Dif will be identified with the algebra of polynomials $\mathrm{C}[a, b]$, where we associate the image of $\partial / \partial b_{\omega}$ to the variable $a_{\omega}$. The category of finitely generated right modules over the algebra Dif is equivalent to the category of coherent sheaves of right $\mathcal{D}_{V^{*}}$-modules (see [Bj]).

Now consider the exterior derivative $d: L^{k}(S) \rightarrow L^{k+1}(S)$ defined by (2.2). We also consider the right Dif-modules $L^{k}(S) \otimes_{\mathrm{C}[b]}$ Dif and the maps $\tilde{\partial}_{k}: L^{k}(S) \otimes$ Dif $\rightarrow L^{k+1}(S) \otimes$ Dif, having the form

$$
\begin{equation*}
\tilde{\partial}_{k}(\lambda \otimes p)=d(\lambda) \otimes p+\sum_{\omega \in A} \partial_{x^{\omega}}(\lambda) \otimes\left(\partial / \partial b_{\omega}\right) p \tag{2.29}
\end{equation*}
$$

where $\lambda \in L^{k}(S), p \in$ Dif. We introduce a filtration on $L^{k}(S) \otimes$ Dif by setting $F_{m}\left(L^{k}(S) \otimes\right.$ Dif $)=L^{k}(S) \otimes F_{k+m}$ Dif. The following proposition is checked directly.

## Proposition 2.16.

(a) The right Dif-modules $L^{k}(S) \otimes_{\mathbf{C}_{[b]}}$ Dif together with the differentials $\tilde{\partial}_{k}$ and the above filtration form a filtered complex.
(b) The graded complex of $\mathrm{C}[a, b]$-modules associated to the filtered complex of Dif-modules $L^{\bullet}(S) \otimes_{\mathbf{C}[b]}$ Dif is isomorphic to the complex $L^{\bullet}(S)[a]$ (see(2.21)).

If $M$ is a finitely generated right Dif-module then, by the de Rham complex of $M$, the de Rham complex (2.28) of the $\mathcal{D}_{V^{*}}$-module is

$$
\mathcal{M}=M \otimes_{\mathrm{Dif}} \mathcal{D}_{V^{*}}
$$

canonically associated to $M$. The same for complexes of Dif-modules.
We calculate the de Rham complexes of the complex of right Dif-modules in Proposition 2.16 in terms of the ordinary de Rham complexes of differential forms. More precisely, we introduced in subsection A the logarithmic de Rham complex $\Omega_{Y, \text { an }}^{*}\left(\log Y_{1}\right)$.

Proposition 2.17. The complex $\operatorname{DR}\left(L^{\bullet}(S) \otimes \operatorname{Dif}\right)$ is naturally identified with the direct image to $V^{*}$ of the logarithmic de Rham complex $\left(\Omega_{Y, \text { an }}^{*}\left(\log Y_{1}\right), d\right)$.

Proof. The $\mathcal{D}_{V^{*}}-$ module, corresponding to $L^{i}(S) \otimes$ Dif is nothing but $\Omega_{Y}^{i}\left(\log Y_{1}\right) \otimes \mathcal{O}_{V^{*}}$ $\mathcal{D}_{V^{*}}$. Hence after tensor multiplication over $\mathcal{D}_{V^{*}}$ with $\mathcal{O}_{V^{*}}$, we get back $\Omega_{Y}^{i}\left(\log Y_{1}\right)$. Similarly we compare the differentials.

Combining Theorem 2.14 and Theorem 2.2 (b) implies that all the cohomology modules of the complex

$$
\begin{equation*}
\left(L^{*}(S) \otimes \text { Dif }\right) \otimes_{\text {Dif }} \mathcal{D}_{V^{*}} \tag{2.30}
\end{equation*}
$$

are regular. Proposition 2.17 together with Theorems 2.13 and 2.2 (a) imply that the characteristic cycle (2.24) of the constructible complex $R j_{*} \mathbf{C}_{Y^{0}}$ coincides, up to a sign $(-1)^{n}$, with the characteristic cycle (2.27) of the complex (2.30) of $\mathcal{D}_{V^{*}}-$ modules. The latter characteristic cycle is defined in terms of multiplicities of associated graded modules. Therefore

$$
m(\Gamma)=\operatorname{mult}_{\operatorname{Con}(\Gamma)} H^{\bullet}\left(L^{\bullet}(S)[a]\right)=(-1)^{k}(-1)^{n} c\left(\operatorname{Con}(\Gamma), R j_{*} \underline{\mathbf{C}}_{Y^{0}}\right)
$$

This proves Theorem 2.15 and hence (2.26).
To complete the proof of Theorem 1.2, we need to show that no prime number $p \in \mathbf{Z}$ can enter the prime factorization of $E_{A}$ in the ring $\mathbf{Z}\left[\left(a_{\omega}\right)\right]$. This is done as in the proof of Theorem 2.5 Chapter 8. Namely, we consider the field $F$ which is the algebraic closure of $\mathbf{Z} / p \mathbf{Z}$ and define the $F$-form of the complex $L^{\bullet}(l, A)$. This is a complex $L_{F}^{\bullet}(A, l)$ of $F$-vector spaces with the differential $\partial_{f}$ depending on a polynomial $f \in F^{A}$ with coefficients in $F$. As before, it is enough to prove that, for a generic $f \in F^{A}$, the complex ( $L_{F}^{\bullet}(A, l), \partial_{f}$ ) is exact. But this follows as in Proposition 2.4 by considering sheaves of logarithmic forms on the $F$-variety obtained from $Y$.

Theorem 1.2 is completely proved.

## 3. Proof of the properties of generalized $A$-determinants

In this section we keep the notation of Section 1E.

## A. Proof of Proposition 1.9

We first consider the case when $S$ generates $\Xi$. The proof is entirely similar to that of Proposition 2.4: we consider the toric variety $Y=\operatorname{Spec} \mathbf{C}[S]$, and the complex in question will be exact whenever the restriction of $f$ to any torus orbit of positive dimension in $Y$ has no critical points. Since we assume that the convex cone generated by $A$ coincides with $\operatorname{Conv}(S)$, the conditions $\Delta_{A \cap \Gamma}(f) \neq 0, \Gamma \subset Q$, guarantee the absense of critical points. We leave the details to the reader.

If $\operatorname{Lin}_{Z}(S)$ has the same rank as $\Xi$ then we are reduced to the above case since

$$
L^{\bullet}(A, l, S, \Xi)=L^{\bullet}\left(A, l, S, \operatorname{Lin}_{\mathbf{Z}}(S)\right)
$$

(the choice of the lattice affects only the choice of bases in the terms of these complexes).

Suppose now that $\operatorname{Lin}_{\mathbf{Z}}(\Xi)$ has rank $k-d<k=\operatorname{rk}(\Xi)$. Introduce on $L^{\bullet}(l, A, S, \Xi)$ an increasing filtration $F$ by

$$
\begin{equation*}
F_{p} L^{i}(A, l, S, \Xi)=\bigoplus_{u \in S_{i+l}} \operatorname{Im}\left\{\bigwedge^{p} \operatorname{Lin}_{\mathbf{C}}(S) \otimes \bigwedge^{i-p}\left(\Xi_{\mathbf{C}}\right) \rightarrow \bigwedge^{i} \Xi_{\mathbf{C}}\right\} \tag{3.1}
\end{equation*}
$$

Clearly, $F$ makes $L^{\bullet}(A, l, S, \Xi)$ into a filtered complex and the quotients of this filtration are

$$
\begin{equation*}
\operatorname{gr}_{p}^{F} L^{\bullet}(A, l, S, \Xi)=L^{\bullet}\left(A, l, S, \Xi \cap \operatorname{Lin}_{\mathbf{R}}(A)\right) \otimes \bigwedge^{p} \mathbf{C}^{d}[p] \tag{3.2}
\end{equation*}
$$

In other words, the $p$-th quotient is the direct sum of $\binom{d}{p}$ copies of the $p$ times shifted complex corresponding to the lattice of the same rank as $\operatorname{Lin}_{Z}(S)$. For such complexes we already know the exactness. Since the exactness of the quotients of a filtration implies the exactness of a complex, we are done.

## B. Proofs of Proposition 1.10 and Theorem 1.11

The fact that for $l \gg 0$ the rational function $f \mapsto E_{A, l}(f, S, \Xi)$ is independent of $l$ up to a constant is proved as in Proposition 2.6. We leave the details to the reader.

The independence up to a sign is known (Proposition 1.1) for the case when $S$ and $\Xi$ are generated by $A$ as a semigroup and a group, respectively. In the general
case this will follow from the next two comparison lemmas, which will also imply Theorem 1.11.

## Lemma 3.1.

(a) If $\operatorname{rk} \operatorname{Lin}_{\mathrm{Z}}(A)=\mathrm{rk} \Xi$ then

$$
\begin{equation*}
E_{A, l}(f, S, \Xi)= \pm\left[\Xi: \operatorname{Lin}_{\mathbf{Z}}(S)\right]^{\mathrm{Vol}_{\theta}(Q)} E_{A, l}\left(f, S, \operatorname{Lin}_{\mathrm{Z}}(S)\right) \tag{3.3}
\end{equation*}
$$

where $\Theta=\operatorname{Lin}_{\mathbf{Z}}(S) \cap\{u \in \Xi: h(u)=1\}$.
(b) If $\operatorname{rk} \operatorname{Lin}_{\mathrm{Z}}(A)<\operatorname{rk} \Xi$ then $E_{A, l}(f, S, \Xi)$ is identically equal to $\pm 1$.

Lemma 3.2. Suppose that $\Xi$ is generated by $S$ as an Abelian group and let $S(A)$ be the subsemigroup in $\Xi$ generated by $A$. Then, in the notation of Theorem 1.11, we have

$$
\begin{equation*}
E_{A, l}(f, S, \Xi)=E_{A, l}(f, S(A), \Xi)^{\left[\operatorname{Lin}_{\mathbf{Z}}\left(S_{\mathbf{Z}}\right): \operatorname{Lin}_{\mathbf{Z}}(A)\right]} \tag{3.4}
\end{equation*}
$$

It remains therefore to prove these two lemmas.
Proof of Lemma 3.1. (a) The principal determinants on both sides of (3.3) are determinants of the same complex, but with different choices of bases, corresponding to the lattices $L_{\mathbf{Z}}^{*}(A, l, S, \Xi)$ and $L_{\mathbf{Z}}^{\bullet}\left(A, l, S, \operatorname{Lin}_{\mathbf{Z}}(A)\right)$. Hence, their ratio is the alternating product

$$
\frac{E_{A, l}(f, S, \Xi)}{E_{A, l}\left(f, S, \operatorname{Lin}_{\mathbf{Z}}(S)\right)}=\prod_{i}\left[L_{\mathbf{Z}}^{i}(A, l, S, \Xi): L_{\mathbf{Z}}^{i}\left(A, l, S, \operatorname{Lin}_{\mathbf{Z}}(A)\right)\right]^{(-1)^{k-i}} .
$$

For typographic reasons we introduce the notation $a \uparrow b$ for the power $a^{b}$. Clearly,

$$
\left[\bigwedge^{i} \Xi: \bigwedge^{i} \operatorname{Lin}_{\mathbf{Z}}(S)\right]=\left[\Xi: \operatorname{Lin}_{\mathbf{Z}}(S)\right] \uparrow\binom{k}{i-1}
$$

where $\binom{k}{-1}$ is taken to be 0 . Hence, our alternating product is equal to

$$
\begin{equation*}
\left[\Xi: \operatorname{Lin}_{\mathbf{Z}}(S)\right] \uparrow\left(\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i-1} \#\left(S_{l+i}\right)\right) \tag{3.5}
\end{equation*}
$$

For large $l$ the cardinality $\#\left(S_{l}\right)$ is a certain polynomial $p_{S}(l)$ in $l$ (cf. the proof of Theorem 2.8 Chapter 9 for similar situation). The easiest way to see this in our case is to note that $\#\left(S_{l}\right)$ is the dimension of the $l$-th graded component of the semigroup algebra $\mathbf{C}[S]$. It is well known that, for any finitely generated graded commutative algebra $R=\bigoplus R_{l}$, the dimension $\operatorname{dim} R_{l}$ is for $l \gg 0$ given by a
polynomial in $l$, the Hilbert polynomial of $R$ (see Section 3F Chapter 5 above or [Hart], Chapter I, Section 7).

To find the leading term of $p_{S}(l)$, we note that, for large $l$, the numbers $\#\left(S_{l}\right)$ and \#( $\left.l Q \cap \operatorname{Lin}_{Z}(S)\right)$ differ by the contribution from points situated near the boundary of the cone $K=\operatorname{Conv}(S)$, so this difference has asymptotics $o\left(l^{k-1}\right)$. Thus, by Proposition 3.7 Chapter 5, we find that

$$
p_{S}(l)=\left(\operatorname{Vol}_{\Theta}(Q) \cdot l^{k-1} /(k-1)!\right)+(\text { terms of degree }<k-1)
$$

The cardinality of $S_{i+l}$ has, as a function of $l$, the same leading term. Therefore, by Lemma 2.9 Chapter 9, the exponent in (3.5) is equal to $\mathrm{Vol}_{\Theta}(Q)$, proving (3.3).
(b) We use the filtration $F$ of (3.1). There is a similar filtration on the $\mathbf{Z}$ lattices. Using multiplicativity of determinants under filtrations and (3.2), we conclude that

$$
\begin{equation*}
E_{A, l}(f, S, \Xi)=E_{A}\left(f, S, \operatorname{Lin}_{\mathbf{Z}} A\right) \uparrow \sum_{p=0}^{d}(-1)^{p}\binom{d}{p} \tag{3.6}
\end{equation*}
$$

By the binomial formula, the exponent in (3.6) is equal to 0 , from which we get the assertion.

Proof of Lemma 3.2. Let $U$ be any subset in $S$ such that $U+A \subset U$. We define the subcomplex $L^{\bullet}(A, l, U, \Xi)$ in $L^{\bullet}(A, l, S, \Xi)$ by putting

$$
L^{i}(A, l, U,, \Xi)=\bigoplus_{u \in S_{i+1} \cap U} \bigwedge^{i} \Xi_{\mathrm{C}}
$$

The terms of this complex are equipped with obvious $\mathbf{Z}$-lattices obtained by summing the lattices $\wedge^{i} \Xi$.

Recall that by $S_{\mathbf{Z}}$, we denoted the semigroup $\{u \in S: h(u) \in \mathbf{Z}\}$. Let $\gamma \subset \operatorname{Lin}_{\mathbf{Z}}\left(S_{\mathbf{Z}}\right)$ be any coset of $\operatorname{Lin}_{\mathbf{Z}}(A)$. We take $U=S \cap \gamma$. Obviously,

$$
\begin{equation*}
L^{\bullet}(A, l, S, \Xi)=\bigoplus_{\gamma \in \operatorname{Lin}_{\mathbf{Z}}\left(S_{\mathbf{Z}}\right) / \operatorname{Lin}_{\mathbf{Z}}(A)} L^{\bullet}(A, l, S \cap \gamma, \Xi) \tag{3.7}
\end{equation*}
$$

So $E_{A, l}(f, S, \Xi)$ is the product of the determinants of the complexes on the right hand side of (3.7) (taken with respect to the above lattices). It remains to show the following lemma.

Lemma 3.3. Let $S(A) \subset \Xi$ be the semigroup generated by $A$. Then for $l \gg 0$ and any coset $\gamma$ as above, we have

$$
\operatorname{det}\left(L^{\bullet}(l, A, S \cap \gamma, \Xi), \partial_{f}\right)= \pm \operatorname{det}\left(L^{\bullet}(l, A, S(A), \Xi), \partial_{f}\right)
$$

Proof of Lemma 3.3. Let $\xi \in S$ be an element lying in the interior of $\operatorname{Conv}(S)$. Suppose $h(\xi)=m$. For any $l$ the translation by $\xi$ gives rise to an embedding of sets

$$
S(A)_{l+i} \rightarrow S_{l+m+i} \cap\left(\xi+\operatorname{Lin}_{\mathbf{Z}}(A)\right)
$$

and hence to an embedding of complexes

$$
\varphi_{l, \xi}: L^{\bullet}(l, A, S(A), \Xi) \hookrightarrow L^{\bullet}\left(l+m, A, S \cap\left(\xi+\operatorname{Lin}_{\mathbf{Z}}(A)\right), \Xi\right)
$$

For $l \gg 0$ and generic $f \in \mathbf{C}^{A}$, both of these complexes are exact so Coker $\varphi_{l, \xi}$ is exact as well. By definition, the $i$-th term of Coker $\varphi_{l, \xi}$ is equal to the direct sum of the copies of $\bigwedge^{i} \Xi_{\mathrm{C}}$ over the points of the set-theoretic difference

$$
\begin{equation*}
W_{i, l}=\left(S_{l+m+i} \cap\left(\xi+\operatorname{Lin}_{\mathbf{Z}}(A)\right)\right)-\left(S(A)_{l+i}+\xi\right) \tag{3.8}
\end{equation*}
$$

So this term has a distinguished $\mathbf{Z}$-lattice (the sum over $W_{i, l}$ of the copies of $\bigwedge^{i} \Xi$ ) and we can speak of the determinant of Coker $\varphi_{l, \xi}$.

We need to show that for $l \gg 0$ we have $\operatorname{det}\left(\operatorname{Coker} \varphi_{l, \xi}, \partial_{f}\right)= \pm 1$. Let us note that the set (3.8) is, for $l \gg 0$, "situated near the boundary" of $K=\operatorname{Conv}(S) \subset \Xi_{\mathrm{R}}$. More precisely, for any face $\Gamma \subset K$ of codimension 1 , there are finitely many affine hyperplanes $H_{\Gamma, 1}, \ldots, H_{\Gamma, r(\Gamma)}$ parallel to $\operatorname{Lin}_{\mathbf{R}}(\Gamma)$ such that, for every $i, l$, we have

$$
W_{i, l} \subset \bigcup_{\Gamma, j} H_{\Gamma, j}
$$

Let $C_{\Gamma, l}^{\bullet}$ be the subcomplex of Coker $\varphi_{l, \xi}$ whose $i$-th term is the sum of $\bigwedge^{i} \Xi_{\mathbf{C}}$ over the points of $W_{i, l} \cap \bigcup_{j} H_{\Gamma, j}$. The terms of $C_{\Gamma, l}^{\bullet}$ are equipped with obvious Z-lattices. We have a surjection of complexes

$$
\begin{equation*}
\bigoplus_{\Gamma \subset K} \quad C_{\Gamma, l}^{\bullet} \longrightarrow \operatorname{Coker} \varphi_{\xi, l} \tag{3.9}
\end{equation*}
$$

$$
\operatorname{codim} \Gamma=1
$$

The kernel of (3.9) comes from points of $W_{i, l}$ which lie in more than one $H_{\Gamma, j}$. Since $l \gg 0$, we can assume that whenever $H_{\Gamma, j} \cap H_{\Gamma^{\prime}, j^{\prime}} \cap K \neq \emptyset$, the faces $\Gamma, \Gamma^{\prime} \subset K$ also intersect. Thus the kernel of (3.9) comes from points of $W_{i, l}$ lying on finitely many translates of subspaces $\operatorname{Lin}_{\mathbf{R}}(\Sigma)$ where $\Sigma \subset K$ is a face of codimension 2 . Continuing in this way, we get, for any face $\Gamma \subset K$ of arbitrary
codimension, finitely many translates $H_{\Gamma, j}$ of $\operatorname{Lin}_{\mathbf{R}}(\Gamma)$ and a complex $C_{\Gamma, l}^{\bullet}$ similar to the above so that we have a Kouchnirenko-type resolution

$$
\begin{equation*}
\cdots \rightarrow \bigoplus_{\substack{\Gamma \subset K \\ \operatorname{codim} \Gamma=2}} C_{\Gamma, l}^{\bullet} \rightarrow \bigoplus_{\Gamma \subset K} C_{\Gamma, l}^{\bullet} \rightarrow \operatorname{Coker} \varphi_{\xi, l} \tag{3.10}
\end{equation*}
$$

(see Section 3C Chapter 8). However, the determinant of every $C_{\Gamma, l}^{\bullet}$ with respect to the natural system of $\mathbf{Z}$-lattices is equal to 1 . Indeed, there is a filtration of $C_{\Gamma, l}^{\bullet}$ with quotients of the form $L^{\bullet}\left(A \cap \Gamma, l, S^{\prime}, \Xi\right)$ where $S^{\prime}$ is a subsemigroup in $\Gamma$. To get such a filtration it is enough to pick a sufficiently generic vector $v \in K$ and define $F^{s} C_{\Gamma, l}^{i}=\bigoplus \bigwedge^{i} \Xi_{\mathbf{C}}$ where the sum is over $u \in \bigcup_{j} H_{\Gamma, j}$ such that $u \in s v+K$. This is a fiitration labeled by $s \in \mathbf{R}_{+}$with jumps occurring for only finitely many values of $s$, namely for those $s$ for which the boundary of $s v+K$ contains a relatively open part of some $H_{\Gamma, j}$. It is straightforward to see that, for such $s$, the quotient indeed has the specified form.

Since the determinant of each $L^{\bullet}\left(A \cap \Gamma, l, S^{\prime}, \Xi\right)$ is equal to $\pm 1$ by Lemma 3.1 (a), we conclude that $\operatorname{det}\left(\operatorname{Coker} \varphi_{l . \xi}\right)= \pm 1$. Lemma 3.3 is proved.

## 4. The proof of the product formula

Now we prove Theorem 1.17. We shall use the terminology and notation of Section 1 H .

## A. The Koszul complex on the torus and its filtrations

We start by constructing a complex whose determinant can be expressed explicitly in terms of $\Pi_{A}(f)$.

Let $T$ denote the torus $\left(\mathbf{C}^{*}\right)^{k-1}$. Let $\Omega_{T}^{i}$ be the sheaf of regular differential $i$-forms on $T$ and $\Omega^{i}(T)$ be the vector space of global sections of this sheaf. For $\alpha \in T$ by $\Omega_{T, \alpha}^{i}$, we denote the fiber at $\alpha$ of $\Omega_{T}^{i}$ considered as a vector bundle.

Consider the complex ( $\Omega^{\bullet}(T), d f$ ) whose differential is the exterior multiplication by the 1 -form $d f$. If $f$ has only non-degenerate (Morse) critical points, then the only non-zero cohomology of this complex is

$$
\begin{equation*}
H^{k-1}\left(\Omega^{\bullet}(T), d f\right)=\Omega^{k-1}(T) / d f \wedge \Omega^{k-2}(T)=\bigoplus_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1} \tag{4.1}
\end{equation*}
$$

(because of the standard properties of the Koszul complex, see Section 1B Chapter 2). So if we consider the endomorphism of $\left(\Omega^{\bullet}(T), d f\right)$, given by multiplication by $f$, then it is natural to expect that the determinant of this endomorphism ( $=$ the determinant of the complex obtained as the cone of the endomorphism) will be
related to $\Pi_{A}(f)$. However, the terms of $\Omega^{\bullet}(T)$ are infinite-dimensional. Namely, $\Omega^{i}(T)$ can be identified with $\mathbf{C}\left[\mathbf{Z}^{k-1}\right] \otimes \bigwedge^{i} \mathbf{C}^{k-1}$ (see Section 2A Chapter 9). So our first step will be to replace $\Omega^{\bullet}(T)$ by a certain finite-dimensional complex.

The above identification of $\Omega^{i}(T)$ with the tensor product allows us to write $\Omega^{i}(T)$ as $\bigoplus_{\gamma \in \mathbf{Z}^{k-1}} \bigwedge^{i} \mathbf{C}^{k-1}$. Denote a typical element of the $\gamma$-th summand by $(\gamma, \lambda)$. For a Laurent polynomial $f=\sum_{\omega \in A} a_{\omega} x^{\omega}$ the differential given by the exterior multiplication with $d f$ can be identified with $\partial_{f}=\sum_{\omega \in A} a_{\omega} \partial_{\omega}$, where

$$
\partial_{\omega}(\gamma, \lambda)=(\omega+\gamma,-\omega \wedge \lambda)
$$

(the addition is understood relative to the group structure on $\mathbf{Z}^{k-1}$ with $\omega_{0}$ as zero).
Suppose we are given an integer $l \geq 0$. Consider the subspace

$$
V^{i}(l)=\bigoplus_{\gamma \in(l+i) Q} \bigwedge^{i} \mathbf{C}^{k-1} \subset \Omega^{i}(T)
$$

Exterior multiplication by $d f$ takes $V^{i}(l)$ to $V^{i+1}(l)$, so that $\left(V^{\bullet}(l), d f\right)$ is a subcomplex in $\left(\Omega^{\bullet}(T), d f\right)$.

Proposition 4.1. If $f \in \mathbf{C}^{A}$ is a generic polynomial, then for $l \gg 0$ the embedding of complexes $\left(V^{\bullet}(l), d f\right) \hookrightarrow\left(\Omega^{\bullet}(T), d f\right)$ is a quasi-isomorphism.

Proof. Let $\Lambda=\partial Q$ be the boundary of the polytope $Q$. It is the union of two subsets: the positive part $\Lambda_{+}$and the negative part $\Lambda_{-}$, defined as follows (see Figure 46).


Figure 46.

The set $\Lambda_{-}$consists of all $\xi \in Q$ for which the interval [ $\omega_{0}, \xi$ ] contains no other points of $Q$; we also define $\Lambda_{+}=\partial Q-\Lambda_{-}$. In other words, $\Lambda_{+}$(resp. $\Lambda_{-}$) is the union of the facets of $Q$ having positive (resp. negative) distance from $\omega_{0}$.

Let $\Sigma \subset \mathbf{R}^{k-1}$ be the convex cone with apex $\omega_{0}$ generated by $Q$ (if $\omega_{0}$ lies in the interior of $Q$, then $\Sigma=\mathbf{R}^{k-1}$ ). The intersection $\Sigma \cap \mathbf{Z}^{k-1}$ has a natural semigroup structure with $\omega_{0}$ as zero.

We define an increasing filtration $F$ on $\Sigma \cap \mathbf{Z}^{k-1}$ by letting $F_{m}\left(\Sigma \cap \mathbf{Z}^{k-1}\right)$ consist of all $\xi \in \Sigma \cap \mathbf{Z}^{k-1}$ such that $(1 / m) \xi \in \operatorname{Conv}\left(\left\{\omega_{0}\right\} \cup \Lambda_{+}\right)$. Similarly, we define a decreasing filtration $G$ on $\Sigma \cap \mathbf{Z}^{k-1}$ by letting $G^{m}\left(\Sigma \cap \mathbf{Z}^{k-1}\right)$ consist of all $\xi$ for which the interval $\left[\omega_{0},(1 / m) \xi\right]$ intersects with $\Lambda_{-}$. Clearly, both filtrations are compatible with the semigroup structure, i.e., $F_{k}+F_{l} \subset F_{k+l}, G^{k}+G^{l} \subset G^{k+l}$. The filtrations $F$ and $G$ on $\Sigma \cap \mathbf{Z}^{k-1}$ give rise to ring filtrations on the semigroup algebra $\mathbf{C}\left[\Sigma \cap \mathbf{Z}^{k-1}\right]$, also denoted by $F$ and $G$.

Let $Z=\operatorname{Spec} \mathbf{C}\left[\Sigma \cap Z^{k-1}\right]$ be the toric variety corresponding to the semigroup $\Sigma \cap \mathbf{Z}^{k-1}$. Thus, if $\omega_{0}$ lies outside $Q$ then $Z$ is an affine normal toric variety with a unique zero-dimensional torus orbit. If $\omega_{0}$ lies inside $Q$ then $Z=T$ is the torus.

Let $Z_{1} \subset Z$ be the union of the torus orbits of codimension $\geq 1$ (so $Z_{1}$ is empty in the case when $\omega_{0}$ is inside $Q$ ). Consider the sheaf $\Omega_{Z}^{i}\left(\log Z_{1}\right)$ of $\log$ arithmic forms on $Z$ (see Section 2 A ). The space of global sections $\Gamma\left(Z, \Omega_{Z}^{i}\left(\log Z_{1}\right)\right.$ ) will be denoted simply by $\Omega^{i}$. This is the direct sum of the copies of $\bigwedge^{i} \mathbf{C}^{k-1}$ over all the points in $\Sigma \cap \mathbf{Z}^{k-1}$.

Now suppose that $f \in \mathbf{C}^{A}$ is a Laurent polynomial. We consider the complex of vector spaces $\left(\Omega^{*}, d f\right)$ which is obtained by taking the global sections of the complex of sheaves $\left(\Omega_{Z}^{*}\left(\log Z_{1}\right), d f\right)$ on $Z$. We introduce filtrations $F$ and $G$ in ( $\Omega^{\bullet}, d f$ ) by setting

$$
\begin{equation*}
F_{m} \Omega^{i}=\bigoplus_{\gamma \in F_{m+i}\left(\Sigma \cap \mathbf{Z}^{k-1}\right)} \bigwedge^{i} \mathbf{C}^{k-1}, \quad G^{m} \Omega^{i}=\bigoplus_{\gamma \in C^{m+i}\left(\Sigma \cap \mathbf{Z}^{k-1}\right)} \bigwedge^{i} \mathbf{C}^{k-1} \tag{4.2}
\end{equation*}
$$

In this notation the complex $V^{\bullet}(l)$ which is of interests to us is $\left(F_{l} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right)$.
Lemma 4.2. For generic $f \in \mathbf{C}^{A}$ and for $l \gg 0$ the embedding

$$
G^{l}\left(\Omega^{\bullet}, d f\right) \hookrightarrow\left(\Omega^{\bullet}(T), d f\right)
$$

is a quasi-isomorphism.
Proof. The space $G^{l} \boldsymbol{\Omega}^{i}$ is a module over $\mathbf{C}\left[\Sigma \cap \mathbf{Z}^{k-1}\right]$, and hence it is the space of global sections of some coherent sheaf on $Z$ which we denote by $G^{l} \Omega_{Z}^{i}\left(\log Z_{1}\right)$. Thus, we have a decreasing filtration of the sheaf $\Omega_{Z}^{i}\left(\log Z_{1}\right)$ by subsheaves $G^{m} \Omega_{Z}^{i}\left(\log Z_{1}\right)$ which is invariant under the exterior multiplication by $d f$. Hence,
any cohomology space of $G^{l}\left(\Omega^{\bullet}, d f\right)$ is the space of global sections of the corresponding cohomology sheaf of $G^{l}\left(\Omega_{Z}^{*}\left(\log Z_{1}\right), d f\right)$. In the next lemma we find these cohomology sheaves.

Lemma 4.3. For generic $f \in \mathbf{C}^{A}$ and $l \gg 0$, we have

$$
\begin{equation*}
\underline{H}^{k-1}\left(G^{l}\left(\Omega^{\bullet}, d f\right)\right)=\bigoplus_{\alpha \in \operatorname{Sing}(f)} i_{\alpha *} \Omega_{T, \alpha}^{k-1} \tag{4.3}
\end{equation*}
$$

where $i_{\alpha}:\{\alpha\} \hookrightarrow T$ is the embedding of the one-point set. The rest of the cohomology sheaves are zero.

Proof. A generic polynomial $f \in \mathbf{C}^{A}$, regarded as a function on $T$, has only Morse critical points. The open $T$-orbit in $Z$ is identified with $T$. The restriction of each sheaf $G^{l} \Omega_{Z}^{i}\left(\log Z_{1}\right)$ coincides, under this identification, with $\Omega_{T}^{i}$, so that our assertion holds there. It remains to show that the complex $\left(G^{l} \Omega_{Z}^{\bullet}\left(\log Z_{1}\right), d f\right)$ is acyclic over all points of $Z_{1}$.

If $\omega_{0}$ is inside $Q$ then there is nothing to prove since $Z$ coincides with $T$ (see above). So we suppose that $\omega_{0}$ is outside $Q$. Let $z \in Z$ be the unique point fixed under $T$. The sheaf $G^{l} \Omega_{Z}^{i}\left(\log Z_{1}\right)$ coincides with $\Omega_{Z}^{i}\left(\log Z_{1}\right)$ on the complement of $\{z\}$. Hence, to prove our claim for points different from $z$ it suffices to consider the complex $\left(\Omega_{Z}^{\bullet}\left(\log Z_{1}\right), d f\right)$. Let $L \subset Z$ be a torus orbit different from $\{z\}$ and from $T$. Since $Q$ is a convenient polytope, the restriction $\left.f\right|_{L}$ is quasi-homogeneous, and so it vanishes at all of its critical points. Consequently, if $\Delta_{\Gamma \cap A}(f) \neq 0$ for all of the faces $\Gamma$ of the cone $\Sigma$, it follows that $\left.f\right|_{L}$ has no critical points. An argument similar to the proof of Proposition 2.4 shows that $\left(\Omega_{Z}^{*}\left(\log Z_{1}\right), d f\right)$ is acyclic over $L$ in this case.

It remains to prove the acyclicity over the point $z$. We shall use an easy general lemma.

Lemma 4.4. Suppose that $Y$ is an algebraic variety, $y \in Y$, and $\mathcal{F}^{\bullet}$ is a finite complex of coherent sheaves on $Y$. Then $\mathcal{F}^{\bullet}$ is acyclic at $y$ if and only if the complex of vector spaces $\mathcal{F}^{\bullet} \otimes \mathbf{C}_{y}$ is acyclic where $\mathbf{C}_{y}$ is the skyscraper sheaf at $y$.

Proof. Only the "if" part needs a proof. To this end, suppose that $\mathcal{F}$ " $\otimes \mathbf{C}_{y}$ is acyclic but $\mathcal{F}^{\bullet}$ is not acyclic at $y$, i.e., some cohomology sheaf $\underline{H}^{j}\left(\mathcal{F}^{\bullet}\right)$ is not zero in a neighborhood of $y$. Let $j$ be maximal with this property. But since the tensor product functor is left-exact, we have $\underline{H}^{j}\left(\mathcal{F}^{\bullet}\right) \otimes \mathbf{C}_{y}=H^{j}\left(\mathcal{F}^{\bullet} \otimes \mathbf{C}_{y}\right)=0$ contradicting the choice of $j$.

We apply Lemma 4.4 to $Y=Z, y=z$ and $\mathcal{F}^{\bullet}=\left(\Omega_{Z}^{\bullet}\left(\log Z_{1}\right), d f\right)$. Thus, to prove Lemma 4.3 we need to show the acyclicity of the complex of vector spaces
$G^{l} \Omega_{Z}^{\bullet}\left(\log Z_{1}\right) \otimes \mathbf{C}_{z}$. For $l \gg 0$ the space $G^{l} \Omega_{Z}^{i}\left(\log Z_{1}\right) \otimes \mathbf{C}_{z}$ can be identified with the space of functions from $(l+i) \Lambda_{-} \cap \mathbf{Z}^{k-1}$ to $\Lambda^{i} \mathbf{C}^{k-1}$; here $(l+i) \Lambda_{-}$stands for the image of $\Lambda_{-}$under the dilation with center $\omega_{0}$ and coefficient $l+i$. Now we can relate, using a version of the Kouchnirenko resolution (Section 3C Chapter 8), the complex $\left(G^{l} \Omega_{Z}^{*}\left(\log Z_{1}\right) \otimes \mathbf{C}_{z}, d f\right)$ with the complexes defining principal determinants. In the next lemma, describing this resolution, we use the complexes $L^{\bullet}$ (see Section 1E).

Lemma 4.5. There exists a left resolution of the complex $G^{l} \Omega_{Z}^{*}\left(\log Z_{1}\right) \otimes \mathbf{C}_{z}$, whose p-th term is the direct sum

$$
\begin{align*}
& \bigoplus_{\Gamma \subset \Lambda-} L^{\bullet}\left(A \cap \Gamma, l, K(\Gamma) \cap Z^{k-1}, Z^{k-1}\right)  \tag{4.4}\\
& \operatorname{codim} \Gamma=p+1
\end{align*}
$$

Here $\Gamma$ runs through the faces of $Q$ of codimension $p+1$, contained in $\Lambda_{-}$, and $K(\Gamma)$ is the cone generated by $\Gamma$ with apex $\omega_{0}$.

The proof is completely analogous to the proofs of Theorems 3.4 and 3.5 in Chapter 8.

Since the summands in (4.4) are acyclic for generic $f \in \mathbf{C}^{A}$, we now obtain Lemma 4.3. This in turn implies Lemma 4.2, because we find that ( $\Omega_{T}^{*}, d f$ ) has the same cohomology as $\left(G^{l}\left(\Omega_{Z}^{*}\left(\log Z_{1}\right)\right), d f\right)$, namely $\bigoplus_{\alpha \in \operatorname{Sing}(f)} i_{\alpha *} \Omega_{T, \alpha}^{k-1}$.

Now we are in a position to prove Proposition 4.1. We consider the increasing filtration

$$
\left(F_{l} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right) \subset\left(F_{l+1} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right) \subset \cdots \subset G^{l}\left(\Omega^{\bullet}, d f\right)
$$

Lemma 4.6. For generic $f \in \mathbf{C}^{A}$ and $l \gg 0$ all embeddings

$$
\left(F_{l+i} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right) \subset\left(F_{l+i+1} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right)
$$

are quasi-isomorphisms for $i=0,1,2, \ldots$.
Proof. For the quotient complexes of the embeddings in question, we have the Kouchnirenko resolutions in terms of the complexes $L^{\bullet}(A \cap \Gamma, l, K(\Gamma) \cap$ $\mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}$ ) corresponding to the faces $\Gamma$ of $Q$ that lie in $\Lambda_{+}$, by analogy with Lemma 4.5. Hence, the quotient complexes are acyclic for generic $f$.

Lemma 4.6 implies Proposition 4.1 since $V^{\bullet}(l)=\left(F_{l} \cap G^{l}\right)\left(\Omega^{\bullet}, d f\right)$.

## B. Proof of Theorem 1.17

We have seen (Proposition 4.1 together with formula (4.1)) that, for generic $f$ and $l \gg 0$, the complex $\left(V^{\bullet}(l), d f\right.$ ) has only the highest dimensional cohomology, in degree $k-1$, which is naturally isomorphic to $\bigoplus_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1}$. Consequently, for such $l$ we have an identification (see Proposition 3 Appendix A)

$$
\begin{equation*}
\varepsilon_{l}: \operatorname{Det}\left(V^{\bullet}(l)\right) \rightarrow\left(\bigotimes_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1}\right)^{\otimes(-1)^{k-1}} \tag{4.5}
\end{equation*}
$$

Here Det means the determinantal vector space of a complex. The bases of monomials in the terms of $V^{\bullet}(l)$ determine some basis (i.e., vector) $e(l)$ in $\operatorname{Det}\left(V^{\bullet}(l)\right)$. This vector is determined uniquely up to sign. Note that for any two non-zero vectors of a 1-dimensional vector space we can speak about their ratio which is a non-zero number.

Proposition 4.7. For $l \gg 0$ we have

$$
\frac{\varepsilon_{l+1}(e(l+1))}{\varepsilon_{l}(e(l))}= \pm \prod_{\operatorname{codim} \Gamma=1} E_{A \cap \Gamma}\left(f, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right)^{(-1)^{k-1} \rho(\Gamma)},
$$

where $\Gamma$ runs through all facets of $Q$.

Proof. Consider the following diagram of quasi-isomorphic embeddings of complexes (the differential in each of them is given by the exterior multiplication with $d f$ ):

$$
V^{\bullet}(l)=\left(F_{l} \cap G^{l}\right) \Omega^{\bullet} \stackrel{\varphi_{l}}{\longrightarrow}\left(F_{l+1} \cap G^{l}\right) \Omega^{\bullet} \stackrel{\psi_{l}}{\leftarrow}\left(F_{l+1} \cap G^{l+1}\right) \Omega^{\bullet}=V^{\bullet}(l+1) .
$$

If $g: C^{\bullet} \rightarrow D^{\bullet}$ is a quasi-isomorphism of based complexes then we denote simply by $\operatorname{det}(g)$ the determinant of the based exact complex Cone $(g)$ (see Appendix A). In the particular case when $C^{\bullet}$ and $D^{\bullet}$ each consist of one vector space in degree 0 , a quasi-isomorphism is just an isomorphism of vector spaces $g: C^{0} \rightarrow D^{0}$ and $\operatorname{det}(g)$ is the ordinary determinant of the matrix of $g$ in the chosen bases of $C^{0}$ and $D^{0}$.

The ratio $\psi_{l}^{-1} \circ \varphi_{l}$ represents a morphism in the derived category from $V^{\bullet}(l)$ to $V^{\bullet}(l+1)$ such that the induced morphism on the cohomology spaces is the identity map on $\bigoplus_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1}$. Therefore, $\varepsilon_{l+1}(e(l+1)) / \varepsilon_{l}(e(l))=\operatorname{det}\left(\varphi_{l}\right) / \operatorname{det}\left(\psi_{l}\right)$, and our assertion follows from the next lemma.

Lemma 4.8. For $l \gg 0$ we have

$$
\begin{aligned}
& \operatorname{det}\left(\varphi_{l}\right)=\prod_{\Gamma \subset \Lambda_{+}} E_{A \cap \Gamma}\left(f, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right)^{(-1)^{k-1}|\rho(\Gamma)|} \\
& \operatorname{det}\left(\psi_{l}\right)=\prod_{\Gamma \subset \Lambda_{-}} E_{A \cap \Gamma}\left(f, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right)^{(-1)^{k-1}|\rho(\Gamma)|}
\end{aligned}
$$

where $\Gamma$ runs over facets of $Q$ and the determinants are taken with respect to the monomial bases.
Proof. Recall that we have a linear function $h_{\Gamma}$ on $\mathbf{R}^{k-1}$ equal 1 on $\Gamma$ (and 0 at $\omega_{0}$ which is the zero of our group structure on $\mathbf{R}^{k-1}$ ). It follows from the definition of the number $|\rho(\Gamma)|$ (Section 1 H ) that in each region of the form $\left\{u \in \mathbf{R}^{k-1}: l \leq h_{\Gamma}(u)<l+1\right\}, l \in \mathbf{Z}$, there are exactly $|\rho(\Gamma)|$ translates of the hyperplane $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$ which intersect $\mathbf{Z}^{k-1}$.

Let $\Sigma$, as before, denote the convex cone with apex $\omega_{0}$ generated by $Q$ and let $g: \Sigma \rightarrow \mathbf{R}$ be the function which is homogeneous of degree 1 and equal to 1 on $\Lambda_{+}$. Note that for any facet $\Gamma \subset Q$ such that $\Gamma \subset \Lambda_{+}$, the restriction of $g$ on $K(\Gamma)$ (the convex cone with apex $\omega_{0}$ generated by $\Gamma$ ) coincides with $h_{\Gamma}$.

Note that $\varphi_{l}$ is a quasi-isomorphism and an embedding, and, moreover, it takes monomial bases in its domain into subsets of monomial bases in its range. This implies that $\operatorname{det}\left(\varphi_{l}\right)$, i.e., the determinant of the complex Cone $\left(\varphi_{l}\right)$, is equal to the determinant of the complex $\operatorname{Coker} \varphi_{l}$ with respect to the natural system of bases there. This follows by considering a natural two-term filtration in Cone $\left(\varphi_{l}\right)$ whose first quotient is the cone of the identity map and the second quotient is $\operatorname{Coker}\left(\varphi_{l}\right)$.

As a vector space,

$$
\left(\operatorname{Coker} \varphi_{l}\right)^{i}=\bigoplus_{\substack{u \in \Sigma \cap \mathbf{z}^{k-1}: \\ i+l \leq g(u)<i+l+1}} \bigwedge^{i} \mathbf{C}^{k-1}
$$

For any facet $\Gamma \subset \Lambda_{+}$of $Q$, let $D_{\Gamma, l}^{\bullet} \subset \operatorname{Coker} \varphi_{l}$ be the subcomplex defined by

$$
D_{\Gamma, l}^{i}=\bigoplus_{\substack{u \in \Sigma \cap \mathbf{Z}^{k-1}: \\ i+l \leq h_{\Gamma}(u)<i+l+1}} \bigwedge^{i} \mathbf{C}^{k-1}
$$

We have a surjection of complexes

$$
\bigoplus_{\Gamma \subset \Lambda_{+}} D_{\Gamma, l}^{\bullet} \longrightarrow \operatorname{Coker} \varphi_{l}
$$

As in the proof of Lemma 3.3, we can extend this surjection to a Kouchnirenkotype resolution of Coker $\varphi_{l}$ whose $p$-th term is the sum of certain complexes $D_{\Gamma, l}^{*}$ associated to the faces $\Gamma \subset \Lambda_{+}$of codimension $p+1$ in $Q$. If $\operatorname{codim} \Gamma=1$, the complex $D_{\Gamma, l}^{*}$ has a decreasing filtration $\Phi$ with $|\rho(\Gamma)|$ layers given by

$$
\Phi^{m} D_{\Gamma, l}^{i}=\bigoplus_{\substack{u \in \Sigma \cap \mathbf{Z}^{k-1}: \\ i+l+1-\frac{m}{\mid p(\Gamma) j} \leq h_{\Gamma}(u)<i+l+1}} \bigwedge^{i} \mathbf{C}^{k-1},
$$

where $m=1,2, \ldots,|\rho(\Gamma)|$. Every quotient of this filtration is isomorphic to the complex

$$
\begin{equation*}
L^{\bullet}\left(A \cap \Gamma, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right) \tag{4.6}
\end{equation*}
$$

For codim $\Gamma \geq 2$ the determinant of $D_{\Gamma, l}^{\bullet}$ is equal to $\pm 1$ by the same reasoning as in the proof of Lemma 3.3 (dévissage into $L$-complexes corresponding to semigroups of smaller rank and application of Lemma 3.1 (b)). By multiplicativity of the determinants of complexes in filtrations (Appendix A, Proposition 17) we get the first equality claimed in Lemma 4.8. The second equality (for $\psi_{l}$ ) is similar. This concludes the proofs of Lemma 4.8 and Proposition 4.7.

We now consider the morphism of complexes $\chi_{f, l}: V^{\bullet}(l) \rightarrow V^{\bullet}(l+1)$ given by multiplication by $f$. Let Cone $\left(\chi_{f, l}\right)$ be the cone of $\chi_{f, l}$. This is a complex with terms

$$
\begin{equation*}
\operatorname{Cone}\left(\chi_{f, l}\right)^{i}=V^{i}(l+1) \oplus V^{i+1}(l), \quad i=0,1, \ldots, k \tag{4.7}
\end{equation*}
$$

For $u_{i} \in V^{i}(l+1), u_{i+1} \in V^{i+1}(l)$ the differential in Cone $\left(\chi_{f, l}\right)$ acts by
$d\left(u_{i}, u_{i+1}\right)=\left(d f \wedge u_{i}+(-1)^{i+1} f \cdot u_{i+1}, d f \wedge u_{i+1}\right) \in V^{i+1}(l+1) \oplus V^{i+2}(l)$,
(see formula (1) of Appendix A). For $l \gg 0$ and generic $f$, the morphism $\chi_{f, l}$ is a quasi-isomorphism. Indeed, each of these complexes has the unique cohomology space isomorphic to $\bigoplus_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1}$ and the action of $f$ on this space is diagonal with diagonal entries $f(\alpha)$. So whenever all $f(\alpha) \neq 0 \chi_{f, l}$ is a quasi-isomorphism and so Cone $\left(\chi_{f, l}\right)$ is acyclic. In addition, this cone is equipped with natural $\mathbf{Z}$ lattices, hence its determinant is uniquely determined up to sign.

Corollary 4.9. For generic $f \in \mathbf{C}^{A}$ and for $l \gg 0$, the determinant of the acyclic based complex Cone ( $\chi_{f, l}$ ) is equal to

$$
\begin{equation*}
\left(\Pi_{A}(f) \cdot \prod_{\operatorname{codim} \Gamma=1} E_{A \cap \Gamma}\left(f, K(\Gamma) \cap \mathbf{Z}^{k-1}, \mathbf{Z}^{k-1}\right)^{-\rho(\Gamma)}\right)^{(-1)^{k-1}} \tag{4.8}
\end{equation*}
$$

The exponent $(-1)^{k-1}$ appears because of the normalization of the grading of complexes we have chosen: the degrees go from 0 to $k-1$.

Proof. Consider the identification

$$
\theta_{l}=\varepsilon_{l+1}^{-1} \circ \varepsilon_{l}: \operatorname{Det}\left(V^{\bullet}(l)\right) \xrightarrow{\sim} \operatorname{Det}\left(V^{\bullet}(l+1)\right)
$$

where the $\varepsilon_{l}$ are given by (4.5). Let

$$
f_{*}: \bigotimes_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1} \rightarrow \bigotimes_{\alpha \in \operatorname{Sing}(f)} \Omega_{T, \alpha}^{k-1}
$$

be the map induced by the multiplication by $f$. Since the action of $f$ on each $\Omega_{T, \alpha}^{k-1}$ is the multiplication by $f(\alpha)$, the map $f_{*}$ is the multiplication by the product of $f(\alpha)$ over $\alpha \in \operatorname{Sing}(f)$, i.e., by $\Pi_{A}(f)$. Let

$$
\left(\chi_{f, l}\right)_{*}: \operatorname{Det}\left(V^{\bullet}(l)\right) \xrightarrow{\sim} \operatorname{Det}\left(V^{\bullet}(l+1)\right)
$$

be the identification induced by the quasi-isomorphism $\chi_{f, l}$. If we denote, as in Proposition 4.7, by $e(l)$ the basis vector in $\operatorname{Det}\left(V^{\bullet}(l)\right)$ corresponding to the monomial basis in $V^{\bullet}(l)$ then, clearly,

$$
\operatorname{det}\left(\chi_{f, l}\right)=\frac{e(l+1)}{\left(\chi_{f, l}\right)_{*} e(l)}
$$

Note that

$$
\left(\chi_{f, l}\right)_{*}=\varepsilon_{l+1}^{-1} \circ\left(f_{*}\right)^{\otimes(-1)^{k-1}} \circ \varepsilon_{l}
$$

Thus

$$
\operatorname{det}\left(\chi_{f, l}\right)=\frac{\varepsilon_{l+1}(e(l+1))}{\varepsilon_{l}(e(l))} \cdot \Pi_{A}(f)^{(-1)^{k-1}}
$$

and our statement follows from Proposition 4.7.
Theorem 1.17 claims that the expression in (4.8), i.e., the determinant of Cone ( $\chi_{f, l}$ ), coincides with a certain principal $A$-determinant, namely the determinant of the complex $L^{\bullet}\left(A, l, K(A) \cap \mathbf{Z}^{k}, \mathbf{Z}^{k}\right)$. Here $K(A) \subset \mathbf{R}^{k}$ is the cone with apex 0 generated by $A \times\{1\}$ (see Section 1 H ). Thus, the theorem will follow from the next proposition, which is a complete analog of Theorem 4.6 Chapter 2.

Proposition 4.10. There is an isomorphism of complexes

$$
\begin{equation*}
\left(L^{\bullet}\left(A, l, K(A) \cap \mathbf{Z}^{k}, \mathbf{Z}^{k}\right), \partial_{f}\right) \xrightarrow{\sim} \operatorname{Cone}\left(\chi_{f, l}\right)[1] \tag{4.9}
\end{equation*}
$$

which induces an isomorphism of the integral lattices in all the terms.

Proof. We regard $\mathbf{Z}^{k-1}$ as the affine lattice $\left\{\left(m_{1}, \ldots, m_{k}\right) \in \mathbf{Z}^{k}: m_{k}=1\right\}$ in $\mathbf{Z}^{k}$. We abbreviate the complex on the left hand side of (4.9) by $L^{\bullet}(l)$. Elements of $L^{\bullet}(l)$ can be viewed as discrete vector fields on $\mathbf{Z}^{k}$ and thus as differential forms on $\left(\mathbf{C}^{*}\right)^{k}$ (see Section 2A Chapter 9). Let $x_{1}, \ldots, x_{k}$ be the standard coordinates on $\left(\mathbf{C}^{*}\right)^{k}$. Similarly, elements of $V^{\bullet}(l)$ can be regarded as discrete vector fields on $\mathbf{Z}^{k-1} \subset \mathbf{Z}^{k}$ and hence as differential forms on $\left(\mathbf{C}^{*}\right)^{k-1} \subset\left(\mathbf{C}^{*}\right)^{k}$. The coordinates on $\left(\mathbf{C}^{*}\right)^{k-1}$ are $x_{1}, \ldots, x_{k-1}$.

Lemma 4.11. For all $i$ and $l$ we have the decomposition

$$
L^{i+1}(l)=x_{k}^{i+l+1}\left(V^{i}(l+1) \wedge \frac{d x_{k}}{x_{k}} \oplus V^{i+1}(l)\right)
$$

which induces an analogous decomposition of the integral lattices.
Proof. By definition, $L^{i+1}(l)$ is the direct sum of the copies of $\bigwedge^{i+1} \mathbf{C}^{k}$ over all points of $K(A) \cap \mathbf{Z}^{k}$ with last coordinate $i+l+1$. Such points are in bijection with integral points in $(i+l+1) Q \subset \mathbf{R}^{k-1}$, the dilation of $Q$ with coefficient $i+l+1$ and center $\omega_{0}$. The space $V^{i}(l+1)$ (resp. $\left.V^{i+1}(l)\right)$ is the sum of the copies of $\bigwedge^{i} \mathbf{C}^{k-1}$ (resp. $\bigwedge^{i+1} \mathbf{C}^{k-1}$ ) over the integral points of the above dilation. Under the correspondence between forms on a torus and "discrete vector fields" on a lattice (see Section 2A Chapter 9), the form $d x_{k} / x_{k}$ corresponds to the vector field $\left(0,-e_{k}\right)$ where $e_{k}=(0, \ldots, 0,1) \in \mathbf{Z}^{k}$ is the basis vector complementing $\mathbf{Z}^{k-1}$ to $\mathbf{Z}^{k}$. This makes the lemma obvious, since

$$
\bigwedge^{i+1} \mathbf{C}^{k}=\left(\bigwedge^{i} \mathbf{C}^{k-1}\right) \wedge e_{k} \oplus \bigwedge^{i+1} \mathbf{C}^{k-1}
$$

To complete the proof of Proposition 4.10, we identify, for each $i, l$ the space $V^{i}(l+1) \oplus V^{i+1}(l)$ with $L^{i+1}(l)$ by the map

$$
\begin{equation*}
\left(u_{i}, u_{i+1}\right) \longmapsto x_{k}^{i+l+1}\left(u_{i} \wedge \frac{d x_{k}}{x_{k}}+u_{i+1}\right) \tag{4.10}
\end{equation*}
$$

Then we write the action of the differential $\partial_{f}$ on the image of $\left(u_{i}, u_{i+1}\right)$ in $L^{\bullet}(l)$. This action is given by the multiplication by the 1 -form $d \tilde{f}$, where $\tilde{f}\left(x_{1}, \ldots, x_{k}\right)=$ $x_{k} f\left(x_{1}, \ldots, x_{k-1}\right)$. (The replacement of $f$ by $\tilde{f}$ is the consequence (on the level of Laurent polynomials) of regarding $\mathbf{Z}^{k-1}$ as an affine lattice in $\mathbf{Z}^{k}$ as above.) Therefore

$$
d \tilde{f}=f d x_{k}+x_{k} d f
$$

so

$$
\begin{gathered}
d \tilde{f} \wedge x_{k}^{i+l+1}\left(u_{i} \wedge \frac{d x_{k}}{x_{k}}+u_{i+1}\right) \\
=x_{k}^{i+l+2}\left(d f \wedge u_{i} \wedge \frac{d x_{k}}{x_{k}}+(-1)^{i+1} f u_{i+1} \wedge \frac{d x_{k}}{x_{k}}+d f \wedge u_{i+1}\right)
\end{gathered}
$$

If we map this element of $L^{i+2}(l)$ back into $V^{i+1}(l+1) \oplus V^{i+2}(l)$, by the map inverse to (4.10) with shifted $i$, we get the formula for the differential in the cone.

Proposition 4.10, and hence also Theorem 1.17, are proved.

## CHAPTER 11

## Regular A-Determinants and A-Discriminants

In the previous chapter we established some structural properties of the principal $A$-determinant $E_{A}$. Now we shall apply this information to the $A$-discriminant $\Delta_{A}$. In the most important case when the toric variety $X_{A}$ is smooth, we have

$$
E_{A}(f)=\prod_{\Gamma \subset Q} \Delta_{A \cap \Gamma}(f)
$$

where the product is taken over all the faces of the polytope $Q=\operatorname{Conv}(A)$ (Theorem 1.2 Chapter 10). Since (in the case when $X_{A}$ is smooth) a similar equality holds for each $E_{A \cap \Gamma}$, we have a system of equalities relating the polynomials $\Delta_{A \cap \Gamma}$ and $E_{A \cap \Gamma}$ that allows us to recover $\Delta_{A}$ as as an alternating product of the $E_{A \cap \Gamma}$. Consequently, alternating sums and products will appear in the expressions for the Newton polytope and coefficients of $\Delta_{A}$.

## 1. Differential forms on a singular toric variety and the regular $A$-determinant

## A. Definition of the regular A-determinant

Let $A \subset \mathbf{Z}^{k-1}$ be a finite set. If the toric variety $X_{A}$ is smooth, we represented the $A$-discriminant $\Delta_{A}$ as the determinant of a combinatorially defined complex $C^{\bullet}(A, l)$ (see Section 2C Chapter 9). This combinatorial definition can in fact be given without any restrictions on $A$. Our first task will be to study this in general.

We make our standard assumptions that $A$ affinely generates $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$, and that $\mathbf{Z}^{k-1}$ is realized as $\left\{u \in \mathbf{Z}^{k}: h(u)=1\right\}$ where $h\left(m_{1}, \ldots, m_{k}\right)=m_{k}$. As before, by $S$ we denote the semigroup in $\mathbf{Z}^{k}$ generated by $A$ and for any $i$ we set $S_{i}=\{u \in S: h(u)=i\}$. We also denote by $Q \subset \mathbf{R}^{k-1}$ the convex hull of $A$, and by $K \subset \mathbf{R}^{k}$ the convex hull of $S$, i.e., the convex cone with apex 0 and base $Q$.

Let $l$ be an integer. As in Section 2C Chapter 9, we consider the graded vector space $C^{\bullet}(A, l)=\oplus_{i} C^{i}(A, l)$ where

$$
\begin{equation*}
C^{i}(A, l)=\bigoplus_{u \in S, h(u)=l+i} \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}} \Gamma(u) \tag{1.1}
\end{equation*}
$$

and $\Gamma(u)$ is the minimal face of the cone $K$ containing $u$. For a polynomial $f(x)=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$, we define the differential $\partial_{f}: C^{i}(A, l) \rightarrow C^{i+1}(A, l)$
by the same formula as (2.10) Chapter 9. It is immediately verified that $\partial_{f}^{2}=0$, i.e., we get a complex.

Let $Y=Y_{A}=\operatorname{Spec} \mathbf{C}[S]$ be the affine toric variety corresponding to $S$. We defined, for any $i$, the coherent sheaf $\tilde{\Omega}_{Y}^{i}$ of Danilov $i$-forms on $Y$ in Section 2B Chapter 9. The restriction of $\tilde{\Omega}_{Y}^{i}$ to the smooth part of $Y$ coincides with the usual sheaf of regular $i$-forms.

Proposition 1.1. For $l \gg 0$, the space $C^{i}(A, l)$ is identified with the space of global sections of $\tilde{\Omega}_{Y}^{i}$ which are homogeneous of degree $i+l$ with respect to dilations of the conic variety $Y$. For $f \in \mathbf{C}^{A}$ the differential $\partial_{f}$ is identified with the exterior multiplication by $d f \in H^{0}\left(Y, \tilde{\Omega}^{1}\right)$.

The proof is similar to that of Proposition 2.3 Chapter 10.
Proposition 1.2. Let $f \in \mathbf{C}^{A}$ be such that $\Delta_{A \cap \Gamma}(f) \neq 0$ for any face $\Gamma \subset Q$. Then for $l \gg 0$ the complex $\left(C^{\bullet}(A, l), \partial_{f}\right)$ is exact.

Proof. The proof is similar to that of Proposition 2.4 Chapter 10. We leave details to the reader.

Note that the terms of (1.1) are equipped with natural Z-lattices

$$
\begin{equation*}
C_{\mathbf{Z}}^{i}(A, l)=\bigoplus_{u \in S, h(u)=l+i} \bigwedge^{i} \operatorname{Lin}_{\mathbf{Z}}(\Gamma(u) \cap A) \tag{1.2}
\end{equation*}
$$

We take some system $e$ of $\mathbf{Z}$-bases in these lattices and define the regular $A$ determinant of weight $l$ as

$$
\begin{equation*}
D_{A, l}(f)=\operatorname{det}\left(C^{\bullet}(A, l), \partial_{f}, e\right)^{(-1)^{k}} \tag{1.3}
\end{equation*}
$$

This is a rational function on $\mathbf{C}^{A}$ defined uniquely up to a sign.

## Theorem 1.3.

(a) If $A$ is such that $X_{A}$ is smooth then, for $l \gg 0$, the regular $A$-determinant $D_{A, l}$ coincides with the $A$-discriminant $\Delta_{A}$.
(b) For any $A$ the rational function $D_{A, l}$ is, for $l \gg 0$, independent up to a sign of the choice of $l$; more specifically, we have

$$
\begin{equation*}
D_{A, l}(f)= \pm \prod_{\Gamma \subset Q} E_{A \cap \Gamma}(f)^{(-1)^{\operatorname{codim}(\Gamma)}} \tag{1.4}
\end{equation*}
$$

Proof. Part (a) of this theorem is just Theorem 2.7, Chapter 9.
To prove part (b) we consider the complex $L^{\bullet}(A, l)$ whose determinant is $E_{A}$ (see (1.2), (1.3) Chapter 10). Let us define the subspace $L_{\text {int }}^{i}(A, l) \subset L^{i}(A, l)$ to
be the sum of the summands in (1.2), Chapter 10 , corresponding to those $u \in S_{i+l}$ which are interior points of the cone $K$. Clearly these subspaces form a subcomplex so we have the following embeddings of complexes:

$$
L_{\mathrm{int}}^{\bullet}(A, l) \subset C^{\bullet}(A, l) \subset L^{\bullet}(A, l)
$$

Let us introduce in $C^{\bullet}(A, l)$ an increasing filtration $F$ by setting

$$
\begin{equation*}
F_{p} C^{i}(A, l)=\bigoplus_{u \in S_{i+1}} \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}} \Gamma(u) \tag{1.5}
\end{equation*}
$$

Then

$$
\begin{equation*}
\operatorname{gr}_{p}^{F} C^{\bullet}(A, l)=\bigoplus_{\substack{\Gamma \subset Q \\ \operatorname{dim}(\Gamma)=p-1}} L_{\mathrm{int}}^{\bullet}(A \cap \Gamma, l) \tag{1.6}
\end{equation*}
$$

(Note that $\Gamma$ in (1.6) is a face of $Q$, and $\Gamma(u)$ in (1.5) is a face of $K$, the cone over $Q$, which explains the shift of dimension by 1.) For any face $\Gamma \subset Q$ we have

$$
\begin{equation*}
E_{A \cap \Gamma}(f)=\operatorname{det}\left(L^{\bullet}(A \cap \Gamma, l), \partial_{f}, e\right)^{(-1)^{\operatorname{dim}(\Gamma)+1}} \tag{1.7}
\end{equation*}
$$

where $e$ is a system of $\mathbf{Z}$-bases in the natural $\mathbf{Z}$-lattices in the terms of the complex. Comparing (1.6) and (1.7) and using the multiplicativity of determinants with respect to filtrations (Proposition 17, Appendix A), we see that it is enough to prove the following.
Proposition 1.4. For generic $f \in \mathbf{C}^{A}$ and $l \gg 0$, the complex $\left(L_{\mathrm{int}}^{\bullet}(A, l), \partial_{f}\right)$ is exact and

$$
\operatorname{det}\left(L_{\mathrm{int}}^{\bullet}(A, l), \partial_{f}\right)=\operatorname{det}\left(L^{\bullet}(A, l), \partial_{f}\right)=E_{A}(f)
$$

More precisely, to prove part (b) of Theorem 1.3 we apply Proposition 1.4 to each $A \cap \Gamma$.

Proof of Proposition 1.4. We consider the quotient complex $L^{\bullet}(A, l) / L_{\mathrm{int}}^{\bullet}(A, l)$. Its terms are direct sums of summands corresponding to the $u \in S$ which lie on the boundary of $K$. Hence our quotient has a Kouchnirenko-type resolution (see Section 3C Chapter 8) whose $p$-th term is the sum

$$
\bigoplus_{\substack{\Gamma \subset Q \\ \operatorname{dim}(\Gamma)=k-2-p}} L^{\bullet}\left(A \cap \Gamma, l, S \cap \mathbf{R}_{+} \Gamma, \mathbf{Z}^{k}\right)
$$

of complexes similar to those in Section 1E Chapter 10. The determinant of any of these complexes is equal to $\pm 1$ by Theorem 1.11 (a) Chapter 10 . Hence the quotient $L^{\bullet}(A, l) / L_{\mathrm{int}}^{\bullet}(A, l)$ has determinant $\pm 1$, which implies that the determinants of $L^{\bullet}(A, l)$ and $L_{\mathrm{int}}^{\bullet}(A, l)$ coincide up to a sign. This completes the proofs of Proposition 1.4 and Theorem 1.3.

Using Theorem 1.3 (b), we shall write $D_{A}(f)$ for $D_{A, l}(f)$ with $l \gg 0$. It is important to notice that (in contrast to $\Delta_{A}$ and $E_{A}$ ) the function $D_{A}(f)$ in general is not a polynomial, but only a rational function (of course this may happen only when $X_{A}$ is singular). We shall exhibit a concrete situation when $D_{A}$ is not a polynomial in Example 2.5 below.

Nevertheless, we have the following corollary generalizing Theorem 2.8 Chapter 9.

Corollary 1.5. The rational function $D_{A}(f)$ is homogeneous of degree

$$
\begin{equation*}
\sum_{\Gamma \subset Q}(-1)^{\operatorname{codim} \Gamma}(\operatorname{dim} \Gamma+1) \operatorname{Vol}_{\Gamma}(\Gamma) \tag{1.8}
\end{equation*}
$$

Proof. For any set $A$, the $A$-resultant $R_{A}$ is homogeneous of degree $\operatorname{Vol}(Q)$ with respect to any of its arguments (Corollary 2.2 Chapter 8 ). Here $Q=\operatorname{Conv}(A)$ and the volume is taken with respect to the lattice affinely generated by $A$. It follows from this and the definition of the principal $A$-determinant $E_{A}$ (formula (1.1) Chapter 10) that $E_{A}$ is homogeneous of degree $(\operatorname{dim} Q+1) \operatorname{Vol}(Q)$. Applying this to every set $A \cap \Gamma$ we find that $E_{A \cap \Gamma}$ is homogeneous of degree $(\operatorname{dim} \Gamma+1) \mathrm{Vol}_{\Gamma}(\Gamma)$. Now our statement follows from (1.4).
B. The case when $X_{A}$ is quasi-smooth: the polynomiality of $D_{A}$

We have already mentioned that when $X_{A}$ is not smooth then $D_{A}$ is not necessarily a polynomial. However, we shall prove below that $D_{A}$ is a polynomial provided that $X_{A}$ is quasi-smooth. This means (Section 4D Chapter 5) that the polytope $Q=\operatorname{Conv}(A)$ is simple and for any face $\Gamma \subset Q$, the index $i(\Gamma, A)$ is equal to 1 .

Theorem 1.6. If $X_{A}$ is quasi-smooth then $D_{A}$ is a polynomial. In particular, its degree (1.8) is a non-negative number.

Note that we do not claim that $D_{A}=\Delta_{A}$.
The proof of Theorem 1.6 will occupy this and the next subsection. We start with the observation that by Theorem 1.3 and Theorem 1.2 of Chapter 10, the factorization of $D_{A}$ into prime elements of the ring $\mathbf{Z}\left[\left(a_{\omega}\right)\right]$ is

$$
\begin{equation*}
D_{A}(f)= \pm \prod_{\Gamma \subset Q} \Delta_{A \cap \Gamma}(f)^{\mu(\Gamma)} \tag{1.9}
\end{equation*}
$$

where the $\mu(\Gamma) \in \mathbf{Z}$ are some exponents. We shall give an interpretation of the $\mu(\Gamma)$ in terms of constructible sheaves (as in Section 2 Chapter 10).

Let $V=\mathbf{C}^{A}$, so that the toric variety $Y=Y_{A}$ is embedded into $V^{*}$. Consider the constant sheaf $\underline{\mathbf{C}}_{Y}$ on $Y$. We can regard it as a sheaf on $V^{*}$. This sheaf is obviously constructible so we can consider the characteristic cycle $\operatorname{SS}\left(\mathbf{C}_{Y}\right)$ (see Section 2C Chapter 10). We shall use the notation of the cited section, in particular the Lagrangian varieties $\operatorname{Con}(\Gamma) \subset V^{*} \times V$.

Theorem 1.7. Let the set $A$ be such that $i(\Gamma, A)=1$ for any face $\Gamma \subset Q$. Then the exponent $\mu(\Gamma)$ in (1.9) is equal to $c\left(\operatorname{Con}(\Gamma), \underline{\mathbf{C}}_{Y}[n-k]\right)$, the multiplicity of Con $(\Gamma)$ in the characteristic cycle of the shifted sheaf $\mathbf{C}_{Y}[n-k]$.

The proof of Theorem 1.7 is quite similar to that of Theorem 2.15 Chapter 10. So we give only a sketch.

Let $\left(a_{\omega}\right)$ and $\left(b_{\omega}\right)$ be the dual coordinates in $V$ and $V^{*}$, and $\mathrm{C}[a, b]$ be the polynomial ring in these coordinates, graded by $\operatorname{deg}\left(a_{\omega}\right)=0, \operatorname{deg}\left(b_{\omega}\right)=1$. We consider the $\mathbf{C}[S]$-modules $\operatorname{Vec}^{i}(S)$ (Section 2B Chapter 9). Note that $\operatorname{Vec}^{i}(S)=$ $\bigoplus_{l} C^{i}(A, l)$. We regard each $\operatorname{Vec}^{i}(S)$ as a $\mathbf{C}[b]$-module by the homomorphism

$$
\mathbf{C}[b] \rightarrow \mathbf{C}[S], \quad b_{\omega} \mapsto x^{\omega} .
$$

We consider the complex of $\mathbf{C}[a, b]$-modules

$$
\begin{equation*}
\operatorname{Vec}^{\bullet}(S)[a]=\left\{\mathbf{C}[a] \otimes \operatorname{Vec}^{0}(S) \longrightarrow \mathbf{C}[a] \otimes \operatorname{Vec}^{1}(S) \longrightarrow \cdots\right\} \tag{1.10}
\end{equation*}
$$

with the differential $\sum_{\omega \in A} a_{\omega} \otimes \partial_{x^{\omega}}$. Since $\mathbf{C}[a, b]$ is the coordinate ring of $V \times V^{*}$, any $\mathbf{C}[a, b]$-module has a well-defined multiplicity along any subvariety in $V \times V^{*}$.

Proposition 1.8. We have

$$
\mu(\Gamma)=(-1)^{k} \operatorname{mult}_{\operatorname{Con}(\Gamma)} H^{\bullet}\left(\operatorname{Vec}^{\bullet}(S)[a]\right)
$$

The proof is similar to that of Proposition 2.6 Chapter 10.
To establish the relation with constructible sheaves, we consider the analytic de Rham complex of Danilov differential forms on $Y$ (cf. Theorem 2.5 Chapter 9):

$$
\begin{equation*}
\tilde{\Omega}_{Y, \text { an }}^{\bullet}=\left\{\tilde{\Omega}_{Y, \text { an }}^{0} \xrightarrow{d} \tilde{\Omega}_{Y, \text { an }}^{1} \xrightarrow{d} \cdots\right\} . \tag{1.11}
\end{equation*}
$$

Proposition 1.9. Suppose that $i(\Gamma, A)=1$ for any face $\Gamma \subset Q$. Then
(a) The complex $\tilde{\Omega}_{Y, \text { an }}^{-}$is a right resolution of the constant sheaf $\underline{C}_{Y}$.
(b) For any $y \in Y$ the formal completion $\left(\tilde{\Omega}_{Y, \text { an }}^{\bullet}\right)_{y}^{\wedge}$ (considered as a complex of vector spaces) is a right resolution of the vector space $\mathbf{C}$.

Proof. This is similar to Theorem 2.2 Chapter 10. As in that proof, we use the transversal slice to $Y$ at $y$. Suppose that $y$ lies in the orbit $Y^{0}(\Gamma) \subset Y$ where $\Gamma$ is a face of $Q$. The condition $i(\Gamma, A)=1$ means that the transversal slice is the toric variety Spec $\mathbf{C}[S / \Gamma]$ (see Section 3A Chapter 5). So our statement is reduced to the following.

Lemma 1.10. Let $\Sigma$ be an admissible semigroup (Section 3C Chapter 5) embedded into some $\mathbf{Z}^{m}$. Let $Y_{\Sigma}=\operatorname{Spec} \mathbf{C}[\Sigma]$ be the corresponding affine toric variety and $0 \in Y_{\Sigma}$ be the unique 0 -dimensional torus orbit. Then both the stalk and the formal completion at 0 of the complex $\tilde{\Omega}_{Y_{\Sigma, \text { an }}}^{\cdot}$ are right resolutions of $\mathbf{C}$.

Proof of the lemma. The space $\operatorname{Vec}^{i}(\Sigma)=H^{0}\left(Y_{\Sigma}, \tilde{\Omega}^{i}\right)$ consists, by definition, of finite sums

$$
\begin{equation*}
\sum_{u \in \Sigma}\left(u, \lambda_{u}\right), \quad \lambda_{u} \in \bigwedge^{i} \operatorname{Lin}_{\mathbf{C}} \Gamma(u) \tag{1.12}
\end{equation*}
$$

where $\Gamma(u)$ is the minimal face of the cone $K=\operatorname{Conv}(\Sigma)$ containing $u$. The differential $d: \operatorname{Vec}^{i}(\Sigma) \rightarrow \operatorname{Vec}^{i+1}(\Sigma)$ acts by

$$
\begin{equation*}
\left(u, \lambda_{u}\right) \quad \longmapsto \quad\left(u,-u \wedge \lambda_{u}\right) . \tag{1.13}
\end{equation*}
$$

The stalk at 0 of $\tilde{\Omega}_{Y_{\Sigma}, \text { an }}^{i}$ consists of (possibly infinite) sums of the form (1.12) with the condition that the $\lambda_{u}$ grow at most polynomially. If $u \neq 0$ then the Koszul complex, given by the exterior multiplication with $u$, is exact, so from $u \wedge \lambda_{u}=0$ it follows that $\lambda_{u}=u \wedge \mu_{u}$ for some $\mu_{u} \in \bigwedge^{i-1} \operatorname{Lin}_{C} \Gamma(u)$, and the $\mu_{u}$ can be chosen to grow at most polynomially if the $\lambda_{u}$ do. So the cohomology comes only from the summands in (1.12) with $u=0$. The only non-trivial summand is the one with $i=0$ and is generated by $(0,1) \in \operatorname{Vec}^{0}(S)$. This gives the exactness of the analytic stalk. The case of formal completion is similar and amounts to considering the formal series of the form (1.12).

Now, to the complex $\left(\mathrm{Vec}^{\bullet}(S), d\right)$, we associate a complex of free right modules over the Weyl algebra Dif $=\mathbf{C}\left[b_{\omega}, \partial / \partial b_{\omega}\right]$. This complex is

$$
\begin{equation*}
\left(\operatorname{Vec}^{\bullet}(S) \otimes \mathrm{C}_{[b]} \operatorname{Dif}, \quad \tilde{\partial}\right) \tag{1.14}
\end{equation*}
$$

with the differential given by (2.29) Chapter 10. The associated graded complex of this complex of Dif-modules is $\operatorname{Vec}^{\bullet}(S)[a]$ appearing in Proposition 1.8. The
de Rham complex $\operatorname{DR}\left(\operatorname{Vec}^{\bullet}(S) \otimes \operatorname{Dif}\right)$ is the usual de Rham complex (1.11). So by Theorem 2.13 (b) Chapter 10 we have

$$
\begin{aligned}
\mu(\Gamma) & =(-1)^{k} \text { mult }_{\operatorname{Con}(\Gamma)} H^{\bullet}\left(\operatorname{Vec}^{\bullet}(S)[a]\right) \\
& =(-1)^{n-k} c\left(\operatorname{Con}(\Gamma), \operatorname{DR}\left(\operatorname{Vec}^{\bullet}(S) \otimes \operatorname{Dif}\right)\right)=c\left(\operatorname{Con}(\Gamma), \underline{\mathbf{C}}_{Y}[n-k]\right)
\end{aligned}
$$

Theorem 1.7 is proved.

## C. Perverse sheaves and positivity of $\mu(\Gamma)$

Let $M$ be a complex algebraic variety. A constructible complex $\mathcal{F}^{*}$ on $M$ is called a perverse sheaf $[\mathrm{BBD}],[\mathrm{KS}]$ if the following conditions hold:
$\left(\right.$ Perv $\left.^{+}\right)$. For $i \geq 0$ the cohomology sheaf $\underline{H}^{i}\left(\mathcal{F}^{\bullet}\right)$ has support on an algebraic subvariety of codimension $\geq i$.
$\left(\mathrm{Perv}^{+}\right)$. For every smooth (not necessarily closed) subvariety $Z \subset M$ of codimension d, the sheaves $\underline{\mathbf{H}}_{Z}^{i}\left(\mathcal{F}^{\bullet}\right)$ of hypercohomology with support in $Z$ are zero for $i<d$.

The main property of perverse sheaves which we shall need is as follows (see [KS]).

Theorem 1.11. If $M$ is smooth then the characteristic cycle of any perverse sheaf $\mathcal{F}^{\bullet}$ is positive, i.e., $c\left(\Lambda, \mathcal{F}^{\bullet}\right) \geq 0$ for any conic Lagrangian variety $\Lambda \subset T^{*} M$.

Returning to our situation, we have the following.
Theorem 1.12. Let $Y$ be a quasi-smooth toric variety. Then the constant sheaf $\mathrm{C}_{Y}$ is perverse.

Proof. In our case (Perv ${ }^{-}$) is obvious, so it remains to show (Perv ${ }^{+}$). Let $\pi: \tilde{Y} \rightarrow$ $Y$ be the normalization morphism of $Y$. Since $Y$ is quasi-smooth, it follows that $\pi$ is a homeomorphism of topological spaces. Therefore it is enough to prove the perversity of the constant sheaf on $\tilde{Y}$. In other words, we can and will assume that $Y$ is normal. Then $\underline{\mathbf{C}}_{Y}$ has the de Rham resolution ( $\left.\tilde{\Omega}_{Y}^{\bullet}, d\right)$ where the $\tilde{\Omega}^{i}$ are the sheaves of Danilov $i$-forms (see above). It was shown in [D] (Proposition 4.8) that, for a quasi-smooth normal $Y$, the sheaves $\tilde{\Omega}^{i}$ on $Y$ satisfy the Cohen-Macaulay condition, i.e., $\underline{H}_{Z}^{j}\left(\tilde{\Omega}^{i}\right)=0$ for $j \neq d$. This implies (Perv ${ }^{+}$).

Now we can finish the proof of Theorem 1.6. We need to prove that all the exponents $\mu(\Gamma)$ are non-negative. Since $X_{A}$ is assumed to be quasi-smooth, $Y-\{0\}$ is also quasi-smooth since this is the punctured cone over $X_{A}$. The perversity of
the sheaf $\underline{\mathbf{C}}_{Y-\{0\}}$ on $Y-\{0\}$ implies the perversity of the shifted sheaf $\underline{\mathbf{C}}_{Y-\{0\}}[n-k]$ on $V^{*}-\{0\} \supset Y-\{0\}$. Since for any face $\Gamma \subset Q$ we have, by Theorem 1.7,

$$
\mu(\Gamma)=c\left(\operatorname{Con}(\Gamma), \underline{\mathbf{C}}_{Y-\{0\}}[n-k]\right),
$$

the non-negativity follows from the perversity.

## 2. Newton numbers and Newton functions

## A. The Newton number of an admissible semigroup

The exponents $\mu(\Gamma)$ of prime factors in the decomposition (1.9) of the regular $A$-determinant $D_{A}$ are, by virtue of Theorem 1.3 and Theorem 1.2 Chapter 10, certain alternating sums. In this section we study sums of this kind in a more systematic way and in a slightly more general context. This will allow us to apply them later (Section 4) in a different situation.

Let $S$ be an admissible semigroup (see Section 3C, Chapter 5), $\Xi$ its group completion (it is a free Abelian group), $k=\operatorname{rk}(\Xi)$, and $K \subset \Xi_{\mathbf{R}}=\mathbf{R}^{k}$ the convex hull of $S$ (it is a polyhedral cone with apex 0 ). We define the Newton number of $S$ as

$$
\begin{equation*}
\nu(S)=\sum_{\Gamma \subset K}(-1)^{\operatorname{codim} \Gamma} u(S \cap \Gamma) \tag{2.1}
\end{equation*}
$$

where $\Gamma$ runs over all faces of $K$ (including 0 and $K$ itself), and $u(\cdot)$ is the subdiagram volume of a semigroup (see Definition 3.8 Chapter 5). For the trivial semigroup $S=\{0\}$ we set $\mathcal{v}(S)=1$.

Example 2.1. For a free semigroup $S=\mathbf{Z}_{+}^{k}, k>0$, we have $\nu(S)=0$. Indeed, the subdiagram part $K_{-}(S)$ is an elementary simplex for the lattice $\Xi=\mathbf{Z}^{k}$, so $u(S)=\operatorname{Vol}_{\Xi}\left(K_{-}(S)\right)=1$. Since each $S \cap \Gamma$ is also a free semigroup, we have $u(S \cap \Gamma)=1$ for all faces $\Gamma \subset K=\mathbf{R}_{+}^{k}$. Since for each $i=0,1, \ldots, k$ there are $\binom{k}{i}$ faces of dimension $i$, we have

$$
\nu(S)=\sum_{i=0}^{k}(-1)^{k-i}\binom{k}{i}=0
$$

in view of the binomial formula.
The relationship between the Newton numbers and the exponents $\mu(\Gamma)$ in (1.9) is given by the following.

Proposition 2.2. Suppose, in the situation and notation of Section $1 B$ Chapter 10 , that $i(\Gamma, A)=1$ for any face $\Gamma \subset Q$ (this holds, for example when $X_{A}$ is normal). Then $\mu(\Gamma)=v(S / \Gamma)$.

Proof. Combining Theorem 1.2 Chapter 10 and Theorem 1.3 of this chapter, we obtain the formula which is valid for arbitrary $A$ (without the assumption $i(\Gamma, A)=1)$ :

$$
\begin{equation*}
\mu(\Gamma)=\sum_{\Theta: \Gamma \subset \Theta \subset Q} i(\Gamma, A \cap \Theta) u(S(A \cap \Theta) / \Gamma) \tag{2.2}
\end{equation*}
$$

where $S(A \cap \Theta)$ is the semigroup in $\mathbf{Z}^{k}$ generated by $A \cap \Theta$. The assumption that all $i(\Theta, A)$ are equal to 1 implies that $i(\Gamma, A \cap \Theta)=1$ as well. Replacing all these indices in (2.2) by 1 , we obtain our statement.

In general, the Newton number $\nu(S)$ may be negative (and $D_{A}(f)$ may not be a polynomial in coefficients of $f$ ). There is, however, one important case when non-negativity holds.

Theorem 2.3. Suppose an admissible semigroup $S$ has the following two properties:
(a) The convex hull $K(S) \subset \Xi_{\mathbf{R}}$ is a simplicial cone.
(b) $\operatorname{Lin}_{\mathrm{Z}}(S \cap \Gamma)=\Xi \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)$ for any face $\Gamma \subset K(S)$.

Then $\mathcal{v}(S) \geq 0$.
This theorem is completely analogous to Theorem 1.6, but is slightly more general since it deals with a semigroup $S$ not necessarily coming from a set $A$. In the case when $K(S)$ is strictly simplicial (i.e. $K(S) \cap \Xi$ is a free semigroup) it is due to Kouchnirenko [Kou].

The proof is based on the topological interpretation of Newton numbers similar to what was done in Section 1B. Let $Y_{S}=\operatorname{Spec} \mathbf{C}[S]$; note that the properties (a) and (b) in Theorem 2.3 mean exactly that $Y_{S}$ is quasi-smooth, see Theorem 3.6 (b) Chapter 5 . Let $B$ be a finite set of generators of $S$. The variety $Y_{S}$ is embedded into $\left(\mathbf{C}^{B}\right)^{*}$ and 0 is the unique 0 -dimensional torus orbit on $Y_{S}$. We regard $\mathbf{C}_{Y_{S}}$ as a sheaf on $\left(\mathbf{C}^{B}\right)^{*}$.

Theorem 2.4. The Newton number of $S$ has the following interpretation:

$$
v(S)=c\left(\operatorname{Con}(0), \underline{\mathbf{C}}_{Y_{S}}[\#(B)-k]\right) .
$$

This theorem is analogous to Theorem 1.7.
Proof. For every face $\Gamma \subset K(S)$ let $Y^{0}(\Gamma)_{S} \subset Y_{S}$ be the corresponding torus orbit and let $j_{\Gamma}: Y^{0}(\Gamma)_{S} \rightarrow Y_{S}$ be the embedding. Denote by $Y_{S}^{r} \subset Y_{S}$ the union of all torus orbits of codimension $\leq r$ and by $j_{r}$ the embedding of this union into $Y_{S}$. Then $Y_{S}^{k}=Y_{S}$ and for every $r$ we have an exact triangle

$$
\rightarrow R j_{r, *} \underline{\mathbf{C}}_{Y_{S}^{r}} \rightarrow R j_{r-1, *} \underline{\mathbf{C}}_{Y_{s}^{r-1}} \rightarrow \bigoplus_{\operatorname{codim} \Gamma=r} R j_{\Gamma, *} \underline{\mathbf{C}}_{Y^{0}(\Gamma)_{s}} \rightarrow
$$

in the derived category of constructible complexes on $\left(\mathbf{C}^{B}\right)^{*}$ (see [KS] for background on derived categories and exact triangles). Theorem 2.4 follows from the additivity of multiplicities in exact triangles and from Theorem 2.12 Chapter 10 yielding

$$
c\left(\operatorname{Con}(0), R j_{\Gamma, *}{\underline{\mathbf{C}^{0}(\Gamma) s}}\right)=(-1)^{\operatorname{codim} \Gamma} u(S \cap \Gamma)
$$

Theorem 2.3 follows now from the perversity of $\mathbf{C}_{Y_{S}}[m-k]$ as a complex on $\left(\mathbf{C}^{B}\right)^{*}$ (Theorem 1.12) and from Theorem 1.11.

Example 2.5. Let us exhibit a semigroup $S$ with $\nu(S)<0$ and a set $A$ such that $D_{A}$ is not a polynomial. We consider $\mathbf{R}^{2} \times \mathbf{R}^{3}$ with basis $e_{1}, e_{2}, f_{1}, f_{2}, f_{3}$ and the semigroup $S$ in this space generated by the set $B$ consisting of the six vectors $e_{i}+f_{j}$. The linear span $\operatorname{Lin}_{\mathbf{R}}(S)$ has dimension 4 and the cone $K=\operatorname{Conv}(S)$ has, as its base, the triangular prism $\operatorname{Conv}(B)=\Delta^{1} \times \Delta^{2}$. Note that

$$
v(S)=\left(\sum_{\Gamma \subset \Delta^{1} \times \Delta^{2}}(-1)^{\operatorname{codim} \Gamma} \operatorname{Vol}_{\Gamma}(\Gamma)\right)+1
$$

Here the summation is taken over all non-empty faces $\Gamma$ of $\Delta^{1} \times \Delta^{2}$ and $\mathrm{Vol}_{\Gamma}$ is induced by the lattice $\operatorname{Aff}_{\mathbf{Z}}(B \cap \Gamma) \subset \operatorname{Aff}_{\mathbf{R}}(\Gamma)$. Indeed, for a face $\Gamma \subset \Delta^{1} \times \Delta^{2}$ the corresponding face of $K$ is $\mathbf{R}_{+} \Gamma$. The subdiagram volume $u\left(S \cap \mathbf{R}_{+} \Gamma\right)$ (i.e., the volume of $K_{-}\left(\mathbf{R}_{+} \Gamma\right)$ (see Section 3E Chapter 5) ) coincides with $\operatorname{Vol}_{\Gamma}(\Gamma)$ since $K_{-}\left(\mathbf{R}_{+} \Gamma\right)$ is the pyramid with base $\Gamma$ and height 1.

The volume of $\Delta^{1} \times \Delta^{2}$ is equal to 3 , that of a triangular face to 1 , of a quadrangular face to 2 , of any edge to 1 . Hence

$$
v(S)=3-(2 \cdot 1+3 \cdot 2)+9 \cdot 1-6 \cdot 1+1=-1
$$

Consider now $A$ which is the set of vertices of the hypersimplex $\Delta(3,6)$ (see Section 3A Chapter 6). Thus $A \subset \mathbf{R}^{6}$ consists of $\binom{6}{3}$ vectors $e_{i}+e_{j}+e_{k}$ where $e_{1}, \ldots, e_{6}$ is the standard basis of $\mathbf{R}^{6}$. It is straightforward to see that, for any vertex $\Gamma=e_{i}+e_{j}+e_{k}$ of $Q=\Delta(3,6)$, the semigroup $S(A) / \Gamma$ is isomorphic to the semigroup $S$ described above (geometrically, near each vertex $\Delta(3,6)$ looks like a cone over $\Delta^{1} \times \Delta^{2}$ ). Thus $v\left(S_{A} / \Gamma\right)=-1$. Since for any face $\Gamma^{\prime} \subset \Delta^{1} \times \Delta^{2}$ we have $i\left(\Gamma^{\prime}, A\right)=1$, we find by Proposition 2.2 that $D_{A}$ is not a polynomial.

## B. Combinatorial Newton numbers

Let $K \subset \mathbf{R}^{m}$ be a convex polyhedral cone. We shall assume that $K$ is rational, i.e., it is given by a system of linear inequalities with rational coefficients. By a triangulation of $K$ we mean a partition of $K$ into a finite number of rational
simplicial cones, any two of which intersect along a common face. The definition of a coherent triangulation is analogous to that in Section 1C Chapter 5.

Let $\Gamma$ be a face of $K, \operatorname{dim} \Gamma=i$. By the combinatorial volume of $\Gamma$ with respect to a triangulation $\Sigma$, we mean the number of $i$-dimensional cones in $\Sigma$ into which $\Gamma$ is partitioned. We let $C V_{\Sigma}(\Gamma)$ denote this number. If $\Gamma$ is a vertex of $K$, then we set $C V_{\Sigma}(\Gamma)=1$.

By the combinatorial Newton number of $K$ with respect to $\Sigma$, we mean

$$
\begin{equation*}
C N_{\Sigma}(K)=\sum_{\Gamma}(-1)^{\operatorname{codim} \Gamma} C V_{\Sigma}(\Gamma) \tag{2.3}
\end{equation*}
$$

where $\Gamma$ runs through all (non-empty) faces of $K$, including $K$ itself.

## Theorem 2.6.

(a) If $K$ is a cone in $\mathbf{R}^{3}$, then for any triangulation $\Sigma$ we have $C N_{\Sigma}(K) \geq 0$.
(b) If $\Sigma$ is a coherent triangulation of the cone $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q} \subset \mathbf{R}^{p+q}$, then $C N_{\Sigma}\left(\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}\right) \geq 0$.

Proof. (a) Consider first the case when $K$ is strictly convex, i.e., it does not contain straight lines. Let $P$ be the plane polygon at the base of $K$. Then $\Sigma$ induces a triangulation $T$ of $P$, i.e., a decomposition of $P$ into finitely many triangles. Assume that $T$ has more than one triangle (otherwise $C N_{\Sigma}(K)=0$ and there is nothing to prove). Let $T_{0}$ denote the set of vertices of $P, T_{1}$ denote the set of sides of triangles from $T$ which lie on the boundary of $P$, and $T_{2}$ denote the set of triangles from $T$. By definition (2.5), we have

$$
C N_{\Sigma}(K)=\#\left(T_{2}\right)-\#\left(T_{1}\right)+\#\left(T_{0}\right)-1
$$

Clearly, each segment from $T_{1}$ is contained in exactly one triangle from $T_{2}$. We want to cancel out all the segments from $T_{1}$ with corresponding triangles. This is always possible except when two segments share the same triangle; however, such segments also share a vertex of $P$, and so they can be cancelled together with their common triangle and common vertex. Performing these cancellations, we see that

$$
C N_{\Sigma}(K)=\#\left(T_{2}^{\prime}\right)+\#\left(T_{0}^{\prime}\right)-1
$$

where $T_{2}^{\prime}$ is the set of interior triangles from $T_{2}$ (having no sides on the boundary), and $T_{0}^{\prime}$ is the set of vertices of $P$ which belong to more than one triangle from $T_{2}$. Therefore, it remains to show that at least one of the sets $T_{2}^{\prime}$ and $T_{0}^{\prime}$ is non-empty.

Suppose, on the contrary, that $T_{2}^{\prime}=T_{0}^{\prime}=\emptyset$, i.e., $T$ has no interior triangles, and each vertex of $P$ belongs to exactly one triangle from $T$. Let us count how many triangles, edges and vertices can $T$ have under such an assumption. First, $T$
has $m$ triangles having a vertex of $P$ as one of the vertices. Each of these triangles has two boundary edges and one interior edge. Suppose, $T$ has $p$ more triangles. Due to our assumption, each of them has one boundary edge and two interior edges. Hence, the number of boundary edges in $T$ is $(2 m+p)$, and the number of interior edges is $\left(\frac{m}{2}+p\right)$ (since each boundary edge belongs to one triangle, while each interior edge belongs to two triangles). Furthermore, it is easy to see that under our assumptions $T$ has no interior vertices. So the number of vertices is equal to the number of boundary edges, i.e., to $(2 m+p)$. It follows that

$$
\begin{gathered}
\#(\text { triangles of } T)-\#(\text { edges of } T)+\#(\text { vertices of } T) \\
=(m+p)-\left(\frac{m}{2}+p\right)=\frac{m}{2}
\end{gathered}
$$

On the other hand, by Euler's theorem, for a polygon the last expression is equal to 1 . We conclude that $m=2$, which gives a desired contradiction.

The case when $K$ is not strictly convex is actually easier, and we leave it to the reader.
(b) Suppose we are given a coherent triangulation $\Sigma$ of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$. We regard $\Sigma$ as a fan and consider the corresponding toric variety $X(\Sigma)$ (see Section 4A Chapter 5). This toric variety is glued from the affine charts $\operatorname{Spec} \mathbf{C}\left[\check{\sigma} \cap \mathbf{Z}^{p+q}\right]$, where $\sigma \in \Sigma$, and $\check{\sigma} \subset \mathbf{R}^{p+q}=\left(\mathbf{R}^{p+q}\right)^{*}$ is the dual cone of $\sigma$. The $r$-dimensional torus orbits on $X(\Sigma)$ correspond to the cones of codimension $r$ in $\Sigma$. We consider the map of fans $\left(\mathbf{R}^{p+q}, \Sigma\right) \rightarrow\left(\mathbf{R}^{q}, \mathbf{R}_{+}^{q}\right)$ extending the projection $\mathbf{R}^{p+q} \rightarrow \mathbf{R}^{q}$. This map corresponds to a proper morphism of toric varieties $\pi: X(\Sigma) \rightarrow \mathbf{C}^{q}=$ $X\left(\mathbf{R}_{+}^{q}\right)$.

Let $\mathcal{F}^{\bullet}$ be a finite complex of sheaves on $\mathbf{C}^{q}$ which is constructible with respect to the stratification by coordinate subspaces (i.e., whose cohomology sheaves are locally constant on the interior of each coordinate subspace). For every subset $I \subset\{1, \ldots, q\}$, we let $\operatorname{rk}\left(\mathcal{F}^{\bullet}, \mathbf{C}^{l}\right)$ denote the alternating sum of the ranks of the cohomology sheaves $\underline{H}^{i}(\mathcal{F})$ at the generic point of the stratum $\left(\mathbf{C}^{*}\right)^{I} \times\{0\}^{\bar{I}}$, where $\bar{I}=\{1, \ldots, q\}-I$.

Lemma 2.7. For every $I \subset\{1, \ldots, q\}$ the combinatorial volume $C V_{\Sigma}\left(\mathbf{R}^{p} \times \mathbf{R}_{+}^{I}\right)$ is equal to $\mathrm{rk}\left(R_{\pi} \underline{\mathbf{C}}_{X(\Sigma)}, \mathbf{C}^{\bar{l}}\right)$. Furthermore, $R^{2 i+1} \pi_{*} \underline{\mathbf{C}}_{X(\Sigma)}=0$ for all $i$.

Proof. The cones in $\Sigma$ of dimension $p+\#(I)$ into which $\mathbf{R}^{p} \times \mathbf{R}_{+}^{I}$ is partitioned are in one-to-one correspondence with the torus orbits on $X(\Sigma)$ which project isomorphically onto the orbit $\left(\mathbf{C}^{*}\right)^{\bar{I}} \subset \mathbf{C}^{q}$ corresponding to the face $\mathbf{R}_{+}^{I} \subset \mathbf{R}_{+}^{q}$ (see Section 4A, Chapter 5). For all of the other orbits which project to $\left(\mathbf{C}^{*}\right)^{\bar{I}}$, the fibers of the projection are isomorphic to algebraic tori $\left(\mathbf{C}^{*}\right)^{m}$ for various $m \geq 1$.

Hence, they do not contribute to the Euler characteristic, i.e., to rk $\left(R \pi_{*} \mathbf{C}_{X(\Sigma)}, \mathbf{C}^{\bar{l}}\right)$. Thus, this number coincides with $C V_{\Sigma}\left(\mathbf{R}^{p} \times \mathbf{R}_{+}^{L}\right)$.

It remains to show that any higher direct image with odd index is 0 . We shall prove that $R^{2 i+1} \pi_{*} \underline{\mathbf{C}}_{X(\Sigma)}$ has the zero fiber at $0 \in \mathbf{C}^{q}$; the proof for other points is analogous, except that we reduce it to the case of lower dimensional varieties. Since $\pi$ is a proper morphism, the fiber in question is $H^{2 i+1}\left(\pi^{-1}(0), \mathbf{C}\right)$. Furthermore, $\pi^{-1}(0)$ is a deformation retract of $X(\Sigma)$, so our fiber coincides with $H^{2 i+1}(X(\Sigma), \mathrm{C})$.

Let us compactify $X(\Sigma)$. To do this we consider the diagonal subgroup $\mathbf{C}^{*} \subset\left(\mathbf{C}^{*}\right)^{q}$ which corresponds to homotheties, and we attach to $X(\Sigma)$ its set of infinite points, i.e., the set $Z$ of orbits of $\mathbf{C}^{*}$ in $X(\Sigma)$ that are not contained in $\pi^{-1}(0)$. We let $\bar{X}=X \cup Z$ denote the resulting compactification. Both $\bar{X}$ and $Z$ are quasi-smooth normal projective toric varieties. Hence (see [D], §10), the odddimensional cohomology groups of $\bar{X}$ and $Z$ with complex coefficients are 0 . In order to prove that $H^{2 i+1}(X(\Sigma), \mathbf{C})=0$ for all $i$, it remains to use the Gysin exact sequence [BBD], [KS]. This sequence exists in our case because quasi-smooth toric varieties are rational homological manifolds (see again [D]). The vanishing of $H^{1}(X(\Sigma), \mathbf{C})$, which is situated at the very end of the Gysin sequence, follows from the fact that the fundamental group of $X(\Sigma)$ is finite ([D], Proposition 9.3). Lemma 2.7 is proved.

Lemma 2.8. We have the following isomorphism in the derived category of constructive complexes on $\mathbf{C}^{q}$ :

$$
R \pi_{*} \mathbf{C}_{X(\Sigma)} \cong \bigoplus_{I} \underline{\mathbf{C}}_{\mathbf{C}^{\prime}} \otimes M_{i}^{*}
$$

where I runs through all subsets of $\{1, \ldots, q\}, \underline{\mathbf{C}}_{\mathbf{C}^{\prime}}$ is the constant sheaf on the coordinate subspace $\mathbf{C}^{I}$, and the $M_{i}^{9}$ are some graded vector spaces.
Proof. As noted above, $X(\Sigma)$ is a rational homological manifold. Hence, the constant sheaf $\underline{\mathbf{C}}_{X(\Sigma)}$ coincides with the intersection cohomology complex on $X(\Sigma)$ (see [BBD] for general background). As shown by Saito [Sa1], the intersection cohomology sheaf of any manifold extends to an object in the category of the pure polarizable Hodge modules. We let $H \mathbf{C}_{X(\Sigma)}$ denote the Hodge module corresponding to $\underline{\mathbf{C}}_{X(\Sigma)}$. Next, by the decomposition theorem in [Sa1], the direct image $R \pi_{*}\left(\underline{H}_{X(\Sigma)}\right)$ is a direct sum of twists of pure polarizable Hodge modules. The category of such modules is semisimple, and its irreducible objects correspond to the intersection cohomology extensions of irreducible locally constant sheaves on the strata, equipped with a variation of the Hodge structure. In our case all of the strata are tori. In order to show that every irreducible summand is a shifted constant sheaf, it is sufficient to demonstrate that it has no monodromy on an open subset of
its domain of definition. Notice that the action of $\left(\mathbf{C}^{*}\right)^{q}$ on $\mathbf{C}^{q}$ extends to an action on the sheaves $R^{i} \pi_{*} \underline{H C}_{X(\Sigma)}$. Moreover, the holonomy (parallel translation) of any such sheaf from a point $a$ to a point $b$ is given by the action of any torus element taking $a$ to $b$. Consequently, the monodromy around any closed loop is trivial, since it corresponds to the action of the identity element of the torus. Lemma 2.8 is proved.

We now conclude the proof of Theorem 2.6. Note that, if $J \subset\{1, \ldots, q\}$ is a non-empty subset, then

$$
\sum_{I}(-1)^{\#(I)} \cdot \mathrm{rk}\left(\underline{\mathbf{C}}_{\mathbf{C}^{J}}, \mathbf{C}^{I}\right)=\sum_{I \subset J}(-1)^{\#(I)}=0
$$

As for the case $J=\emptyset$, corresponding to the skyscraper sheaf at zero, the graded space of multiplicities $M_{\emptyset}^{\bullet}$ has only even graded components, since $R^{\text {odd }} \pi_{*} \mathrm{C}_{X(\Sigma)}=$ 0 . Hence, $\sum_{I}(-1)^{|I|} \cdot \operatorname{rk}\left(\mathbf{C}^{I}, R \pi_{*} \underline{\mathbf{C}}_{X(\Sigma)}\right)=\sum_{i} \operatorname{dim} M_{\emptyset}^{2 i}$ is a non-negative number, and Theorem 2.6 is proved.

In the process of the proof we have also obtained the following topological interpretation of the combinatorial Newton numbers.
Corollary 2.9. Let $\Sigma$ be a coherent triangulation of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$. Let $\pi: X(\Sigma) \rightarrow \mathbf{C}^{q}$ be the proper morphism corresponding to $\Sigma$. Then $C N_{\Sigma}\left(\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}\right)$ is equal to the sum of the multiplicities in $R \pi_{*} \underline{\mathbf{C}}_{X(\Sigma)}$ of all the shifted sheaves $\underline{\mathbf{C}}_{\{0\}}[d]$ (here the shift parameter $d$ is necessarily even).
C. The Newton function of a triangulation

Let $Q$ be a polytope in $\mathbf{R}^{k-1}$ with vertices in $\mathbf{Z}^{k-1}$. Let $T$ be a coherent triangulation of $Q$ into simplices with integral vertices.

Definition 2.10. A simplex $\sigma$ of $T$ (of any dimension $j \geq 0$ ) is called massive if it lies in a $j$-dimensional face of $Q$.

We define an integral-valued function $C N_{T}$ on the set of simplices of $T$ (of every dimension) by setting

$$
\begin{equation*}
C N_{T}(\sigma)=\sum_{\substack{\gamma \supset \sigma \\ \gamma \text { massive }}}(-1)^{\operatorname{dim} Q-\operatorname{dim} \gamma} \tag{2.4}
\end{equation*}
$$

where $\gamma$ runs through all of the massive simplices of $T$ containing $\sigma$ as a face. We call $C N_{T}$ the Newton function of $T$.

The definition of the Newton function is quite similar to that of the combinatorial Newton number of a cone with respect to its triangulation, see (2.3). In fact,
if we assume, as usual, that $Q$ lies in an affine hyperplane in $\mathbf{R}^{k}$, and let $K$ be the cone with apex 0 over $Q$, and $\Sigma$ the triangulation of $K$ formed by the cones over the simplices of $T$, then

$$
C N_{\Sigma}(K)=C N_{T}(\emptyset)
$$

(with the understanding that in (2.4) dim $\emptyset=-1$ ).
On the other hand, the Newton function of any simplex $\sigma$ can be expressed as a combinatorial Newton number by the following construction.

First, notice that for every affine subspace $L$ in an affine space $W$ we can define the quotient vector space $W / L$ whose elements are parallel translations of $L$. In particular, this space has a distinguished vector 0 represented by $L$ itself.

Now let $\sigma$ be a simplex in $T$, and let $\Gamma(\sigma) \subset Q$ be the smallest face containing $\sigma$. Consider the image of $Q$ in the quotient space $\operatorname{Aff}_{\mathbf{R}}(Q) / \operatorname{Aff}_{\mathbf{R}}(\sigma)$ (where $\operatorname{Aff}_{\mathbf{R}}$ stands for the affine span). Let $K(\sigma, Q)$ denote the cone in $\operatorname{Aff}_{\mathbf{R}}(Q) / \operatorname{Aff}_{\mathbf{R}}(\sigma)$ whose apex is the distinguished point 0 of this quotient space, and the base is the image of $Q$. For each simplex $\gamma$ of $T$ having $\sigma$ as a face, let $K(\gamma)$ denote the cone in $\operatorname{Aff}_{\mathbf{R}}(Q) / \operatorname{Aff}_{\mathbf{R}}(\sigma)$ with apex 0 whose base is the image of $\gamma$. It is clear that the cones $K(\gamma)$ form a triangulation of $K(\sigma, Q)$, which we shall denote $\Sigma(T, \sigma)$ and call the triangulation induced by $T$. This triangulation is coherent if $T$ is coherent.

It is implied at once that

$$
\begin{equation*}
C N_{T}(\sigma)=C N_{\Sigma(T, \sigma)}(K(\sigma, Q)) \tag{2.5}
\end{equation*}
$$

Theorem 2.11. Suppose that $Q$ is simple or lies in $\mathbf{R}^{3}$. Let $T$ be a coherent triangulation of $Q$ as above. Then the Newton function $C N_{T}$ takes only nonnegative values.

Proof. This follows from (2.5) and Theorem 2.6, once we observe that if $Q$ is a simple polytope, $\sigma$ is any simplex in $T$, and $\Gamma(\sigma) \subset Q$ is the smallest face containing $\sigma$ then $K(\sigma, Q) \cong \mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$, where $p=\operatorname{dim} \Gamma(\sigma)-\operatorname{dim} \sigma$, $q=\operatorname{dim} Q-\operatorname{dim} \Gamma(\sigma)$.

We conclude this subsection by a property of the Newton function, which will be used later.

Proposition 2.12. For every simplex $\sigma \in T$ we have

$$
\sum_{\gamma: \gamma \supset \sigma}(-1)^{\operatorname{dim} \gamma-\operatorname{dim} \sigma} C N_{T}(\gamma)= \begin{cases}0 & \text { if } \sigma \text { is not massive },  \tag{2.6}\\ (-1)^{\operatorname{dim} Q-\operatorname{dim} \sigma} & \text { if } \sigma \text { is massive }\end{cases}
$$

where the summation is over all simplices $\gamma \in T$ having $\sigma$ as a face.

Proof. Expressing $C N_{T}(\gamma)$ in the left hand side of (2.6) with the help of (2.4) and changing the order of the summation, we obtain


If $\delta \neq \sigma$, the second sum has, up to sign, the form $\chi-1$ where $\chi$ is the Euler characteristic of a certain polyhedral ball. Thus $\chi-1=0$. When $\delta=\sigma$ we obtain the required expression.

Note that in [GZK3] what we now call the Newton function was called the Möbius function of a triangulation. The reason was that (2.6) is reminiscent of the property of the classical Möbius function. Still, we have finally decided that the present terminology is less ambiguous.
D. Non-negativity of Newton numbers and polynomiality of $D_{A}$ for low-dimensional cases

## Proposition 2.14.

(a) Let $S \subset \mathbf{Z}^{2}$ be any admissible semigroup. Then $v(S) \geq 0$.
(b) Let $S \subset \mathbf{Z}^{3}$ be any admissible semigroup generating $\mathbf{Z}^{3}$. Suppose that for any face $\Gamma \subset K$ we have

$$
\operatorname{Lin}_{\mathbf{Z}}(S \cap \Gamma)=\mathbf{Z}^{3} \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)
$$

Then $\nu(S) \geq 0$.
Proof. (a) Consider an arbitrary lattice triangle $A B C$. Since the area and lengths of sides are normalized with respect to the corresponding lattices, the usual formulas of the plane geometry need some adjustment. Let $\langle A B C\rangle$ denote the normalized area $\mathrm{Vol}_{\mathbf{z}^{2}}(A B C)$, and $|A B|,|A C|,|B C|$ denote the lengths of sides each normalized with respect to the induced one-dimensional lattice (so say $|A B|$ equals the number of integral points in the segment $[A B]$ minus 1). Using these definitions, we have the following "strange" inequality:

$$
\begin{equation*}
\langle A B C\rangle \geq|A B| \cdot|A C| \tag{2.7}
\end{equation*}
$$

(Indeed, if $B^{\prime} \in[A, B], C^{\prime} \in[A, C]$ are lattice points such that $\left|A B^{\prime}\right|=\left|A C^{\prime}\right|=$ 1 then $\langle A B C\rangle=|A B| \cdot\left\langle A B^{\prime} C\right\rangle=|A B| \cdot|A C| \cdot\left\langle A B^{\prime} C^{\prime}\right\rangle \geq|A B| \cdot|A C|$. It follows that

$$
\begin{equation*}
\langle A B C\rangle-|A B|-|A C|+1 \geq(|A B|-1)(|A C|-1) \geq 0 \tag{2.8}
\end{equation*}
$$

Let now $S \subset \mathbf{Z}^{2}$ be an admissible semigroup which we assume (without loss of generality) to generate $\mathbf{Z}^{2}$. Let $K_{+}(S)=\operatorname{Conv}(S-\{0\}) \subset \mathbf{R}^{2}$ (see Section 3 E Chapter 5). The finite part of the boundary of $K_{+}(S)$ consists of finitely many segments, say, $\left[B_{0}, B_{1}\right],\left[B_{1}, B_{2}\right], \ldots,\left[B_{m-1}, B_{m}\right]$. By definition,

$$
v(S)=\left(\sum_{i=0}^{m-1}\left\langle 0 B_{i} B_{i+1}\right\rangle\right)-\left|0 B_{0}\right|-\left|0 B_{m}\right|+1
$$

which can be rewritten as

$$
\sum_{i=0}^{m-1}\left(\left(0 B_{i} B_{i+1}\right\rangle-\left|0 B_{i}\right|-\left|0 B_{i+1}\right|+1\right)+\sum_{i=1}^{m-1}\left(2 \cdot\left|0 B_{i}\right|-1\right) .
$$

Now the first sum in the last expression is $\geq 0$ by (2.7), and the second sum is always positive if present at all (i.e., if $m \geq 2$ ). This proves part (a).
(b) Let $K_{-}(S)$ be the subdiagram part of $K(S)$ (Section 3E Chapter 5), i.e., the closure of $K(S)-K_{+}(S)$ where $K(S)=\operatorname{Conv}(S)$ and $K_{+}(S)=\operatorname{Conv}(S-\{0\})$. Thus the subdiagram volume of $S$ is $u(S)=\operatorname{Vol}\left(K_{-}(S)\right)$. Let $\Lambda$ be the common boundary of $K_{+}(S)$ and $K_{-}(S)$. It is a polyhedral surface in $\mathbf{R}^{3}$. Consider the decomposition $\Upsilon$ of $K(S)$ into polyhedral cones obtained by taking a cone through every face of $\Lambda$. This decomposition is coherent since $\Lambda$ is a part of the boundary of the convex polyhedron $K_{+}(S)$. Let us refine $\Upsilon$ to a coherent triangulation $\Sigma$ of $K(S)$ by subdividing every 3 -cone from $\Upsilon$ into simplicial cones without adding new edges. Then

$$
\begin{equation*}
u(S)=\sum_{\substack{L \in \Sigma \\ \operatorname{dim} L=3}} u(S \cap L) \tag{2.9}
\end{equation*}
$$

This is because, first, $K_{-}(S)$ is the union of $K_{-}(S \cap L)$ by construction, and, second, the lattice $\operatorname{Lin}_{\mathrm{Z}}(S \cap L)$ defining the volume of $K_{-}(S \cap L)$, coincides with $\operatorname{Lin}_{\mathbf{Z}}(S)=\mathbf{Z}^{3}$.

Let $P$ be a (bounded) plane polygon (which is a section of $K(S)$ ) by a plane whose equation has rational coefficients. The triangulation $\Sigma$ of $K(S)$ induces a triangulation $T$ of $P$ into triangles with rational vertices. For every simplex $\sigma$ of $T$ (of dimension 0,1 or 2 ) let $L(\sigma) \in \Sigma$ be the corresponding cone. We also add to $T$ the empty set $\emptyset$ regarded as a simplex of dimension $(-1)$ and set $L(\emptyset)=\{0\}$. Applying (2.9) and Proposition 2.12, we obtain

$$
v(S)=\sum_{\sigma \in T} C N_{T}(\sigma) \cdot v(S \cap L(\sigma))
$$

where the sum is over all simplices including $\emptyset$, and $C N_{T}(\emptyset)=C N_{\Sigma}(K(S))$.

Every $v(S \cap L(\sigma))$ is non-negative by Theorem 2.3. Indeed, the $L(\sigma)$ are simplicial cones, so condition (1) of Theorem 2.3 is satisfied. As for condition (2), it also holds for any $\sigma$ and any face $L(\tau) \subset L(\sigma)$. More precisely, if $L(\tau)$ has dimension 2 and lies on a 2 -dimensional face $\Gamma$ of $K(S)$, then the condition follows from our assumption

$$
\operatorname{Lin}_{\mathbf{Z}}(S \cap \Gamma)=\mathbf{Z}^{3} \cap \operatorname{Lin}_{\mathbf{R}}(\Gamma)
$$

In other cases the condition follows because $S \cap L(\tau)=(S \cap L(\sigma)) \cap L(\tau)$. To finish the proof of Proposition $2.14(\mathrm{~b})$, it remains to note that the numbers $C N_{T}(\sigma)$ for all $\sigma$ including $\sigma=\emptyset$ are non-negative by Theorem 2.6.

Corollary 2.15. Let $A \subset \mathbf{Z}^{k-1}$ be a finite subset affinely generating $\mathbf{Z}^{k-1}$ over $\mathbf{Z}$. Suppose that $k-1 \leq 3$ and for any face $\Gamma \subset Q=\operatorname{Conv}(A)$ we have $i(\Gamma, A)=1$. Then the regular $A$-determinant $D_{A}$ is a polynomial.

Proof. By (2.2), $\Delta_{A}$ always enters the factorization of $D_{A}$ with exponent 1. As for other factors $\Delta_{A \cap \Gamma}$ corresponding to proper faces of $Q$, their exponents are the Newton numbers of the semigroups of the form $S / \Gamma$ (Proposition 2.2), and so they are non-negative by Proposition 2.14.

## 3. The Newton polytope of the regular $A$-determinant and $D$-equivalence of triangulations

A. Vertices of the Newton polytope and D-equivalence

The regular $A$-determinant $D_{A}$ is not always a polynomial (see Example 2.5). By Theorem 1.6 and Corollary $2.5, D_{A}$ is a polynomial provided the set $A \subset \mathbf{Z}^{k-1}$ satisfies the following two conditions:
(1) The polytope $Q=\operatorname{Conv}(A)$ is simple or has dimension $\leq 3$.
(2) For every face $\Gamma \subseteq Q$ the index $i(\Gamma, A)$ (see Section 3A, Chapter 5) is equal to 1 .

In this section we assume that $A$ satisfies these conditions. In particular, they hold in the most important case when $X_{A}$ is smooth. In this case $D_{A}$ coincides with the $A$-discriminant $\Delta_{A}$.

For $f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$ let us write $D_{A}(f)$ as the sum of monomials

$$
\begin{equation*}
D_{A}(f)=\sum_{\eta \in \mathbf{Z}_{+}^{A}} d_{\eta} \prod_{\omega \in A} a_{\omega}^{\eta(\omega)} \tag{3.1}
\end{equation*}
$$

The Newton polytope $N\left(D_{A}\right) \subset \mathbf{R}^{A}$ is the convex hull of the set of $\eta \in \mathbf{Z}_{+}^{A}$ for which $d_{\eta} \neq 0$. We are interested in describing this polytope.

Let $\Gamma \subseteq Q$ be a face, and let $\operatorname{Aff}_{\mathbf{R}}(\Gamma) \subset \mathbf{R}^{k-1}$ be its affine span. We introduce the volume form $\mathrm{Vol}_{\Gamma}$ on $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$, induced by the lattice $\operatorname{Aff}_{\mathbf{Z}}(A \cap \Gamma)$.

Let $T$ be a triangulation of $(Q, A)$. According to Definition 2.10 , we call a simplex $\sigma$ of $T$ of some dimension $j \geq 0$ massive if it lies in a $j$-dimensional face of $Q$. In that case the face is obviously unique; we shall denote it by $\Gamma(\sigma)$. In particular, all simplices of full dimension $k-1$ are massive, and for each of them $\Gamma(\sigma)=Q$.

For $\omega \in A$ we set $\eta_{T, j}(\omega)=\sum_{\sigma} \operatorname{Vol}_{\Gamma(\sigma)}(\sigma)$, where $\sigma$ runs through all of the massive $j$-dimensional simplices in $T$ for which $\omega$ is a vertex. We thus obtain functions $\eta_{T, j}: A \rightarrow \mathbf{Z}$; note that $\eta_{T, n-1}$ coincides with the function $\varphi_{T}$ (Section 1D Chapter 7). Let

$$
\begin{equation*}
\eta_{T}=\sum_{j=0}^{k-1}(-1)^{k-1-j} \eta_{T, j} \in \mathbf{Z}^{A} \tag{3.2}
\end{equation*}
$$

Definition 3.1. We say that two triangulations $T$ and $T^{\prime}$ of $(Q, A)$ are $D$-equivalent if $\eta_{T}=\eta_{T^{\prime}}$.

Theorem 3.2. Under the above assumptions (1) and (2), we have
(a) The vertices of $N\left(D_{A}\right)$ are exactly the points $\eta_{T}$ for all coherent triangulations $T$ of $(Q, A)$. Thus, they are in one-to-one correspondence with the $D$-equivalence classes of coherent triangulations of $(Q, A)$.
(b) The monomial in $D_{A}$ corresponding to (the class of) a coherent triangulation T has the form

$$
d_{\eta_{T}} \prod_{\omega \in A} a_{\omega}^{\eta_{T}(\omega)}
$$

where

$$
d_{\eta_{T}}= \pm \prod_{\sigma \in T-\text { massive }} \operatorname{Vol}_{\Gamma(\sigma)}(\sigma)^{(-1)^{k-1-\operatorname{dim} \sigma \cdot \operatorname{Vol}_{\Gamma(\sigma)}(\sigma)}}
$$

This theorem follows from the fact that $D_{A}=\prod_{\Gamma \subset Q} E_{A \cap \Gamma}^{(-1)^{\text {codim( } \Gamma)}}$ (Theorem 1.3 above) and from Theorem 1.4 of Chapter 10.

Remarks 3.3. (a) Let $T$ be a coherent triangulation of $(Q, A)$. Theorem 3.2 implies, in particular, that the function $\eta_{T}: A \rightarrow \mathbf{Z}$ takes only non-negative values. Another non-trivial consequence is that the expression for $d_{\eta_{T}}$ in part (b) is an integer. Furthermore, if $T$ and $T^{\prime}$ are $D$-equivalent coherent triangulations then $d_{\eta_{T}}=d_{\eta_{T^{\prime}}}$.
(b) Since the polynomial $E_{A}$ is divisible by $D_{A}$, it follows that $N\left(E_{A}\right)$ is the Minkowski sum of $N\left(D_{A}\right)$ and some other polytope. Intuitively, $N\left(E_{A}\right)$ can be obtained from $N\left(D_{A}\right)$ by "cutting corners"; conversely, $N\left(D_{A}\right)$ can be obtained from $N\left(E_{A}\right)$ by a deformation merging together some vertices (see Figure 47).


Figure 47.
The fact that $D_{A}$ is a factor of $E_{A}$ also implies some information about the face poset of $N\left(D_{A}\right)$. Recall that faces of $N\left(E_{A}\right)$ are in bijection with coherent subdivisions of $(Q, A)$.

## Theorem 3.4.

(a) There is a monotone surjective map from the poset of coherent subdivisions of $(Q, A)$ onto the poset of faces of $N\left(D_{A}\right)$.
(b) If $P=\left\{\left(Q_{i}, A_{i}\right)\right\}$ is a coherent subdivision of $(Q, A)$ and $F \subset N\left(D_{A}\right)$ is the corresponding face then the coefficient restriction $D_{A} \|_{F}$ (see Section $1 A$ Chapter 6) is equal to the product $\prod_{i} \prod_{\Sigma \subset Q_{i}} \Delta_{A_{i} \cap \Sigma}^{m_{i, \Sigma}}$ where $\Sigma$ runs over all the faces of $Q_{i}$ and the $m_{i, \Sigma}$ are some non-negative exponents.
(c) We have $m_{i, \Sigma}>0$ whenever $A_{i} \cap \Sigma$ is not contained in a proper face of $Q$.

Proof. (a) It follows from (1.4) that

$$
\begin{equation*}
E_{A}(f)=\prod_{\Gamma \subset Q} D_{A \cap \Gamma}(f) \tag{3.3}
\end{equation*}
$$

By our assumptions, each $D_{A \cap \Gamma}$ is a polynomial. Thus $E_{A}$ is divisible by $D_{A}$ so the Newton polytope $N\left(D_{A}\right)$ is a Minkowski summand of $N\left(E_{A}\right)$. By Theorem 4.18 Chapter 5 the normal fan of $N\left(E_{A}\right)$ is a refinement of the normal fan of $N\left(D_{A}\right)$. However (Theorem 1.4 Chapter 10) the polytope $N\left(E_{A}\right)$ coincides with the secondary polytope $\Sigma(A)$ and its poset of faces is identified with the poset of coherent subdivisions of ( $Q, A$ ) by Theorem 2.4 Chapter 7. This implies (a).
(b) Let $F(P)$ be the face of $N\left(E_{A}\right)$ corresponding to $P$. By Theorem $1.12^{\prime}$ Chapter 10, the coefficient restriction of $E_{A}$ to $F_{P}$ is the product of some positive powers of $E_{A_{i}}$. The prime factors of each $E_{A_{i}}$ are the $\Delta_{A \cap \Sigma}, \Sigma \subset Q_{i}$ (Theorem 1.2 Chapter 10). Now expressing $D_{A}$ by (3.3) we find the statement about the coefficient restriction of $D_{A}$ as well.
(c) If $A_{i} \cap \Sigma$ is not contained in a proper face of $Q$, then $\Delta_{A_{i} \cap \Sigma}$ will occur in the factorization of $E_{A} \|_{F(P)}$ but not in the factorization of $E_{A \cap \Gamma} \|_{F(P)}$ for any proper face $\Gamma \subset Q$. This implies our statement.

## B. The $D$-equivalence and modifications of triangulations

The notion of D-equivalence is rather implicit. In general, this is still an open problem to describe $D$-equivalence in combinatorial terms. Later in this chapter we shall reduce this problem to two classification problems: one from combinatorial geometry and the other from " the geometry of numbers." For small-dimensional polytopes, these latter problems can be solved explicitly thus providing a complete description of the $D$-equivalence.

Intuitively, the $D$-equivalent triangulations can differ only "near" the boundary of $Q$. To make such a statement more precise, we need a notion of integral distance between two subspaces.

Definition 3.5. Let $W$ be a finite-dimensional affine space over $Q$ equipped with an integral lattice $\Xi$, and let $U_{1}, U_{2} \subset W$ be affine subspaces such that $\operatorname{dim} U_{1}+$ $\operatorname{dim} U_{2}=\operatorname{dim} W-1$. We call the integral distance between $U_{1}$ and $U_{2}$ and denote by $\rho\left(U_{1}, U_{2}\right)$ the volume $\operatorname{Vol}_{\Xi}(\sigma)$, where $\sigma \subset W \otimes \mathbf{R}$ is a simplex such that $\sigma \cap\left(U_{1} \otimes \mathbf{R}\right)$ and $\sigma \cap\left(U_{2} \otimes \mathbf{R}\right)$ are elementary simplices with vertices in $\Xi \cap U_{1}$ and $\Xi \cap U_{2}$, respectively (this number obviously does not depend on the choice of $\sigma$ ).

Now we can give some examples of $D$-equivalent triangulations. We shall use the notion of the modification of a triangulation along a circuit (see Section 2C Chapter 7).

Examples 3.6. (a) Let $A$ be a subset of $\mathbf{Z}^{2}$ so $Q \subset \mathbf{R}^{2}$ is a plane polygon. Let $\Gamma$ be an edge of $Q$. Suppose $\Gamma$ contains at least three elements of $A$, say, $a, b, c$. Suppose also that there is a point $d \in A$ whose integral distance to the line $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$ containing $\Gamma$ is equal to 1 (this means that there are no lattice points inside the strip bounded by $\operatorname{Aff}_{\mathbf{R}}(\Gamma)$ and by the parallel line through $d$ (see Figure 48).

Suppose that $T$ is a triangulation of $(Q, A)$ having the triangle $a c d$ as one of its simplices. Then $T$ is supported on the circuit $Z=\{a, b, c\}$ (see Definition 2.9 Chapter 7). The modified triangulation $T^{\prime}=s_{Z}(T)$ is obtained from $T$ by subdividing the triangle $a c d$ into the two triangles $a b d$ and $b c d$. It follows at once from the definitions that $T$ and $T^{\prime}$ are $D$-equivalent.
(b) More generally, let $A \subset \mathbf{Z}^{k-1}$ and let $\Gamma \subset Q$ be a facet. Suppose that there is a circuit $Z \subset A \cap \Gamma$ whose convex hull has the same dimension as $\Gamma$. Suppose also that there is a point $d \in A$ whose integral distance to $\operatorname{Aff}(\Gamma)$ equals 1 . Since


Figure 48. A $D$-equivalent modification of a triangulation of a plane polygon
the set $\{d\} \cup Z$ is weakly dependent, its convex hull has exactly two triangulations. Let $T$ be a coherent triangulation of $(Q, A)$ such that $\operatorname{Conv}(\{d\} \cup Z)$ is a union of simplices from $T$. Then the modification $T^{\prime}=s_{Z} T$ is well-defined and $T$ and $T^{\prime}$ are $D$-equivalent.

We let $\mathrm{Cl}(T)$ denote the $D$-equivalence class of a coherent triangulation $T$, and we let $\eta_{\mathrm{Cl}(T)}$ denote the corresponding vertex of $N\left(D_{A}\right)$.
Proposition 3.7. The normal cone of $N\left(D_{A}\right)$ at $\eta_{\mathrm{Cl}(T)}$ is the union $\bigcup_{T^{\prime} \in \mathrm{Cl}(T)} C\left(T^{\prime}\right)$ where $C\left(T^{\prime}\right)$ is the cone of Definition 1.4 Chapter 7.

Proof. Since $D_{A}$ divides $E_{A}$, the Newton polytope $N\left(D_{A}\right)$ is a Minkowski summand of $N\left(E_{A}\right)$. By Theorem 4.8 Chapter 5, the normal fan of $N\left(E_{A}\right)$ is a refinement of the normal fan of $N\left(D_{A}\right)$. The $D$-equivalence just describes this refinement, from which we obtain the statement.

## Proposition 3.8.

(a) Two vertices $\eta$ and $\eta^{\prime}$ of $N\left(D_{A}\right)$ are joined by an edge if and only if there exist coherent triangulations $T$ and $T^{\prime}$ of $(Q, A)$ such that $\eta=\eta_{T}, \eta^{\prime}=\eta_{T^{\prime}}$, and $T^{\prime}=s_{Z}(T)$ for some circuit $Z$.
(b) Any two D-equivalent coherent triangulations $T$ and $T^{\prime}$ can be obtained from each other by a finite sequence of modifications such that all intermediate triangulations are coherent and belong to the same D-equivalence class.

Proof. Both statements follow from Proposition 3.7 and from the description of the edges of $\Sigma(A)=N\left(E_{A}\right)$ (see Theorem 2.10 Chapter 7). Indeed, translating the cited theorem into the language of normal cones, we obtain that the cones $C(T)$ and $C\left(T^{\prime}\right)$ are separated by a "wall" of full dimension, if and only if $T^{\prime}=s_{Z}(T)$ for some circuit $Z$. This implies both statements of our proposition.

In view of Proposition 3.8, to describe the $D$-equivalence relation, it is enough to describe which modifications lead to $D$-equivalent triangulations. We shall give a complete answer to this question for the case when $\operatorname{dim} Q \leq 3$. The proof of the following two propositions will be given in Section 4 below.

## Proposition 3.9.

(a) If $Q$ has dimension 1 (i.e., is a segment), then no two different triangulations of $(Q, A)$ are $D$-equivalent.
(b) Suppose $Q$ has dimension 2 (i.e., is a plane polygon), and $Z \subset A$ is a circuit which modifies a triangulation $T$ into a D-equivalent triangulation $T^{\prime}$. Then $Z$ consists of three points belonging to some side $\Gamma \subset Q$; furthermore, there is a unique separating subset $J \subset A-Z$, and $J$ consists of a single point $\omega$, having integral distance 1 from $\Gamma$. (In other words, we have the situation in Example 3.6 (a).)

Proposition 3.9 can be applied, in particular, to the Newton polytope of the classical discriminant of a homogeneous polynomial of degree $d$ in three variables. This case will be considered in more detail in Chapter 13.

Proposition 3.10. Suppose $\operatorname{dim} Q=3$. Then all of the situations when a modification along a circuit $Z$ takes a coherent triangulation $T$ to a $D$-equivalent triangulation are as follows.
(a) The circuit $Z$ consists of four points and lies on a facet (= two-dimensional face) $\Gamma \subset Q$. The only separating subset consists of a single point $\omega \in A$ and the integral distance from $\omega$ to $\mathrm{Aff}(\Gamma)$ is equal to 1 . In other words, we have the case of Example 3.6 (b).
(b) The circuit $Z$ consists of three points and lies on an edge $R \subset Q$. Let $\Gamma_{1}, \Gamma_{2}$ be the facets of $Q$ containing $R$. There is a unique separating subset $J=\left\{\omega_{1}, \omega_{2}\right\}$, and we have $\omega_{1} \in \Gamma_{1}, \omega_{2} \in \Gamma_{2}$. The integral distance between the affine spans of $R$ and $J$ is equal to 1.
(c) The circuit $Z$ consists of three points and lies on a facet $\Gamma \subset Q$, but does not lie on an edge. There are two separating subsets: $\left\{\omega, \omega^{\prime}\right\}$ and $\left\{\omega, \omega^{\prime \prime}\right\}$, where $\omega^{\prime}, \omega^{\prime \prime} \in \Gamma, \omega \notin \Gamma$ and $\omega^{\prime}, \omega^{\prime \prime}$ lie on different sides of the line through $Z$. The integral distance from $\omega$ to $\operatorname{Aff}(\Gamma)$ is equal to 1 .

Figure 49 depicts various cases given by Proposition 3.10.

## C. The Newton polytope of the A-discriminant

If the toric variety $X_{A}$ is smooth then $D_{A}$ coincides with the $A$-discriminant $\Delta_{A}$ so the previous analysis gives information about $\Delta_{A}$. In general, the fact that $\Delta_{A}$ is a factor of $E_{A}$ gives some information of the structure of the Newton polytope $N\left(\Delta_{A}\right)$. For example, the same argument as in Theorem 3.4 gives the following statement.


Figure 49. $D$-equivalent modifications of triangulations of 3-polytopes

Theorem 3.11. All the statements of Theorem 3.4 remain valid if we replace $D_{A}$ by $\Delta_{A}$.

Using Theorem 3.11, we can define a new relation on the set of coherent triangulations of $(Q, A)$ : " $\Delta$-equivalence," which is stronger than the $D$-equivalence (when the latter is defined).

In order to describe the $\Delta$-equivalence more explictly, we have to write explicitly the monomial in $\Delta_{A}$ corresponding to a coherent triangulation $T$. One way to do this is to express $\Delta_{A}$ in terms of the principal determinants $E_{A \cap \Gamma}$ for all faces $\Gamma \subseteq Q$. Namely, by Theorem 1.2 Chapter 10, each $E_{A \cap \Gamma}$ can be written as

$$
\begin{equation*}
E_{A \cap \Gamma}(f)= \pm \prod_{\Sigma \subset \Gamma} \Delta_{A \cap \Sigma}(f)^{m(\Sigma, \Gamma)} \tag{3.4}
\end{equation*}
$$

where $\Sigma$ runs through the faces of $Q$ contained in $\Gamma$, and the $m(\Sigma, \Gamma)$ are nonnegative exponents. Under a suitable order of the faces of $Q$, these exponents form an upper-triangular matrix $M=\|m(\Sigma, \Gamma)\|$ with 1 's on the diagonal. We then have

$$
\begin{equation*}
\Delta_{A}(f)= \pm \prod_{\Gamma \subset Q} E_{A \cap \Gamma}(f)^{\left(M^{-1}\right)(\Gamma, Q)} \tag{3.5}
\end{equation*}
$$

where $M^{-1}$ is the inverse matrix of $M$. This leads, in principle, to an explicit formula for the required monomial in $\Delta_{A}$. The main difficulty of this approach is that we do not know an explicit formula for $M^{-1}$. Note that the analogs of (3.4) and (3.5) for $D_{A}$ are the formulas (3.3) and (1.4), which are much simpler.

Let us finish the discussion of discriminants with an example.

Example 3.12. An elliptic curve in the Tate normal form. Consider the space $\mathbf{C}^{A}$ of polynomials

$$
\begin{equation*}
f(x, y)=a_{00}+a_{10} x+a_{20} x^{2}+a_{30} x^{3}+a_{01} y+a_{11} x y+a_{20} y^{2} \tag{3.6}
\end{equation*}
$$

So $A \subset \mathbf{Z}^{2}$ is the set of exponents of the monomials in (3.6). The polytope $Q$ is a right triangle in $\mathbf{R}^{2}$ (see Figure 50 ). It easily follows from Proposition 2.2 that $D_{A}=a_{02} a_{30} \Delta_{A}$. Thus $N\left(D_{A}\right)$ is obtained from $N\left(\Delta_{A}\right)$ by a simple translation, and the $\Delta$-equivalence in this case coincides with the $D$-equivalence. The polynomial $\Delta_{A}$ (i.e., the discriminant of the elliptic curve $\{f=0\}$ ) can be


Figure 50.
found from formulas in [La] (Appendix 1). In expanded form it has 26 terms:

$$
\begin{aligned}
& \Delta_{A}=-27 \cdot 16 a_{00}^{2} a_{02}^{3} a_{30}^{2}-64 a_{00} a_{20}^{3} a_{02}^{3}-64 a_{10}^{3} a_{02}^{3} a_{30}-27 a_{01}^{4} a_{02} a_{30}^{2} \\
& \quad+a_{00} a_{11}^{6}+16 a_{10}^{2} a_{20}^{2} a_{02}^{3}+16 a_{01}^{2} a_{20}^{3} a_{02}^{2}+a_{02} a_{10}^{2} a_{11}^{4}-a_{01} a_{10} a_{11}^{5} \\
& +a_{01}^{2} a_{11}^{4} a_{20}-a_{01}^{3} a_{11}^{3} a_{30}+32 \cdot 9 a_{00} a_{02}^{3} a_{10} a_{20} a_{30}+48 a_{00} a_{02}^{2} a_{11}^{2} a_{20}^{2}
\end{aligned}
$$

$$
\begin{gathered}
+8 \cdot 27 a_{00} a_{01}^{2} a_{02}^{2} a_{30}^{2}-72 a_{01}^{2} a_{02}^{2} a_{10} a_{20} a_{30}-72 a_{00} a_{02}^{2} a_{10} a_{11}^{2} a_{30} \\
\quad-16 a_{01} a_{02}^{2} a_{10} a_{11} a_{20}^{2}-8 a_{02}^{2} a_{10}^{2} a_{11}^{2} a_{20}+96 a_{01} a_{02}^{2} a_{10}^{2} a_{11} a_{30} \\
-144 a_{00} a_{01} a_{02}^{2} a_{11} a_{20} a_{30}-12 a_{00} a_{02} a_{11}^{4} a_{20}+8 a_{01} a_{02} a_{10} a_{11}^{2} a_{20} \\
-8 a_{01}^{2} a_{02} a_{11}^{2} a_{20}^{2}-30 a_{01}^{2} a_{02} a_{10} a_{11}^{2} a_{30}+36 a_{01}^{3} a_{02} a_{11} a_{20} a_{30} \\
+36 a_{00} a_{01} a_{02} a_{11}^{3} a_{30}
\end{gathered}
$$

The first 11 terms in this formula correspond to the vertices of $N\left(\Delta_{A}\right)$. Figure 50 shows the $11 D$-equivalence classes of triangulations of ( $Q, A$ ) (all triangulations are easily seen to be coherent) and the terms which correspond to them by Theorem 3.2. The modifications inside a given $D$-equivalence class consist of taking away or adding back some of the dotted segments. Thus, $N\left(\Delta_{A}\right)$ has 11 vertices. Its dimension can be easily found to be 4 (cf. Theorem 1.7 Chapter 7).

## 4. More on $D$-equivalence

## A. How does a modification affect $\eta_{T}$

In this section we keep assumptions (1) and (2) from Section 3A.
In view of Proposition 3.7, for a description of $D$-equivalence it is enough to describe which modifications preserve $D$-equivalence. By definition, two triangulations $T, T^{\prime}$ are $D$-equivalent if the functions $\eta_{T}, \eta_{T^{\prime}}: A \rightarrow \mathbf{Z}$ coincide. It turns out that whenever $T^{\prime}$ is obtained from $T$ by a modification, the differences $\eta_{T}(\omega)-\eta_{T^{\prime}}(\omega)$ are subject to certain non-negativity conditions.

Theorem 4.1. Let $T$ be a coherent triangulation of $(Q, A)$ which is supported on a circuit $Z \subset A$, and let $T^{\prime}=s_{Z}(T)$ be the modification of $T$ along $Z$. Let $T_{+}(Z)=\left.T\right|_{\operatorname{Conv}(Z)}$ and $T_{-}(Z)=\left.T^{\prime}\right|_{\operatorname{Conv}(Z)}$ be the induced triangulations of $\operatorname{Conv}(Z)$, and $Z_{ \pm}=\left\{\omega \in Z: \operatorname{Conv}(Z-\omega) \in T_{ \pm}(Z)\right\}$ be the corresponding subsets in $Z$. Then

$$
\begin{array}{ccc}
\eta_{T}(\omega)=\eta_{T^{\prime}}(\omega) & \text { for } & \omega \notin Z \\
\eta_{T}(\omega) \leq \eta_{T^{\prime}}(\omega) & \text { for } & \omega \in Z_{+} \\
\eta_{T}(\omega) \geq \eta_{T^{\prime}}(\omega) & \text { for } & \omega \in Z_{-} .
\end{array}
$$

For $\omega \notin Z$, this assertion follows immediately from (3.2). For $\omega \in Z_{ \pm}$we shall expand $\pm\left(\eta_{T}(\omega)-\eta_{T^{\prime}}(\omega)\right)$ as a sum of non-negative terms. This will be done using Newton functions (see Section 2C), and the following version of Newton numbers.

Let $W$ be a real affine space equipped with a lattice $\Xi$. Let $\sigma \subset W$ be a simplex (of arbitrary dimension) with vertices in $\Xi$, and let $\tau$ be a face of $\sigma$ (possibly the empty face). By the relative Newton number of ( $\tau, \sigma$ ) we mean

$$
\begin{equation*}
v_{\Xi}(\tau, \sigma)=\sum_{\gamma \in[\tau, \sigma]}(-1)^{\operatorname{dim} \sigma-\operatorname{dim} \gamma} \operatorname{Vol}(\gamma) \tag{4.1}
\end{equation*}
$$

Here $\gamma$ runs through all of the faces of $\sigma$ containing $\tau$ (including $\sigma$ and $\tau$ ), and the volume of $\gamma$ is taken with respect to the lattice $\operatorname{Aff}_{\mathbf{R}}(\gamma) \cap \Xi$ (we take the volume of the empty face to be 1). We shall adopt the abbreviation $\nu_{\Xi}(\sigma)$ for $\nu_{\Xi}(\emptyset, \sigma)$. We let $\sigma / \tau$ denote the simplex in the quotient space $W / \operatorname{Aff}_{\mathbf{R}}(\tau)$ whose vertices are the images of the vertices of $\sigma$. Let $\Xi / \operatorname{Aff}_{\mathbf{R}}(\tau) \subset W / \operatorname{Aff}_{\mathbf{R}}(\tau)$ be the image of the lattice $\Xi$.

## Lemma 4.2.

(a) We have $\nu_{\Xi}(\tau, \sigma)=\operatorname{Vol}(\tau) \cdot \nu_{\Xi / \mathrm{Aff}_{\mathbf{R}}(\tau)}(\sigma / \tau)$.
(b) The number $v_{\Xi}(\tau, \sigma)$ is always non-negative.

Proof. Part (a) is obvious, since for every $\gamma$ in (4.1) we have $\operatorname{Vol}(\gamma)=\operatorname{Vol}(\tau)$. $\operatorname{Vol}(\gamma / \tau)$.

Using (a), we reduce the proof of (b) to the special case of $\nu_{\Xi}(\sigma)=\nu_{\Xi}(\emptyset, \sigma)$. To show that $v_{\Xi}(\sigma) \geq 0$, we remark that $\nu_{\Xi}(\sigma)$ is a particular case of Newton numbers (see Section 2A). Indeed, let us realize $W$ as an affine hyperplane in a vector space $V$ such that $0 \notin W$. Let $\tilde{\Xi}$ be the Abelian subgroup in $V$ generated by $\Xi$, and let $K \subset V$ be the convex cone with apex 0 generated by $\sigma$. Let $S=\tilde{\Xi} \cap K$. Then $v_{\Xi}(\sigma)$ is easily seen to coincide with the Newton number $\nu(S)$ of the semigroup $S$. Since $K$ is a simplicial cone, $v(S) \geq 0$ by Theorem 2.3 (note that condition (2) of that theorem is satisfied by the definition of $S$ ). Lemma 4.2 is proved.

Returning to Theorem 4.1 , let $C N_{T}$ be the Newton function of the triangulation $T$ (see Section 2C). We shall say that a subset $J \subset A-Z$ is subseparating for $T$ and $T^{\prime}$ if for some $\omega \in Z$ the set $(Z-\{\omega\}) \cup J$ is the set of vertices of a simplex of $T$; the only difference with separating subsets (Definition 2.11 Chapter 7) is that the simplex can now be of arbitrary (not necessarily maximal) dimension. It is easy to see that for $\omega \in Z$ and a subseparating subset $J \subset A-Z$, the number $C N_{T}(\operatorname{Conv}((Z-\{\omega\}) \cup J))$ does not depend on $\omega$. We denote this number simply as $C N_{T, Z}(J)$.

We deduce Theorem 4.1 from the following more precise fact.
Proposition 4.3. In the case of Theorem 4.1, for $\omega \in Z_{ \pm}$we have

$$
\begin{align*}
& \left. \pm\left(\eta_{T^{\prime}} \omega\right)-\eta_{T}(\omega)\right) \\
& \quad=\sum_{J \text { - subsep. }} C N_{T, Z}(J) \cdot v_{\Xi}(\operatorname{Conv}(Z-\{\omega\}), \operatorname{Conv}((Z-\{\omega\}) \cup J)) \tag{4.2}
\end{align*}
$$

where the summation is taken over all subseparating subsets for $T$ and $T^{\prime}$ (including Ø).

Proof. Let $T_{+}$and $T_{-}$be the triangulations of $\operatorname{Conv}(Z)$ induced by $T$ and $T^{\prime}$ respectively. Note that for every $\omega \in Z_{+}$we have

$$
\begin{equation*}
\sum_{\substack{\tau \in T_{-} \\ \omega \in \operatorname{Vert}(\tau)}} \operatorname{Vol}(\tau)-\sum_{\substack{\tau \in T_{+} \\ \omega \in \operatorname{Ver}(\tau)}} \operatorname{Vol}(\tau)=\operatorname{Vol}(\operatorname{Conv}(Z-\{\omega\})) \tag{4.3}
\end{equation*}
$$

where the sums are taken over maximal simplices $\tau$ of $T_{ \pm}$having $\omega$ as a vertex. Recall also that by definition

$$
\eta_{T}(\omega)=\sum_{\substack{\operatorname{massive} \sigma \in T \\ \omega \in \operatorname{Vert}(\sigma)}}(-1)^{\operatorname{codim} \sigma} \operatorname{Vol}(\sigma)
$$

and similarly for $\eta_{T^{\prime}}(\omega)$. Since $T^{\prime}$ is obtained from $T$ by modification along $Z$, both $T$ and $T^{\prime}$ are supported on $Z$ (Definition 2.9 Chapter 7). Thus simplices of $T$ having $\omega$ as a vertex are $\operatorname{Conv}\left(\tau \cup J^{\prime}\right)$, where $\tau$ is a maximal simplex in $T_{+}$and $J^{\prime}$ is subseparating. Similarly for simplices of $T^{\prime}$. Thus, by (4.3), we can write

$$
\begin{aligned}
& \eta_{T^{\prime}}(\omega)-\eta_{T}(\omega) \\
& =\sum_{\substack{\tau \in T_{-}, J^{\prime} \text { subsep.: } \\
\operatorname{Conv}\left(\tau \cup J^{\prime}\right) \text { massive } \\
\omega \in \operatorname{Vert}(\tau)}}(-1)^{\operatorname{codim} \operatorname{Conv}\left(\tau \cup J^{\prime}\right)} \operatorname{Vol} \operatorname{Conv}\left(\tau \cup J^{\prime}\right) \\
& \quad-\sum_{\substack{\tau \in T_{+}, J^{\prime} \text { subsep.: } \\
\operatorname{Conv}\left(\tau \cup J^{\prime}\right) \text { massive } \\
\omega \in \operatorname{Vert}(\tau)}}(-1)^{\operatorname{codim} \operatorname{Conv}\left(\tau \cup J^{\prime}\right)} \operatorname{Vol} \operatorname{Conv}\left(\tau \cup J^{\prime}\right) \\
& =\operatorname{Vol}(\operatorname{Conv}(Z-\{\omega\})) \\
& \quad \times \sum_{\substack{\operatorname{subsep} . J^{\prime}:}}^{\operatorname{Conv}(Z \cup J) \text { massive }}
\end{aligned}
$$

where $\rho$ means the integral distance and the condition " $\operatorname{Conv}(Z \cup J)$ massive" is an abbreviation for "Conv $(\sigma \cup J)$ massive for any maximal simplex $\sigma \in T_{+}$or $T_{-}$" (if this holds for one such simplex it holds for any other). By Proposition
2.13 , the last sum is equal to
$\operatorname{Vol}(\operatorname{Conv}(Z-\{\omega\}))$

$$
\begin{gathered}
\times \sum_{\text {subsep. } J^{\prime}} \sum_{\text {subsep. } J \supset J^{\prime}} C N_{T, Z}(J)(-1)^{\#(J)-\#\left(J^{\prime}\right)} \rho\left(\operatorname{Aff}_{\mathbf{Q}}\left(J^{\prime}\right), \operatorname{Aff}_{\mathbf{Q}}(Z)\right) \\
=\sum_{\text {subsep. } J} C N_{T, Z}(J) \sum_{J^{\prime} \subset J}(-1)^{\#(J)-\#\left(J^{\prime}\right)}\{\operatorname{Vol}(\operatorname{Conv}(Z-\{\omega\})) \\
\left.\times \rho\left(\operatorname{Aff}_{\mathbf{Q}}\left(J^{\prime}\right), \operatorname{Aff}_{\mathbf{Q}}(Z)\right)\right\} \\
=\sum_{\text {subsep. } J} C N_{T, Z}(J) \cdot v_{\Xi}(\operatorname{Conv}(Z-\{\omega\}), \operatorname{Conv}((Z-\{\omega\}) \cup J)),
\end{gathered}
$$

as claimed. For $\omega \in Z_{-}$the argument is completely similar.
To conclude the proof of Theorem 4.1, it remains to note that each summand in (4.2) is the product of two non-negative terms: the value of the Newton function (non-negative by Theorem 2.15) and the relative Newton number (non-negative by Lemma 4.2).

Proposition 4.3 implies a criterion for two triangulations $T$ and $T^{\prime}$ obtained from each other by modification along a circuit $Z$, to be $D$-equivalent. To formulate it, for every subseparating subset $J \subset A-Z$, we let $\bar{J}$ denote the image of $J$ in the quotient space $\mathbf{R}^{k-1} / \operatorname{Aff}(Z)$.

Corollary 4.4. In the case of Theorem 4.1, $T$ and $T^{\prime}$ are $D$-equivalent if and only iffor every subseparating subset $J \subset A-Z$ at least one of the numbers $C N_{T, Z}(J)$ and $\nu_{\mathbf{Z}^{k-1} / \operatorname{Aff}_{\mathbf{Z}}(Z)}(\operatorname{Conv}(\bar{J}))$ is equal to 0.
Corollary 4.5. Suppose that $T, T^{\prime}$ are D-equivalent coherent triangulations of ( $Q, A$ ) obtained from each other by modification along a circuit $Z \subset A$. Then $Z$ lies on some proper face of $Q$.

Proof. Corollary 4.4 implies, in particular, that $C N_{T, Z}(\emptyset)=0$. Let $p$ be the codimension of $\operatorname{Conv}(Z)$ in $Q$. Assume that $Z$ does not lie in a proper face. Taking a transversal slice $\mathbf{R}^{p}$ to $\operatorname{Conv}(Z)$, we derive from $T$ a decomposition of this transversal slice into simplicial cones, i.e., a triangulation $\Sigma$ of the whole $\mathbf{R}^{p}$ (here we use our assumption: if $Z$ lies in a proper face we get a triangulation of some cone in $\mathbf{R}^{p}$ ). Note that $C N_{T, Z}(\emptyset)=C N_{\Sigma}\left(\mathbf{R}^{p}\right)$. Since $\mathbf{R}^{p}$ has no proper faces, $C N_{\Sigma}\left(\mathbf{R}^{p}\right)=C V_{\Sigma}\left(\mathbf{R}^{p}\right)>0$.

Intuitively, Corollary 4.5 means that a modification which leads to a $D$ equivalent triangulation must take place near the boundary of $Q$.

## B. Thin lattice simplices

We shall study both of the possibilities in Corollary 4.4.
Definition 4.6. Let $W$ be a real affine space equipped with an integral lattice $\Xi$. We say that a simplex $\sigma \subset W$ with vertices in $\Xi$ is thin (with respect to $\Xi$ ) if $\nu_{\Xi}(\sigma)=0$.

Examples 4.7. (a) If $\sigma$ has a vertex $\omega$ of height 1 (i.e., the integral distance from $\omega$ to the opposite face is equal to 1 ), then $\sigma$ is thin. Indeed, for every face $\tau \subset \sigma$ not containing $\omega$, the face $\operatorname{Conv}(\tau \cup\{\omega\})$ has the same volume as $\tau$ under our normalization. So the volumes of these two faces cancel out in (4.1), and the sum in (4.1) is equal to 0 .
(b) The triangle in $\mathbf{R}^{2}$ with vertices $(2,0),(0,2),(0,0)$ is thin with respect to $\mathbf{Z}^{2}$. Indeed, in this case (4.1) becomes $4-3 \cdot 2+3 \cdot 1-1=0$.
(c) A segment joining two points from $\Xi$ is thin if and only if it has length 1 with respect to $\Xi$, i.e., it does not contain other lattice points.

In general, a classification of thin lattice simplices seems to be an interesting problem in the "geometry of numbers."

The following statement explains the term "thin simplex."
Proposition 4.8. If $\sigma \subset \mathbf{R}^{m}$ is a thin simplex with respect to $\mathbf{Z}^{m}$, then there are no integral points in the interior of $\sigma$.

Proof. Suppose there is such a point $p$. Let $k=\operatorname{dim} \sigma$. We divide $\sigma$ into $(k+1)$ simplices of dimension $k$ by forming the cones from $p$ over the facets of $\sigma$. Let $T$ denote the resulting triangulation of $\sigma$, and let $C N_{T}$ denote the Newton function of $T$. It easily follows from Proposition 2.13 that

$$
\nu(\sigma)=\sum_{\gamma \in T} C N_{T}(\gamma) v(\gamma)
$$

where $\gamma$ runs through the simplices of arbitrary dimension in $T$. All terms in this sum are non-negative, and we have $C N_{T}(\{p\})=k+1, v(\{p\})=1$ and so $\nu(\sigma)>0$, a contradiction.

Proposition 4.9. Up to integral affine equivalence, all thin triangles (i.e., thin two-dimensional simplices) are exhausted by the triangles in Example 4.7 (a), (b).

Proof. Let $\sigma \subset \mathbf{R}^{2}$ be a thin triangle with vertices in $\mathbf{Z}^{2}$. If $\sigma$ has a vertex of height 1 , then we are in the situation of Example 4.7 (a), and there is nothing to prove. So we assume that all heights of $\sigma$ are $\geq 2$. We want to prove that such a
thin simplex is essentially unique, i.e., coincides with the triangle in Example 4.7 (b) up to integral affine equivalence. This will be done in several steps.

First, we claim that all sides of $\sigma$ have length (with respect to $\mathbf{Z}^{2}$ ) $\leq 2$. Suppose this is not true, i.e., $\sigma$ has a side of length $l \geq 3$. Let $h$ be the corresponding height; by assumption, $h \geq 2$. Under our normalization, the area of $\sigma$ is $l h$. It follows from the "strange" formula (2.7) that each of the other two sides has length $\leq h$. Hence, $v(\sigma) \geq l h-2 h-l+2=(l-2)(h-1) \geq 1$, a contradiction.

Now let us show that all sides of $\sigma$ have length 2. Suppose the lengths are $a, b, c$ with $a \leq b \leq c \leq 2$. Since $\sigma$ is thin, its area is equal to $a+b+c-2$. On the other hand, since we assumed the heights of $\sigma$ to be $\geq 2$, the area is $\geq 2 c$. We obtain the inequality $a+b+c-2 \geq 2 c$, which can be rewritten as $a+b \geq c+2$. Obviously, this implies $a=b=c=2$, as required.

Finally, we see that $\sigma$ has area 4. If we join the midpoints of the sides of $\sigma$, we obtain a partition of $\sigma$ into 4 integral triangles, each of which must have area 1. Hence, $\sigma$ is equivalent to the triangle in Example 4.7 (b). This completes the proof of Proposition 4.9.

## C. Thin triangulations

The second possibility for a subseparating set $J$ given in Corollary 4.4 is the vanishing of $C N_{T, Z}(J)$, which is equal to $C N_{T}(\operatorname{Conv}((Z-\{\omega\}) \cup J))$ for any $\omega \in Z$. According to Lemma 2.16, this number is a "combinatorial analog" of the Newton number. More precisely, suppose that $\Gamma(Z \cup J)$ is the smallest face of $Q$ containing $Z \cup J, p=\operatorname{dim} \Gamma(Z \cup J)-\operatorname{dimConv}(Z \cup J)$, and $q=$ $\operatorname{dim} Q-\operatorname{dim} \Gamma(Z \cup J)$. Let $K(Z, J)$ be the cone in $\operatorname{Aff}_{\mathbf{R}}(Q) / \operatorname{Aff}_{\mathbf{R}}(Z \cup J)$ whose apex is the zero of this vector space, and the base is the image of $Q$. Since $Q$ is simple, $K(Z, J)$ is isomorphic to $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$. Let $\Sigma(T, Z, J)$ be the triangulation of $K(Z, J)$, induced by $T$. Lemma 2.15 says that $C N_{T, Z}(J)$ is equal to the combinatorial Newton number $C N_{\Sigma(T, Z, J)}(K(Z, J))$.

Lemma 4.10. The $j$-dimensional cones in $\Sigma(T, Z, J)$ are in one-to-one correspondence with the subseparating subsets $J^{\prime} \supset J$ for which $\#\left(J^{\prime}-J\right)=j$. In particular, the cones of maximal dimension correspond to the separating subsets containing $J$.

The proof follows from the definition of separating subsets (Definition 2.11 Chapter 7).

Definition 4.11. Let $K$ be a cone isomorphic to $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$. A coherent rational triangulation $\Sigma$ of $K$ is thin if $C N_{\Sigma}(K)=0$.

Examples 4.12. (a) Let $\Sigma$ be an arbitrary coherent rational triangulation of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q-1}$. We consider the new triangulation Cone $(\Sigma)$ of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}=$
$\left(\mathbf{R}^{p} \times \mathbf{R}_{+}^{q-1}\right) \times \mathbf{R}_{+}$, which consists of the cones of the form $\Theta \times\{0\}$ and $\Theta \times \mathbf{R}_{+}$ for all $\Theta \in \Sigma$. We call this triangulation the cone over $\Sigma$. The argument similar to that in Example 4.7 (a) (the cones $\Theta \times\{0\}$ and $\Theta \times \mathbf{R}_{+}$will give cancelling contributions) shows that Cone ( $\Sigma$ ) is always thin.
(b) Let $T$ be a triangulation of a plane triangle $P$ into triangles all of whose vertices lie on the boundary of $P$. Let $K$ be the cone over $P$. Let $\Sigma$ be the triangulation of $K$ corresponding to $T$. Then $\Sigma$ is thin. Indeed, let $B$ be the set of vertices of $T$, so $T$ is a triangulation of $(P, B)$. It is verified immediately that if $T^{\prime}$ is another triangulation of $(P, B)$ obtained from $T$ by a modification and $\Sigma^{\prime}$ is the corresponding triangulation of $K$ then $C N_{\Sigma}(K)=C N_{\Sigma^{\prime}}(K)$. By a chain of modifications we can obtain from $T$ any other coherent triangulation of ( $P, B$ ), in particular the triangulation consisting of just one triangle $P$, for which the statement is obvious.
(c) The triangulation of $\mathbf{R} \times \mathbf{R}_{+}^{2}=\left\{(x, y, z) \in \mathbf{R}^{3}: x \geq 0, y \geq 0\right\}$ whose slice by the plane $x+y=1$ is the triangulation of the strip shown on Figure 51, is thin. Infinite regions $\tau_{+}$and $\tau_{-}$are cut out at the left and right. The polygonal line $A_{1} B_{1} \ldots A_{r} B_{r}$ contains at least two vertices, and it may begin and end on either of the lines bounding the strip. Each of the triangles bordered by this line can be further subdivided, as indicated by the dotted lines.


Figure 51.
It is clear that a triangulation of $\mathbf{R}_{+}^{2}$ is thin if and only if it consists of just $\mathbf{R}_{+}^{2}$. The classification of thin triangulations of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$ (when $p=0$ we essentially have triangulations of a ( $q-1$ )-dimensional simplex) seems to be an interesting problem in combinatorial geometry.

Similar to the case of lattice simplices, the term "thin triangulation" is explained by the following statement.

Proposition 4.13. Let $\Sigma$ be a thin triangulation of $\mathbf{R}^{p} \times \mathbf{R}_{+}^{q}$. Then every ray
$\Theta \in \Sigma$ (i.e., a one-dimensional cone from $\Sigma$ ) projects to the boundary of $\mathbf{R}_{+}^{q}$ under the natural projection onto $\mathbf{R}_{+}^{q}$.

Proof. Let $\pi: X(\Sigma) \rightarrow \mathbf{C}^{q}$ be the "desingularization of the affine space" corresponding to $\Sigma$ (see the proof of Theorem 2.8 above). A ray $\Theta$ defines the orbit closure $X(\Theta)$ in $X(\Sigma)$ which is a hypersurface. If the projection of $\Theta$ does not lie on the boundary of $\mathbf{R}_{+}^{q}$, then $\pi(X(\Theta))=\{0\}$. Since the fiber $\pi^{-1}(y)$ of a point $y \in \mathbf{C}^{q}-\{0\}$ has dimension less than $p+q-1$, the shifted sheaf $\mathbf{C}_{\{0\}}[2 p+2 q-2]$ is a direct summand of the complex $R \pi_{*} \underline{\mathbf{C}}_{X(\Sigma)}$ in the derived category. This contradicts Corollary 2.9.

## Proposition 4.14.

(a) Every thin triangulation of $\mathbf{R}^{p} \times \mathbf{R}_{+}$is linearly equivalent to the cone over some triangulation of $\mathbf{R}^{p}$.
(b) Every thin triangulation of $\mathbf{R} \times \mathbf{R}_{+}^{2}$ is combinatorially equivalent to a triangulation in Example 4.12 (c).
(c) Every thin triangulation of $\mathbf{R}_{+}^{3}$ is combinatorially equivalent to a triangulation in Example 4.12 (b).
Proof. (a) The combinatorial Newton number is equal to the number of ( $p+$ 1)-dimensional cones into which $\mathbf{R}^{p} \times \mathbf{R}_{+}$is divided, minus the number of $p$ dimensional cones into which $\mathbf{R}^{p} \times\{0\}$ is divided. In order to obtain 0 , each ( $p+1$ )-dimensional cone must be supported on $\mathbf{R}^{p} \times\{0\}$ by a $p$-dimensional face. This implies part (a).

Parts (b) and (c) follow from the fact that there are no interior rays (Proposition 4.13).

## D. Proofs of Propositions 3.9 and 3.10

Now we are in a position to prove Propositions 3.9 and 3.10 which give a classification of modifications preserving the $D$-equivalence in dimensions $\leq 3$. In the proofs below we make use of the following fact which is a direct consequence of Definition 3.5. If $\sigma$ is a lattice simplex whose set of vertices is decomposed into a disjoint union $I \cup J$ and $\tau=\operatorname{Conv}(I), \delta=\operatorname{Conv}(J)$ then

$$
\begin{equation*}
\operatorname{Vol}_{\sigma}(\sigma)=\operatorname{Vol}_{\tau}(\tau) \cdot \operatorname{Vol}_{\delta}(\delta) \cdot \rho, \tag{4.4}
\end{equation*}
$$

where $\rho$ is the integral distance between $\operatorname{Aff}_{\mathbf{Q}}(I)$ and $\operatorname{Aff}_{\mathbf{Q}}(J)$.
Proof of Proposition 3.9. If $\operatorname{dim}(Q)=1$, i.e., $Q$ is a segment, then $E_{A}$ differs from $D_{A}$ by multiplication with a monomial so the corresponding Newton polytopes are linearly isomorphic. Hence no two different triangulations are $D$-equivalent.

Now suppose that $\operatorname{dim}(Q)=2$, i.e., $Q$ is a plane polygon. Let $T, T^{\prime}$ be $D$ equivalent coherent triangulations of ( $Q, A$ ) which are obtained from each other
by modification along a circuit $Z$. First, by Corollary $4.5, Z$ should consist of 3 points, say $Z=\{a, b, c\}$, and lie on some side $\Gamma \subset Q$. We can assume that $b$ lies inside the segment $[a, c$ ]. In this situation there is just one separating subset: it consists of a single point $\omega \in A$ lying inside $Q$. Comparing $\eta_{T}(b)$ and $\eta_{T^{\prime}}(b)$, we find (by using (4.4) with $I=\{\omega\}$ ) that the integral distance from $\omega$ to $\Gamma$ is 1 . This proves Proposition 3.9.

Proof of Proposition 3.10. Now we consider the case $\operatorname{dim}(Q)=3$. Let $T, T^{\prime}, Z$ have the same meaning as above. Corollary 4.5 implies that $Z$ lies on some proper face $\Gamma$ of $Q$. Hence, $Z$ consists of $\leq 4$ points.

Suppose that $\#(Z)=4$ so $\operatorname{Conv}(Z)$ is a polygon with 3 or 4 vertices lying on some 2 -face $\Gamma \subset Q$. Then there is only one separating subset, and it consists of a single point $\omega \in A$ lying inside $Q$. Again a simple computation (by using (4.4) with $I=\{\omega\}$ ) shows that the integral distance from $\omega$ to $\Gamma$ should be equal to 1 , so we have the situation of Proposition 3.10 (a).

Suppose that \# $(Z)=3$. There are two cases to consider: the minimal face $\Gamma \subset Q$ containing $Z$ can be a 2 -face or an edge. First, suppose $\Gamma$ is a 2 face. By Corollary 4.4 and Lemma 2.15, the triangulation $\Sigma(T, Z, \emptyset)$ of the cone $K(Z, \emptyset) \simeq \mathbf{R} \times \mathbf{R}_{+}$must be thin. So by Proposition 4.14 this triangulation consists of two cones, i.e., the separating subsets (which correspond to the maximal cones of the triangulation) are as in Proposition 3.10 (c). Let $z$ be the middle point of $Z$. Then

$$
\eta_{T}(z)-\eta_{T^{\prime}}(z)=\operatorname{Vol}_{Q} \operatorname{Conv}\left(Z \cup\left\{\omega, \omega^{\prime}, \omega^{\prime \prime}\right\}\right)-\operatorname{Vol}_{\Gamma} \operatorname{Conv}\left(Z \cup\left\{\omega^{\prime}, \omega^{\prime \prime}\right\}\right)
$$

Since $\operatorname{Conv}\left(Z \cup\left\{\omega, \omega^{\prime}, \omega^{\prime \prime}\right\}\right)$ is a pyramid with base $\operatorname{Conv}\left(Z \cup\left\{\omega^{\prime}, \omega^{\prime \prime}\right\}\right)$, it follows that the difference of volumes vanishes if and only if the height of the pyramid (i.e., the integral distance from $\omega$ to $\Gamma$ ) is equal to 1 .

Now consider the last case when $\#(Z)=3$ and $Z$ lies on an edge $R \subset Q$. Then the cone $K(Z, \emptyset)$ is $\mathbf{R}_{+}^{2}$, and its induced triangulation $\Sigma(T, Z, \emptyset)$ must be thin. Consequently, this triangulation consists only of $\mathbf{R}_{+}^{2}$ itself, i.e., the separating subsets are as in Proposition 3.10 (b). The statement concerning the integral distance is proved in the same way as before (by using (4.4) with $J$ as in Proposition 3.10 (b)).

Proposition 3.10 is proved.

## 5. Relations to real algebraic geometry

Results of previous sections provide some information about Newton polytopes of the $A$-discriminant $\Delta_{A}$ and related polynomials $E_{A}$ and $D_{A}$. As we have seen (Section 1A Chapter 6), the structure of the Newton polytope of any (Laurent)
polynomial is closely related to the geometry of the hypersurface defined by this polynomial. In particular, the Newton polytope of $\Delta_{A}$ sheds some light on the geometry of the discriminantal hypersurface $\nabla_{A}$. In this section we shall be interested in the study of $\nabla_{A}$ from the point of view of real algebraic geometry.

## A. Hilbert's sixteenth problem

The original problem posed by Hilbert, is as follows:
Investigate possible types of topological behavior of a non-singular real algebraic curve in $\mathbf{R} P^{2}$ of a given degree $d$.

Let us make the terminology more precise. By a real plane curve we mean an algebraic curve $Z \subset \mathbf{C} P^{2}$ given by a homogeneous equation $f\left(x_{0}, x_{1}, x_{2}\right)=0$ with real coefficients. For such a curve $Z$ by $Z(\mathbf{R})$ we denote the set $Z \cap \mathbf{R} P^{2}$ of real points of $Z$. (It may happen that $Z(\mathbf{R})=\emptyset$.) A curve is non-singular if it has no singular points in $\mathbf{C} P^{2}$. For such a curve $Z$, the set $Z(\mathbf{R})$ is a smooth onedimensional real submanifold in $\mathbf{R} P^{2}$; so topologically $Z(\mathbf{R})$ is a disjoint union of circles ("ovals"). These ovals are situated in some way in $\mathbf{R} P^{2}$; for instance, some of them divide $\mathbf{R} P^{2}$ into two parts and some do not; some may lie inside others etc. The problem is to describe all possible patterns of behavior of ovals up to isotopy, i.e., continuous deformation of the ambient $\mathbf{R} P^{2}$.

This problem and its higher-dimensional generalizations have been the subject of many works, see surveys [Gud], [Wi]. The complete classification is by now known for curves up to degree 7. We cannot give here even a partial overview of main developments since this would lead us too far away. We shall concentrate only on one aspect of the problem related to the kind of questions studied elsewhere in this book.

Fix a natural number $d$. Let $A$ be the set of monomials in $x_{0}, x_{1}, x_{2}$ of degree $d$, and $\mathbf{R}^{A}$ (resp. $\mathbf{C}^{A}$ ) the space of real (resp. complex) homogeneous polynomials of degree $d$. A real plane curve of degree $d$ is just a curve with the equation $f=0$ for $f \in \mathbf{R}^{A}$. Such a curve is non-singular if and only if the $A$-discriminant $\Delta_{A}(f)$ does not vanish. Let $\nabla_{A} \subset \mathbf{C}^{A}$ be the $A$-discriminantal hypersurface, i.e., the hypersurface $\left\{\Delta_{A}(f)=0\right\}$, and $\nabla_{A}(\mathbf{R}) \subset \mathbf{R}^{A}$ the set of real points of $\nabla_{A}$. The hypersurface $\nabla_{A}(\mathbf{R})$ divides $\mathbf{R}^{A}$ into several components. If $f, g$ are two polynomials lying in the same connected component of the complement $\mathbf{R}^{A}-\nabla_{A}(\mathbf{R})$ then the curves $\{f=0\}$ and $\{g=0\}$ in $\mathbf{R} P^{2}$ are isotopic. Thus the classification problem of topological types of curves $\{f=0\}, f \in \mathbf{R}^{A}$ $\nabla_{A}(\mathbf{R})$ can be reduced to two steps. First, we have to describe all the connected components of $\mathbf{R}^{A}-\nabla_{A}(\mathbf{R})$ and second, describe the topological behavior of the curve given by a polynomial from a given component.

It is convenient to consider a more general framework of hypersurfaces in toric varieties, not only in $P^{2}$. Let $A \subset \mathbf{Z}^{k-1}$ be a finite set of lattice points which we regard, as usual, as Laurent monomials in $k-1$ variables. Let $X_{A}$ be the corresponding projective toric variety (Section 1B, Chapter 5). This variety is defined over $\mathbf{Q}$ and hence over $\mathbf{R}$ so we can consider the set of its real points $X_{A}(\mathbf{R})$. Let $\mathbf{R}^{A}$ (resp. $\mathbf{C}^{A}$ ) be the space of real (resp. complex) polynomials all of whose monomials are from $A$. Any $f \in \mathbf{C}^{A}$ defines a hypersurface $Z_{f} \subset X_{A}$. We are interested in the case when $f \in \mathbf{R}^{A}$ and we consider the set of real points $Z_{f}(\mathbf{R}) \subset X_{A}(\mathbf{R})$.

Let $\nabla_{A} \subset \mathbf{C}^{A}$ be the $A$-discriminantal variety (Section 1A, Chapter 9). If $X_{A}$ is smooth then $Z_{f}$ is non-singular if and only if $f \notin \nabla_{A}$. As in the particular case considered above, if $f, g \in \mathbf{R}^{A}$ lie in the same connected component of $\mathbf{R}^{A}-\nabla_{A}(\mathbf{R})$ then the hypersurfaces $Z_{f}(\mathbf{R})$ and $Z_{g}(\mathbf{R})$ are isotopic.

The natural "Hilbert problem" associated with A is to study the possible types, up to isotopy, of topological behavior of hypersurfaces $Z_{f}(\mathbf{R})$ for $f \in$ $\mathbf{R}^{A}-\nabla_{A}$.

There is also a second setup for the problem. Namely, let $Q \subset \mathbf{R}^{k-1}$ be the convex hull of $A$. For any face $\Gamma \subset Q$, let $p_{\Gamma}: \mathbf{R}^{A} \rightarrow \mathbf{R}^{A \cap \Gamma}$ be the natural projection (the coefficient restriction of polynomials). Consider the open subset

$$
\begin{equation*}
\mathbf{R}_{\mathrm{gen}}^{A}=\mathbf{R}^{A}-\bigcup_{\Gamma \subseteq Q} p_{\Gamma}^{-1}\left(\nabla_{A \cap \Gamma}\right) \tag{5.1}
\end{equation*}
$$

We call $\mathbf{R}_{\text {gen }}^{A}$ the generic stratum in $\mathbf{R}^{A}$. The complex generic stratum $\mathbf{C}_{\text {gen }}^{A} \subset \mathbf{C}^{A}$ is defined similarly. The "refined Hilbert problem" for $A$ is to study the components of $\mathbf{R}_{\text {gen }}^{A}$.

If $X_{A}$ is smooth then the condition $f \in \mathbf{C}_{\text {gen }}^{A}$ means that not only the hypersurface $Z_{f}$ is smooth but so are its intersections with all the orbit closures $X(\Gamma) \subset X_{A}$. Thus the study of connected components of $\mathbf{R}_{\text {gen }}^{A}$ amounts to the study of possible types of generic topological behavior of $Z_{f}$ with respect to all $X(\Gamma)$.

Examples 5.1. (a) Let $A=\left\{1, x, x^{2}, \ldots, x^{d}\right\}$ so $\mathbf{R}^{A}$ consists of polynomials of degree $\leq d$ in one variable $x$. Two polynomials $f, g \in \mathbf{R}^{A}-\nabla_{A}$ lie in the same connected component if and only if they have the same number of real roots (including infinity; by our conventions, $f$ has a root of multiplicity $i$ at infinity if $\operatorname{deg}(f)=d-i$, so for $f \notin \nabla_{A}$ we have $\left.\operatorname{deg}(f) \geq d-1\right)$. In Figure 52 we consider the case $d=4$ and we have depicted the section of the hypersurface $\nabla_{A}(\mathbf{R})$ by the 3-dimensional affine space $\left\{a_{0}+\cdots+a_{4} x^{4}: a_{3}=0, a_{4}=1\right\}$.
(b) Let $A$ consist of bilinear monomials $x_{i} y_{j}$ where the $x_{i}$ and $y_{j}(i=$ $1, \ldots, m ; j=1, \ldots, n$ ) are two sets of variables. (see Example 1.1 (b)


Figure 52. The space of polynomials $a_{0}+a_{1} x+a_{2} x^{2}+x^{4}$
Chapter 5). The space $\mathbf{R}^{A}$ consists of real $m \times n$ matrices $\left\|a_{i j}\right\|$. The generic stratum $\mathbf{R}_{\text {gen }}^{A}$ consists of matrices of which all the square minors, including $1 \times 1$, are non-zero (see Example 1.3 (b) Chapter 10). Denote by $M$ the ( $m+n$ ) $\times n$ matrix obtained from $\left\|a_{i j}\right\|$ by appending a unit $n \times n$ matrix. The fact that all the square minors of $\left\|a_{i j}\right\|$ are non-zero is equivalent (see (1.3) Chapter 3 ) to the fact that all the maximal minors of $M$ are non-zero or, in other words, that the system of vectors in $\mathbf{R}^{n}$, formed by the standard basis vectors and the columns of $\left\|a_{i j}\right\|$, is in general position (no $n$ vectors are linearly dependent). Therefore connected components of $\mathbf{R}_{\mathrm{gen}}^{A}$ are in bijection with connected components of the configuration space of $(m+n)$-tuples of vectors in $\mathbf{K}^{n}$ in general position.

The relevance of the Newton polytope of $\Delta_{A}$ for the " $A$-Hilbert problem" considered above stems from Corollary 1.7 Chapter 10. More precisely, let $T$ be a coherent triangulation of $(Q, A)$. Let $C(T)$ be the normal cone to the secondary polytope $\Sigma(A)$ at the vertex corresponding to $T$, see Definition 1.4 Chapter 7. The above cited corollary guarantees the existence of a vector $b=\left(b_{\omega}\right)_{\omega \in A} \in C(T)$ such that $\Delta_{A}(f) \neq 0$ whenever $f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in \mathbf{C}^{A}$ has all $a_{\omega} \neq 0$ and the logarithmic vector $\left(\log \left|a_{\omega}\right|\right)$ belongs to the translated cone $C(T)+b$.

We apply this to polynomials with real coefficients. Let $\left(\mathbf{R}^{*}\right)^{A}$ be the set of polynomials in $\mathbf{R}^{\Lambda}$ with all the coefficients non-zero. Consider the region

$$
\begin{equation*}
U(T, b)=\left\{f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in\left(\mathbf{R}^{*}\right)^{A}:\left(\log \left|a_{\omega}\right|\right) \in C(T)+b\right\} \tag{5.2}
\end{equation*}
$$

When $b$ lies "deeply enough" inside $C(T)$, the region $U(T, b)$ does not intersect the real discriminantal variety $\nabla_{A}(\mathbf{R})$. On the other hand, $U(T, b)$ is the union of $2^{\#(A)}$ connected components $U(T, b, \varepsilon)$ labeled by functions $\varepsilon: A \rightarrow\{ \pm 1\}$ which prescribe signs of $a_{\omega}$. By definition,

$$
\begin{equation*}
U(T, b, \varepsilon)=\left\{f=\sum_{\omega \in A} a_{\omega} x^{\omega} \in U(T): \operatorname{sgn}\left(a_{\omega}\right)=\varepsilon(\omega)\right\} \tag{5.3}
\end{equation*}
$$

The logarithm map identifies each $U(T, b, \varepsilon)$ with $C(T)+b$.
We arrive at the following conclusion.
Proposition 5.2. Let $T$ be any coherent triangulation of $(Q, A)$, and let $\varepsilon: A \rightarrow$ $\{ \pm 1\}$ be any function. Then for any $f \in U(T, b, \varepsilon)$ with $b$ as above the isotopy type of the real hypersurface $Z_{f}(\mathbf{R})=\{f=0\} \subset X_{A}(\mathbf{R})$ is the same, i.e., it is completely determined by $T$ and $\varepsilon$.

Clearly, if $b$ lies "deeply enough" inside $C(T)$, then all the $\Delta_{A \cap \Gamma}(f) \neq 0$ for all $f \in U(T, b, \varepsilon)$. Hence, $(T, \varepsilon)$ determine in fact the isotopy class of the hypersurface together with its intersections with the orbit closures $X(\Gamma)$.

We are interested in a direct description of the isotopy type of $Z_{f}(\mathbf{R})$ for $f \in U(T, b, \varepsilon)$. Such a description is equivalent to a result of Viro [V 1] that was obtained without using secondary polytopes. We shall present his construction.

## B. The real part of a toric variety

The first step in a combinatorial description of $Z_{f}$ is to give a direct construction of the set of real points of the toric variety $X_{A}$.

For simplicity of exposition we shall assume that $X_{A}$ is normal.
Let $A=\left\{\omega^{(1)}, \ldots, \omega^{(n)}\right\}$. Clearly the real part $X_{A}(\mathbf{R})$ can be defined in $\mathbf{R} P^{n-1}$ as the closure (in the real topology, not Zariski) of

$$
\begin{equation*}
X_{A}^{0}(\mathbf{R})=\left\{\left(t^{\omega^{(1)}}: \ldots: t^{\omega^{(n)}}\right), t=\left(t_{1}, \ldots, t_{k-1}\right) \in\left(\mathbf{R}^{*}\right)^{k-1}\right\} \tag{5.4}
\end{equation*}
$$

The set $X_{A}^{0}(\mathbf{R})$ is the union of $2^{k-1}$ connected components, according to the choices of signs of the $t_{i}$. All these components are isomorphic to each other. Consider one of them, namely

$$
\begin{equation*}
X_{A}^{0}\left(\mathbf{R}_{+}\right)=\left\{\left(t^{\omega^{(1)}}: \ldots: t^{\omega^{(n)}}\right), t=\left(t_{1}, \ldots, t_{k-1}\right) \in\left(\mathbf{R}_{+}^{*}\right)^{k-1}\right\} \tag{5.5}
\end{equation*}
$$

where $\mathbf{R}_{+}^{*}$ stands for the set of positive real numbers. Let $X_{A}\left(\mathbf{R}_{+}\right)$be the closure of $X_{A}^{0}\left(\mathbf{R}_{+}\right)$; we shall call it the positive part of $X_{A}$. It is stratified by its intersections with subvarieties $X(\Gamma)$ where $\Gamma$ runs through the faces of $Q$.


Figure 53. Gluing $\mathbf{R} P^{2}$ and $\mathbf{R} P^{1} \times \mathbf{R} P^{1}$ out of 4 triangles (resp. squares).
Theorem 5.3. The space $X_{A}\left(\mathbf{R}_{+}\right)$stratified by its intersections with the $X(\Gamma)$ is homeomorphic to the polytope $Q=\operatorname{Conv}(A)$ stratified by its faces. The homeomorphism is given by the restriction of the moment map $\mu: X_{A} \rightarrow Q$ (Section 1C Chapter 6).

This fact is well-known and we refer to [Fu2] for the proof.
Theorem 5.3 implies that $X_{A}(\mathbf{R})$ can be obtained by gluing together $2^{k-1}$ copies of $Q$ by identifying some faces. More precisely, for any group homomorphism $\xi: \mathbf{Z}^{k-1} \rightarrow\{ \pm 1\}$, we take a copy $Q(\xi)$ of $Q$. If $\Gamma \subset Q$ is a face then by $\Gamma(\xi)$ we shall denote the corresponding face of $Q(\xi)$.
Theorem 5.4. The space $X_{A}(\mathbf{R})$ is identified with the result of the gluing of the polytopes $Q(\xi), \xi \in \operatorname{Hom}\left(\mathbf{Z}^{k-1},\{ \pm 1\}\right)$ by the following identifications: for any face $\Gamma \subset Q$ we identify $\Gamma(\xi) \subset Q(\xi)$ with $\Gamma\left(\xi^{\prime}\right) \subset Q\left(\xi^{\prime}\right)$ if and only if $\xi$ and $\xi^{\prime}$ coincide on the affine sublattice $\operatorname{Aff}_{\mathbf{R}}(\Gamma) \cap \mathbf{Z}^{k-1}$.

The proof, which is based on a straightforward interpretation of the moment map, is left to the reader.

Example 5.5. ( $a$ ) Let $A \subset \mathbf{Z}^{2}$ consist of three points $(0,0),(0,1),(1,0)$. Then $Q$ is a triangle, and $X_{A}$ is the projective plane $P^{2}$. Theorem 5.4 represents $\mathbf{R} P^{2}$ as the result of the gluing of four triangles (copies of $Q$ ) as in Figure 53a.
(b) Let $A \subset \mathbf{Z}^{2}$ consist of four points $(0,0),(0,1),(1,0),(1,1)$. Then $Q$ is a square, and $X_{A}=P^{1} \times P^{1}$. Theorem 5.4 represents $\mathbf{R} P^{1} \times \mathbf{R} P^{1}$ (topologically a torus) as the result of the gluing of four squares as in Figure 53 b .

## C. Viro's theorem

Let $A$ satisfy the assumptions of subsection B. Denote by $\tilde{Q}$ the result of the gluing
of $2^{k-1}$ copies of $Q$ as in Theorem 5.4. So $\tilde{Q}$ is a CW-complex homeomorphic to $X_{A}(\mathbf{R})$.

Let $T$ be a coherent triangulation of $(Q, A)$ and $\varepsilon: A \rightarrow\{ \pm 1\}$ any function. We shall construct a subspace $\mathcal{Z}(T, \varepsilon) \subset \tilde{Q}$ which will represent the isotopy type of any hypersurface $Z_{f}$ for $f \in U(T, b, \varepsilon)$ (see subsection A).

For any group homomorphism $\xi: \mathbf{Z}^{k-1} \rightarrow\{ \pm 1\}$, we denote by $A(\xi)$ the copy of $A$ in $Q(\xi)$. Let $\tilde{A} \subset \tilde{Q}$ be the union of all $A(\xi)$. We extend any $\varepsilon: A \rightarrow\{ \pm 1\}$ to a function $\tilde{\varepsilon}: \tilde{A} \rightarrow\{ \pm 1\}$ by setting $\tilde{\varepsilon}(\omega(\xi))=\varepsilon(\omega) \cdot \xi(\omega)$, where $\omega(\xi) \in A(\xi)$ is a copy of $\omega \in A$. Clearly, this is well-defined: if $\omega(\xi)$ is identified with $\omega\left(\xi^{\prime}\right)$ in $\tilde{Q}$ then $\xi(\omega)=\xi^{\prime}(\omega)$ by definition of $\tilde{Q}$.

A triangulation $T$ of $(Q, A)$ obviously extends to a triangulation of $\tilde{Q}$ with vertices in $\tilde{A}$, denoted by $\tilde{T}$. It is convenient to work with the dual subdivision of $\tilde{Q}$ defined as follows. Let $\operatorname{Bar}(\tilde{T})$ be the first barycentric subdivision of the triangulation $\tilde{T}$ (see Figure 54).


Figure 54.

For any $\alpha \in \tilde{A}$ let $B_{\alpha}$ be the union of all simplices of $\operatorname{Bar}(\tilde{T})$ having $\alpha$ as a vertex. (Note that $B_{\alpha}=\emptyset$ if $\alpha$ is not a vertex of $\tilde{T}$; otherwise $\operatorname{dim}\left(B_{\alpha}\right)=k-1$.) The subdivision of $\tilde{Q}$ into the $B_{\alpha}$ will be called the dual subdivision to $\tilde{T}$ and denoted by $\operatorname{Dual}(\tilde{T})$. In the case when $X_{A}$ is smooth, $X_{A}(\mathbf{R})$ is a smooth real manifold and each $B_{\alpha}$ is a cell so we have the dual CW-decomposition. In the general case the $B_{\alpha}$ may be more complicated, but we shall still call them "cells."

Finally, we define the subspace $\mathcal{Z}_{+}(T, \varepsilon)$ (resp. $\left.\mathcal{Z}_{-}(T, \varepsilon)\right)$ in $\tilde{Q}$ to be the union of "cells" $B_{\alpha} \in \operatorname{Dual}(\tilde{T})$ for which $\tilde{\varepsilon}(\alpha)=1$ (resp. $\tilde{\varepsilon}(\alpha)=-1$ ). Let $\mathcal{Z}(T, \varepsilon)=\mathcal{Z}_{+}(T, \varepsilon) \cap \mathcal{Z}_{-}(T, \varepsilon)$.

The theorem of Viro is as follows.

Theorem 5.6. Let $T$ be a coherent triangulation of $(Q, A), \varepsilon: A \rightarrow\{ \pm 1\}$ any function and $U(T, b, \varepsilon)$ the corresponding region (5.3) in $\mathbf{R}^{A}$. Then the hypersurface $Z_{f}(\mathbf{R})=\{f=0\} \subset X_{A}(\mathbf{R})$ for $f \in U(T, b, \varepsilon)$ has the same isotopy type as the subspace $\mathcal{Z}(T, \varepsilon) \subset \tilde{Q}$ (under the identification $X_{A}(\mathbf{R})=\tilde{Q}$ given by Theorem 5.4). Moreover, the intersection of $Z_{f}$ with any of the $2^{k-1}$ copies of $Q$ constituting $X_{A}(\mathbf{R})$ has the same isotopy type as the intersection of $\mathcal{Z}(T, \varepsilon)$ with the corresponding copy of $Q$ inside $\tilde{Q}$.

The proof will be given in subsection D. We conclude this subsection with a couple of examples. The first one is an elementary particular case to be used in the general proof.

Example 5.7. Let $A$ consist of monomials $1, x_{1}, \ldots, x_{k-1}$, that is, of vectors $0, e_{1}, \ldots, e_{k-1} \in \mathbf{Z}^{k-1}$, where the $e_{i}$ are standard basis vectors. So $\mathbf{R}^{A}$ is the space of affine-linear functionals $f(x)=a_{0}+\sum_{i=1}^{k-1} a_{i} x_{i}$. The polytope $Q$ is the simplex

$$
Q=\left\{\left(t_{1}, \ldots, t_{k-1}\right): t_{i} \geq 0, \sum t_{i} \leq 1\right\}
$$

of dimension $k-1$. The vertices of $Q$ are the basis vectors $e_{1}, \ldots, e_{k-1}$ and the zero, denoted by $e_{0}$ for uniformity. The variety $X_{A}$ is the projective space $P^{k-1}$ and $x_{1}, \ldots, x_{k-1}$ are coordinates in an affine chart of this space. In these coordinates the moment map $\mu: P^{k-1} \rightarrow Q$ is given by (cf. Section 1C Chapter 6):

$$
\begin{equation*}
\mu\left(x_{1}, \ldots, x_{k-1}\right)=\left(\frac{\left|x_{1}\right|}{1+\sum\left|x_{i}\right|}, \ldots, \frac{\left|x_{k-1}\right|}{1+\sum\left|x_{i}\right|}\right) . \tag{5.6}
\end{equation*}
$$

Fix some $f(x)=a_{0}+\sum_{i=1}^{k-1} a_{i} x_{i} \in\left(\mathbf{R}^{*}\right)^{A}$ (so all the coefficients are nonzero). Then $Z_{f}(\mathbf{R})$ is a hyperplane in $X_{A}(\mathbf{R})=\mathbf{R} P^{k-1}$ transversal to all the coordinate hyperplanes. Let us see what Theorem 5.6 means in this case. Consider first the intersection of $Z_{f}$ with the positive part of $X_{A}$, i.e., the set of solutions of $f\left(x_{1}, \ldots, x_{k-1}\right)=0$ with all $x_{i}>0$. The moment map (5.6) takes this set to the following hyperplane section of $Q$ :

$$
\begin{equation*}
\mu\left(Z_{f} \cap X_{A}^{0}\left(\mathbf{R}_{+}\right)\right)=\left\{\left(t_{1}, \ldots, t_{k-1}\right) \in Q: a_{0}\left(1-\sum_{i=1}^{k-1} t_{i}\right)+\sum_{i=1}^{k-1} a_{i} t_{i}=0\right\} \tag{5.7}
\end{equation*}
$$

This section separates the vertices $e_{i}$ for which $a_{i}>0$ from those with $a_{i}<0$. So topologically the same result will be obtained if we take the CW -decomposition of $Q$ dual to that given by its faces, take the union $\mathcal{Z}_{+}$of cells around the vertices


Figure 55.
$e_{i}$ with $a_{i}>0$ and a similar union $\mathcal{Z}_{-}$of cells around the $e_{i}$ with $a_{i}<0$, and then consider the common boundary of these parts (see Figure 55).

We see that Theorem 5.6 gives a correct answer for the positive part of $X_{A}$. The study of other parts (correponding to other choices of signs of the $x_{i}$ ) can be reduced to the positive part by changing the signs of the $a_{i}$. Indeed, to study the equation $a_{0}+\sum_{i=1}^{k-1} a_{i} x_{i}=0$ in the region $\left\{\varepsilon_{i} x_{i}>0\right\}$ for some fixed $\varepsilon_{i}= \pm 1$, is the same as to study the equation $a_{0}+\sum_{i=1}^{k-1} \varepsilon_{i} a_{i} x_{i}=0$ in the region $\left\{x_{i}>0\right\}$. Thus the theorem is true in this case.

Example 5.8. We remarked (Section 2C Chapter 7) that the modification of a triangulation along a circuit is analogous to the surgery in the theory of manifolds. Viro's theorem provides a direct connection between these two notions.

More precisely, let $M$ be a (real) m-dimensional topological manifold and let $p, q$ be such that $p+q=m+1$. A surgery of type $(p, q)$ on $M$ consists in finding a submanifold (of full dimension) in $M$ homeomorphic to the product $S^{p-1} \times B^{q}$ of a sphere and a ball, deleting it from $M$ (so the result will be a manifold with boundary $S^{p-1} \times S^{q-1}$ ) and then gluing in the product $B^{p} \times S^{q-1}$ along the boundary; see [Miln1] for more background information.

Now suppose that $Z \subset A$ is a circuit lying in the interior of $Q$ such that $\operatorname{Conv}(Z)$ has full dimension. Let $T_{+}, T_{-}$be the only two triangulations of $\operatorname{Conv}(Z)$. Let $Z_{ \pm}=\left\{\omega \in Z: \operatorname{Conv}(Z-\{\omega\}) \in T_{ \pm}\right\}$. Then $\#\left(Z_{+}\right)+\#\left(Z_{-}\right)=\#(Z)=k+1$. Let $p=\#\left(Z_{+}\right)-1$ and $q=\#\left(Z_{-}\right)-1$. Suppose we are given a function $\varepsilon: A \rightarrow\{ \pm 1\}$ such that $\varepsilon(\omega)=1$ for $\omega \in Z_{+}$and $\varepsilon(\omega)=-1$ for $\omega \in Z_{-}$. Let $T, T^{\prime}$ be two triangulations of ( $Q, A$ ) obtained from each other by modification along $Z$. Then the parts of the hypersurfaces $\mathcal{Z}(T, \varepsilon)$ and $\mathcal{Z}\left(T^{\prime}, \varepsilon\right)$ lying inside the positive copy $Q$ of $\tilde{Q}$ (the one corresponding to the trivial homomorphism $\mathbf{Z}^{k-1} \rightarrow\{ \pm 1\}$ ), are obtained from each other by a surgery of type $(p, q)$ (see Figure 56 a, b).

If a function $\varepsilon$ is not compatible with the decomposition of $Z$ into $Z_{ \pm}$, i.e., if there are two elements $\omega, \omega^{\prime}$ lying in say $Z_{+}$for which $\varepsilon(\omega) \neq \varepsilon\left(\omega^{\prime}\right)$ then $\mathcal{Z}(T, \varepsilon)$ and $\mathcal{Z}\left(T^{\prime}, \varepsilon\right)$ have the same isotopy type (see Figure 56 c ). For other parts of $\tilde{Q}$ the situation is similar.
a)


b)


c)



Figure 56. Modification of triangulations and Morse surgery
It is also possible to see, in some instances, the effect of a $D$-equivalent modification of a triangulation on the corresponding hypersurface. This amounts to moving the hypersurface across some stratum of $\tilde{Q}$ (or equivalently, across some torus orbit on $X_{A}(\mathbf{R})$ ), without changing the isotopy type of the hypersurface (see Figure 57).


Figure 57.

## D. Proof of Theorem 5.6

First we note that, similar to the end of Example 5.7, studying the hypersurface $Z_{f}$ in any domain $Q(\xi) \cong Q$ of the variety $X_{A}(\mathbf{R})$ can be reduced to studying the positive domain $X_{A}\left(\mathbf{R}_{+}\right)$. So we shall restrict ourselves to this case. We denote by $\operatorname{Dual}(T)$ the $C W$-decomposition of $Q$ dual to a triangulation $T$. It consists of cells $B_{\omega}, \omega \in A$. (Now when we consider only $Q$, these are indeed cells.)

By $\mathcal{Z}_{+}$(resp. $\mathcal{Z}_{-}$) we denote the union of cells $B_{\omega}$ such that $\operatorname{sgn}\left(a_{\omega}\right)=1$ (resp. $\operatorname{sgn}\left(a_{\omega}\right)=-1$ ), and by $\mathcal{Z}$ we denote the common boundary of $\mathcal{Z}_{+}$and $\mathcal{Z}_{\ldots}$.


Figure 58.

We need to prove that the intersection of $Z_{f}(\mathbf{R})$ with $X_{A}\left(\mathbf{R}_{+}\right) \cong Q$ can be taken into $\mathcal{Z}$ by a self-homeomorphism of $Q$ which takes each face into itself.

Since for any $f \in U(T, b, \varepsilon)$ the isotopy class of $Z_{f}(\mathbf{R})$ is the same, it suffices to consider some particular polynomial. We fix an integral vector $\left(\lambda_{\omega}\right) \in \mathbf{Z}^{A}$ lying in the interior of the cone $C(T)$ and consider the Laurent polynomial $F(x, t)=$ $F\left(x_{1}, \ldots, x_{k-1}, t\right)$ in $k$ variables $x_{1}, \ldots, x_{k-1}, t$ defined by

$$
\begin{equation*}
F(x, t)=\sum_{\omega \in A} \varepsilon(\omega) t^{\lambda_{\omega}} x^{\omega} \tag{5.8}
\end{equation*}
$$

We also regard $F(x, t)$ as a family of polynomials $F_{t}(x):=F(x, t)$ with a parameter $t$. Then for $t \gg 0$ we have $F_{t} \in U(T, b, \varepsilon)$, so we shall study the hypersurface defined by $F_{t}$ with $t \gg 0$.

Consider the Newton polytope $P=N(F(x, t))$. By definition, $P$ is the convex hull in $\mathbf{R}^{k}=\mathbf{R}^{k-1} \times \mathbf{R}$ of the set

$$
B=\left\{\left(\omega, \lambda_{\omega}\right) \in \mathbf{Z}^{k}: \omega \in A\right\}
$$

Let $p: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k-1}$ be the projection to the first factor. Then $p(P)=Q$. Let $\partial P$ be the boundary of $P$. With respect to the projection $p$ it splits into two parts: the top part $\partial_{+} P$ and the bottom part $\partial_{\ldots} P$ (see Figure 58).

The top part $\partial_{+} P$ is the graph of the concave $T$-piecewise-linear function $g_{\lambda}: Q \rightarrow \mathbf{R}$ (see Lemma 1.8 Chapter 7); we have $g_{\lambda}(\omega)=\lambda_{\omega}$ for any $\omega \in A$ which is a vertex of some simplex in $T$. Since $\lambda$ lies in the interior of $C(T)$, the faces of $\partial_{+} P$ are simplices projecting bijectively under $p$ to the simplices of $T$.

Let $X_{B}$ be the toric variety corresponding to $B$ and $\mu_{B}: X_{B} \rightarrow P$ the corresponding moment map. Consider the hypersurface $Z_{F}(\mathbf{R}) \subset X_{B}(\mathbf{R})$ given
by $F(x, t)=0$. Let us study the intersection of $Z_{F}$ with the positive part $X_{B}\left(\mathbf{R}_{+}\right)$. More precisely, we consider its image under the moment map

$$
\begin{equation*}
\mu_{B}: Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right) \rightarrow P . \tag{5.9}
\end{equation*}
$$

Since the coefficient restriction of $F$ to any face of $P$ is essentially an affinelinear function, the analysis in Example 5.7 implies that if the intersection of $\mu_{B}\left(Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right)\right)$with a face of $P$ (which is a simplex) is non-empty then it is a hyperplane section of this simplex of the form (5.7). We are interested only in the faces lying in $\partial_{+} P$. Example 5.7 implies the following.

Lemma 5.9. The projection $p\left(\mu_{B}\left(Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right)\right) \cap \partial_{+} P\right) \subset Q$ is isotopic to the subcomplex $\mathcal{Z}=\mathcal{Z}_{+} \cap \mathcal{Z}_{-}$defined above. The isotopy may be chosen so as to preserve the faces of $Q$.

It remains to compare the projection in Lemma 5.9 with the image of

$$
\begin{equation*}
\mu_{A}: Z_{f} \cap X_{A}\left(\mathbf{R}_{+}\right) \rightarrow Q, \tag{5.10}
\end{equation*}
$$

where $f(x)=F_{t_{0}}(x)$ for some $t_{0} \gg 0$. Consider the hypersurface $H_{t_{0}}=\left\{t=t_{0}\right\}$ in $X_{B}\left(\mathbf{R}_{+}\right)$. Let $\mu_{B}\left(H_{t_{0}}\right) \subset P$ be the image of $H_{t_{0}}$ under the moment map.

Proposition 5.10. For $t_{0} \geq 0$ the hypersurface $\mu_{B}\left(H_{t_{0}}\right)$ is the graph of a continuous function $\theta_{t_{0}}: Q \rightarrow \mathbf{R}$ which is smooth everywhere outside the boundary of $Q$. For $t_{0} \rightarrow \infty$ this function converges uniformly to the function $g_{\lambda}$ (whose graph is $\left.\partial_{+} P\right)$.

Assuming Proposition 5.10, Theorem 5.6 is proved as follows. By Lemma 5.9, the subcomplex

$$
p\left(\mu_{B}\left(Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right)\right) \cap \partial_{+} p\right) \subset Q
$$

is isotopic to the polyhedral hypersurface $\mathcal{Z}$. By Proposition 5.10 , for $t_{0} \gg 0$ the intersection

$$
\mu_{B}\left(Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right)\right) \cap H_{t_{0}}=\mu_{A}\left(Z_{f} \cap X_{A}\left(\mathbf{R}_{+}\right)\right) \subset Q
$$

is also isotopic to the above subcomplex, hence to $\mathcal{Z}$, thus proving the theorem.
The behavior of $H_{t}, t \gg 0$ and $Z_{F}$ inside the positive part $X_{B}\left(\mathbf{R}_{+}\right) \cong P$ is depicted in Figure 59.


Figure 59. Intersection of $H_{t}$ and $Z_{F} \cap X_{B}\left(\mathbf{R}_{+}\right)$.
The shadowed resgion is the compactified amoeba of $F$ (Figure 19).

Proof of Proposition 5.10. We start by recalling the definition of the moment map $\mu_{B}$ (formula (1.3) Chapter 6). For clarity of notation we denote the system of variables $x_{1}, \ldots, x_{k-1}, t$ by $y_{1}, \ldots, y_{k}$. Thus $y_{k}=t$ and $y_{i}=x_{i}, i \leq k-1$. Then

$$
\begin{equation*}
\mu_{B}(y)=\frac{\sum_{\gamma \in B}\left|y^{\gamma}\right| \cdot \gamma}{\sum_{\gamma \in B}\left|y^{\gamma}\right|} \tag{5.11}
\end{equation*}
$$

Thus $\mu_{B}\left(H_{t_{0}}\right)$ is obtained by setting in (5.11) $y_{k}=t_{0}$ and letting the rest of the variables vary freely. Since (5.11) depends only on the absolute values of the $y_{i}$, we will assume in the sequel that all the $y_{i}$ are positive. Note that

$$
\left(y_{i} \frac{\partial}{\partial y_{i}}\right) y^{\gamma}=\gamma_{i} y^{\gamma}
$$

where $\gamma_{i}$ is the $i$-th component of $\gamma$. Thus for $y \in \mathbf{R}_{+}^{k}$ we have

$$
\begin{equation*}
\mu_{B}(y)=\left(y_{1} \frac{\partial \Phi}{\partial y_{1}}, \ldots, y_{k} \frac{\partial \Phi}{\partial y_{k}}\right) \tag{5.12}
\end{equation*}
$$

where

$$
\Phi(y)=\log \left(\sum_{\gamma \in B} y^{\gamma}\right)
$$

Let us make a change of variables $y_{i}=e^{z_{i}}$ where $z_{i} \in \mathbf{R}, i=1, \ldots, k$. We regard $\mu_{B}$ as a function of the vector of new variables $z=\left(z_{1}, \ldots, z_{k}\right)$. Then from (5.12) we get

$$
\begin{equation*}
\mu_{B}(z)=\left(\frac{\partial \Psi}{\partial z_{1}}, \ldots, \frac{\partial \Psi}{\partial z_{k}}\right) \tag{5.13}
\end{equation*}
$$

where

$$
\Psi(z)=\log \left(\sum_{\gamma \in B} e^{(\gamma, z)}\right), \quad(\gamma, z)=\sum \gamma_{i} z_{i}
$$

Suppose that $t_{0}>0$ and $q>0$ are given. Consider the points of $\mu_{B}\left(Z_{f}\right)$ (where $f=F_{t_{0}}$ ) which project under $p$ onto $q$. By (5.13), such points correspond to the points $z^{\prime} \in \mathbf{R}^{k-1}$ where the gradient of the function

$$
\left(z_{1}, \ldots, z_{k-1}\right) \longmapsto \Psi\left(z_{1}, \ldots, z_{k-1}, \log t_{0}\right)
$$

is equal to $q \in \mathbf{R}^{k-1}$. The uniqueness of such $z^{\prime}$ (provided it exists) is implied by the next lemma

Lemma 5.11. The function $\Psi: \mathbf{R}^{k} \rightarrow \mathbf{R}$ is strictly convex, i.e., the region

$$
\Gamma_{+}(\Psi)=\left\{(z, w) \in \mathbf{R}^{k} \times \mathbf{R}: w \geq \Psi(z)\right\}
$$

is convex and its boundary does not contain line segments.
Proof. Let $\Gamma(\Psi)$ denote the graph of $\Psi$, i.e., the boundary of $\Gamma_{+}(\Psi)$. Consider the Laurent polynomial $\zeta$ in $k+1$ variables defined by

$$
\begin{equation*}
\zeta(y, u)=u-\sum_{\gamma \in A} y^{\gamma}, \quad u \in \mathbf{C}^{*}, y \in\left(\mathbf{C}^{*}\right)^{k} \tag{5.14}
\end{equation*}
$$

We claim that $\Gamma_{+}(\Psi)$ is a component of the complement of the amoeba of this polynomial (see Section 1B Chapter 6) so our statement will follow from Corollary 1.6 Chapter 6. Indeed, by definition, the amoeba of $\zeta$ is the set of points $\left(\log \left|y_{1}\right|, \ldots, \log \left|y_{k}\right|, \log |u|\right)$ for all $y_{1}, \ldots, y_{k}, u \in \mathbf{C}^{*}$ such that $\zeta(y, u)=0$. Thus, in view of the correspondence between the variables $y_{i}$ and $z_{i}$ the graph $\Gamma(\Psi)$ is a part of the amoeba (it corresponds to the choice of $y_{i}, u$ in $\mathbf{R}_{+}$, not just in $\mathbf{C}^{*}$ ). If, however, a point ( $\left.z, w\right)$ lies strictly above $\Gamma(\Psi)$, i.e., $w>\Psi(z)$ then there cannot exist $y_{i}, u \in \mathbf{C}^{*}$ such that

$$
\zeta(y, u)=0, \quad \log |u|=w, \log \left|y_{i}\right|=z_{i} .
$$

Indeed, $w>\Psi(z)$ would mean that $|u|>\sum\left|y^{\Gamma}\right|$ which is inconsistent with $u=\sum y^{\Gamma}$, i.e., the vanishing of $\zeta$. Therefore the graph $\Gamma(\Psi)$ is a component of the boundary of the amoeba so $\Psi$ is convex. To see that it is strictly convex, it remains to note that the Hessian determinant det $\left\|\partial^{2} \Psi / \partial z_{i} \partial z_{j}\right\|$ is the same as the Jacobian of the moment map hence non-zero. The lemma is proved.

Thus, to find the point of $\mu_{B}\left(Z_{f}\right)$ which projects under $p$ onto $q \in Q$, we should take the minimum over $z_{1}, \ldots, z_{k-1}$ of

$$
\Psi\left(z_{1}, \ldots, z_{k-1}, \log t_{0}\right)-\sum_{i=1}^{k-1} q_{i} z_{i}
$$

and evaluate the gradient of $\Psi$ at the point where the minimum is achieved. (The point of $\mu_{B}\left(Z_{f}\right)$ with the required property exists if and only if the minimum exists.) Since the first $k-1$ components of the gradient will be the components of $q$, we arrive at the following conclusion.

Lemma 5.12. The set $\mu_{B}\left(H_{t_{0}}\right)$ consists of the points $\left(q, \theta_{t_{0}}(q)\right)$ where

$$
\begin{equation*}
\theta_{t_{0}}(q)=\left.\frac{\partial}{\partial s}\right|_{s=\log _{t_{0}}} \min _{z_{1}, \ldots, z_{k-1} \in \mathbf{R}}\left(\Psi\left(z_{1}, \ldots, z_{k-1}, s\right)-\sum_{i=1}^{k-1} q_{i} z_{i}\right) \tag{5.15}
\end{equation*}
$$

and $q \in Q$ is such that the minimum exists.
To show that the minimum in (5.15) exists for all $q \in Q$, note that the interpretation of the graph of $\Psi$ in terms of the amoeba can be exploited further. Let $\Pi$ be the Newton polytope of the polynomial $\zeta$. This is a pyramid in $\mathbf{R}^{k+1}$ with base $P$ and apex $e=(0, \ldots, 0,1)$. Obvious estimates of the growth of $\Psi$ imply that the region $\Gamma_{+}(\Psi)$ contains some affine cone with non-empty interior. By Corollary 1.8 Chapter 6, this region, being a component of the complement to the amoeba of $\zeta$, contains a translation of the normal cone $N_{v} P$ for some vertex $v$ of $\Pi$. This vertex is easily seen to be $e$, the apex of $\Pi$. Thus $\Gamma_{+}(\Psi)$ contains a translation of the cone $N_{e}(\Pi)$ and does not intersect some translation of all the other normal cones $N_{v}(\Pi), v \neq e$. This means that asymptotically, as $\|z\| \rightarrow \infty$, the boundary of $\Gamma_{+}(\Psi)$, i.e., the graph of $\Psi$ becomes parallel to the boundary of $N_{e} \Pi$. The latter boundary projects onto $\mathbf{R}^{k}$ in a one-to-one way so it is the graph of a piecewise-linear function $\mathbf{R}^{k} \rightarrow \mathbf{R}$ denoted by $W$. This function is homogeneous of degree 1 . Now note that, for any $s \in \mathbf{R}$, the set of $q=\left(q_{1}, \ldots, q_{k-1}\right) \in \mathbf{R}^{k-1}$ for which the minimum

$$
\begin{equation*}
\min _{z_{1}, \ldots, z_{k-1} \in \mathbf{R}}\left(W\left(z_{1}, \ldots, z_{k-1}, s\right)-\sum_{i=1}^{k-1} q_{i} z_{i}\right) \tag{5.16}
\end{equation*}
$$

exists, is precisely the polytope $Q$; this follows from the definition of the normal cone. This implies that for every $q \in Q$ the minimum in (5.15) indeed exists. This proves the first statement of Proposition 5.10.

Let us prove the second part of Proposition 5.10. Denote the minimum in (5.16) by $W^{*}(q, s)$. This is a linear function in $s$ so its derivative in $s$ depends only on $q$. It is straightforward to verify that

$$
\frac{\partial}{\partial s} W^{*}(q, s)=g_{\lambda}(q)
$$

i.e., it is the function whose graph is $\partial_{+} P$. Thus when $t_{0} \rightarrow \infty$, the graphs of $\left.\Psi\right|_{\mathbf{R}^{k-1} \times\left\{\log _{0}\right\}}$ and $\left.W\right|_{\mathbf{R}^{k-1} \times\left\{\log _{0}\right\}}$ in (5.15) converges to $g_{\lambda}(q)$, as claimed. This concludes the proof of Proposition 5.10 together with Viro's theorem 5.6.

PART III

## Classical Discriminants and Resultants

## CHAPTER 12

## Discriminants and Resultants for Polynomials in One Variable

In this chapter we consider the most classical case of the discriminant of a polynomial in one variable, and the resultant of two such polynomials. In the general language of Part II, we consider the $A$-discriminant $\Delta_{A}$ where $A$ consists of monomials $1, x, x^{2}, \ldots, x^{n}$ and the $\left(A_{1}, A_{2}\right)$-resultant where $A_{1}=\left\{1, x, \ldots, x^{m}\right\}$ and $A_{2}=\left\{1, x, \ldots, x^{n}\right\}$.

## 1. An overview of classical formulas and properties

Here we collect some well-known formulas and properties of discriminants and resultants (for polynomials in one variable). Many of these formulas have already appeared as examples of the general theory developed earlier. We collect them in one place for the benefit of the practical reader. Whenever possible, we give short independent proofs of the formulas, not referring to the general theory.
A. The resultant of two polynomials in one variable

Let $m, n \geq 1$ and

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+\cdots+a_{m} x^{m}, \quad g(x)=b_{0}+b_{1} x+\cdots+b_{n} x^{n} \tag{1.1}
\end{equation*}
$$

be two polynomials in one variable of degrees less than or equal to $m$ and $n$ respectively. By $R(f, g)$ we denote their resultant. If necessary, we use the notation $R_{m, n}(f, g)$ to emphasize the dependency of $m$ and $n$. For example, $f$ is also a polynomial of degree $\leq m+1$ but $R_{m+1, n}(f, g)$ is not necessarily the same as $R_{m, n}(f, g)$ (see below).

Equivalently, let

$$
\begin{gather*}
F\left(x_{0}, x_{1}\right)=a_{0} x_{0}^{m}+a_{1} x_{0}^{m-1} x_{1}+\cdots+a_{m} x_{1}^{m} \\
G\left(x_{0}, x_{1}\right)=b_{0} x_{0}^{n}+b_{1} x_{0}^{n-1} x_{1}+\cdots+b_{n} x_{1}^{n} \tag{1.2}
\end{gather*}
$$

be two binary forms (homogeneous polynomials) of degrees $m$ and $n$. If the coefficients $a_{i}, b_{j}$ in (1.2) are the same as in (1.1) then the resultant $R(F, G)$ is the same as $R(f, g)$. The use of binary forms is sometimes more convenient.

Product formula. If $a_{m} \neq 0$ and $b_{n} \neq 0$ then

$$
\begin{equation*}
R(f, g)=a_{m}^{n} b_{n}^{m} \prod_{i, j}\left(x_{i}-y_{j}\right) \tag{1.3}
\end{equation*}
$$

where $x_{1}, \ldots, x_{m}$ are roots of $f$ and $y_{1}, \ldots, y_{n}$ are roots of $g$.
This formula is often taken as the definition of the resultant. According to the general theory (Chapter 8 ), the resultant is defined only up to sign as the irreducible integral polynomial in the coefficients $a_{i}, b_{j}$ which vanishes whenever $f$ and $g$ have a common root. Note that (1.3) does not have sign ambiguity. The connection between the two definitions is straightforward. To see that the right hand side of (1.3) is a polynomial in the $a_{i}, b_{j}$, we use the fundamental theorem on symmetric polynomials and the Vietae formulas which say that the $a_{i} / a_{m}$ (respectively the $b_{j} / b_{n}$ ) are the elementary symmetric polynomials in $x_{1}, \ldots, x_{m}$ (respectively, $y_{1}, \ldots, y_{n}$ ). So the product in (1.3) is a polynomial in $a_{i}, b_{j}$ which obviously vanishes whenever $f$ and $g$ have a common root. Its irreducibility follows from elementary Galois theory.

Vanishing of the resultant. For two concrete binary forms $F, G$ as in (1.2) the vanishing of $R(F, G)$ is equivalent to the fact that $F$ and $G$ have a common root other than $(0,0)$.

For two concrete polynomials $f$ and $g$, the vanishing of $R(f, g)=R_{m, n}(f, g)$ is equivalent to the fact that $f$ and $g$ satisfy at least one of the following two conditions:
(a) $f$ and $g$ have a common root;
(b) $\operatorname{deg} f<m$ and $\operatorname{deg} g<n$, i.e., $a_{m}=b_{n}=0$.

The case (b) means that the common root is at infinity.
The next three properties are immediate consequences of (1.3).

## Symmetry.

$$
\begin{equation*}
R_{m, n}(f, g)=(-1)^{m n} R_{n, m}(g, f) \tag{1.4}
\end{equation*}
$$

Multiplicativity. If $f^{\prime}$ is another polynomial of degree $\leq m^{\prime}$ then

$$
\begin{equation*}
R_{m+m^{\prime}, n}\left(f f^{\prime}, g\right)=R_{m, n}(f, g) \cdot R_{m^{\prime}, n}\left(f^{\prime}, g\right) \tag{1.5}
\end{equation*}
$$

The multiplicativity in the second argument follows from (1.4).
Quasi-homogeneity. The polynomial $R(f, g)=R\left(a_{0}, \ldots, a_{m}, b_{0}, \ldots, b_{n}\right)$ is homogeneous of degree $n$ in the $a_{i}$ and of degree $m$ in the $b_{j}$. In addition, it has
the following quasi-homogeneity:
$R\left(\lambda^{0} a_{0}, \lambda^{1} a_{1}, \ldots, \lambda^{m} a_{m}, \lambda^{0} b_{0}, \lambda^{1} b_{1}, \ldots, \lambda^{n} b_{n}\right)=\lambda^{m n} R\left(a_{0}, \ldots, a_{m}, b_{0}, \ldots, b_{n}\right)$.
The homogeneity conditions can be written in differential form:

$$
\begin{gather*}
\sum_{i} a_{i} \frac{\partial R}{\partial a_{i}}=n R, \quad \sum_{j} b_{j} \frac{\partial R}{\partial b_{j}}=m R \\
\sum_{i} i a_{i} \frac{\partial R}{\partial a_{i}}+\sum_{j} j b_{j} \frac{\partial R}{\partial b_{j}}=m n R \tag{1.7}
\end{gather*}
$$

$\mathbf{P G L}(2)$-invariance. For any non-degenerate matrix $h=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right) \in G L(2, \mathbf{C})$ let

$$
\left(h^{*} f\right)(x)=(\gamma x+\delta)^{m} f\left(\frac{\alpha x+\beta}{\gamma x+\delta}\right), \quad\left(h^{*} g\right)(x)=(\gamma x+\delta)^{n} g\left(\frac{\alpha x+\beta}{\gamma x+\delta}\right)
$$

Then

$$
\begin{equation*}
R\left(h^{*} f, h^{*} g\right)=\operatorname{det}(h)^{m n} R(f, g) \tag{1.8}
\end{equation*}
$$

Proof. For any given $h$ both sides of (1.8) are polynomials in coefficients of $f$ and $g$ which vanish for the same pairs $(f, g)$. Indeed, $f$ and $g$ have a common root if and only if the same holds for $h^{*}(f)$ and $h^{*}(g)$. So $R\left(h^{*} f, h^{*} g\right)$ and $R(f, g)$ are proportional for any $h$. The coefficient of proportionality $\varepsilon(h)$ satisfies the property $\varepsilon\left(h h^{\prime}\right)=\varepsilon(h) \cdot \varepsilon\left(h^{\prime}\right)$. This implies that $\varepsilon(h)$ is a power of $\operatorname{det}(h)$. The exponent of the power is found from the homogeneity of $R$.

For the case of a diagonal matrix $h$, the equality (1.8) follows from the homogeneity conditions above. The validity of (1.8) for all matrices leads to two additional differential equations on $R$ :

$$
\begin{gather*}
\sum_{i=0}^{m-1}(m-i) a_{i} \frac{\partial R}{\partial a_{i+1}}+\sum_{j=0}^{n-1}(n-j) b_{j} \frac{\partial R}{\partial b_{j+1}}=0  \tag{1.9}\\
\sum_{i=1}^{m} i a_{i} \frac{\partial R}{\partial a_{i-1}}+\sum_{j=1}^{n} j b_{i} \frac{\partial R}{\partial b_{j-1}}=0 \tag{1.10}
\end{gather*}
$$

Finding the common root. If, for given $f, g$, we have $R(f, g)=0$ but at least one first partial derivative of $R$ at $(f, g)$ is non-zero then $f$ and $g$ have a unique common root $\alpha$ (possibly $\alpha=\infty$ ), and it can be found from the proportions:

$$
\begin{equation*}
\left(1: \alpha: \alpha^{2}: \ldots: \alpha^{m}\right)=\left(\frac{\partial R}{\partial a_{0}}(f, g): \frac{\partial R}{\partial a_{1}}(f, g): \ldots: \frac{\partial R}{\partial a_{m}}(f, g)\right) \tag{1.11}
\end{equation*}
$$

$$
\begin{equation*}
\left(1: \alpha: \alpha^{2}: \ldots: \alpha^{n}\right)=\left(\frac{\partial R}{\partial b_{0}}(f, g): \frac{\partial R}{\partial b_{1}}(f, g): \ldots: \frac{\partial R}{\partial b_{n}}(f, g)\right) \tag{1.11'}
\end{equation*}
$$

This is a particular case of Corollary 3.7 Chapter 3. The general proof given there (reduction via the Cayley trick, to the biduality theorem for projective dual varieties), is probably the most transparent.

Sylvester formula. We have

$$
R(f, g)=\left|\begin{array}{cccccccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{m-1} & a_{m} & 0 & 0 & \ldots & 0  \tag{1.12}\\
0 & a_{0} & a_{1} & \ldots & a_{m-2} & a_{m-1} & a_{m} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & a_{0} & a_{1} & a_{2} & a_{3} & \ldots & a_{m} \\
b_{0} & b_{1} & b_{2} & \ldots & b_{n-1} & b_{n} & 0 & 0 & \ldots & 0 \\
0 & b_{0} & b_{1} & \ldots & b_{n-2} & b_{n-1} & b_{n} & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & b_{0} & b_{1} & b_{2} & b_{3} & \ldots & b_{n}
\end{array}\right| .
$$

This determinant is of order $m+n$; it has $n$ rows involving the $a$ 's and $m$ rows involving the $b$ 's.

Proof. The determinant in (1.12) is a polynomial in the $a_{i}, b_{j}$ of the same degree as $R$. It is non-zero since, e.g., it contains the monomial $a_{0}^{n} b_{n}^{m}$ with coefficient 1. So it is enough to show that if $f$ and $g$ have a common root, say $\alpha$, then the determinant vanishes. The matrix in (1.12) is the matrix of the linear operator

$$
\partial: S_{n-1} \oplus S_{m-1} \rightarrow S_{m+n-1}, \quad \partial(u, v)=f u+g v
$$

where by $S_{d}$ we denote the space of polynomials of degree $\leq d$. If $f, g$ both vanish at $\alpha$ then any polynomial in the image of $\partial$ also vanishes; so $\partial$ is not of full rank and $\operatorname{det}(\partial)=0$.

Dependence on $m$ and $n$. If $m^{\prime} \geq m$ then

$$
R_{m^{\prime}, n}(f, g)=b_{n}^{m^{\prime}-m} R_{m, n}(f, g)
$$

Similarly, if $n^{\prime} \geq n$ then

$$
R_{m, n^{\prime}}(f, g)=(-1)^{m\left(n^{\prime}-n\right)} a_{m}^{n^{\prime}-n} R_{m, n}(f, g) .
$$

This follows at once from the Sylvester formula.
Examples. For two linear polynomials

$$
\begin{equation*}
R_{1,1}\left(a_{0}+a_{1} x, b_{0}+b_{1} x\right)=a_{0} b_{1}-a_{1} b_{0} . \tag{1.13}
\end{equation*}
$$

For two quadratic polynomials
$R_{2,2}\left(a_{0}+a_{1}+a_{2} x^{2}, b_{0}+b_{1} x+b_{2} x^{2}\right)$
$=a_{0}^{2} b_{2}^{2}+a_{0} a_{2} b_{1}^{2}-a_{0} a_{1} b_{1} b_{2}+a_{1}^{2} b_{0} b_{2}-a_{1} a_{2} b_{0} b_{1}+a_{2}^{2} b_{0}^{2}-2 a_{0} a_{2} b_{0} b_{2}$.

Expression in terms of coefficients of $g(x) / f(x)$. Suppose that $a_{0}=1$ and

$$
g(x) / f(x)=r_{0}+r_{1} x+r_{2} x^{2}+\cdots
$$

Then

$$
R(f, g)=\left|\begin{array}{cccc}
r_{n} & r_{n+1} & \ldots & r_{n+m-1}  \tag{1.15}\\
r_{n-1} & r_{n} & \ldots & r_{n+m-2} \\
\vdots & & & \vdots \\
r_{n-m+1} & r_{n-m+2} & \ldots & r_{n}
\end{array}\right|
$$

Proof. Multiply the Sylvester matrix (1.12) on the right by

$$
\left(\begin{array}{ccccc}
1 & s_{1} & s_{2} & \ldots & s_{m+n-1} \\
0 & 1 & s_{1} & \ldots & s_{m+n-2} \\
0 & 0 & 1 & \ldots & s_{m+n-3} \\
\vdots & & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 1
\end{array}\right),
$$

where $1 / f(x)=1+\sum_{i=1}^{\infty} s_{i} x^{i}$.
Bezout-Cayley formula. Suppose $m=n$. Consider the polynomial in two variables

$$
\begin{equation*}
\varphi(x, y)=\frac{f(x) g(y)-g(x) f(y)}{x-y}=\sum_{i, j=0}^{n-1} c_{i j} x^{i} y^{j} \tag{1.16}
\end{equation*}
$$

Then

$$
\begin{equation*}
R(f, g)=\operatorname{det}\left\|c_{i j}\right\| \tag{1.17}
\end{equation*}
$$

Proof. It is not hard to show that the determinant in (1.17) is a non-zero polynomial in the $a_{i}, b_{j}$ having the same degree as $R$ and the same coefficient 1 at the monomial $a_{0}^{n} b_{n}^{n}$. It remains to show that the determinant vanishes whenever $f$ and $g$ have a common root. We claim that if $\alpha$ is such a root then the vector $\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right)$ is annihilated by the matrix $C=\left\|c_{i j}\right\|$. Indeed, we have $\varphi(\alpha, y)=0$ for any $y$. By (1.16), this means that the row vector $\left(1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right) C$ is orthogonal to all vectors of the form $\left(1, y, y^{2}, \ldots, y^{n-1}\right)$. Since vectors of the form $\left(1, y, y^{2}, \ldots, y^{n-1}\right)$ generate $\mathbf{C}^{n}$, we conclude that ( $\left.1, \alpha, \alpha^{2}, \ldots, \alpha^{n-1}\right) C=0$, as claimed. Hence $\operatorname{det}(C)=0$.

Let us denote by $[i j]$ the expression $a_{i} b_{j}-a_{j} b_{i}$. An easy computation shows that the coefficients $c_{i j}$ in (1.16) are given by

$$
c_{i j}=\sum_{p=0}^{\min (i, j)}[p, i+j+1-p]
$$

Thus the explicit form of (1.17) is

$$
R(f, g)=\left|\begin{array}{ccccc}
{[01]} & {[02]} & {[03]} & \ldots & {[0 n]}  \tag{1.18}\\
{[02]} & {[03]+[12]} & {[04]+[13]} & \ldots & {[1 n]} \\
{[03]} & {[04]+[13]} & {[05]+[14]+[23]} & \ldots & {[2 n]} \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
{[0 n]} & {[1 n]} & {[2 n]} & \ldots & {[n-1, n]}
\end{array}\right|
$$

Interpolating between Sylvester and Bezout. Suppose $m=n$. Let $r$ be any integer such that $n \leq r \leq 2 n$. Then

$$
R(f, g)=\operatorname{det}\left(\begin{array}{c}
\operatorname{Syl}(a)_{r-n, r}  \tag{1.19}\\
\operatorname{Syl}(b)_{r-n, r} \\
\operatorname{Bez} 2 n-r, r
\end{array}\right)
$$

where $\operatorname{Syl}(a)_{r-n, n}$ is the left corner submatrix of the Sylvester matrix (1.12) on the first $(r-n)$ rows of the $a$ 's and first $r$ columns; similarly, $\operatorname{Syl}(b)_{r-n, n}$ is the submatrix in (1.12) on first $(r-n$ ) rows of the $b$ 's and first $r$ columns. Finally, $\mathrm{Bez}_{2 n-r, r}$ is the left corner submatrix in the Bezout matrix (1.18) on the first $2 n-r$ rows and first $n$ columns which is accompanied by the $(2 n-r) \times(r-n)$-block of zeros. For $r=n$ the formula (1.19) gives the Bezout-Cayley formula (1.18) and for $r=2 n$ we get the Sylvester formula (1.12).

For $n=4$ (i.e. for the resultant of two quartic polynomials) and $r=5,6,7$ we get

$$
\begin{gathered}
R(f, g)=\left|\begin{array}{ccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} \\
b_{0} & b_{1} & b_{2} & b_{3} & b_{4} \\
{[0,1]} & {[0,2]} & {[0,3]} & {[0,4]} & 0 \\
{[0,2]} & {[0,3]+[1,2]} & {[0,4]+[1,3]} & {[1,4]} & 0 \\
{[0,3]} & {[0,4]+[1,3]} & {[1,4]+[2,3]} & {[2,4]} & 0
\end{array}\right| \\
=\left|\begin{array}{cccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & 0 \\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} \\
b_{0} & b_{1} & b_{2} & b_{3} & b_{4} & 0 \\
0 & b_{0} & b_{1} & b_{2} & b_{3} & b_{4} \\
{[0,1]} & {[0,2]} & {[0,3]} & {[0,4]} & 0 & 0 \\
{[0,2]} & {[0,3]+[1,2]} & {[0,4]+[1,3]} & {[1,4]} & 0 & 0
\end{array}\right|
\end{gathered}
$$

$$
=\left|\begin{array}{ccccccc}
a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & 0 & 0  \tag{1.20}\\
0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} & 0 \\
0 & 0 & a_{0} & a_{1} & a_{2} & a_{3} & a_{4} \\
b_{0} & b_{1} & b_{2} & b_{3} & b_{4} & 0 & 0 \\
0 & b_{0} & b_{1} & b_{2} & b_{3} & b_{4} & 0 \\
0 & 0 & b_{0} & b_{1} & b_{2} & b_{3} & b_{4} \\
{[0,1]} & {[0,2]} & {[0,3]} & {[0,4]} & 0 & 0 & 0
\end{array}\right| .
$$

Formula (1.19) first appeared in [WZ1]; its proof can be obtained by unraveling the resultant spectral sequence $C_{\bullet-}^{\bullet \bullet}(\mathcal{O}(n), \mathcal{O}(n) \mid \mathcal{O}(r-1))$ (see Section 4C Chapter 3).
B. The discriminant of a polynomial in one variable

Let

$$
\begin{equation*}
f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n} \tag{1.21}
\end{equation*}
$$

be a polynomial in one variable of degree $\leq n$. We denote by $\Delta(f)$ its discriminant. If necessary, we shall use the notation $\Delta_{n}(f)$ to emphasize the dependence on $n$.

Equivalently, let

$$
\begin{equation*}
F\left(x_{0}, x_{1}\right)=a_{0} x_{0}^{n}+a_{1} x_{0}^{n-1} x_{1}+\cdots+a_{n} x_{1}^{n} \tag{1.22}
\end{equation*}
$$

be a binary form of degree $n$. If the $a_{i}$ in (1.22) and (1.21) are the same then the discriminant $\Delta(F)$ is the same as $\Delta_{n}(f)$. As for the case of resultants the use of binary forms is sometimes more convenient.

Here are the main properties of discriminants. They are parallel to the properties of resultants discussed above, and we usually omit the proofs.

Product formula. If $a_{n} \neq 0$ then

$$
\begin{equation*}
\Delta(f)=(-1)^{\frac{n(n-1)}{2}} a_{n}^{2 n-2} \prod_{i<j}\left(x_{i}-x_{j}\right)^{2}, \tag{1.23}
\end{equation*}
$$

where $x_{1}, \ldots, x_{n}$ are roots of $f$.
As for the resultants, the equivalence of (1.23) to the general definition is proven by using symmetric polynomials and Galois theory. The formula (1.23) is used to normalize the discriminant uniquely, not just up to sign. Later we will use this normalization.

Vanishing of the discriminant. For a concrete binary form $F\left(x_{0}, x_{1}\right)$ of degree $n$, the vanishing of $\Delta(F)$ means that $F$ is divisible by the square of a linear form.

For a concrete polynomial $f(x)$ of degree $\leq n$, we have $\Delta_{n}(f)=0$ if and only if $f$ satisfies at least one of two conditions:
(a) $f$ has a double root;
(b) $\operatorname{deg}(f) \leq n-2$, i.e., $a_{n}=a_{n-1}=0$.

Under the second condition, the double root is at infinity.
Quasi-homogeneity. The discriminant $\Delta(f)=\Delta\left(a_{0}, \ldots, a_{n}\right)$ is a homogeneous polynomial in the $a_{i}$ of degree $2 n-2$. In addition, it satisfies the quasi-homogeneity condition:

$$
\begin{equation*}
\Delta\left(\lambda^{0} a_{0}, \lambda^{1} a_{1}, \ldots, \lambda^{n} a_{n}\right)=\lambda^{n(n-1)} \Delta\left(a_{0}, \ldots, a_{n}\right) \tag{1.24}
\end{equation*}
$$

In the differential form the homogeneity conditions are

$$
\begin{equation*}
\sum a_{i} \frac{\partial \Delta}{\partial a_{i}}=(2 n-2) \Delta, \quad \sum i a_{i} \frac{\partial \Delta}{\partial a_{i}}=n(n-1) \Delta . \tag{1.25}
\end{equation*}
$$

PGL(2)-invariance. For a non-degenerate matrix $h=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$, let $\left(h^{*} f\right)(x)=$ $(\gamma x+\delta)^{n} f\left(\frac{\alpha x+\beta}{\gamma x+\delta}\right)$. Then

$$
\begin{equation*}
\Delta\left(h^{*} f\right)=\operatorname{det}(h)^{n(n-1)} \Delta(f) \tag{1.26}
\end{equation*}
$$

The equality (1.26) is equivalent to the homogeneity conditions (1.25) together with two additional differential equations:

$$
\begin{equation*}
\sum_{i=0}^{n-1}(n-i) a_{i} \frac{\partial \Delta}{\partial a_{i+1}}=\sum_{i=1}^{n} i a_{i} \frac{\partial \Delta}{\partial a_{i-1}}=0 \tag{1.27}
\end{equation*}
$$

Finding the double root. If for a particular $f$ we have $\Delta(f)=0$ but at least one partial derivative of $\Delta$ at $f$ is non-zero, then $f$ has a unique double root $\alpha$ (possibly $\alpha=\infty$ ), and it can be found from the proportions:

$$
\begin{equation*}
\left(1: \alpha: \alpha^{2}: \ldots: \alpha^{n}\right)=\left(\frac{\partial \Delta}{\partial a_{0}}(f): \frac{\partial \Delta}{\partial a_{1}}(f): \ldots: \frac{\partial \Delta}{\partial a_{n}}(f)\right) \tag{1.28}
\end{equation*}
$$

Relations with resultants. We have

$$
\begin{equation*}
\Delta(f)=\frac{1}{a_{n}} R_{n, n-1}\left(f, f^{\prime}\right)=n^{n} a_{n}^{n-1} \prod_{\alpha: f^{\prime}(\alpha)=0} f(\alpha) \tag{1.29}
\end{equation*}
$$

In view of (1.29), every formula for the resultant gives rise to a formula for the discriminant. For instance, Sylvester formula (1.12) represents $\Delta(f)$ in terms of the determinant of order $2 n-1$ :

$$
\Delta(f)=\frac{1}{a_{n}}\left|\begin{array}{cccccccc}
a_{0} & a_{1} & a_{2} & \ldots & a_{n-1} & a_{n} & 0 & \ldots  \tag{1.30}\\
0 & a_{0} & a_{1} & \ldots & a_{n-2} & a_{n-1} & a_{n} & \ldots \\
\vdots & \ldots & & \ldots & & \ldots & & \vdots \\
1 \cdot a_{1} & 2 \cdot a_{2} & \ldots & (n-1) a_{n-1} & n a_{n} & 0 & 0 & \ldots \\
0 & 1 \cdot a_{1} & \ldots & (n-2) a_{n-2} & (n-1) a_{n-1} & n a_{n} & 0 & \ldots \\
\vdots & \ldots & & \ldots & & \ldots & \vdots
\end{array}\right|
$$

The following two equalities are similar to (1.29) but are more conveniently formulated in terms of a binary form $F$ in (1.22):

$$
\begin{equation*}
\Delta(F)=\frac{1}{n^{n-2}} R_{n-1, n-1}\left(\frac{\partial F}{\partial x_{0}}, \frac{\partial F}{\partial x_{1}}\right)=\frac{1}{n^{n} a_{0} a_{n}} R_{n, n}\left(x_{0} \frac{\partial F}{\partial x_{0}}, x_{1} \frac{\partial F}{\partial x_{1}}\right) \tag{1.31}
\end{equation*}
$$

Conversely, using (1.3) and (1.23), the resultant can be obtained as the "polarization" of the discriminant: If $g$ is a polynomial of degree $\leq m$ then

$$
\begin{equation*}
\left(R_{n, m}(f, g)\right)^{2}=(-1)^{m n} \frac{\Delta_{m+n}(f \cdot g)}{\Delta_{n}(f) \cdot \Delta_{m}(g)} \tag{1.32}
\end{equation*}
$$

Examples. For a quadratic polynomial

$$
\begin{equation*}
\Delta\left(a_{0}+a_{1} x+a_{2} x^{2}\right)=4 a_{0} a_{2}-a_{1}^{2} \tag{1.33}
\end{equation*}
$$

For a cubic polynomial

$$
\begin{equation*}
\Delta\left(a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}\right)=27 a_{0}^{2} a_{3}^{2}+4 a_{0} a_{2}^{3}+4 a_{1}^{3} a_{3}-a_{1}^{2} a_{2}^{2}-18 a_{0} a_{1} a_{2} a_{3} \tag{1.34}
\end{equation*}
$$

For a quartic polynomial

$$
\begin{align*}
& \Delta\left(a_{0}+a_{1} x+a_{2} x^{2}+a_{3} x^{3}+a_{4} x^{4}\right) \\
& =256 a_{0}^{3} a_{4}^{3}-27 a_{0}^{2} a_{3}^{4}-27 a_{1}^{4} a_{4}^{2}+16 a_{0} a_{2}^{3} a_{4}-4 a_{0} a_{2}^{3} a_{3}^{2}-4 a_{1}^{2} a_{2}^{3} a_{4}-4 a_{1}^{3} a_{3}^{3}+a_{1}^{2} a_{2}^{2} a_{3}^{2} \\
& \quad-192 a_{0}^{2} a_{1} a_{3} a_{4}^{2}-128 a_{0}^{2} a_{2}^{2} a_{4}^{2}+144 a_{0}^{2} a_{2} a_{3}^{2} a_{4}+144 a_{0} a_{1}^{2} a_{2} a_{4}^{2}-6 a_{0} a_{1}^{2} a_{3}^{2} a_{4} \\
& \quad-80 a_{0} a_{1} a_{2}^{2} a_{3} a_{4}+18 a_{0} a_{1} a_{2} a_{3}^{3}+18 a_{1}^{3} a_{2} a_{3} a_{4} . \tag{1.35}
\end{align*}
$$

For a quintic polynomial

$$
\begin{align*}
& \Delta\left(a_{0}+a_{1} x+\cdots+a_{5} x^{5}\right) \\
& =3125 a_{0}^{4} a_{5}^{4}-2500 a_{0}^{3} a_{1} a_{4} a_{5}^{3}-3750 a_{0}^{3} a_{2} a_{3} a_{5}^{3}+2000 a_{0}^{3} a_{2} a_{4}^{2} a_{5}^{2}+2250 a_{0}^{3} a_{3}^{2} a_{4} a_{5}^{2} \\
& -1600 a_{0}^{3} a_{3} a_{4}^{3} a_{5}+256 a_{0}^{3} a_{4}^{5}+2000 a_{0}^{2} a_{1}^{2} a_{3} a_{5}^{3}-50 a_{0}^{2} a_{1}^{2} a_{4}^{2} a_{5}^{2}+2250 a_{0}^{2} a_{1} a_{2}^{2} a_{5}^{3} \\
& -2050 a_{0}^{2} a_{1} a_{2} a_{3} a_{4} a_{5}^{2}+160 a_{0}^{2} a_{1} a_{2} a_{4}^{3} a_{5}-900 a_{0}^{2} a_{1} a_{3}^{3} a_{5}^{2}+1020 a_{0}^{2} a_{1} a_{3}^{2} a_{4}^{2} a_{5} \\
& -192 a_{0}^{2} a_{1} a_{3} a_{4}^{4}-900 a_{0}^{2} a_{2}^{3} a_{4} a_{5}^{2}+825 a_{0}^{2} a_{2}^{2} a_{3}^{2} a_{5}^{2}+560 a_{0}^{2} a_{2}^{2} a_{3} a_{4}^{2} a_{5}-128 a_{0}^{2} a_{2}^{2} a_{4}^{4} \\
& -630 a_{0}^{2} a_{2} a_{3}^{3} a_{4} a_{5}+144 a_{0}^{2} a_{2} a_{3}^{2} a_{4}^{3}+108 a_{0}^{2} a_{3}^{5} a_{5}-27 a_{0}^{2} a_{3}^{4} a_{4}^{2}-1600 a_{0} a_{1}^{3} a_{2} a_{5}^{3} \\
& +160 a_{0} a_{1}^{3} a_{3} a_{4} a_{5}^{2}-36 a_{0} a_{1}^{3} a_{4}^{3} a_{5}+1020 a_{0} a_{1}^{2} a_{2}^{2} a_{4} a_{5}^{2}+560 a_{0} a_{1}^{2} a_{2} a_{3}^{2} a_{5}^{2} \\
& \quad-746 a_{0} a_{1}^{2} a_{2} a_{3} a_{4}^{2} a_{5}+144 a_{0} a_{1}^{2} a_{2} a_{4}^{4}+24 a_{0} a_{1}^{2} a_{3}^{3} a_{4} a_{5}-6 a_{0} a_{1}^{2} a_{3}^{2} a_{4}^{3} \\
& +356 a_{0} a_{1} a_{2}^{2} a_{3}^{2} a_{4} a_{5}-80 a_{0} a_{1} a_{2}^{2} a_{3} a_{4}^{3}-630 a_{0} a_{1} a_{2}^{3} a_{3} a_{5}^{2}+24 a_{0} a_{1} a_{2}^{3} a_{3}^{2} a_{5} \\
& -72 a_{0} a_{1} a_{2} a_{3}^{4} a_{5}+18 a_{0} a_{1} a_{2} a_{3}^{3} a_{4}^{2}+108 a_{0} a_{2}^{5} a_{5}^{2}-72 a_{0} a_{2}^{4} a_{3} a_{4} a_{5}+16 a_{0} a_{2}^{4} a_{4}^{3} \\
& \quad+16 a_{0} a_{2}^{3} a_{3}^{3} a_{5}-4 a_{0} a_{2}^{3} a_{3}^{2} a_{4}^{2}+256 a_{1}^{5} a_{5}^{3}-192 a_{1}^{4} a_{2} a_{4} a_{5}^{2}-128 a_{1}^{4} a_{3}^{2} a_{5}^{2} \\
& +144 a_{1}^{4} a_{3} a_{4}^{2} a_{5}-27 a_{1}^{4} a_{4}^{4}+144 a_{1}^{3} a_{2}^{2} a_{3} a_{5}^{2}-6 a_{1}^{3} a_{2}^{2} a_{4}^{2} a_{5}-80 a_{1}^{3} a_{2} a_{3}^{2} a_{4} a_{5} \\
& +18 a_{1}^{3} a_{2} a_{3} a_{4}^{3}+16 a_{1}^{3} a_{3}^{4} a_{5}-4 a_{1}^{3} a_{3}^{3} a_{4}^{2}-27 a_{1}^{2} a_{2}^{4} a_{5}^{2}+18 a_{1}^{2} a_{2}^{3} a_{3} a_{4} a_{5} \\
& \quad \tag{1.36}
\end{align*}
$$

## The discriminant of a binomial:

$$
\begin{equation*}
\Delta\left(a+b x^{n}\right)=n^{n} a^{n-1} b^{n-1} \tag{1.37}
\end{equation*}
$$

This is a special case of the second equality in (1.29).

## The discriminant of a trinomial:

For $0<m<n$ and $m$ and $n$ relatively prime, we have

$$
\begin{equation*}
\Delta\left(a+b x^{m}+c x^{n}\right)=n^{n} a^{n-1} c^{n-1}+(-1)^{n-1} m^{m}(n-m)^{n-m} a^{m-1} b^{n} c^{n-m-1} \tag{1.38}
\end{equation*}
$$

Proof. Using again the second inequality in (1.29), we obtain

$$
\begin{equation*}
\Delta\left(a+b x^{m}+c x^{n}\right)=n^{n} c^{n-1} a^{m-1} \prod_{\alpha}\left(a+b \alpha^{m}+c \alpha^{n}\right) \tag{1.39}
\end{equation*}
$$

the sum over all the roots of the equation $\alpha^{n-m}=-\frac{m b}{n c}$. For every such $\alpha$, we have

$$
a+b \alpha^{m}+c \alpha^{n}=a+\frac{n-m}{n} b \alpha^{m}
$$

Since $m$ and $n$ are relatively prime, we can make the change of variables $\beta=\alpha^{m}$ and rewrite (1.39) as

$$
\begin{equation*}
\Delta\left(a+b x^{m}+c x^{n}\right)=n^{n} c^{n-1} a^{m-1} \prod_{\beta}\left(a+\frac{n-m}{n} b \beta\right) \tag{1.40}
\end{equation*}
$$

where $\beta$ runs over the roots of the equation $\beta^{n-m}=\left(-\frac{m b}{n c}\right)^{m}$. Introducing the polynomial $q(x)=x^{n-m}-\left(-\frac{m b}{n c}\right)^{m}$, we see that the product in (1.40) equals

$$
\left(-\frac{n-m}{n} b\right)^{n-m} \cdot q\left(-\frac{a n}{b(n-m)}\right)
$$

Substituting this into (1.40) yields (1.38).
It is also possible to prove (1.38) in a more conceptual way. Denote by $Z$ and $A$ the sets of monomials $\left\{1, x^{m}, x^{n}\right\}$ and $\left\{1, x, x^{2}, \ldots, x^{n}\right\}$ respectively. Then our discriminant $\Delta$ is, in the notation of Chapter $9, \Delta_{A}$. Proposition 1.8 of Chapter 9 gives that the discriminant $\Delta_{Z}$ coincides, up to a non-zero scalar factor, with the right hand side of (1.38). On the other hand, the restriction of $\Delta_{A}$ to $\mathbf{C}^{Z}$, the space of trinomials $a+b x^{m}+c x^{n}$, should have the form $\varepsilon \cdot \Delta_{Z}^{l}$ for some $\varepsilon \in \mathbf{C}^{*}, l \geq 1$, since the two discriminants define the same locus in $\mathrm{C}^{Z}$. By comparing the degrees we see that $l=1$. This means that (1.38) holds up to a constant factor. To show that the constant factor is 1 , we put $b=0$ and use (1.37).

Dependence on $n$. We have

$$
\begin{equation*}
\Delta_{n+1}(f)=(-1)^{n} a_{n}^{2} \Delta_{n}(f), \quad \Delta_{n^{\prime}}(f)=0 \text { for } n^{\prime} \geq n+2 \tag{1.41}
\end{equation*}
$$

Proof. If $\Delta_{n+1}(f)$ vanishes then either $f$ has a double root (so $\Delta_{n}(f)=0$ ), or $f$ has degree $\leq n-1$ (so $a_{n}=0$ ). This implies (1.41) up to a constant factor (for $n \geq 2$ this follows by comparing degrees; the case $n \leq 2$ is obvious). To show that the constant factor is 1 , we take $f=a+b x^{n}$ and apply (1.38) to trinomials of the form $a+b x^{n}+c x^{n+1}$.

Hilbert's formula: Consider a terminating hypergeometric polynomial

$$
{ }_{2} F_{1}(\alpha, \beta, \gamma ; x)=1+\frac{\alpha \beta}{1 \cdot \gamma} x+\frac{\alpha(\alpha+1) \beta(\beta+1)}{1 \cdot 2 \cdot \gamma(\gamma+1)} x^{2}+\cdots
$$

where $\alpha=-n$ is a negative integer. This is a polynomial in $x$ of degree $n$. We have

$$
\begin{equation*}
\Delta\left({ }_{2} F_{1}(-n, \beta, \gamma ; x)\right)=\prod_{j=1}^{n-1} \frac{j^{j}(\beta+j-1)^{n-j}(\beta-\gamma+j-1)^{n-j}}{(\gamma+j)^{2 n-1-j}} \tag{1.42}
\end{equation*}
$$

This formula was proved in [Hil2].
C. The monomial expansion of the resultant

We return to the resultant of two polynomials $f$ and $g$. Let us write down the resultant as the sum of monomials:

$$
\begin{equation*}
R(f, g)=\sum_{p, q} c_{p q} a^{p} b^{q} \tag{1.43}
\end{equation*}
$$

where $p=\left(p_{0}, p_{1}, \ldots, p_{m}\right) \in \mathbf{Z}_{+}^{m+1}, q=\left(q_{0}, q_{1}, \ldots, q_{m}\right) \in \mathbf{Z}_{+}^{n+1}$. Despite many explicit formulas for $R(f, g)$ given above, there seems to be no simple formula for the coefficients $c_{p q}$. In fact, these coefficients can be put into the context of the classical theory of symmetric polynomials. We are now going to describe this relation.

Let $\Delta^{m}(n)$ denote the set of all $p=\left(p_{0}, p_{1}, \ldots, p_{m}\right) \in \mathbf{Z}_{+}^{m+1}$ with $\sum p_{i}=n$. Then $c_{p q}=0$ unless $p \in \Delta^{m}(n), q \in \Delta^{n}(m)$. We associate to $q \in \Delta^{n}(m)$ a symmetric polynomial $M_{q}\left(x_{1}, \ldots, x_{m}\right)$ as follows: $M_{q}\left(x_{1}, \ldots, x_{m}\right)$ is the sum of all monomials $x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} \cdots x_{m}^{\alpha_{m}}$ such that $q_{0}$ of the exponents $\alpha_{i}$ are equal to $n, q_{1}$ of them are equal to $n-1$, and so on, $q_{n}$ of them are equal to 0 . Being symmetric, each $M_{q}$ is uniquely represented as a polynomial in elementary symmetric polynomials

$$
e_{i}(x)=e_{i}\left(x_{1}, \ldots, x_{m}\right)=\sum_{1 \leq j_{1}<\cdots<j_{i} \leq m} x_{j_{1}} \cdots x_{j_{i}}
$$

Proposition 1.1. For every $p \in \Delta^{m}(n), q \in \Delta^{n}(m)$, the coefficient $c_{p q}$ in the resultant is equal to $(-1)^{\sum_{i} p_{i}}$ times the coefficient at $\prod_{i} e_{i}(x)^{p_{i}}$ in the expansion of $M_{q}$ as a polynomial in elementary symmetric polynomials.

For example, if $m=n=2$, and $q=(1,0,1)$ then $M_{q}=x_{1}^{2}+x_{2}^{2}=$ $e_{1}(x)^{2}-2 e_{2}(x)$, which contributes $b_{0} b_{2}\left(a_{1}^{2}-2 a_{0} a_{2}\right)$ to (1.14).

Proof. Since $g(x)=b_{n} \prod_{j}\left(x-y_{j}\right)$, we can write (1.3) as

$$
R(f, g)=a_{m}^{n} \prod_{i} g\left(x_{i}\right)
$$

Expanding this product into the sum of monomials in $x_{1}, \ldots, x_{m}$, we see that

$$
R(f, g)=a_{m}^{n} \sum_{q} b^{q} M_{q}\left(x_{1}, \ldots, x_{m}\right)
$$

It remains to expand each $M_{q}\left(x_{1}, \ldots, x_{m}\right)$ as a polynomial in elementary symmetric polynomials and notice that $e_{i}\left(x_{1}, \ldots, x_{m}\right)=(-1)^{m-i} a_{i} / a_{m}$.

By a partition of length $\leq m$, we shall understand a collection $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ of non-negative integers such that $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{m}$. The numbers $\lambda_{i}$ are called parts of $\lambda$. For any such $\lambda$ we have the following monomial symmetric function in $m$ variables:

$$
\begin{equation*}
m_{\lambda}\left(x_{1}, \ldots, x_{m}\right)=\sum_{\alpha \in S_{m} \lambda} x_{1}^{\alpha_{1}} \cdots x_{m}^{\alpha_{m}} \tag{1.44}
\end{equation*}
$$

where $S_{m}$ is the group of permutations acting on $\mathbf{Z}^{m}$, and $\alpha$ runs through the $S_{m}$-orbit of $\lambda$ (cf. Section 2C Chapter 4). For example, the function $M_{q}$ above coincides with $m_{\lambda}$, where the partition $\lambda$ has $q_{i}$ parts equal to $n-i$ for $i=0, \ldots, n$; the elementary symmetric polynomial $e_{i}$ is also of the form $m_{\lambda}$, where $\lambda$ has $i$ parts equal to 1 and $m-i$ parts equal to 0 .

Clearly, the functions $m_{\lambda}$ form a basis in the vector space of all symmetric polynomials in $x_{1}, \ldots, x_{m}$. A different basis in the space of symmetric polynomials is provided by the products $\prod_{i=1}^{m} e_{i}^{p_{i}}$ of elementary symmetric polynomials. Such a product is also encoded by a partition $\mu$ having $p_{i}$ parts equal to $i$ for $i=1, \ldots, m$; so we shall write

$$
\begin{equation*}
e_{\mu}(x)=\prod_{i=1}^{m} e_{i}(x)^{p_{i}} \tag{1.45}
\end{equation*}
$$

Thus, $\mu$ runs over the partitions all of whose parts are $\leq m$. However, such a partition $\mu$ can have more parts than $m$, so we obtain a different class of partitions.

The relationship between these two classes of partitions (with length $\leq m$, and with parts not exceeding $m$ ) is given by the conjugation of partitions. Recall [Macd] that the diagram of a partition $\lambda$ is defined as the finite set

$$
\left\{(i, j) \in \mathbf{Z}^{2}: 1 \leq i \leq m, 1 \leq j \leq \lambda_{i}\right\}
$$

The conjugate partition $\lambda^{*}$ is defined by the condition that its diagram is transpose of the diagram of $\lambda$. This means that if $\mu$ has $p_{i}$ parts equal to $i$ for $i=1, \ldots, m$ then the parts of $\mu^{*}$ are $\left(p_{1}+p_{2}+\cdots+p_{m}, p_{2}+\cdots+p_{m}, \ldots, p_{m}\right)$. Thus, the correspondence $\mu \mapsto \mu^{*}$ is a bijection between the partitions with parts $\leq m$ and those of length $\leq m$.

Proposition 1.1 says that the coefficients in the resultant are essentially the entries of the transition matrix between the two bases $\left(m_{\lambda}\right)$ and $\left(e_{\mu}\right)$. Although there is known some combinatorial interpretation of these entries [ER], it is not good enough even for deciding what are the signs of the $c_{p q}$, or which of the coefficients are non-zero.

A much better interpretation is known for the entries of the inverse matrix $d_{\lambda \mu}$, i.e., the coefficients in the expansion

$$
e_{\mu}=\sum_{\lambda} d_{\lambda \mu} m_{\lambda} .
$$

Expanding the product of elementary symmetric polynomials, we see that $d_{\lambda \mu}$ is equal to the number of $(0,1)$-matrices with row sums $\lambda_{1}, \ldots, \lambda_{m}$ and column sums $\mu_{1}, \ldots, \mu_{n}$. The quantities $d_{\lambda \mu}$ play an important role in combinatorics, representation theory of symmetric groups and classical theory of symmetric polynomials, see e.g. [Macd]. The description of all pairs $(\lambda, \mu)$ such that $d_{\lambda \mu}>0$ is known as the Gale-Ryser theorem. To state it we need the so-called dominance partial order on partitions.

Let $\lambda=\left(\lambda_{1}, \ldots, \lambda_{m}\right), \nu=\left(\nu_{1}, \ldots, \nu_{m}\right)$ be two partitions of length $\leq m$. We say that $v$ dominates $\lambda$ and write $\lambda \leq v$ if $\lambda_{1}+\cdots+\lambda_{i} \leq v_{1}+\cdots+v_{i}$ for $i=1, \ldots, m-1$, and $\lambda_{1}+\cdots+\lambda_{m}=v_{1}+\cdots+v_{m}$.

Proposition 1.2. (Gale-Ryser Theorem). We have $d_{\lambda \mu}>0$ if and only if $\lambda \leq \mu^{*}$. Furthermore, $d_{\mu^{*} \mu}=1$.

For the proof see [Ry], Theorem 1.1 Chapter 6.
Combining Propositions 1.1 and 1.2, we can find an upper bound for the set of all pairs $(p, q)$ such that the corresponding coefficient $c_{p q}$ in the resultant is non-zero.

Proposition 1.3. Let $p \in \Delta^{m}(n), q \in \Delta^{n}(m)$, and let $\lambda, \mu$ be the partitions such that $\lambda$ has $q_{i}$ parts equal to $n-i$ for $i=0, \ldots, n$, and $\mu$ has $p_{i}$ parts equal to $i$ for $i=1, \ldots, n$. Then $c_{p q}=0$ unless $\mu^{*} \leq \lambda$. Furthermore, if $\mu^{*}=\lambda$ then $c_{p q}=(-1)^{\sum_{i} i p_{i}}$.

We shall see in Section 2 that the pairs $(p, q)$ such that $\mu^{*}=\lambda$ are exactly the vertices of the Newton polytope of the resultant. It is interesting to note that although the concept of the Newton polytope was not popular among the algebraists in the 19th century, the extreme monomials in the resultant were singled out by Gordan [Go2]. To explain his observation, we represent the resultant by the Sylvester formula (1.12). Expanding the Sylvester determinant into monomials, we get

$$
\begin{equation*}
R(f, g)=\sum_{\pi} \operatorname{sgn}(\pi) b_{\pi_{1}-1} b_{\pi_{2}-2} \cdots b_{\pi_{m}-m} a_{\pi_{m+1}-1} a_{\pi_{m+2}-2} \cdots a_{\pi_{m+n}-n} \tag{1.46}
\end{equation*}
$$

the sum over all permutations $\pi=\left(\pi_{1}, \ldots, \pi_{m+n}\right)$ of the indices $1, \ldots, m+n$ (with the convention that $a_{i}=0$ unless $0 \leq i \leq m, b_{j}=0$ unless $0 \leq j \leq n$ ). We call a permutation $\pi$ an ( $m, n$ )-shuffle permutation if

$$
\begin{equation*}
\pi_{1}<\pi_{2}<\cdots<\pi_{m}, \quad \pi_{m+1}<\pi_{m+2}<\cdots<\pi_{m+n} \tag{1.47}
\end{equation*}
$$

It is easy to see that the monomial in (1.46) corresponding to an $(m, n)$-shuffle permutation $\pi$ has the form $(-1)^{\sum_{i}^{i p_{i}}} a^{p} b^{q}$, where the exponents $p_{i}$ and $q_{j}$ are
given by

$$
\begin{gather*}
p_{0}=\pi_{1}-1, p_{i}=\pi_{i+1}-\pi_{i}-1 \text { for } i=1, \ldots, m-1, p_{m}=m+n-\pi_{m}  \tag{1.48}\\
q_{0}=\pi_{m+1}-1, q_{j}=\pi_{m+j+1}-\pi_{m+j}-1 \text { for } j=1, \ldots, n-1 \\
q_{n}=m+n-\pi_{m+n} \tag{1.49}
\end{gather*}
$$

It is easy to see that every such monomial appears exactly once in (1.46), and that (1.48) and (1.49) establish a bijection between ( $m, n$ )-shuffle permutations and pairs $(p, q)$ from Proposition 1.3 such that the corresponding partitions $\lambda$ and $\mu$ are conjugate to each other.

## 2. Newton polytopes of the classical discriminant and resultant

## A. The Newton polytope of the discriminant

We write the discriminant of a polynomial $f(x)=a_{0}+a_{1} x+\cdots+a_{n} x^{n}$ in one variable $x$ as a linear combination of monomials

$$
\Delta(f)=\sum_{\varphi_{0}, \ldots, \varphi_{n}} c_{\varphi_{0}, \ldots, \varphi_{n}} a_{0}^{\varphi_{0}} a_{1}^{\varphi_{1}} \cdots a_{n}^{\varphi_{n}}
$$

or in abbreviated form as $\Delta(f)=\sum_{\varphi} c_{\varphi} a^{\varphi}$, where $\varphi=\left(\varphi_{0}, \ldots, \varphi_{n}\right)$ runs over some finite set in $\mathbf{Z}_{+}^{n+1}$. No simple explicit formula seems to be known for the coefficients $c_{\varphi}$. Nevertheless, it is possible to describe the Newton polytope $N(\Delta)$ of $\Delta$.

By definition (see Chapter 6), $N(\Delta) \in R^{n+1}$ is the convex hull of the vectors $\varphi$ such that $c_{\varphi} \neq 0$. Let $A=\{0,1, \ldots, n\} \subset \mathbf{Z}$ be the set of exponents of monomials which may occur in $f$. By definition, our discriminant $\Delta(f)$ coincides with the $A$-discriminant $\Delta_{A}(f)$. In Theorem 1.4 Chapter 10 we have described the Newton polytope of the principal $A$-determinant $E_{A}$. On the other hand, in our situation Theorem 1.2 Chapter 10 means that $E_{A}(f)=a_{0} a_{n} \Delta_{A}(f)$. Combining these two facts we get the following description of $N(\Delta)$.

Theorem 2.1. The Newton polytope of $\Delta(f)$ is the secondary polytope $\Sigma(A) \subset$ $\mathbf{R}^{n+1}$ translated by the vector $(-1,0,0, \ldots, 0,-1)$.

Here the secondary polytope is taken with respect to the measure on $\mathbf{R}$ normalized in a usual way (so that the segment [0,1] has length 1). This polytope was described in Section 3A Chapter 7: the "triangulations" which parametrize the vertices of the secondary polytope are, in this simple case, just subdivisions
of the segment $Q=[0, n]$ into several subsegments. We summarize these results explicitly by taking into account the translation vector in Theorem 2.1.

Theorem 2.2. The Newton polytope $N(\Delta)$ is combinatorially equivalent to an $(n-1)$-dimensional cube. It consists of all points $\varphi=\left(\varphi_{0}, \varphi_{1}, \ldots, \varphi_{n}\right) \in \mathbf{R}^{n+1}$ satisfying two linear equations

$$
\sum_{i} \varphi_{i}=2 n-2, \sum_{i}(n-i) \varphi_{i}=n(n-1)
$$

and $2 n-2$ linear inequalities

$$
\varphi_{j} \geq 0, \sum_{i=0}^{j}(j-i) \varphi_{i} \geq j(j-1) \quad \text { for } \quad j=1,2, \ldots, n-1
$$

The vertices of $N(\Delta)$ are in a bijection with the subsets $I \subset\{1,2, \ldots, n-1\}$; the vertex $\varphi(I)$ corresponding to $I=\left\{i_{1}<i_{2}<\cdots<i_{s}\right\}$ has coordinates $\varphi_{0}=i_{1}-1, \varphi_{n}=n-i_{s}-1, \varphi_{i_{p}}=i_{p+1}-i_{p-1}$ for $p=1, \ldots, s$, and $\varphi_{i}=0$ for $i \notin\{0, n\} \cup I$.

The absolute values of the coefficients of extreme monomials in $\Delta$ are given by specializing Theorem 1.4 (b) Chapter 10 . Theorem 1.14 of Chapter 10 gives the ratio of signs for any two triangulations obtained from each other by a modification. By "integrating" this ratio, starting from the coefficient at the monomial $a_{0}^{n-1} a_{n}^{n-1}$ which is, by (1.37), equal to $+n^{n}$, we arrive at the following.

Theorem 2.3. For every subset $I=\left\{i_{1}<i_{2}<\cdots<i_{s}\right\} \subset\{1,2, \ldots, n-1\}$ the monomial

$$
a^{\varphi(I)}=a_{0}^{i_{1}-1} a_{i_{1}}^{i_{2}} a_{i_{2}}^{i_{3}-i_{1}} a_{i_{3}}^{i_{4}-i_{2}} \ldots a_{i_{s-1}}^{i_{s}-i_{s-2}} a_{i_{s}}^{n-i_{s-1}} a_{n}^{n-i_{s}-1}
$$

appears in $\Delta$ with the coefficient

$$
c_{\varphi(I)}=(-1)^{n(n-1) / 2} \prod_{p=0}^{s}(-1)^{l_{p}\left(l_{p}-1\right) / 2} l_{p}^{l_{p}}
$$

where $l_{p}=i_{p+1}-i_{p}$ (with the convention $l_{0}=i_{1}, l_{s}=n-i_{s}$ ).
The case of a cubic polynomial is illustrated by Figure 60.
B. The Newton polytope of the resultant: the vertices

We fix numbers $m, n \geq 1$ and consider the resultant $R(f, g)=R_{m, n}(f, g)$ where

$$
f(x)=a_{0}+a_{1} x+\cdots+a_{m} x^{m}, \quad g(x)=b_{0}+b_{1} x+\cdots+b_{n} x^{n}
$$



Figure 60. The discriminant of a cubic polynomial
are indeterminate polynomials. So $R(f, g)$ is a polynomial in the $a_{i}$ and $b_{j}$ and we write it as a sum of monomials, as in (1.43):

$$
R(f, g)=\sum_{p, q} c_{p q} a^{p} b^{q}
$$

where $p=\left(p_{0}, p_{1}, \ldots, p_{m}\right)$ and $q=\left(q_{0}, q_{1}, \ldots, q_{n}\right)$ are multi-indices. The Newton polytope of the resultant lies in the space $\mathbf{R}^{m+n+2}$ with coordinates $p_{0}, p_{1}, \ldots, p_{m}, q_{0}, q_{1}, \ldots, q_{n}$. By definition, it is the convex hull of all lattice points $(p, q)$ such that $c_{p q} \neq 0$. We shall denote this polytope by $N_{m, n}$.

Let $A$ be the set of points $(0,0),(1,0), \ldots,(m, 0),(0,1),(1,1), \ldots,(n, 1)$ in $\mathbf{Z}^{2}$. The convex hull $Q$ of $A$ is the trapezoid shown in Figure 43.

Using the Cayley trick (Proposition 1.7 Chapter 9) we see that $R(f, g)$ is equal to $\Delta_{A}(f(x)+y g(x))$. The toric variety $X_{A}$ associated to $A$ is smooth: this is the rational normal scroll of type ( $m, n$ ) (see Examples 1.1 (d) of Chapter 5 and 3.6 of Chapter 3 ). Thus $\Delta_{A}$ coincides with the regular $A$-determinant $D_{A}$ (see Theorem 1.3 Chapter 11). It follows that $N_{m, n}=N\left(D_{A}\right)$.

By Theorem 3.2 Chapter 11, the vertices of $N\left(D_{A}\right)=N_{m, n}$ are in bijection with the $D$-equivalence classes of coherent triangulations of $(Q, A)$. We recall that every coherent triangulation $T$ of $(Q, A)$ gives rise to a vertex $\eta_{T}$ of the Newton polytope $N\left(\Delta_{A}\right)$. The component of $\eta_{T}$ corresponding to $\omega \in A$ is equal to

$$
\eta_{T}(\omega)=\sum_{\sigma}(-1)^{\operatorname{dim}(Q)-\operatorname{dim}(\sigma)} \operatorname{Vol}(\sigma)
$$

where the sum is over the simplices $\Delta$ of arbitrary dimension appearing in $T$ that have $\omega$ as a vertex and are massive (i.e., affinely span a face of $Q$ ); the volume
form on each face $\Gamma \subset Q$ is induced by the integral lattice spanned by $A \cap \Gamma$. Two triangulations $T$ and $T^{\prime}$ are called $D$-equivalent if $\eta_{T}=\eta_{T^{\prime}}$. In our situation when $Q$ is a trapezoid it is easy to see that all triangulations of $(Q, A)$ are coherent (this is proved in the same way as Proposition 3.4 of Chapter 7). Furthermore, the $D$-equivalence is generated by the following relation: $T \sim T^{\prime}$ if $T^{\prime}$ is obtained from $T$ by a subdivision of a triangle into the union of two smaller triangles. This follows from the description of the $D$-equivalence for plane polygons given in Proposition 3.9 Chapter 11.

We say that a triangulation $T$ is coarse if no triangle of $T$ is the union of two other triangles. Clearly, coarse triangulations form a set of representatives of $D$-equivalence classes.

The vertex $\eta_{T}$ of $N_{m, n}$ corresponding to a coarse triangulation $T$ can be described as follows. The coordinate $p_{i}=p_{i}(T)$ is equal to $|b-c|$ if there is a triangle in $T$ with vertices $(i, 0),(b, 1),(c, 1)$, otherwise $p_{i}(T)=0$; similarly, $q_{j}=q_{j}(T)$ is equal to $|b-c|$ if there is a triangle in $T$ with vertices $(j, 1),(b, 0),(c, 0)$, otherwise $q_{j}(T)=0$. Summarizing, we have

Theorem 2.4. The correspondence $T \mapsto(p(T), q(T))$ is a bijection between the set of coarse triangulations of $(Q, A)$ and the set of vertices of $N_{m, n}$.

We illustrate this theorem for the case $m=n=2$. By (1.14), the resultant of two quadratic forms contains 7 monomials, but only 6 of them are vertices of $N_{2,2}$. They correspond to 6 coarse triangulations of $(Q, A)$ as shown in Figure 61.


Figure 61. The polytope $N_{2,2}$.

We are going to study $N_{m, n}$ in detail. Unfortunately, we cannot apply the general theory of Chapter 7 since $N_{m, n}$ is not a secondary polytope. So we start describing $N_{m, n}$ from scratch using nothing but Theorem 2.4. First we present several convenient combinatorial interpretations of the vertices of $N_{m, n}$.

Let us label the horizontal unit segments on the boundary of $Q$ as follows: we attach the symbol $A_{i}$ to the segment $[(i-1,0),(i, 0)]$ for $i=1, \ldots, m$, and the symbol $B_{j}$ to the segment $[(j-1,1),(j, 1)]$ for $j=1, \ldots, n$. Now let $T$ be a coarse triangulation of $(Q, A)$. We associate to $T$ a shuffle $w(T)$ of two words $A_{1} A_{2} \ldots A_{m}$ and $B_{1} B_{2} \ldots B_{n}$. We recall that a shuffle is a word of length $m+n$ containing each of the $A_{1} A_{2} \ldots A_{m}$ and $B_{1} B_{2} \ldots B_{n}$ as a subsequence; the shuffles were introduced (Section 3D Chapter 7) in relation to lattice paths. To construct $w(T)$ we order the triangles of $T$ into a sequence $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{r}$ so that $\sigma_{1}$ is the triangle containing the side $[(0,0),(0,1)]$, and each $\sigma_{i}$ has a common side with $\sigma_{i-1}$. The shuffle $w(T)$ lists all the horizontal unit segments on the boundary of $Q$ in the following order: first the segments on the horizontal side of $\sigma_{1}$, then those on the horizontal side of $\sigma_{2}$, etc. (see Figure 62). This construction makes clear all the statements in the next proposition.
Proposition 2.5. The correspondence $T \mapsto w(T)$ is a bijection between the set of coarse triangulations of $(Q, A)$ and the set of shuffles of the $A_{1} A_{2} \ldots A_{m}$ and $B_{1} B_{2} \ldots B_{n}$. Hence the number of coarse triangulations, i.e., the number of
 $w(T)$ as follows: $p_{i}(T)$ is the number of letters between $A_{i}$ and $A_{i+1}$, and $q_{j}(T)$ is the number of letters between $B_{j}$ and $B_{j+1}$ (with the convention that $A_{0}$ and $B_{0}$ stand to the left of the whole shuffle, while $A_{m+1}$ and $B_{n+1}$ stand to the right).

Motivated by Proposition 2.5 , we call $N_{m, n}$ the ( $m, n$ )-shuffle polytope. It turns out that $N_{m, n}$ can be realized as a subpolytope of the permutohedron $P_{m+n}$. We recall (see Section 3C Chapter 7) that $P_{m+n}$ is the convex hull in $\mathbf{R}^{m+n}$ of $(m+n)$ ! points $\pi=\left(\pi_{1}, \ldots, \pi_{m+n}\right)$ representing permutations of $\{1,2, \ldots, m+n\}$. Recall also that a permutation $\pi$ is an ( $m, n$ )-shuffle permutation if it satisfies (1.47). There is a natural bijection between ( $m, n$ )-shuffle permutations and shuffles of $A_{1} A_{2} \ldots A_{m}$ and $B_{1} B_{2} \ldots B_{n}$ : we put $A_{i}$ on the $\pi_{i}$-th place in the shuffle, and $B_{j}$ on the $\pi_{m+j}$-th place. Translating Proposition 2.5 into the language of shuffle permutations, we see that if $\pi$ is a shuffle permutation corresponding to the shuffle $w(T)$ then the components of $\eta_{T}$ are given by (1.48) and (1.49). This implies the following.

Proposition 2.6. The shuffle polytope $N_{m, n}$ can be affinely embedded into $P_{m+n}$ so that each vertex $\eta_{T}$ goes to the vertex $\pi$ corresponding to the shuffle $w(T)$.

We know (from Section 3D Chapter 7) that the shuffles of $A_{1} A_{2} \ldots A_{m}$ and


$$
w=w(T)=A_{1} B_{1} B_{2} A_{2} B_{3} A_{3} B_{4} A_{4}
$$



Figure 62.
$B_{1} B_{2} \ldots B_{n}$ are also in bijection with the lattice paths from $(0,0)$ to $(m, n)$. This time the symbols in the shuffle are interpreted as unit moves, the symbol $A_{i}$ meaning the horizontal move from the vertical line $x=i-1$ to the line $x=i$, and $B_{j}$ meaning the vertical move from the horizontal line $y=j-1$ to the line $y=j$. For a lattice path $L$ from $(0,0)$ to $(m, n)$, we define the integers $p_{i}(L)(i=0, \ldots, m)$ and $q_{j}(L)(j=0, \ldots, n)$ as follows: $p_{i}(L)$ is the length of the part of $L$ lying on the vertical line $x=i$, and $q_{j}(L)$ is the length of the part of $L$ lying on the horizontal line $y=j$. In particular, $p_{i}(L)=0$ if $L$ just crosses the line $x=i$ in the horizontal direction, and similarly for $q_{j}(L)$. Translating Proposition 2.5 into
the language of lattice paths, we obtain the following.
Proposition 2.7. If $L$ is the lattice path corresponding to the shuffle $w(T)$ then the vertex $\eta_{T}$ has components $p_{i}(T)=p_{i}(L)$ and $q_{j}(T)=q_{j}(L)$ for all $i, j$.

In view of this proposition, it will be convenient for us to use the notation $\eta_{T}=\eta_{L}$ for a lattice path $L$ corresponding to $w(T)$.

The correspondence between coarse triangulations of the trapezoid, shuffles, and lattice paths is illustrated in Figure 62.

## C. The Newton polytope of the resultant: further properties

Theorem 2.8. The polytope $N_{m, n}$ has dimension $m+n-1$. Its affine span in $\mathbf{R}^{m+n+2}$ is given by three linear equations

$$
\begin{equation*}
\sum_{i=0}^{m} p_{i}=n, \quad \sum_{j=0}^{n} q_{j}=m, \sum_{i=0}^{m}(m-i) p_{i}+\sum_{j=0}^{n}(n-j) q_{j}=m n \tag{2.1}
\end{equation*}
$$

Proof. First we show that every vertex of $N_{m, n}$ satisfies (2.1). From the point of view of the resultant, this is equivalent to the three homogeneity conditions (1.7). It will also be instructive for us to deduce the last equation in (2.1) in a purely combinatorial way (the first two equations are obvious from any of the above interpretations of vertices). In fact, we shall prove a stronger statement. For every integral point $(k, l) \in[0, m] \times[0, n]$, we define an affine-linear function $h_{k l}$ on $\mathbf{R}^{m+n+2}$ by

$$
\begin{equation*}
h_{k l}=\sum_{i=0}^{k}(k-i) p_{i}+\sum_{j=0}^{l}(l-j) q_{j}-k l . \tag{2.2}
\end{equation*}
$$

Lemma 2.9. Every vertex $\eta_{L}$ of $N_{m, n}$ satisfies the inequalities $h_{k l}\left(\eta_{L}\right) \geq 0$ for all $k, l$. Furthermore, $h_{k l}\left(\eta_{L}\right)=0$ if and only if a lattice path $L$ passes through the point ( $k, l$ ).

The last equation in (2.1) is a special case of Lemma 2.9 corresponding to $(k, l)=(m, n)$.

Proof of Lemma 2.9. By Proposition 2.7, the component $p_{i}$ of $\eta_{L}$ is equal to $p_{i}(L)$, i.e., to the length of the intersection of the polygonal line $L$ with the vertical line $x=i$. We write $\sum_{i=0}^{k}(k-i) p_{i}$ in the form $\sum_{i=0}^{k-1}\left(p_{0}+p_{1}+\cdots+p_{i}\right)$. Clearly, this sum is equal to the area of the part of the rectangle $[0, k] \times[0, n]$ lying below the polygonal line $L$. Similarly, $\sum_{j=0}^{l}(l-j) q_{j}$ is equal to the area of the part of the rectangle $[0, m] \times[0, l]$ lying above $L$. These two parts cover the rectangle $[0, k] \times[0, l]$ and do not overlap; moreover, their union is equal to $[0, k] \times[0, l]$ if


Figure 63. Proof that $h_{k l}\left(\eta_{L}\right) \geq 0$
and only if $L$ passes through $(k, l)$. Hence, the sum of their areas is $\geq k l$ with the equality if and only if $L$ passes through ( $k, l$ ) (see Figure 63). This proves Lemma 2.9 and the equations (2.1).

Clearly, the three linear equations in (2.1) are independent, i.e., define an affine subspace of dimension $m+n-1$. To complete the proof of Theorem 2.8, it remains to construct $m+n$ affinely independent vertices of $N_{m, n}$. To do this, we consider all $(m, n)$-shuffles with the property that at least one of the words $A_{1} A_{2} \ldots A_{m}$ and $B_{1} B_{2} \ldots B_{n}$ is a subword of our shuffle, i.e., is not separated by other symbols. There are exactly $m+n$ such shuffles, and the corresponding vertices of $N_{m, n}$ given by Proposition 2.5 have the form

$$
\begin{gathered}
n e_{0}+m e_{n}^{\prime}, n e_{m}+m e_{0}^{\prime}, n e_{i}+i e_{0}^{\prime}+(m-i) e_{n}^{\prime}, \quad i=1, \ldots, m-1, \\
j e_{0}+(n-j) e_{m}+m e_{j}^{\prime}, \quad j=1, \ldots, n-1,
\end{gathered}
$$

where $e_{0}, \ldots, e_{m}$ is the standard basis in $\mathbf{R}^{m+1}$, and $e_{0}^{\prime}, \ldots, e_{n}^{\prime}$ is the standard basis in $\mathbf{R}^{n+1}$. The proof that these points are affinely independent is straightforward, and we leave it to the reader.

Note that Lemma 2.9 is a lattice analog of the classical Young inequality (see, e.g., [HLP]), stated as follows. Let $y=\varphi(x)$ be a continuous, strictly increasing function of $x$ for $x \geq 0$, with $\varphi(0)=0$. Then for $a, b \geq 0$

$$
a b \leq \int_{0}^{a} \varphi(x) d x+\int_{0}^{b} \varphi^{-1}(y) d y
$$



Figure 64. The Young inequality
where $\varphi^{-1}(y)$ is the function inverse to $\varphi(x)$. The inequality is strict unless $b=\varphi(a)$. The proof is the same as that of Lemma 2.9 (see Figure 64).

Proposition 2.10. Each of the polytopes $N_{1, n}$ and $N_{n, 1}$ is an $n$-dimensional simplex.

This is clear since both $N_{1, n}$ and $N_{n, 1}$ are of dimension $n$ and have $n+1$ vertices.

Now we describe the face lattice of $N_{m, n}$. We need some terminology. By a block in the rectangle $[0, m] \times[0, n]$, we mean a sub-rectangle $\left[k, k^{\prime}\right] \times\left[l, l^{\prime}\right]$ with integral vertices, together with a collection of some vertical chords $x=k_{1}, x=$ $k_{2}, \ldots, x=k_{r}$ and some horizontal chords $y=l_{1}, y=l_{2}, \ldots, y=l_{s}$. A block can be degenerate, i.e., a vertical or horizontal segment, but not a point. The chords can be taken only for non-degenerate blocks, but even then each of the collections of selected vertical or horizontal chords (or both) can be empty. The $k_{i}$ 's and $l_{j}$ 's are integers such that $k<k_{1}<\cdots<k_{r}<k^{\prime}, l<l_{1}<\cdots<l_{s}<l^{\prime}$. For a block $\mathcal{B}$ we denote its south-west corner $(k, l)$ by $\min (\mathcal{B})$ and its north-east corner $\left(k^{\prime}, l^{\prime}\right)$ by $\max (\mathcal{B})$.

By a ( $m, n$ )-labyrinth we mean a (non-empty) collection $\Lambda$ of blocks $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{r}$ in $[0, m] \times[0, n]$ such that $\min \left(\mathcal{B}_{1}\right)=(0,0), \max \left(\mathcal{B}_{r}\right)=(m, n)$, and $\min \left(\mathcal{B}_{i}\right)=\max \left(\mathcal{B}_{i-1}\right)$ for $i=2, \ldots, r$. By a slight abuse of notation, we denote by the same symbol $\Lambda$ the subset of the rectangle $[0, m] \times[0, n]$ formed by all the sides and chords of all blocks $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{r}$. Figure 65 shows an example of a block and a labyrinth.

Theorem 2.11. The faces of $N_{m, n}$ are in bijection with $(m, n)$-labyrinths: the face $F(\Lambda)$ corresponding to a labyrinth $\Lambda$ has vertices $\eta_{L}$ for all lattice paths $L$ contained in $\Lambda$.


Figure 65. A block and a labyrinth
Corollary 2.12. The bijection $\Lambda \mapsto F(\Lambda)$ is order-preserving: $F(\Lambda) \subset F\left(\Lambda^{\prime}\right)$ if and only if $\Lambda \subset \Lambda^{\prime}$, where $\Lambda$ and $\Lambda^{\prime}$ are considered as subsets of the rectangle $[0, m] \times[0, n]$.

Corollary 2.13. The edges of $N_{m, n}$ correspond to labyrinths having only one non-degenerate block, with no chords selected (see Figure 66).

In the course of the proof of Theorem 2.11 we shall also prove the following.
Theorem 2.14. The polytope $N_{m, n}$ is defined in $\mathbf{R}^{m+n+2}$ by linear equations (2.1) and linear constraints

$$
\begin{equation*}
p_{k} \geq 0, \quad q_{l} \geq 0, \quad h_{k l} \geq 0 \quad \text { for } \quad(k, l) \in[0, m] \times[0, n] . \tag{2.3}
\end{equation*}
$$

Proof of Theorems 2.11 and 2.14. We temporarily denote by $N_{m, n}^{\prime}$ the set of points in $\mathbf{R}^{m+n+2}$ satisfying (2.1) and (2.3). Clearly, $N_{m, n}^{\prime}$ is bounded, hence is a convex polytope. By Theorem 2.8 and Lemma $2.9, N_{m, n} \subseteq N_{m, n}^{\prime}$.


Figure 66. An edge of $N_{m, n}$
For every three subsets $I \subset[0, m], J \subset[0, n], K \subset[0, m] \times[0, n]$ we set

$$
\begin{gather*}
F(I, J, K)= \\
\left\{(p, q) \in N_{m, n}^{\prime}: p_{i}=0 \text { for } i \in I, q_{j}=0 \text { for } j \in J, h_{k, l}=0 \text { for }(k, l) \in K\right\} \tag{2.4}
\end{gather*}
$$

where the functions $h_{k l}$ are defined by (2.2). By definition, the faces of $N_{m, n}^{\prime}$ are exactly non-empty subsets of the type $F(I, J, K)$.

We say that a triple $(I, J, K)$ is related to an ( $m, n$ )-labyrinth $\Lambda$ if for a lattice path $L$ the conditions $\eta_{L} \in F(I, J, K)$ and $L \subset \Lambda$ are equivalent to each other.

## Lemma 2.15.

(a) For every $(m, n)$-labyrinth $\Lambda$ there exists a triple $(I, J, K)$ related to $\Lambda$.
(b) Fix a (non-empty) face $F$ of $N_{m, n}^{\prime}$, and set

$$
\begin{gathered}
I=\left\{i \in[0, m]: p_{i}=0 \text { on } F\right\}, J=\left\{j \in[0, n]: q_{j}=0 \text { on } F\right\}, \\
K=\left\{(k, l) \in[0, m] \times[0, n]: h_{k l}=0 \text { on } F\right\}
\end{gathered}
$$

Then the triple $(I, J, K)$ is related to some labyrinth $\Lambda$.
Before proving this lemma we derive Theorems 2.11 and 2.14. Since every labyrinth contains some lattice path, it follows from Lemma 2.15 (b) that every face $F$ of $N_{m, n}^{\prime}$ contains some vertex $\eta_{L}$ of $N_{m, n}$. In particular, every vertex of $N_{m, n}^{\prime}$ is a vertex of $N_{m, n}$, which proves Theorem 2.14. Applying again Lemma 2.15 (b), we see that every face $F$ of $N_{m, n}$ has as vertices the points $\eta_{L}$, where $L$ runs over all lattice paths contained in some labyrinth $\Lambda$. Hence $F$ has the form $F(\Lambda)$ from Theorem 2.11. Conversely, by Lemma 2.15 (a), each $F(\Lambda)$ is a face of $N_{m, n}$, which completes the proof of Theorem 2.11.

Proof of Lemma 2.15. (a) We can take $K$ to be the set of all lattice points lying on degenerate blocks of $\Lambda$, and $I$ (resp. $J$ ) to be the set of all $i \in[0, m]$ (resp. $j \in[0, n]$ ) such that the line $x=i$ (resp. $y=j$ ) is a chord of some non-degenerate block of $\Lambda$ but not a selected one. The fact that $(I, J, K)$ is related to $\Lambda$ follows from Lemma 2.9.

The proof of Lemma 2.15 (b) is more elaborate. We deduce it from the next description of the triple $(I, J, K)$ corresponding to a face $F$ of $N_{m, n}^{\prime}$.

Lemma 2.16. Let $(I, J, K)$ be a triple associated to a face $F$ of $N_{m, n}^{\prime}$ as in Lemma 2.15 (b).
(a) The set $K$ is the disjoint union of several lattice paths $L_{1}, \ldots, L_{r}$ such that $\min \left(L_{1}\right)=(0,0), \max \left(L_{r}\right)=(m, n)$, and $\min \left(L_{i}\right)$ lies to the northeast of max $\left(L_{i-1}\right)$ for $i=2, \ldots, r$. In other words, if $L_{i}$ is a path from $\left[k_{i}, l_{i}\right]$ to $\left[k_{i}^{\prime}, l_{i}^{\prime}\right]$ then $0=k_{1} \leq k_{1}^{\prime}<k_{2} \leq k_{2}^{\prime}<\cdots<k_{r} \leq k_{r}^{\prime}=m$ and $0=l_{1} \leq l_{1}^{\prime}<l_{2} \leq l_{2}^{\prime}<\cdots<l_{r} \leq l_{r}^{\prime}=n$.
(b) Suppose $i$ is such that $K$ crosses the vertical line $x=i$. Then $i \in I$ if and only if $i$ is different from $k_{1}^{\prime}, k_{2}, k_{2}^{\prime}, \ldots, k_{r-1}^{\prime}, k_{r}$ and the intersection $K \cap\{x=i\}$ consists of one point. Analogously, if $K$ crosses a horizontal line $y=j$ then $j \in J$ if and only if $j$ is different from $l_{1}^{\prime}, l_{2}, l_{2}^{\prime}, \ldots, l_{r-1}^{\prime}, l_{r}$ and the intersection $K \cap\{y=j\}$ consists of one point.

Using Lemma 2.16, we associate to $(I, J, K)$ an $(m, n)$-labyrinth $\Lambda$ in the following way. The degenerate blocks of $\Lambda$ are horizontal and vertical segments of lattice paths $L_{1}, \ldots, L_{r}$ from Lemma 2.16 (a). The non-degenerate blocks of $\Lambda$ are rectangles $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{r-1}$ in $[0, m] \times[0, n]$ such that $\min \left(\mathcal{B}_{i}\right)=$ $\left(k_{i}^{\prime}, l_{i}^{\prime}\right), \max \left(\mathcal{B}_{i}\right)=\left(k_{i+1}, l_{i+1}\right)$. Finally, in every non-degenerate block we select the chords $x=i$ for all $i \notin I$, and the chords $y=j$ for all $j \notin J$. The fact that ( $I, J, K$ ) is related to $\Lambda$ is clear.

It remains to prove Lemma 2.16.
Proof of Lemma 2.16. (a) It suffices to prove the following three statements:
(a1) $K$ contains $(0,0)$ and $(m, n)$.
(a2) $K$ cannot contain two lattice points $(k, l),\left(k^{\prime}, l^{\prime}\right)$ such that $k<k^{\prime}, l>l^{\prime}$.
(a3) If $K$ contains two lattice points $u, v$ lying on the same horizontal or vertical line then $K$ contains all the lattice points of the segment $[u, v]$.

The item (a1) is clear. To prove (a2) suppose that $K$ contains ( $k, l$ ), ( $k^{\prime}, l^{\prime}$ ) such that $k<k^{\prime}, l>l^{\prime}$, i.e., $h_{k l}=h_{k^{\prime} l^{\prime}}=0$ on $F$. To arrive at a contradiction, we consider the following identity:

$$
\begin{equation*}
h_{k l}+h_{k^{\prime} l^{\prime}}-h_{k^{\prime} l}-h_{k l^{\prime}}=\left(k^{\prime}-k\right)\left(l-l^{\prime}\right), \tag{2.5}
\end{equation*}
$$

which follows directly from (2.2). The left hand side of (2.5) takes a non-positive
value at each point of $F$, which contradicts the fact that the right hand side is positive.

To prove (a3) it is enough to consider the case when $u$ and $v$ lie on a horizontal line (the proof for a vertical line is the same). So we have to prove the following: if $k<k^{\prime \prime}<k^{\prime}$ and $(k, l),\left(k^{\prime}, l\right) \in K$ then $\left(k^{\prime \prime}, l\right) \in K$. To see this we use another identity, which is also a direct consequence of (2.2):

$$
\begin{equation*}
h_{k l}+h_{k^{\prime} l}=h_{k+1, l}+h_{k^{\prime}-1, l}+\sum_{k<k^{\prime \prime}<k^{\prime}} p_{k^{\prime \prime}} . \tag{2.6}
\end{equation*}
$$

Evaluating both sides of (2.6) at some point of $F$, we see that if $(k, l),\left(k^{\prime}, l\right) \in K$ then the left hand side vanishes, hence all summands on the right hand side also vanish. In particular, this shows that $(k+1, l),\left(k^{\prime}-1, l\right) \in K$. Repeating this argument if necessary, we see that $\left(k^{\prime \prime}, l\right) \in K$ for $k<k^{\prime \prime}<k^{\prime}$, which completes the proof of (a3).
(b) We shall prove only the statement about $I$ (the proof for $J$ is completely analogous). It is easy to see that our statement is a consequence of the following two statements.
(b1) If $(0, j) \in K$ for some $j \geq 1$ then $0 \notin I$; if ( $m, j) \in K$ for some $j \leq n-1$ then $m \notin I$.
(b2) If $(i, j) \in K, i \in I$, and $\left|i^{\prime}-i\right|=1$ then $\left(i^{\prime}, j\right) \in K$.
The proof of (b1) and (b2) uses the same method as the above proof of (a2) and (a3). For (b1) we use the identities

$$
\begin{equation*}
h_{0 j}+p_{0}=h_{1 j}+j, h_{m j}+p_{m}=h_{m-1, j}+(n-j)+\left(p_{0}+\cdots+p_{m}-n\right) . \tag{2.7}
\end{equation*}
$$

If $i \in[1, m-1]$ then (b2) follows from the identity

$$
2 h_{i j}+p_{i}=h_{i-1, j}+h_{i+1, j},
$$

which is a special case of (2.6). If $i=0$ then in view of (bl) we have $j=0$, hence in this case (b2) follows from the first identity in (2.7) for $j=0$. The case $i=m$ in (b2) is treated in the same way. This completes the proof of Lemma 2.16 and hence of Theorems 2.11 and 2.14.

Corollary 2.17. If $m, n \geq 2$ then $N_{m, n}$ has exactly $m n+3$ facets. They are given by linear equations $p_{i}=0$ for $i=0,1, \ldots, m, q_{j}=0$ for $j=0,1, \ldots, n$, and $h_{k l}=0$ for $k=1,2, \ldots, m-1, l=1,2, \ldots, n-1$.

Proof. By Theorem 2.14, every facet of $N_{m, n}$ is supported by one of the inequalities in (2.3). It remains to check which of these inequalities defines a facet, i.e,
corresponds to a maximal proper labyrinth. The face $\left\{p_{i}=0\right\}$ for $1 \leq i \leq m-1$ corresponds to the labyrinth having one block $[0, m] \times[0, n]$ with all the chords selected except the chord $\{x=i\}$. The face $\left\{p_{0}=0\right\}$ corresponds to the labyrinth having one non-degenerate block $[1, m] \times[0, n]$ with all the chords selected, and the unit horizontal segment from $(0,0)$ to $(1,0)$. The face $\left\{p_{m}=0\right\}$ and all the faces $\left\{q_{j}=0\right\}$ are described in a similar way. As for the face $\left\{h_{k l}=0\right\}$ for $k=1,2, \ldots, m-1, l=1,2, \ldots, n-1$, it corresponds to the labyrinth with two blocks $[0, k] \times[0, l]$ and $[k, m] \times[l, n]$ and all chords selected. Each of these labyrinths is seen to be a maximal proper one.

It remains to check the faces $\left\{h_{0 l}=0\right\}$ and $\left\{h_{m l}=0\right\}$ for $l=1,2, \ldots, n-1$, and $\left\{h_{k 0}=0\right\},\left\{h_{k n}=0\right\}$ for $k=1,2, \ldots, m-1$. Clearly, each of the faces $\left\{h_{0 l}=0\right\}$ is contained in the facet $\left\{q_{0}=0\right\}$ already taken into account. All the remaining cases are totally similar.

Theorem 2.18. The face $F(\Lambda)$ of $N_{m, n}$ corresponding to an ( $m, n$ )-labyrinth $\Lambda$ is combinatorially equivalent to $N_{m_{1}, n_{1}} \times \cdots \times N_{m_{r}, n_{r}}$, the product over all nondegenerate blocks $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{r}$ in $\Lambda$, where $m_{i}-1$ and $n_{i}-1$ are numbers of vertical and horizontal chords selected in the block $\mathcal{B}_{i}$.

Proof. Using induction on $m+n$, it is enough to prove the statement for the facets $F(\Lambda)$ of $N_{m, n}$. The cases $m=1$ and $n=1$ are clear from Proposition 2.10 , so we assume that $m, n \geq 2$. Then the facets of $N_{m, n}$ are given by Corollary 2.17.

Consider first the facet $\left\{h_{k l}=0\right\}$ for some $k=1,2, \ldots, m-1, l=$ $1,2, \ldots, n-1$. We claim that this facet is not only combinatorially but affinely isomorphic to $N_{k, l} \times N_{m-k, n-l}$. To see this, consider the linear maps

$$
\begin{array}{r}
\alpha: \mathbf{R}^{k+1} \times \mathbf{R}^{l+1} \times \mathbf{R}^{m-k+1} \times \mathbf{R}^{n-l+1} \rightarrow \mathbf{R}^{m+1} \times \mathbf{R}^{n+1}, \\
\beta: \mathbf{R}^{m+1} \times \mathbf{R}^{n+1} \rightarrow \mathbf{R}^{k+1} \times \mathbf{R}^{l+1} \times \mathbf{R}^{m-k+1} \times \mathbf{R}^{n-l+1}
\end{array}
$$

defined as follows. For

$$
\left(p^{\prime}, q^{\prime}\right) \in \mathbf{R}^{k+1} \times \mathbf{R}^{l+1},\left(p^{\prime \prime}, q^{\prime \prime}\right) \in \mathbf{R}^{m-k+1} \times \mathbf{R}^{n-l+1}
$$

we set $\alpha\left(p^{\prime}, q^{\prime}, p^{\prime \prime}, q^{\prime \prime}\right)=(p, q)$, where

$$
\begin{gathered}
p_{i}=p_{i}^{\prime} \text { for } 0 \leq i<k ; p_{k}=p_{k}^{\prime}+p_{0}^{\prime \prime} \\
p_{i}=p_{i-k}^{\prime \prime} \text { for } k<i \leq m
\end{gathered}
$$

and similarly,

$$
q_{j}=q_{j}^{\prime} \quad \text { for } \quad 0 \leq j<l, \quad q_{l}=q_{l}^{\prime}+q_{0}^{\prime \prime}, q_{j}=q_{j-l}^{\prime \prime} \quad \text { for } \quad l<j \leq n
$$

Conversely, for $(p, q) \in \mathbf{R}^{m+1} \times \mathbf{R}^{n+1}$ we set $\beta(p, q)=\left(p^{\prime}, q^{\prime}, p^{\prime \prime}, q^{\prime \prime}\right)$, where

$$
\begin{gathered}
p_{i}^{\prime}=p_{i} \quad \text { for } \quad 0 \leq i<k, \quad p_{k}^{\prime}=l-p_{0}-p_{1}-\cdots-p_{k-1}, \\
p_{0}^{\prime \prime}=n-l-p_{k+1}-\cdots-p_{m}, \quad p_{i}^{\prime \prime}=p_{k+i} \quad \text { for } \quad 1 \leq i \leq m-k,
\end{gathered}
$$

and similarly,

$$
\begin{gathered}
q_{j}^{\prime}=q_{j} \quad \text { for } \quad 0 \leq j<l, \quad q_{l}^{\prime}=k-q_{0}-q_{1}-\cdots-q_{l-1}, \\
q_{0}^{\prime \prime}=m-k-q_{l+1}-\cdots-q_{n}, \quad q_{j}^{\prime \prime}=q_{l+j} \quad \text { for } \quad 1 \leq j \leq n-l .
\end{gathered}
$$

It is straightforward to verify that $\alpha$ and $\beta$ define mutually inverse isomorphisms between $N_{k, l} \times N_{m-k, n-l}$ and $N_{m, n} \cap\left\{h_{k l}=0\right\}$. The same argument shows that each of the facets $\left\{p_{0}=0\right\}$ and $\left\{p_{m}=0\right\}$ is affinely isomorphic to $N_{m-1, n}$, and each of $\left\{q_{0}=0\right\}$ and $\left\{q_{n}=0\right\}$ is affinely isomorphic to $N_{m, n-1}$. It remains to show that a facet $\left\{p_{i}=0\right\}$ for $i=1,2, \ldots, m-1$ is combinatorially isomorphic to $N_{m-1, n}$, and a facet $\left\{q_{j}=0\right\}$ for $j=1,2, \ldots, n-1$ is combinatorially isomorphic to $N_{m, n-1}$. As shown in the proof of Corollary 2.17, each of these facets corresponds to a one-block labyrinth. More generally, consider a one-block labyrinth $\Lambda$ on $[0, m] \times[0, n]$ with vertical chords $x=k_{1}, x=k_{2}, \ldots, x=k_{r-1}$ and horizontal chords $y=l_{1}, y=l_{2}, \ldots, y=l_{s-1}$. We claim that $F(\Lambda)$ is combinatorially equivalent to $N_{r, s}$. The vertices of $F(\Lambda)$ correspond to lattice paths from $(0,0)$ to ( $m, n$ ) lying in $\Lambda$. The only difference with $N_{r, s}$ is that the lattice paths are now taken on the rectangular lattice, where the sizes of all rectangles can be different. Going through the above arguments, we can show that Theorem 2.8, Lemma 2.9, and Theorem 2.11 after a suitable modification extend to the polytope $F(\Lambda)$, hence $F(\Lambda)$ is combinatorially equivalent to $N_{r, s}$.

Shuffle polytopes $N_{m, n}$ are reminiscent of another family of polytopes: the hypersimplices $\Delta_{m, n}$ (see Section 3A Chapter 6). The hypersimplex $\Delta_{m, n}$ has the same dimension $m+n-1$ and the same number of vertices $\binom{m+n}{m}$ as $N_{m, n}$, but in general $\Delta_{m, n}$ and $N_{m, n}$ are not combinatorially equivalent.

We conclude this chapter with an illustration of how the algebraic properties of discriminants and resultants can provide geometric properties of the Newton polytopes. Consider the discriminant $\Delta(f)$ of a binary form $f$ of degree $r+1$. Denote its Newton polytope by $N_{r}$. The description of $N_{r}$ is given by Theorem 2.2; it is a subpolytope in $\mathbf{R}^{r+2}$ combinatorially equivalent to an $r$-cube. According to (1.31), $\Delta(f)$ is equal to the resultant of two partial derivatives of the binary form $F\left(x_{0}, x_{1}\right)$ corresponding to $f$. Translating this statement into the language of Newton polytopes, we obtain the following.
Proposition 2.19. Let $\pi: \mathbf{R}^{r+1} \times \mathbf{R}^{r+1} \rightarrow \mathbf{R}^{r+2}$ be the projection defined by

$$
\pi\left(p_{0}, \ldots, p_{r}, q_{0}, \ldots, q_{r}\right)=\left(p_{0}, p_{1}+q_{0}, \ldots, p_{r}+q_{r-1}, q_{r}\right)
$$

Then $\pi\left(N_{r, r}\right)=N_{r}$.

## CHAPTER 13

## Discriminants and Resultants for Forms in Several Variables

We now consider the most straightforward generalization of the resultants and discriminants treated in Chapter 12, namely the resultants and discriminants for homogeneous forms in several variables. Although they are very classical objects of study, many fundamental questions about them still remain open. To realize how little is known it is enough to mention that an explicit polynomial expression still remains unknown with the exception of some very special cases. The methods developed in Parts I and II help to put this and other questions in a general perspective. Without pretending to be complete, we present an overview of some fairly classical results together with more fresh developments.

## 1. Homogeneous forms in several variables

Here we collect some basic facts on discriminants and resultants for forms in several variables. To benefit the reader less interested in generalizations and more in the classical material, we have tried to make the exposition reasonably self-contained, at the price of some repetition.

## A. The resultant: basic properties and Poisson formula

Let $f_{0}, f_{1}, \ldots, f_{k}$ be $k+1$ polynomials in $k$ variables $x_{1}, x_{2}, \ldots, x_{k}{ }^{*}$. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is an irreducible polynomial in the coefficients of $f_{0}, f_{1}, \ldots, f_{k}$ which vanishes whenever $f_{0}, f_{1}, \ldots, f_{k}$ have a common root. When $k=1$ this amounts to the resultant of two polynomials in one variable, treated in Chapter 12. It is not so easy to describe what exactly the vanishing of the resultant means because we have to take care of roots "at infinity." The best way to do it is to "homogenize" polynomials $f_{0}, f_{1}, \ldots, f_{k}$, i.e., to replace each $f_{i}$ by the homogeneous form $x_{0}^{d_{i}} f\left(x_{1} / x_{0}, \ldots, x_{k} / x_{0}\right)$, where $d_{i}$ is the degree of $f_{i}$. With some abuse of notation we denote the homogeneous forms thus obtained also by $f_{0}, f_{1}, \ldots, f_{k}$. The advantage of this homogeneous setting is that now the vanishing of $R\left(f_{0}, \ldots, f_{k}\right)$ is equivalent to the fact that the forms $f_{0}, \ldots, f_{k}$ have a common root in $C^{k+1}-\{0\}$. It is also helpful to view each $f_{i}$ as a section of the line bundle $\mathcal{O}\left(d_{i}\right)$ on $P^{k}$; then

[^5]the vanishing of $R\left(f_{0}, \ldots, f_{k}\right)$ means that these sections have a common root in $P^{k}$.

As usual, the resultant is defined up to sign by the requirement that it is irreducible over $\mathbf{Z}$, i.e, it has integral coefficients with the greatest common divisor equal to 1 . In the present case it is possible to fix the resultant uniquely by the requirement that $R\left(x_{0}^{d_{0}}, x_{1}^{d_{1}}, \ldots, x_{k}^{d_{k}}\right)=1$.

The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is a special case of the mixed $\left(A_{0}, \ldots, A_{k}\right)$ resultant (Section 1 Chapter 8). Here $A_{i}$ is the set of all monomials of degree $d_{i}$ in $(k+1)$ variables or, equivalently, the set of all integral points in the simplex

$$
d_{i} \Delta^{k}=\left\{\left(\omega_{0}, \ldots, \omega_{k}\right) \in R^{k+1}: \omega_{j} \geq 0, \sum_{j} \omega_{j}=d_{i}\right\}
$$

The degree of the resultant can be found with the help of Corollary 1.6 Chapter 8 . We arrive at the following well-known proposition.

Proposition 1.1. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is a homogeneous polynomial in the coefficients of each form $f_{i}$ of degree $d_{0} d_{1} \cdots d_{i-1} d_{i+1} \cdots d_{k}$.

In particular, in the case when all the forms $f_{0}, \ldots, f_{k}$ have the same degree $d$, the resultant has degree $d^{k}$ in the coefficients of each $f_{i}$, i.e., has total degree $(k+1) d^{k}$.

Now we give an analog of the product formula (1.3) from Chapter 12. It is more convenient to state it in the non-homogeneous setting, so we consider again $k+1$ polynomials $f_{0}, f_{1}, \ldots, f_{k}$ in $k$ variables $x_{1}, x_{2}, \ldots, x_{k}$. Let $d_{i}$ be the degree of $f_{i}$ for $i=0,1, \ldots, k$, so each $f_{i}$ contains some monomials of degree $d_{i}$ and possibly some monomials of smaller degree. For $i=1,2, \ldots, k$, let $\bar{f}_{i}$ denote the homogeneous component of degree $d_{i}$ in $f_{i}$. By the Bezout theorem, if $f_{1}, f_{2}, \ldots, f_{k}$ are sufficiently generic then they have $d_{1} d_{2} \cdots d_{k}$ distinct common roots. In such a situation we denote by $\Pi\left(f_{0} ; f_{1}, \ldots, f_{k}\right)$ the product of values of $f_{0}$ at all common roots of $f_{1}, f_{2}, \ldots, f_{k}$.

Theorem 1.2. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is given by

$$
\begin{equation*}
R\left(f_{0}, \ldots, f_{k}\right)=R\left(\bar{f}_{1}, \ldots, \bar{f}_{k}\right)^{d_{0}} \Pi\left(f_{0} ; f_{1}, \ldots, f_{k}\right) \tag{1.1}
\end{equation*}
$$

Formula (1.1) is known as the Poisson formula (cf. [Jou], Proposition 2.7). The term $R\left(\bar{f}_{1}, \ldots, \bar{f}_{k}\right)$ appearing on the right hand side is the resultant of $k$ homogeneous forms in $k$ variables. We can prove (1.1) using the same approach as in the proof of Theorem 1.17 Chapter 10 (in fact, the present case is much easier).

The Poisson formula implies the following multiplicative property.

Proposition 1.3. Let $f_{0}=f_{0}^{\prime} f_{0}^{\prime \prime}$ be a product of two homogeneous forms. Then

$$
R\left(f_{0}^{\prime} f_{0}^{\prime \prime}, f_{1}, \ldots, f_{k}\right)=R\left(f_{0}^{\prime}, f_{1}, \ldots, f_{k}\right) R\left(f_{0}^{\prime \prime}, f_{1}, \ldots, f_{k}\right)
$$

## B. The Cayley determinantal formula

We now present the classical formula due to Cayley for the resultant of $k+1$ homogeneous forms in $k+1$ variables, expressing it as the determinant of the resultant complex. This is a special case of the general formula given by Theorem 4.2 Chapter 3, but we wish to state it in the most "down-to-earth" manner. For simplicity we consider the case when all the forms $f_{0}, f_{1}, \ldots, f_{k}$ have the same homogeneity degree $d$.

The resultant complex depends on $m$ and is the twist parameter $m \in \mathbf{Z}$

$$
C^{\bullet}=C^{\bullet}\left(m ; f_{0}, \ldots, f_{k}\right)=\left\{C^{-k-1} \xrightarrow{\partial} C^{-k} \xrightarrow{\partial} \cdots \xrightarrow{\partial} C^{-1} \xrightarrow{\partial} C^{0}\right\},
$$

where

$$
\begin{equation*}
C^{-p}=S^{m-p d} \mathbf{C}^{k+1} \otimes \Lambda^{p} \mathbf{C}^{k+1} \tag{1.2}
\end{equation*}
$$

Here $S^{m-p d} \mathbf{C}^{k+1}$ is regarded as the space of forms of degree $m-p d$ in $x_{0}, x_{1}, \ldots, x_{k}$ (so this term is absent if $m-p d<0$ ). The differential $\partial: C^{-p} \rightarrow C^{-p+1}$ acts by $\partial=\sum_{j=0}^{k} f_{j} \otimes \partial_{j}$, where each $f_{j}$ acts by multiplication, and $\partial_{j}$ is the derivation of the exterior algebra $\Lambda^{\bullet} \mathbf{C}^{k+1}$ with respect to the $j$-th standard basis vector.

We choose a basis in each $C^{-p}$ consisting of monomials of degree $m-p d$ in $x_{0}, x_{1}, \ldots, x_{k}$, tensored with the wedge monomials of degree $p$ in the standard basis vectors of $\mathbf{C}^{k+1}$.

Theorem 1.4. For each $m>(k+1)(d-1)$ the resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is equal to the determinant of the complex $C^{\bullet}\left(m ; f_{0}, \ldots, f_{k}\right)$.

Proof. The statement follows from Theorem 4.2 Chapter 3 (or from Theorem 2.5 Chapter 8) provided the resultant complex is stably twisted. This means that for each $p=0,1, \ldots, k+1$ the sheaf $\mathcal{O}(m-p d)$ on $P^{k}$ has no higher cohomology. By Serre's theorem (Theorem 2.12 Chapter 2), this happens exactly when $m-p d \geq$ $-k$ for $p=0,1, \ldots, k+1$, i.e., when $m>(k+1)(d-1)$.

Theorem 1.4 gives an explicit formula for the resultant. Unfortunately, for large $k$ and $d$ this formula is impractical for the purposes of actual computation. This is so because even in the most "economic" case $m=(k+1)(d-1)+1$ the resultant complex has many non-zero terms. Namely, $C^{-p} \neq 0$ for $p$ such that $(k+1)(d-1)+1-p d \geq 0$, i.e., for $0 \leq p \leq k+1-\left\lceil\frac{k}{d}\right\rceil$, where $\lceil x\rceil$ is the
smallest integer $\geq x$. Remembering the explicit formula for the determinant of a complex (see Theorem 13, Appendix A), we see that the Cayley formula expresses $R\left(f_{0}, \ldots, f_{k}\right)$ as the alternating product of $k+1-\left\lceil\frac{k}{d}\right\rceil$ ordinary determinants whose entries are linear combinations of the coefficients of the $f_{i}$.

The number $k-\left\lceil\frac{k}{d}\right\rceil$ can be thought of as the "determinantal complexity" of Cayley's formula. It is always non-negative and is equal to 0 only in two extreme cases when $k=1$ or $d=1$. For $k=1$ Cayley's formula becomes the Sylvester formula (1.12), Chapter 12 for the resultant of two binary forms. For $d=1$ Cayley's formula expresses the resultant of a system of linear forms as the determinant of their coefficient matrix.

The differential at the right in the resultant complex has the form

$$
\begin{aligned}
& S^{k(d-1)} \mathbf{C}^{k+1} \otimes \mathbf{C}^{k+1} \xrightarrow{\partial_{0}} S^{(k+1)(d-1)+1} \mathbf{C}^{k+1}, \\
& \partial_{0}=\partial_{0}\left(f_{0}, \ldots, f_{k}\right): g_{0} \otimes e_{0}+g_{1} \otimes e_{1}+\cdots+g_{k} \otimes e_{k} \mapsto \\
& g_{0} f_{0}+g_{1} f_{1}+\cdots+g_{k} f_{k},
\end{aligned}
$$

where $e_{0}, e_{1}, \ldots, e_{k}$ are standard basis vectors in $\mathbf{C}^{k+1}$. The resultant $R\left(f_{0}, f_{1}, \ldots, f_{k}\right)$ is equal to the greatest common divisor of all the maximal minors of the matrix of $\partial_{0}=\partial_{0}\left(f_{0}, \ldots, f_{k}\right)$ (see Appendix A, Theorem 34). (As above, we choose a basis in $S^{(k+1)(d-1)+1} \mathbf{C}^{k+1}$ consisting of all monomials of degree $(k+1)(d-1)+1$ in $x_{0}, x_{1}, \ldots, x_{k}$, and a basis in $S^{k(d-1)} \mathbf{C}^{k+1} \otimes \mathbf{C}^{k+1}$ consisting of all monomials of degree $k(d-1)$ tensored with $e_{0}, e_{1}, \ldots, e_{k}$.)

In fact, in the present case we do not need all the minors; it suffices to take only $k+1$ specific minors of the matrix of $\partial_{0}$. In order to see this for each $i=0,1, \ldots, k$, let $M_{i}$ denote the set of all monomials $x_{0}^{\alpha_{0}} x_{1}^{\alpha_{1}} \cdots x_{k}^{\alpha_{k}}$ of degree $k(d-1)$ such that $\max \left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{i-1}\right)<d$ (so $M_{0}$ consists of all monomials of degree $k(d-1)$ ). We claim that the set $\bigcup_{i=0}^{k}\left(M_{i} \otimes\left\{e_{i}\right\}\right)$ is in bijection with the set of all monomials of degree $(k+1)(d-1)+1$ in $x_{0}, x_{1}, \ldots, x_{k}$. Such a bijection can be given by sending $x^{\alpha} \otimes e_{i} \in M_{i} \otimes\left\{e_{i}\right\}$ to the monomial $x^{\alpha} x_{i}^{d}$ (the inverse bijection takes every monomial $x^{\beta}=x_{0}^{\beta_{0}} x_{1}^{\beta_{1}} \cdots x_{k}^{\beta_{k}}$ of degree $(k+1)(d-1)+1$ to $x^{\beta} / x_{i}^{d}$, where $i$ is the minimal index such that $\beta_{i} \geq d$ ). It follows that the subspace of $S^{k(d-1)} \mathbf{C}^{k+1} \otimes \mathbf{C}^{k+1}$ spanned by $\bigcup_{i=0}^{k}\left(M_{i} \otimes\left\{e_{i}\right\}\right)$ has the same dimension as $S^{(k+1)(d-1)+1} \mathbf{C}^{k+1}$. Let $D_{k}\left(f_{0}, \ldots, f_{k}\right)$ denote the maximal minor of the matrix of $\partial_{0}\left(f_{0}, \ldots, f_{k}\right)$ corresponding to its restriction to the span of $\bigcup_{i=0}^{k}\left(M_{i} \otimes\left\{e_{i}\right\}\right)$. Likewise, for each $j=0,1, \ldots, k-1$, we denote by $D_{j}\left(f_{0}, \ldots, f_{k}\right)$ the maximal minor of the matrix of $\partial_{0}\left(f_{0}, \ldots, f_{k}\right)$ corresponding to its restriction to the span of $\bigcup_{i=0}^{k}\left(M_{\sigma(i)} \otimes\left\{e_{i}\right\}\right)$, where $\sigma$ is some permutation of indices $0,1, \ldots, k$ such that $\sigma(j)=k$.

Theorem 1.5. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is the greatest common divisor of the polynomials $D_{0}, D_{1}, \ldots, D_{k}$.

Proof. Clearly, the resultant being the g.c.d of all maximal minors of the matrix of $\partial_{0}$ divides the g.c.d $\left(D_{0}, D_{1}, \ldots, D_{k}\right)$. On the other hand, by construction each polynomial $D_{j}$ has degree $d^{k}$ in the coefficients of $f_{j}$. Therefore, the g.c.d. ( $D_{0}, D_{1}, \ldots, D_{k}$ ) has degree less than or equal to $d^{k}$ in the coefficients of each of the forms $f_{0}, \ldots, f_{k}$. Hence its total degree is less than or equal to that of the resultant. This implies our theorem.

Note that each minor $D_{j}$ in Theorem 1.5 depends on the choice of a permutation $\sigma$ of indices, but this dependence does not matter, i.e., Theorem 1.5 remains valid for all possible choices.

## C. Polynomial expressions for the resultant via Weyman's complexes

It follows from the general theory developed in Section 4 Chapter 3 that even those values of the twist parameter $m \in \mathbf{Z}$, for which the resultant complex (1.2) is not stably twisted, still give rise to an explicit expression for the resultant as the determinant of a certain spectral sequence ( $C_{r}^{\bullet \bullet}, \partial_{r}$ ), the so-called resultant spectral sequence. Recall that this spectral sequence arises from the twisted Koszul complex
$\bigwedge^{k+1}\left(\mathcal{O}(-d)^{\oplus k+1}\right) \otimes \mathcal{O}(m) \rightarrow \cdots \rightarrow \bigwedge^{1}\left(\mathcal{O}(-d)^{\oplus k+1}\right) \otimes \mathcal{O}(m) \rightarrow \mathcal{O}(m)$
of sheaves on $P^{k}$. By Theorem 4.11 of Chapter 3, we can interpret the determinant of the spectral sequence ( $C_{r}^{\bullet \bullet}$ ) as the determinant of some complex which incorporates, in a sense, all the higher differentials in ( $C_{r}^{\bullet \bullet}$ ). Using Serre's description of the cohomology of the sheaves $\mathcal{O}(n)$ on a projective space (Theorem 2.12 Chapter 2 ), we can describe the complex in question as follows.

The complex corresponding to an arbitrary twist parameter $m \in \mathbf{Z}$ has the form
$C^{\bullet}=C^{\bullet}\left(m ; f_{0}, \ldots, f_{k}\right)=\left\{C^{-k-1} \xrightarrow{\partial} \cdots \xrightarrow{\partial} C^{-1} \xrightarrow{\partial} C^{0} \xrightarrow{\partial} \cdots \xrightarrow{\partial} C^{k}\right\}$,
where

$$
\begin{equation*}
C^{-p}=\left[S^{m-p d} \mathbf{C}^{k+1} \otimes \Lambda^{p} \mathbf{C}^{k+1}\right] \oplus\left[\left(S^{p d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+l} \mathbf{C}^{k+1}\right] \tag{1.4}
\end{equation*}
$$

Here the first summand in (1.4) can appear only for $p$ such that $0 \leq p \leq k+1$ and $m-p d \geq 0$; it arises as the space of global sections

$$
H^{0}\left(P^{k}, \bigwedge^{p}\left(\mathcal{O}(-d)^{\oplus k+1}\right) \otimes \mathcal{O}(m)\right)
$$

Similarly, the second summand can appear only for $-k \leq p \leq 1$ and $p d-m+$ $k(d-1)-1 \geq 0$; it arises as the top cohomology space

$$
H^{k}\left(P^{k}, \bigwedge^{p+k}\left(\mathcal{O}(-d)^{\oplus k+1}\right) \otimes \mathcal{O}(m)\right)
$$

In particular, in the stably twisted case when $m>(k+1)(d-1)$, the second summand never appears so that (1.4) reduces to (1.2).

The differential

$$
\begin{aligned}
& \partial:\left[S^{m-p d} \mathbf{C}^{k+1} \otimes \Lambda^{p} \mathbf{C}^{k+1}\right] \oplus\left[\left(S^{p d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+k} \mathbf{C}^{k+1}\right] \\
& \longrightarrow\left[S^{m-(p-1) d} \mathbf{C}^{k+1} \otimes \Lambda^{p-1} \mathbf{C}^{k+1}\right] \oplus\left[\left(S^{(p-1) d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+k-1} \mathbf{C}^{k+1}\right]
\end{aligned}
$$

is represented by a block $2 \times 2$ matrix

$$
\left(\begin{array}{cc}
\partial_{11} & \partial_{12} \\
0 & \partial_{22}
\end{array}\right)
$$

Here the operator

$$
\partial_{11}: S^{m-p d} \mathbf{C}^{k+1} \otimes \Lambda^{p} \mathbf{C}^{k+1} \longrightarrow S^{m-(p-1) d} \mathbf{C}^{k+1} \otimes \Lambda^{p-1} \mathbf{C}^{k+1}
$$

is given by the same formula $\partial_{11}=\sum_{j=0}^{k} f_{j} \otimes \partial_{j}$ as in subsection 1 B . This is one of the components of the differential $\partial_{1}$ in the resultant spectral sequence, namely the map of the spaces of global sections of sheaves in (1.3) induced by the differential in (1.3). The operator

$$
\begin{aligned}
& \partial_{22}:\left(S^{p d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+k} \mathbf{C}^{k+1} \\
& \longrightarrow\left(S^{(p-1) d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+k-1} \mathbf{C}^{k+1}
\end{aligned}
$$

is seen to be given by $\partial_{22}=\sum_{j=0}^{k} f_{j}^{*} \otimes \partial_{j}$, where $f_{j}^{*}$ stands for the operator adjoint of the multiplication by $f_{j}$. This is also one of the components of the differential $\partial_{1}$ in the resultant spectral sequence, this time the map on the top cohomology of the sheaves in (1.3) induced by the differential there. The operator

$$
\partial_{12}:\left(S^{p d-m+k(d-1)-1} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{p+k} \mathbf{C}^{k+1} \longrightarrow S^{m-(p-1) d} \mathbf{C}^{k+1} \otimes \Lambda^{p-1} \mathbf{C}^{k+1}
$$

can appear only for $p=1$ where it takes the form

$$
\partial_{12}:\left(S^{(k+1)(d-1)-m} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{k+1} \mathbf{C}^{k+1} \longrightarrow S^{m} \mathbf{C}^{k+1}
$$

This is a lifting of a component of the differential $\partial_{k+1}$ of the resultant spectral sequence. In a more symmetric form $\partial_{22}$ can be viewed as a bilinear form

$$
\left(S^{(k+1)(d-1)-m} \mathbf{C}^{k+1}\right)^{*} \times\left(S^{m} \mathbf{C}^{k+1}\right)^{*} \longrightarrow \mathbf{C}
$$

this form depends polynomially on the coefficients of $f_{0}, f_{1}, \ldots, f_{k}$ and is antisymmetric with respect to permutations of $f_{0}, f_{1}, \ldots, f_{k}$. No nice explicit expression of this form seems to be known at present.

For general values of $k, d$ and $m$ the complex (1.3) can have many non-zero terms, and its determinant is a quite complicated rational expression. But there are some special cases when the complex has only two non-zero terms $C^{-1}$ and $C^{0}$, so its determinant is the ordinary determinant of the matrix of the differential $\partial: C^{-1} \longrightarrow C^{0}$. This leads to a polynomial expression for the resultant $R\left(f_{0}, \ldots, f_{k}\right)$. An example of such an expression is the Sylvester formula for the resultant of three ternary forms (Section 4D Chapter 3). In the present notation this corresponds to $k=2, d \geq 2$ and $m=2 d-1$ or $2 d-2$, so $R\left(f_{0}, f_{1}, f_{2}\right)$ is the determinant of the matrix of the differential

$$
\partial:\left[S^{d-1-\varepsilon} \mathbf{C}^{3} \otimes \Lambda^{1} \mathbf{C}^{3}\right] \oplus\left[\left(S^{d-2+\varepsilon} \mathbf{C}^{3}\right)^{*} \otimes \Lambda^{3} \mathbf{C}^{3}\right] \longrightarrow S^{2 d-1-\varepsilon} \mathbf{C}^{3}
$$

where $\varepsilon=0,1$.
The following proposition lists all the values of $k, d$ and $m$ which give rise to polynomial formulas for the resultant.
Proposition 1.6. The complex (1.3) has only two non-zero terms exactly for the following values of $k, d, m$.
(a) Linear forms: $k \geq 1, d=1,1 \geq m \geq-1$.
(b) Binary forms: $k=1, d \geq 2,2 d-1 \geq m \geq-1$.
(c) Ternary forms: $k=2, d \geq 2,2 d-1 \geq m \geq d-2$.
(d) Quaternary forms: $k=3, d \geq 2,2 d-1 \geq m \geq 2 d-3$.
(e) Quadratic forms in five variables: $k=4, d=2,3 \geq m \geq 2$.
( $f$ ) Cubic forms in five variables: $k=4, d=3, m=5$.
( $g$ ) Quadratic forms in six variables: $k=5, d=2, m=3$.
In each of the cases the only two non-zero terms in the complex are

$$
\begin{gathered}
C^{-1}=\left[S^{m-d} \mathbf{C}^{k+1} \otimes \Lambda^{1} \mathbf{C}^{k+1}\right] \oplus\left[\left(S^{(k+1)(d-1)-m} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{k+1} \mathbf{C}^{k+1}\right] \\
C^{0}=S^{m} \mathbf{C}^{k+1} \oplus\left[\left(S^{(k+1)(d-1)-d-m} \mathbf{C}^{k+1}\right)^{*} \otimes \Lambda^{k} \mathbf{C}^{k+1}\right]
\end{gathered}
$$

so the resultant is equal to the determinant of the matrix of $\partial: C^{-1} \longrightarrow C^{0}$.
Proof. The classification follows directly from (1.3). First we see that all the terms $C^{-p}$ with $p \geq 2$ vanish exactly when $2 d-1 \geq m$ (we have to care only
about the first summand in (1.3) because the second summand involves $\Lambda^{k+p} \mathbf{C}^{k+1}$, hence is zero for all $m$ ). Similarly, all the terms $C^{-p}$ with $p \leq-1$ become zero exactly when $m \geq k d-k-d$. Hence the triples ( $k, d, m$ ) such that (1.3) has only two non-zero terms are exactly those satisfying the inequalities

$$
\begin{equation*}
2 d-1 \geq m \geq k d-k-d \tag{1.5}
\end{equation*}
$$

This is now an elementary exercise to check that the cases (a) to (g) provide a list of all integral solutions of (1.5) with $k, d \geq 1$. (One way to see this is to rewrite the inequality $2 d-1 \geq k d-k-d$ in the form $(k-3)(d-1) \leq 2$.)

## D. The discriminant

For the convenience of the reader we collect here some basic properties of the discriminant of a polynomial in several variables. Most were already mentioned as examples in the preceding chapters.

We can consider the discriminant in two equivalent versions: for polynomials in $k$ variables of degree less than or equal to $d$, or for (homogeneous) forms in $k+1$ variables of degree $d$. In the homogeneous version, the discriminant is an irreducible polynomial $\Delta(f)$ in the coefficients of a form $f=f\left(x_{0}, x_{1}, \ldots, x_{k}\right)$ which vanishes if and only if all the partial derivatives $\partial f / \partial x_{0}, \partial f / \partial x_{1}, \ldots, \partial f / \partial x_{k}$ have a common zero in $\mathbf{C}^{k+1}-\{0\}$. The polynomial $\Delta(f)$ is defined uniquely up to sign by the requirement that it is irreducible over $\mathbf{Z}$, i.e., it has relatively prime integer coefficients.

Under the geometric approach of Part I, the discriminant corresponds to the Veronese embedding $P^{k}=P\left(\mathbf{C}^{k+1}\right) \longrightarrow P\left(S^{d} \mathbf{C}^{k+1}\right)$ which associates to each ( $x_{0}: x_{1}: \ldots: x_{k}$ ) a point whose homogeneous coordinates are all monomials of degree $d$ in $x_{0}, \ldots, x_{k}$. Since this embedding is toric, $\Delta(f)$ is also the $A$ discriminant in Part II, where $A$ is the set of all homogeneous monomials in $x_{0}, \ldots, x_{k}$ of degree $d$, or, equivalently, the set of all integral points in the scaled simplex

$$
d \Delta^{k}=\left\{\left(\omega_{0}, \omega_{1}, \ldots, \omega_{k}\right): \omega_{i} \geq 0, \omega_{0}+\omega_{1}+\cdots+\omega_{k}=d\right\}
$$

The discriminant of a form $f$ of degree $d$ in $k+1$ variables is a polynomial in the coefficients of $f$ whose degree is equal to $(k+1)(d-1)^{k}$ (see (2.12) in Chapter 9). In particular the discriminant is non-trivial exactly when $d \geq 2$.

The relationships between the discriminants and the resultants are similar to the case of one variable (see formula (1.31) of Chapter 12), but more complicated as far as the numerical constants are concerned. To keep the notation straight, we
denote by $\Delta_{d}$ the discriminant of a form of degree $d$ and by $R_{d}$ the resultant of $k+1$ forms of degree $d$ in $k+1$ variables. We also use the notation $a \uparrow b$ for $a^{b}$.
Proposition 1.7. For a form $f\left(x_{0}, \ldots, x_{k}\right)$ of degree $d$, we have

$$
\begin{equation*}
\Delta_{d}(f)=c_{d, k} \cdot R_{d-1}\left(\frac{\partial f}{\partial x_{0}}, \ldots, \frac{\partial f}{\partial x_{k}}\right) \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{d, k}= \pm d \uparrow\left(\frac{(-1)^{k+1}-(d-1)^{k+1}}{d}\right) \tag{1.7}
\end{equation*}
$$

Proof. By comparing degrees we find that (1.6) holds with some non-zero constant $c_{d, k}$, since both sides define the same locus in the space of polynomials. To find $c_{d, k}$ we take a special polynomial $f_{0}(x)=x_{0}^{d}+\cdots+x_{k}^{d}$. Then

$$
\begin{equation*}
R_{d-1}\left(\frac{\partial f_{0}}{\partial x_{0}}, \ldots, \frac{\partial f_{0}}{\partial x_{k}}\right)=R_{d-1}\left(d x_{0}^{d-1}, \ldots, d x_{k}^{d-1}\right)=d^{(k+1)(d-1)^{k}} \tag{1.8}
\end{equation*}
$$

by the homogeneity of the resultant. To calculate $\Delta_{d}\left(f_{0}\right)$, we first find the principal A-determinant $E_{A}\left(f_{0}\right)$ where $A$ is the set of homogeneous monomials of degree $d$ (so $\Delta_{d}$ is the same as $\Delta_{A}$ ). Let $B \subset A$ be the set $\left\{x_{0}^{d}, \ldots, x_{k}^{d}\right\}$, so that $f_{0} \in \mathbf{C}^{B}$. We apply the formalism of Section 1E Chapter 10. Thus in the notation of this section, $E_{A}\left(f_{0}\right)=E_{A}\left(f_{0}, S, \Xi\right)$ where $S$ and $\Xi$ are, respectively, the subsemigroup and subgroup in $\mathbf{Z}^{k+1}$ generated by $A$. Clearly, $\Xi$ consists of $\omega=\left(\omega_{0}, \ldots, \omega_{k}\right) \in \mathbf{Z}^{k+1}$ such that $\sum \omega_{i}$ is divisible by $d$. The definition of the principal $A$-discriminant calls also for a function $h: \Xi \rightarrow \mathbf{Q}$ which can be chosen as $h(\omega)=\frac{1}{d} \sum \omega_{i}$. For our particular choice of $f_{0}$ we can rewrite $E_{A}\left(f_{0}\right)=E_{B}\left(f_{0}, S, \Xi\right)$, by using Theorem 1.11 (b) Chapter 10, as

$$
\left[\Xi: \operatorname{Lin}_{\mathbf{Z}}(B)\right]^{\operatorname{Vol}_{\Theta}(Q)} \cdot E_{B}\left(f_{0}\right)^{\left[\operatorname{Lin} \mathbf{Z}\left(S_{\mathbf{Z}}\right): \operatorname{Lin} \mathbf{Z}(A)\right]}
$$

where $Q=\operatorname{Conv}(A)=d \Delta^{k}$ is the scaled simplex and $\Theta=\operatorname{Aff}_{\mathbf{Z}}(A)$. Note that $E_{B}\left(f_{0}\right)=1$ and both $\left[\Xi: \operatorname{Lin}_{Z}(B)\right]$ and $\operatorname{Vol}_{\Theta}(Q)$ are equal to $d^{k}$. Thus

$$
\begin{equation*}
E_{A}\left(f_{0}\right)=\left(d^{k}\right)^{\left(d^{k}\right)}=d^{k d^{k}} \tag{1.9}
\end{equation*}
$$

The discriminant $\Delta_{A}\left(f_{0}\right)$ is obtained as the alternating product

$$
\Delta_{A}\left(f_{0}\right)=\prod_{\Gamma \subset Q} E_{A \cap \Gamma}\left(f_{0}\right)^{(-1)^{\operatorname{codim}(\Gamma)}}
$$

(see Theorem 1.3 Chapter 11). Since every face of $Q=d \Delta^{k}$ is a simplex, for each $j$-dimensional face $\Gamma$, we have $E_{A \cap \Gamma}\left(f_{0}\right)=d^{j d^{j}}$. Thus

$$
\begin{equation*}
\Delta_{A}\left(f_{0}\right)=d \uparrow\left(\sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i}(k-i) d^{k-i}\right) \tag{1.10}
\end{equation*}
$$

Simplifying the exponent in (1.10) by the binomial formula and combining this with (1.8) we obtain (1.7). Proposition 1.7 is proved.

Proposition 1.8. For $A$ as above and any form $f=f\left(x_{0}, \ldots, x_{k}\right)$ of degree $d$, we have

$$
\begin{equation*}
R_{d}\left(x_{0} \frac{\partial f}{\partial x_{0}}, \ldots, x_{k} \frac{\partial f}{\partial x_{k}}\right)=d^{d^{k}} E_{A}(f)=d^{d^{k}} \prod_{\Gamma \subset d \Delta^{k}} \Delta_{A \cap \Gamma}(f) \tag{1.11}
\end{equation*}
$$

Proof. Again, the equality up to a constant factor follows by comparing degrees, since both sides of (1.11) define the same locus. The value of the constant is found by considering the same polynomial $f_{0}(x)=\sum x_{i}^{d}$ as in the proof of Proposition 1.7 and using (1.9) and the following equality:

$$
R_{d}\left(x_{0} \frac{\partial f_{0}}{\partial x_{0}}, \ldots, x_{k} \frac{\partial f_{0}}{\partial x_{k}}\right)=R_{d}\left(d x_{0}^{d}, \ldots, d x_{k}^{d}\right)=d^{(k+1) d^{k}}
$$

Propositions 1.7 and 1.8 are higher-dimensional analogs of the equalities (1.31) of Chapter 12.

By Theorem 1.4 Chapter 10, the Newton polytope of $E=E_{A}$ is the secondary polytope $\Sigma(A)$. Thus, the extreme monomials in $E_{A}(f)$ correspond to coherent triangulations of $(Q, A)$ (here $Q$ is the scaled simplex $d \Delta^{k}$, and $A$ is the set of all integral points in $Q$ ). When $d$ and $k$ are increasing the number of these monomials seems to grow very fast. As for the Newton polytope of the discriminant $\Delta_{d}(f)$, Theorem 3.2 Chapter 11 implies that its vertices correspond to so-called $D$-equivalence classes of coherent triangulations of $(Q, A)$.

## E. Example: ternary quadrics

Consider the case $k=d=2$ when $A$ consists of the quadratic monomials in three variables; using the language of lattice points, we write $A$ as

$$
\begin{equation*}
A=\{(2,0,0),(0,2,0),(0,0,2),(1,1,0),(1,0,1),(0,1,1)\} \tag{1.12}
\end{equation*}
$$

Thus, $A$ consists of three vertices and three midpoints of edges of a regular triangle, (see Figure 67).

The $A$-resultant is the resultant $R\left(f_{1}, f_{2}, f_{3}\right)$ of three quadratic forms in three variables; in accordance with the numeration of points of $A$ in (1.12), we write these forms as

$$
\begin{aligned}
& f_{1}(x, y, z)=a_{11} x^{2}+a_{12} y^{2}+a_{13} z^{2}+a_{14} x y+a_{15} x z+a_{16} y z \\
& f_{2}(x, y, z)=a_{21} x^{2}+a_{22} y^{2}+a_{23} z^{2}+a_{24} x y+a_{25} x z+a_{26} y z \\
& f_{3}(x, y, z)=a_{31} x^{2}+a_{32} y^{2}+a_{33} z^{2}+a_{34} x y+a_{35} x z+a_{36} y z
\end{aligned}
$$



Figure 67.
The resultant $R\left(f_{1}, f_{2}, f_{3}\right)$ is a polynomial in the $a_{i j}$ of degree 12 . It can be also expressed as a polynomial of degree 4 in brackets

$$
\left[j_{1} j_{2} j_{3}\right]=\operatorname{det}\left(\begin{array}{lll}
a_{1, j_{1}} & a_{1, j_{2}} & a_{1, j_{3}} \\
a_{2, j_{1}} & a_{2, j_{2}} & a_{2, j_{3}} \\
a_{3, j_{1}} & a_{3, j_{2}} & a_{3, j_{3}}
\end{array}\right)
$$

where $1 \leq j_{1}<j_{2}<j_{3} \leq 6$.
The polytope $\Sigma(A)$ has dimension 3 . In fact, it is combinatorially equivalent to the associahedron $\Sigma\left(A^{\prime}\right)$, where $A^{\prime}$ is the set of vertices of a convex hexagon (the associahedron was described in detail in Section 3B Chapter 7). The combinatorial equivalence $\Sigma(A) \cong \Sigma\left(A^{\prime}\right)$ is induced by the deformation indicated in Figure 67. Thus, $(Q, A)$ has fourteen coherent triangulations corresponding to the triangulations of the hexagon shown in Figure 34 in Chapter 7.

By Theorem 3.2 Chapter 8, the extreme terms in $R\left(f_{1}, f_{2}, f_{3}\right)$ are in bijection with the coherent triangulations of $(Q, A)$; these extreme terms are the following fourteen bracket monomials:
$-[145][246][356][456],[146][156][246][356],[145][245][256][356]$,
[145][246][346][345], [126] ${ }^{2}[156][356],[125]^{2}[256][356],[134]^{2}[246][346]$, $[136]^{2}[146][246],[145][245][235]^{2},[145][345][234]^{2},[136]^{2}[126]^{2}$, $[125]^{2}[235]^{2},[134]^{2}[234]^{2},[123]^{4}$.
(Here in each term the brackets correspond to the triangles of a coherent triangulation, and the exponent of a bracket is the volume of the corresponding triangle.)

The complete decomposition of the resultant into the sum of bracket monomials can be found in [KSZ2].

Now let

$$
f(x, y, z)=a_{1} x^{2}+a_{2} y^{2}+a_{3} z^{2}+a_{4} x y+a_{5} x z+a_{6} y z
$$

be a quadratic form. The $A$-discriminant $\Delta(f)$ can be computed from Proposition 1.7. We obtain

$$
\begin{equation*}
\Delta(f)=a_{1} a_{6}^{2}+a_{5}^{2} a_{2}+a_{4}^{2} a_{3}-a_{4} a_{5} a_{6}-4 a_{1} a_{2} a_{3} \tag{1.13}
\end{equation*}
$$

According to Theorem 1.2 Chapter 10, the principal A-determinant $E_{A}(f)$ of a quadratic form is

$$
\begin{equation*}
E_{\Lambda}(f)=a_{1} a_{2} a_{3}\left(4 a_{1} a_{2}-a_{4}^{2}\right)\left(4 a_{1} a_{3}-a_{5}^{2}\right)\left(4 a_{2} a_{3}-a_{6}^{2}\right) \Delta(f), \tag{1.14}
\end{equation*}
$$

where $\Delta(f)$ is given by (1.13), and the remaining six factors are discriminants corresponding to three vertices and three sides of the triangle $Q=\operatorname{Conv}(A)$.

We leave to the reader an easy calculation of the lattice points $\varphi_{T}$ and $\eta_{T}$ corresponding to all coherent triangulations of $(Q, A)$. The points $\varphi_{T}$ (resp. $\eta_{T}$ ) are exponent vectors of the fourteen extreme monomials in $E_{A}(f)$ (resp. five extreme monomials in $\Delta(f)$ ). Thus, fourteen coherent triangulations of ( $Q, A$ ) break into five $D$-equivalence classes.

## 2. Forms in several groups of variables

Here we extend the results of Section 1 to forms in several groups of variables which are homogeneous in the variables of each group.
A. The resultant: degree and Sylvester type formulas

We shall be dealing with the following version of the resultant. Fix natural numbers $k_{1}, k_{2}, \ldots, k_{r}$ and consider $r$ sets of variables

$$
x^{(1)}=\left(x_{0}^{(1)}, x_{1}^{(1)}, \ldots, x_{k_{1}}^{(1)}\right), \ldots, x^{(r)}=\left(x_{0}^{(r)}, x_{1}^{(r)}, \ldots, x_{k_{r}}^{(r)}\right),
$$

each set $x^{(j)}$ consisting of $k_{j}+1$ variables. For every sequence of non-negative integers $d_{1}, \ldots, d_{r}$, we denote by $S\left(d_{1}, \ldots, d_{r}\right)$ the space of polynomials in $x^{(1)}, \ldots, x^{(r)}$ homogeneous of degree $d_{j}$ in $x^{(j)}$. We call the elements of $S\left(d_{1}, \ldots, d_{r}\right)$ the forms of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$. Such a form can also
be regarded as a section of the line bundle $\mathcal{O}\left(d_{1}, \ldots, d_{r}\right)$ on the product of projective spaces $P^{k_{1}} \times \cdots \times P^{k_{r}}$, defined as:

$$
\mathcal{O}\left(d_{1}, \ldots, d_{r}\right)=p_{1}^{*} \mathcal{O}\left(d_{1}\right) \otimes \cdots \otimes p_{r}^{*} \mathcal{O}\left(d_{r}\right)
$$

where $p_{j}: P\left(V_{1}^{*}\right) \times \cdots \times P\left(V_{r}^{*}\right) \rightarrow P\left(V_{j}^{*}\right)$ is the projection.
Let $k=k_{1}+\cdots+k_{r}$, and let $V=S\left(d_{1}, \ldots, d_{r}\right)^{k+1}$ be the space of $(k+1)-$ tuples of forms $\left(f_{0}, f_{1}, \ldots, f_{k}\right)$ from $S\left(d_{1}, \ldots, d_{r}\right)$. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ is an irreducible polynomial function on $V$ which vanishes at $\left(f_{0}, \ldots, f_{k}\right)$ if and only if a tuple $\left(f_{0}, \ldots, f_{k}\right)$ has a common root in $P^{k_{1}} \times \cdots \times P^{k_{r}}$. In the general framework of Part 1, this is the resultant corresponding to the embedding

$$
\begin{aligned}
& P^{k_{1}} \times \cdots \times P^{k_{r}}=P\left(\mathbf{C}^{k_{1}+1}\right) \times \cdots \times P\left(\mathbf{C}^{k_{r}+1}\right) \\
& \longrightarrow P\left(S^{d_{1}} \mathbf{C}^{k_{1}+1} \otimes \cdots \otimes S^{d_{r}} \mathbf{C}^{k_{r}+1}\right)
\end{aligned}
$$

which is a combination of classical Veronese and Segre embeddings. We call $R\left(f_{0}, \ldots, f_{k}\right)$ the resultant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$.

Let $\Delta^{k}(d)$ denote the set of all non-negative integral vectors $\left(i_{0}, i_{1}, \ldots\right.$, $i_{k}$ ) with $i_{0}+i_{1}+\ldots+i_{k}=d$. The resultant of type ( $k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}$ ) coincides with the $A$-resultant (defined in Section 2 Chapter 8), where

$$
A:=\Delta^{k_{1}}\left(d_{1}\right) \times \cdots \times \Delta^{k_{r}}\left(d_{r}\right) \subset \mathbf{Z}^{k_{1}+1} \times \cdots \times \mathbf{Z}^{k_{r}+1}
$$

The degree of the resultant is given by the following.
Proposition 2.1. The resultant $R\left(f_{0}, \ldots, f_{k}\right)$ of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ is a polynomial of total degree

$$
(k+1)\binom{k}{k_{1}, k_{2}, \ldots, k_{r}} d_{1}^{k_{1}} d_{2}^{k_{2}} \cdots d_{r}^{k_{r}} .
$$

Proof. By Corollary 2.2 Chapter 8, the resultant is an irreducible polynomial function on $S\left(d_{1}, d_{2}, \ldots, d_{r}\right)^{l+1}$ of degree $(k+1) \cdot \operatorname{Vol}(Q)$, where $Q=\operatorname{Conv}(A)$, and Vol is the normalized volume form with respect to the affine lattice spanned by $A$ (so that an elementary lattice simplex has volume 1 ).

The polytope $Q$ is a product of simplices. If $d_{1}=d_{2}=\ldots=d_{r}=1$, then it is well-known that $\operatorname{Vol}(Q)=\binom{k_{1}+\cdots+k_{r}}{k_{1}, k_{2}, \ldots, k_{r}}$ (the most geometrically transparent way to see it is to construct a triangulation of $Q$ into $\binom{k_{1}+\cdots+k_{r}}{k_{1}, k_{2}, \ldots, k_{r}}$ elementary simplices, by iterating the construction for the product of two simplices given in Section 3D Chapter 7). Clearly, the volume of any product of polytopes of dimensions
$k_{1}, \ldots, k_{r}$ is homogeneous of degree $k_{j}$ with respect to scaling of the $j$-th factor. Hence the normalized volume of $Q$ equals $\binom{k_{1}+\cdots+k_{r}}{k_{1}, k_{2}, \ldots, k_{r}} d_{1}^{k_{1}} d_{2}^{k_{2}} \cdots d_{r}^{k_{r}}$.

The construction of the resultant complex (1.2) and Theorem 1.4 can be extended to the resultant of type ( $k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}$ ) in a completely straightforward way. We leave the details to the reader. Note only that the resultant complex will now depend on $r$ integers ("twist parameters") $m_{1}, \ldots, m_{r}$, which we abbreviate as a vector $m \in \mathbf{Z}^{r}$. Thus, whenever $\mathbf{m}$ is such that the complex is stably twisted, our resultant is the determinant of the resultant complex. The explicit formulas for the resultant obtained in this way are, understandably, more complicated than the corresponding formulas for the case of forms in only one group of variables (see Subsection B above). So it is natural to single out some "lucky" cases when the answer reduces to just one determinant of a square matrix. This will happen when the resultant complex has only two non-zero terms, at the far right.

The differential at the right of the complex has the form

$$
\begin{gather*}
S\left(m_{1}-d_{1}, \ldots, m_{r}-d_{r}\right) \otimes \mathbf{C}^{k+1} \xrightarrow{\partial_{0}} S\left(m_{1}, \ldots, m_{r}\right),  \tag{2.1}\\
\partial_{0}=\partial_{0}\left(f_{0}, \ldots, f_{k}\right): g_{0} \otimes e_{0}+g_{1} \otimes e_{1}+\cdots+g_{k} \otimes e_{k} \\
\mapsto g_{0} f_{0}+g_{1} f_{1}+\cdots+g_{k} f_{k}, \tag{2.2}
\end{gather*}
$$

where $e_{0}, e_{1}, \ldots, e_{k}$ are standard basis vectors in $\mathbf{C}^{k+1}$. So, if $\mathbf{m}$ is such that the resultant complex is stably twisted and reduces to (2.1), then, under the natural choices of the bases, we have

$$
\begin{equation*}
R\left(f_{0}, \ldots, f_{k}\right)=\operatorname{det}\left(\partial_{0}\right) \tag{2.3}
\end{equation*}
$$

For instance, the Sylvester formula for the resultant of two binary forms of degree $d$ (see (1.12) of Chapter 12) appears in this way when $r=1, k=1$ and $\mathbf{m}=m_{1}=$ $2 d-1$. The following Proposition describes all such situations (for the proof see [SZ1]).

Proposition 2.2. For given $k_{1}, \ldots, k_{r}, d_{1}, \ldots, d_{r}$, the following two conditions are equivalent:
(a) There exists $\mathbf{m} \in \mathbf{Z}^{r}$ such that the corresponding resultant complex is stably twisted and has only two non-zero terms at the far right.
(b) $\min \left(k_{j}, d_{j}\right)=1$ for all $j=1, \ldots, r$.

Under these conditions, there are exactly $r$ ! choices of the vector $\mathbf{m}$ satisfying (a). They correspond to the permutations $\pi$ of $\{1, \ldots, r\}$. Given such $\pi$, the corresponding $\mathbf{m}$ has components

$$
\begin{equation*}
m_{j}=d_{j}\left(1+\sum_{i: \pi(i) \leq \pi(j)} k_{i}\right)-k_{j} \tag{2.4}
\end{equation*}
$$

We see that whenever the condition (a) of Proposition 2.2 is satisfied, we get $r$ ! explicit polynomial formulas for the resultant. We call them Sylvester type formulas since they include the classical Sylvester formula as a particular case. Another particular case of Proposition 2.2 is the classical formula of Dixon [Di] for the resultant of three forms $f_{i}\left(x_{0}, x_{1}, y_{0}, y_{1}\right),(i=0,1,2)$ bihomogeneous of degree $d_{1}$ in $x_{0}, x_{1}$ and $d_{2}$ in $y_{0}, y_{1}$. Here $r=2, k_{1}=k_{2}=1$ and the two choices of $\mathbf{m}$ leading to a Sylvester type formula are

$$
\mathbf{m}=\left(2 d_{1}-1,3 d_{2}-1\right) \quad \text { and } \quad \mathbf{m}=\left(2 d_{2}-1,3 d_{1}-1\right)
$$

As a third example, let us mention the case of multilinear forms (all $d_{j}$ are equal to 1 ). The resultant in this case will be discussed in Chapter 14 below.

The class of situations covered by Proposition 2.2 is not very large. There is, however, a possibility of "Sylvester type formulas" of a more general kind. We mean the situations when the resultant complex has more than two non-zero terms but the dimensions of the two last components coincide and are equal to the degree of the resultant. In other words, suppose that $\mathbf{m}=\left(m_{1}, \ldots, m_{r}\right)$ satisfies the following two Diophantine equations:

$$
\begin{gather*}
(k+1) \cdot \prod_{j=1}^{r}\binom{k_{j}+m_{j}-d_{j}}{k_{j}}=\prod_{j=1}^{r}\binom{k_{j}+m_{j}}{k_{j}} \\
=(k+1)\binom{k}{k_{1}, k_{2}, \ldots, k_{r}} d_{1}^{k_{1}} d_{2}^{k_{2}} \cdots d_{r}^{k_{r}} \tag{2.5}
\end{gather*}
$$

In this case the determinant of the corresponding matrix $\partial_{0}$ in (2.2) has the same degree as the resultant $R\left(f_{0}, \ldots, f_{k}\right)$ and is divisible by it. Hence det $\left(\partial_{0}\right)$ is either equal to the resultant or is identically zero.

Any vector m given by (2.4) satisfies (2.5) (this can be either shown directly or deduced from Proposition 2.2). However, (2.5) has other solutions as well. For instance, if $r=4$ then the following values of the $k_{j}, d_{j}$ and $\mathbf{m}$ (found with the help of MAPLE in [SZ1]) give a solution of (2.5) but do not come from (2.4):
$\left(k_{1}, \ldots, k_{4}\right)=(1,1,1,1), \quad\left(d_{1}, \ldots, d_{4}\right)=(1,3,5,13), \quad \mathbf{m}=(3,12,17,24)$.
We do not know at present whether such solutions can provide new formulas for the resultants.

The construction of Weyman's complexes (Section 1C) also extends to our present setting. We can extend Proposition 1.6 by giving a complete description of twist parameters $m_{1}, \ldots, m_{r}$ such that the corresponding complex has only two non-zero terms. (We have seen that every such complex gives rise to a polynomial
expression for the resultant.) It turns out that this method provides a polynomial expression for the resultant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ if and only if each pair $\left(k_{j}, d_{j}\right)$ for $j=1, \ldots, r$ belongs to the list in Proposition 1.6 (proved in [WZ1]).

## B. The degree of the discriminant

Now we discuss the discriminant $\Delta(f)$ of a multihomogeneous form $f$ on the product of projective spaces $P^{k_{1}} \times P^{k_{2}} \times \cdots \times P^{k_{r}}$. Recall that we denote by $S\left(d_{1}, \ldots, d_{r}\right)$ the space of forms on $P^{k_{1}} \times \cdots \times P^{k_{r}}$ which are homogeneous of degree $d_{j}$ in the homogeneous coordinates on each $P^{k_{j}}$. We call the discriminant of a form from $S\left(d_{1}, \ldots, d_{r}\right)$ the discriminant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$.

By definition, the discriminant of type ( $k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}$ ) is non-trivial if and only if the dual variety $\left(P^{k_{1}} \times \cdots \times P^{k_{r}}\right)^{\vee}$ is a hypersurface, where $P^{k_{1}} \times \cdots \times P^{k_{r}}$ is taken in the embedding into $P\left(S^{d_{1}} \mathbf{C}^{k_{1}+1} \otimes \cdots \otimes S^{d_{r}} \mathbf{C}^{k_{r}+1}\right)$. The criterion for this was given in Corollary 5.11 Chapter 1 which we reproduce here for the convenience of the reader.

Proposition 2.3. The discriminant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ is non-trivial if and only if

$$
\begin{equation*}
2 k_{j} \leq k_{1}+\cdots+k_{r} \tag{2.6}
\end{equation*}
$$

for all $j$ such that $d_{j}=1$ (in particular, if all $d_{j}>1$ then the discriminant is non-trivial for arbitrary dimensions $k_{1}, \ldots, k_{r}$ ).

Now we compute the degree $N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ of the discriminant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$. We fix positive integers $d_{1}, \ldots, d_{r}$, and consider the generating function

$$
\begin{equation*}
F_{d_{1}, \ldots, d_{r}}\left(z_{1}, \ldots, z_{r}\right)=\sum_{k_{1}, \ldots, k_{r} \geq 0} N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right) z_{1}^{k_{1}} \cdots z_{r}^{k_{r}} \tag{2.7}
\end{equation*}
$$

Theorem 2.4. The generating function $F_{d_{1}, \ldots, d_{r}}\left(z_{1}, \ldots, z_{r}\right)$ is given by

$$
\begin{equation*}
F_{d_{1}, \ldots, d_{r}}\left(z_{1}, \ldots, z_{r}\right)=\frac{1}{\left(\prod_{j}\left(1+z_{j}\right)-\sum_{j} d_{j} z_{j} \prod_{i \neq j}\left(1+z_{i}\right)\right)^{2}} \tag{2.8}
\end{equation*}
$$

Proof. We use the general formula for the degree of the $A$-discriminant given in Theorem 2.8 Chapter 9:

$$
\begin{equation*}
N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)=\sum_{\Gamma \subset Q}(-1)^{\operatorname{dim}(Q)-\operatorname{dim}(\Gamma)}(\operatorname{dim}(\Gamma)+1) \operatorname{Vol}(\Gamma) \tag{2.9}
\end{equation*}
$$

where $Q=\operatorname{Conv}(A)$, the sum is over all faces $\Gamma \subset Q$, and the volume form on each face $\Gamma$ is normalized so that an elementary simplex on the lattice affinely spanned by $A \cap \Gamma$ has volume 1 .

In our situation $Q$ is the product of scaled simplices, and its volume was computed in Proposition 2.1:

$$
\operatorname{Vol}(Q)=\binom{k_{1}+k_{2}+\cdots+k_{r}}{k_{1}, k_{2}, \ldots, k_{r}} d_{1}^{k_{1}} d_{2}^{k_{2}} \cdots d_{r}^{k_{r}}
$$

Clearly, each face $\Gamma \subset Q$ has the form $\Gamma=d_{1} \Delta^{m_{1}} \times \cdots \times d_{r} \Delta^{m_{r}}$ for some $0 \leq$ $m_{j} \leq k_{j}$; for given $m_{1}, \ldots, m_{r}$ there are $\prod_{k}\binom{k_{j}+1}{m_{j}+1}$ faces of this type. Furthermore, for a face $\Gamma=d_{1} \Delta^{m_{1}} \times \cdots \times d_{r} \Delta^{m_{r}}$ we have

$$
\operatorname{dim}(\Gamma)=m_{1}+\cdots+m_{r}, \quad \operatorname{Vol}(\Gamma)=\binom{m_{1}+\cdots+m_{r}}{m_{1}, \ldots, m_{r}} d_{1}^{m_{1}} d_{2}^{m_{2}} \cdots d_{r}^{m_{r}}
$$

Substituting all this into (2.9) we get

$$
\begin{gather*}
N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)=\sum_{0 \leq m_{j} \leq k_{j}}(-1)^{\sum\left(k_{j}-m_{j}\right)}\left(m_{1}+\cdots+m_{r}+1\right) \\
\times\binom{ m_{1}+\cdots+m_{r}}{m_{1}, \ldots, m_{r}} \cdot \prod_{j}\binom{k_{j}+1}{m_{j}+1} d_{1}^{m_{1}} d_{2}^{m_{2}} \cdots d_{r}^{m_{r}} \tag{2.10}
\end{gather*}
$$

Setting $k_{j}-m_{j}=p_{j}$ we see that our generating function takes the form

$$
\begin{align*}
& F_{d_{1}, \ldots, d_{r}}\left(z_{1}, \ldots, z_{r}\right) \\
&= \sum_{m_{1}, \ldots, m_{r} \geq 0}\left(m_{1}+\cdots+m_{r}+1\right)\binom{m_{1}+\cdots+m_{r}}{m_{1}, \ldots, m_{r}}\left(d_{1} z_{1}\right)^{m_{1}} \cdots\left(d_{r} z_{r}\right)^{m_{r}} \\
& \times \prod_{j} \sum_{p_{j} \geq 0}(-1)^{p_{j}}\binom{m_{j}+p_{j}+1}{m_{j}+1} z_{j}^{p_{j}} \tag{2.11}
\end{align*}
$$

By the binomial formula, the inner sum on the right hand side of (2.11) is equal to $\left(1+z_{j}\right)^{-m_{j}-2}$. It follows that the generating function is equal to

$$
\begin{equation*}
\prod_{j} \frac{1}{\left(1+z_{j}\right)^{2}} \sum_{s \geq 0}(s+1) \sum_{m_{1}+\cdots+m_{r}=s}\binom{s}{m_{1}, \ldots, m_{r}} \prod_{j}\left(\frac{d_{j} z_{j}}{1+z_{j}}\right)^{m_{j}} \tag{2.12}
\end{equation*}
$$

By the multinomial formula, the inner sum in (2.12) is equal to $\left(\sum_{j} \frac{d_{j} z_{j}}{1+z_{j}}\right)^{s}$, and then the summation over $s$ gives

$$
\frac{1}{\left(1-\sum_{j} \frac{d_{j z j}}{1+z_{j}}\right)^{2}}
$$

Substituting this into (2.12) yields (2.8).
Now we derive a combinatorial formula for the degree $N\left(k_{1}, \ldots, k_{r}\right.$; $d_{1}, \ldots, d_{r}$ ), simply by expanding (2.8) as a power series in $z_{1}, \ldots, z_{r}$. To state the formula we need some notation. Let $B=B_{r}$ denote the set of all non-empty subsets $\Omega \subset\{1,2, \ldots, r\}$ (so \#(B) $=2^{r}-1$ ). For each $\Omega \in B$ we set

$$
\begin{equation*}
d_{\Omega}=\sum_{j \in \Omega} d_{j} \tag{2.13}
\end{equation*}
$$

and let $\delta(\Omega) \in \mathbf{Z}_{+}^{r}$ be the characteristic vector of $\Omega$ (so $\delta(\Omega)_{j}=1$ for $j \in \Omega$, and $\delta(\Omega)_{j}=0$ for $\left.j \notin \Omega\right)$. For every $\kappa=\left(k_{1}, \ldots, k_{r}\right) \in \mathbf{Z}_{+}^{r}$ let $\mathcal{P}(\kappa)$ denote the set of all partitions of $\kappa$ into a sum of vectors $\delta(\Omega)$, i.e., $\mathcal{P}(\kappa)$ is the set of all non-negative integral vectors $\left(m_{\Omega}\right)_{\Omega \in B}$ such that $\sum_{\Omega \in B} m_{\Omega} \delta(\Omega)=\kappa$.
Theorem 2.5. The degree $N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ is given by

$$
\begin{equation*}
N\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)=\sum_{\left(m_{\Omega}\right) \in \mathcal{P}_{(\kappa)}}\left(1+\sum_{\Omega \in B} m_{\Omega}\right)!\prod_{\Omega \in B} \frac{\left(d_{\Omega}-1\right)^{m_{\Omega}}}{m_{\Omega}!} \tag{2.14}
\end{equation*}
$$

Proof. Expanding the products in the right hand side of (2.8), we can rewrite it as

$$
\begin{equation*}
\frac{1}{\left(1-\sum_{\Omega \in B}\left(d_{\Omega}-1\right) z^{\delta(\Omega)}\right)^{2}} \tag{2.15}
\end{equation*}
$$

where $z^{\delta(\Omega)}$ means, according to our general conventions, the monomial $\prod_{j \in \Omega} z_{j}$. Expanding (2.15) in a power series with the help of the binomial formula, we obtain (2.14).

Comparing (2.10) and (2.14) we see that (2.14) has the advantage that all its terms are positive. This implies, in particular, another proof of the criterion in Proposition 2.3. Namely, the right hand side of (2.14) is non-zero if and only if $\kappa=\left(k_{1}, \ldots, k_{r}\right)$ can be represented as a sum of vectors $\delta(\Omega)$ corresponding to subsets $\Omega$ such that $d_{\Omega}>1$. But this condition is easily seen to be equivalent to the criterion in Proposition 2.3.

In the case when all $d_{j}$ 's are equal to 1 , the formula (2.14) can be simplified further. This will be done in Chapter 14, where we also give some numerical examples.

## CHAPTER 14

## Hyperdeterminants

The goal of this chapter is to provide a natural "higher dimensional" generalization of the classical notion of the determinant of a square matrix. There were some attempts toward a rather straightforward definition of the "hyperdeterminant" for "hypercubic" matrices using alternating summations over the product of several symmetric groups (see e.g., [P], $\S 54$ and references therein). Here we systematically develop another approach under which the hyperdeterminant becomes a special case of the general discriminant studied in the previous chapters. As so many other ideas in the field, this approach is due to Cayley [Ca1].

## 1. Basic properties of the hyperdeterminant

## A. Definitions and the non-triviality criterion

Let $r \geq 2$ be an integer, and $A=\left(a_{i_{1}, \ldots, i_{r}}\right), 0 \leq i_{j} \leq k_{j}$ be an $r$-dimensional complex matrix (or array) of format ( $k_{1}+1$ ) $\times \cdots \times\left(k_{r}+1\right)$.

The definition of the hyperdeterminant of $A$ can be stated in geometric, analytic or algebraic terms. Let us give all three formulations.

Geometrically, consider the product $X=P^{k_{1}} \times \cdots \times P^{k_{r}}$ of several projective spaces in the Segre embedding into the projective space $P^{\left(k_{1}+1\right) \cdots\left(k_{r}+1\right)-1}$ (if $P^{k_{j}}$ is the projectivization of a vector space $V_{j}^{*}=\mathbf{C}^{k_{j}+1}$ then the ambient projective space is $P\left(V_{1}^{*} \otimes \cdots \otimes V_{r}^{*}\right)$ ). The hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is the $X$-discriminant as defined in Chapter 1, i.e., a homogeneous polynomial function on $V_{1} \otimes \cdots \otimes V_{r}$ which is a defining equation of the projectively dual variety $X^{\vee}$ (provided $X^{\vee}$ is a hypersurface in $\left(P^{\left(k_{1}+1\right) \cdots\left(k_{r}+1\right)-1}\right)^{*}$ ). We denote the hyperdeterminant by Det. As usual, if $X^{\vee}$ is not a hypersurface, we set Det equal to 1 , and refer to this case as trivial. If each $V_{j}$ is equipped with a basis then an element $f \in V_{1} \otimes \cdots \otimes V_{r}$ is represented by a matrix $A=\left(a_{i_{1}, \ldots, i_{r}}\right), 0 \leq i_{j} \leq k_{j}$ as above, and so $\operatorname{Det}(A)$ is a polynomial function of matrix entries. It is determined uniquely up to sign by the requirement that $\operatorname{Det}(A)$ has integral coefficients and is irreducible over $\mathbf{Z}$.

Analytically, the hyperplane $\{f=0\}$ belongs to $X^{\vee}$ if and only if $f$ vanishes at some point of $X$ with all its first derivatives. If we choose a coordinate system $x^{(j)}=\left(x_{0}^{(j)}, x_{1}^{(j)}, \ldots, x_{k_{j}}^{(j)}\right)$ on each $V_{j}^{*}$ then $f \in V_{1} \otimes \cdots \otimes V_{r}$ is represented after restriction on $X$ by a multilinear form

$$
\begin{equation*}
f\left(x^{(1)}, \ldots, x^{(r)}\right)=\sum_{i_{1}, \ldots, i_{r}} a_{i_{1}, \ldots, i_{r}} x_{i_{1}}^{(1)} \cdots x_{i_{r}}^{(r)} \tag{1.1}
\end{equation*}
$$

Therefore, the condition $\operatorname{Det}(A)=0$ means that the system of equations

$$
\begin{equation*}
f(x)=\frac{\partial f(x)}{\partial x_{i}^{(j)}}=0 \tag{1.2}
\end{equation*}
$$

(for all $i, j$ ) has a solution $x=\left(x^{(1)}, \ldots, x^{(r)}\right)$ with all $x^{(j)} \neq 0$. We say that a multilinear form $f$ (or a matrix $A$ ) satisfying this condition is degenerate.

Algebraically, the degeneracy of a form $f$ can be easily characterized as follows. We denote by $\mathcal{K}(f)$ (or $\mathcal{K}(A)$ ) the set of points

$$
x=\left(x^{(1)}, \ldots, x^{(r)}\right) \in X=P^{k_{1}} \times \cdots \times P^{k_{r}}
$$

such that

$$
f\left(x^{(1)}, \ldots, x^{(j-1)}, y, x^{(j+1)}, \ldots, x^{(r)}\right)=0
$$

for every $j=1, \ldots, r$ and $y \in V_{j}^{*}$. We shall sometimes call $\mathcal{K}(A)$ the kernel of $A$. For a bilinear form $f(x, y)$, there is a notion of left and right kernels

$$
K_{l}(f)=\{x: f(x, y)=0, \forall y\}, \quad K_{r}(f)=\{y: f(x, y)=0, \forall x\}
$$

and $\mathcal{K}(f)=K_{l}(f) \times K_{r}(f)$.
Proposition 1.1. A form $f$ is degenerate if and only if $\mathcal{K}(f)$ is non-empty.
Proof. Computing the differential of $f$ we see that $\mathcal{K}(f)$ is exactly the set of solutions of (1.2).

In particular, for $r=2$ when $f$ is a bilinear form with a matrix $A$, the degeneracy of $f$ just defined coincides with the usual notion of degeneracy and means that $A$ is not of maximal rank. Obviously, this condition is of codimension one if and only if $A$ is a square matrix, and in this case $\operatorname{Det}(A)$ coincides with the ordinary determinant $\operatorname{Det}(A)$.

The following proposition is a special case of Theorem 1.4 Chapter 1.
Proposition 1.2. Suppose that an r-dimensional matrix $A_{0}=\left(a_{i_{1}, \ldots, i_{r}}\right)$ is of such a format that the hyperdeterminant is non-trivial, and that $A_{0}$ is a smooth point of the hypersurface of degenerate matrices. Then $\mathcal{K}\left(A_{0}\right)$ consists of the unique point $\left(x^{(1)}, \ldots, x^{(r)}\right)$. Furthermore, under a suitable normalization we have

$$
\begin{equation*}
x_{i_{1}}^{(1)} \cdots x_{i_{r}}^{(r)}=\left.\frac{\partial \operatorname{Det}(A)}{\partial a_{i_{1}, \ldots, i_{r}}}\right|_{A=A_{0}} \tag{1.3}
\end{equation*}
$$

for all $i_{1}, \ldots, i_{r}$.
The first natural question about hyperdeterminants is to describe all matrix formats for which $\operatorname{Det}(A)$ is non-trivial, i.e., $X^{\vee}$ is a hypersurface, or in other
words, the degeneracy of $A$ is a codimension one condition. The matrices of such formats can be viewed as multidimensional generalizations of ordinary square matrices.

Theorem 1.3. The hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is non-trivial if and only if

$$
\begin{equation*}
k_{j} \leq \sum_{i \neq j} k_{i} \tag{1.4}
\end{equation*}
$$

for all $j=1, \ldots, r$.
Proof. By definition, the hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is a special case of the discriminant of type $\left(k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}\right)$ (Section 2 Chapter 13 ), corresponding to $d_{1}=\cdots=d_{r}=1$. Hence Theorem 1.3 is a special case of Proposition 2.3 Chapter 13.

## B. Invariance properties

Until the end of this section we assume that (1.4) holds, i.e., the hyperdeterminant of a matrix $A$ is non-trivial. The next property of Det follows at once from any of the definitions.

Proposition 1.4. The hyperdeterminant is relatively invariant under the action of the group $G L\left(V_{1}\right) \times \cdots \times G L\left(V_{r}\right)$ (and so invariant under the action of $\left.S L\left(V_{1}\right) \times \cdots \times S L\left(V_{r}\right)\right)$.

To state explicitly the consequences of Proposition 1.4, we need some terminology. We shall identify the set of matrix (multi-)indices $I=\left\{\left(i_{1}, \ldots, i_{r}\right): 0 \leq\right.$ $i_{j} \leq k_{j}$ \} of a matrix $A$ with the set of vertices of the product $\Delta^{k_{1}} \times \cdots \times \Delta^{k_{r}}$ of $r$ standard simplices. Thus, the submatrices of $A$ correspond to faces of $\Delta^{k_{1}} \times \cdots \times \Delta^{k_{r}}$. By a slice in the $j$-th direction we mean the subset of all indices in $I$ with the fixed $j$-th component, and also the corresponding submatrix of $A$. Two slices in the same direction are called parallel.

## Corollary 1.5.

(a) Interchanging two parallel slices leaves the hyperdeterminant invariant up to sign (which may equal 1).
(b) The hyperdeterminant is a homogeneous polynomial in the entries of each slice. The degree of homogeneity is the same for parallel slices.
(c) The hyperdeterminant does not change if we add to some slice a scalar multiple of a parallel slice.
(d) The hyperdeterminant of a matrix having two parallel slices proportional to each other is equal to 0 . In particular, $\operatorname{Det}(A)=0$ if $A$ has a zero slice.

Proof. The properties (a) to (c) express the (relative) invariance of $\operatorname{Det}(A)$ under the action of various elements from $G L\left(V_{j}\right)=G L\left(k_{j}+1, \mathbf{C}\right)$ : permutation matrices, diagonal matrices, and unipotent matrices with only one non-zero offdiagonal entry. In fact, these matrices are known to generate the group $G L\left(k_{j}+\right.$ $1, \mathbf{C}$ ), and so the combination of these three properties is equivalent to Proposition 1.4. Part (d) follows at once from (b) and (c).

It is clear that a polynomial $P\left(a_{i_{1}}, \ldots, i_{r}\right)$ satisfies the condition (c) from Corollary 1.5 if and only if $P$ is annihilated by the differential operators

$$
D_{i j}^{(1)}=\sum_{i_{2}, \ldots, i_{r}} a_{j, i_{2}, \ldots, i_{r}} \frac{\partial}{\partial a_{i, i_{2}, \ldots, i_{r}}}
$$

(for all $i \neq j$ ), and by similar operators for the slices in other directions. This is probably the most practical way of verifying this condition.

Our next result will lead to a combinatorial characterization of the hyperdeterminant. This again requires some terminology. We define the support of a monomial $\prod_{i_{1}, \ldots, i_{r}} a_{i_{1}, \ldots, i_{r}}^{\alpha_{i_{1}}, i_{r}}$ as the set of all indices ( $i_{1}, \ldots, i_{r}$ ) such that $\alpha_{i_{1}, \ldots, i_{r}} \neq 0$. By the star of $\left(i_{1}, \ldots, i_{r}\right)$ we mean the set of all indices which differ from $\left(i_{1}, \ldots, i_{r}\right)$ in at most one place. In other words, if we represent the indices by vertices of the product of simplices then the star consists of a vertex itself and all the vertices connected to it by an edge. To give one more interpretation, we consider the set $\prod_{j=1}^{r}\left[0, k_{j}\right]$ with the Hamming metric used in the coding theory: the distance between two indices $\left(i_{1}, \ldots, i_{r}\right)$ and $\left(i_{1}^{\prime}, \ldots, i_{r}^{\prime}\right)$ is the number of positions $j$ such that $i_{j} \neq i_{j}^{\prime}$. Then the star of $\mathbf{i}=\left(i_{1}, \ldots, i_{r}\right)$ is the Hamming ball of radius 1 with center at $\mathbf{i}$.

Proposition 1.6. For a polynomial $P\left(a_{i_{1}}, \ldots, i_{r}\right)$ the following conditions are equivalent:
(a) $P$ is relatively invariant under the group $G L\left(k_{1}+1, \mathbf{C}\right) \times \cdots \times G L\left(k_{r}+1, \mathbf{C}\right)$ and is divisible by $\operatorname{Det}(A)$.
(b) P satisfies the conditions (a) to (c) of Corollary 1.5, and there exists an index $\left(i_{1}, \ldots, i_{r}\right)$ such that the support of each monomial in $P\left(a_{i_{1}, \ldots, i_{r}}\right)$ meets the star of $\left(i_{1}, \ldots, i_{r}\right)$.
(c) $P$ satisfies the conditions (a) to (c) of Corollary 1.5, and the support of each monomial in $P\left(a_{i_{1}, \ldots, i_{r}}\right)$ meets the star of every index $\left(i_{1}, \ldots, i_{r}\right)$.

Proof. We already mentioned in the proof of Corollary 1.5 that $P$ is relatively invariant if and only if it satisfies the conditions (a) to (c) of Corollary 1.5. Suppose this is the case. By definition, $P$ is divisible by $\operatorname{Det}(A)$ if and only if $P$ vanishes at all degenerate matrices $A$. By Proposition 1.1, $A$ is degenerate if and only if $\mathcal{K}(A) \neq \emptyset$. Using the invariance of $P$ we can assume that $\mathcal{K}(A)$ contains a
point $\left(x^{(1)}, \ldots, x^{(r)}\right)$ such that each $x^{(j)}$ is a basis vector $e_{i_{j}}^{(j)}$. Then the condition $\left(x^{(1)}, \ldots, x^{(r)}\right) \in \mathcal{K}(A)$ means that $a_{i_{1}^{\prime}, \ldots, i_{r}^{\prime}}=0$ for all $\left(i_{1}^{\prime}, \ldots, i_{r}^{\prime}\right)$ in the star of $\left(i_{1}, \ldots, i_{r}\right)$. Clearly, $P$ vanishes at all such matrices if and only if the support of each monomial in $P$ meets the star of $\left(i_{1}, \ldots, i_{r}\right)$, and we are done.

Note that the second assertion in part (b) means that the support of any monomial from Det forms a 1 -net in $\prod_{j=1}^{r}\left[0, k_{j}\right]$ with respect to the Hamming metric. Such nets are known as error-correcting codes. It would be interesting to study monomials in the hyperdeterminant from this point of view.

To illustrate the use of Proposition 1.6, we give an explicit formula for the three-dimensional hyperdeterminant of format $2 \times 2 \times 2$. The hyperdeterminant in this case was already known to Cayley (see [Cal], p. 89).

Proposition 1.7. The hyperdeterminant of a matrix $A=\left(a_{i j k}\right)(i, j, k=0,1)$ is given by

$$
\begin{align*}
\operatorname{Det}(A)= & \left(a_{000}^{2} a_{111}^{2}+a_{001}^{2} a_{110}^{2}+a_{010}^{2} a_{101}^{2}+a_{011}^{2} a_{100}^{2}\right)  \tag{1.5}\\
& -2\left(a_{000} a_{001} a_{110} a_{111}+a_{000} a_{010} a_{101} a_{111}+a_{000} a_{011} a_{100} a_{111}\right. \\
& \left.+a_{001} a_{010} a_{101} a_{110}+a_{001} a_{011} a_{110} a_{100}+a_{010} a_{011} a_{101} a_{100}\right) \\
& +4\left(a_{000} a_{011} a_{101} a_{110}+a_{001} a_{010} a_{100} a_{111}\right) .
\end{align*}
$$

Proof. First, we claim that the polynomial $P$ defined by (1.5) satisfies conditions (a) to (c) of Corollary 1.5. This is verified directly (to check (c) we can use the remark after Corollary 1.5).

The monomials appearing in $P$ can be visualized as follows. If we represent matrix entries by the vertices of the cube then the monomials in the first group correspond to four main diagonals of the cube; the monomials in the second group correspond to six rectangles formed by pairs of opposite edges, and the monomials in the third group to two tetrahedra whose edges are diagonals of the cube's faces. Obviously, the support of each of these monomials meets the star of every vertex of the cube. This shows that $P$ satisfies the equivalent conditions of Proposition 1.6 and hence is divisible by $\operatorname{Det}(A)$.

There are several ways to complete the proof, i.e., to show that $P=\operatorname{Det}(A)$. For instance, it is not hard to see that $P$ is irreducible. We can also refer to the results of Section 3 below which show that $\operatorname{Det}(A)$ in our case has degree 4. In fact, it is easy to see that in our case $\operatorname{Det}(A)$ is the $S L(2) \times S L(2) \times S L(2)$ invariant of minimal degree.

By definition, the vanishing of $\operatorname{Det}(A)$ for a $2 \times 2 \times 2$ matrix $A$ (or, equivalently, degeneracy of $A$ ) means that the following system of 6 homogeneous equations with 6 unknowns has a non-trivial solution:

$$
\begin{align*}
& a_{000} x_{0} y_{0}+a_{010} x_{0} y_{1}+a_{100} x_{1} y_{0}+a_{110} x_{1} y_{1}=0, \\
& a_{001} x_{0} y_{0}+a_{011} x_{0} y_{1}+a_{101} x_{1} y_{0}+a_{111} x_{1} y_{1}=0, \\
& a_{000} x_{0} z_{0}+a_{001} x_{0} z_{1}+a_{100} x_{1} z_{0}+a_{101} x_{1} z_{1}=0,  \tag{1.6}\\
& a_{010} x_{0} z_{0}+a_{011} x_{0} z_{1}+a_{110} x_{1} z_{0}+a_{111} x_{1} z_{1}=0, \\
& a_{000} y_{0} z_{0}+a_{001} y_{0} z_{1}+a_{010} y_{1} z_{0}+a_{011} y_{1} z_{1}=0, \\
& a_{100} y_{0} z_{0}+a_{101} y_{0} z_{1}+a_{110} y_{1} z_{0}+a_{111} y_{1} z_{1}=0 .
\end{align*}
$$

It is not so easy (although possible) to prove directly that (1.6) has a non-trivial solution if and only if (1.5) vanishes.

## C. Algebraic properties

We start with a multidimensional generalization of the fact that transposing a matrix preserves the determinant. For a matrix $A=\left(a_{i_{1}, \ldots, i_{r}}\right)$ of format $\left(k_{1}+1\right) \times \cdots \times$ ( $k_{r}+1$ ) and a permutation $\sigma$ of indices $1, \ldots, r$, we denote by $\sigma(A)$ the matrix of format $\left(k_{\sigma^{-1}(1)}+1\right) \times \cdots \times\left(k_{\sigma^{-1}(r)}+1\right)$, whose $\left(i_{1}, \ldots, i_{r}\right)$-th entry is equal to $a_{i_{\sigma(1)}, \ldots, i_{\sigma(r)}}$. The following result is an immediate consequence of definitions.

Proposition 1.8. We have $\operatorname{Det}(\sigma(A))=\operatorname{Det}(A)$ for every permutation $\sigma$. In particular, if $A$ is degenerate then $\sigma(A)$ is degenerate.

Now we discuss an analog of the multiplicative property of the ordinary determinant. Let $A=\left(a_{i_{1}, \ldots, i_{r}}\right)$ be a matrix of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ and $B=\left(b_{j_{1}, \ldots, j_{s}}\right)$ be a matrix of format $\left(l_{1}+1\right) \times \cdots \times\left(l_{s}+1\right)$. Suppose that $k_{r}=l_{1}$. We define the convolution (or product) $A * B$ to be the ( $r+s-1$ )-dimensional matrix $C$ of the format

$$
\left(k_{1}+1\right) \times \cdots \times\left(k_{r-1}+1\right) \times\left(l_{2}+1\right) \times \cdots \times\left(l_{s}+1\right)
$$

with entries

$$
c_{i_{1}, \ldots, i_{r-1}, j_{2}, \ldots, j_{s}}=\sum_{h=0}^{k_{r}} a_{i_{1}, \ldots, i_{r-1}, h} b_{h, j_{2}, \ldots, j_{s}} .
$$

Similarly, we can define the convolution $A_{p, q}^{*} B$ with respect to a pair of indices $p, q$ such that $k_{p}=l_{q}$.

Proposition 1.9. If $A, B$ are degenerate then $A * B$ is also degenerate.

Proof. We shall use Proposition 1.1. The definitions readily imply that if $\left(x^{(1)}, \ldots, x^{(r)}\right) \in \mathcal{K}(A)$ and $\left(y^{(1)}, \ldots, y^{(s)}\right) \in \mathcal{K}(B)$ then

$$
\left(x^{(1)}, \ldots, x^{(r-1)}, y^{(2)}, \ldots, y^{(s)}\right) \in \mathcal{K}(A * B)
$$

which implies our statement.
Corollary 1.10. Let the formats of $A, B$ be such that the hyperdeterminants of $A, B$ and $A * B$ are non-trivial. Then there exist polynomials $P(A, B)$ and $Q(A, B)$ in entries of $A$ and $B$ such that

$$
\begin{equation*}
\operatorname{Det}(A * B)=P(A, B) \operatorname{Det}(A)+Q(A, B) \operatorname{Det}(B) \tag{1.7}
\end{equation*}
$$

Since $\operatorname{Det}(A)$ and $\operatorname{Det}(B)$ depend on disjoint sets of variables, it follows that $P$ and $Q$ in (1.7) are defined uniquely up to transformations

$$
P \mapsto P+R(A, B) \operatorname{Det}(B), Q \mapsto Q-R(A, B) \operatorname{Det}(A)
$$

Multiplicative properties of hyperdeterminants deserve further study, but this goes beyond the aims of the present book.

## 2. The Cayley method and the degree

## A. The discriminantal complex

We describe the discriminantal complex whose determinant is the hyperdeterminant of an $r$-dimensional matrix. We use the language of differential forms developed in Section 4 Chapter 2.

As in Section 1, we interpret $A$ as the matrix of a multilinear form $f$ on $V_{1}^{*} \times \cdots \times V_{r}^{*}$, where each $V_{j}$ is a finite-dimensional vector space and $x_{0}^{(j)}, x_{1}^{(j)}, \ldots$, $x_{k_{j}}^{(j)}$ are coordinates in $V_{j}^{*}$. We often make use of the standard invertible sheaves $\mathcal{O}\left(m_{1}, \ldots, m_{r}\right)$ on $P\left(V_{1}^{*}\right) \times \cdots \times P\left(V_{r}^{*}\right)$; see Chapter 13, Section 2A.

Let $\Omega^{p}$ be the space of polynomial differential $p$-forms on $V_{1}^{*} \times \cdots \times V_{r}^{*}$. For each vector field $\xi$ on $V_{1}^{*} \times \cdots \times V_{r}^{*}$, let $i_{\xi}: \Omega^{p} \rightarrow \Omega^{p-1}$ be the contraction with $\xi$, and $\mathrm{Lie}_{\xi}=d i_{\xi}+i_{\xi} d$ the Lie derivative. For $j=1, \ldots, r$ let

$$
\xi_{j}=\sum_{i} x_{i}^{(j)} \frac{\partial}{\partial x_{i}^{(j)}}
$$

be the Euler field on $V_{j}^{*}$ regarded as a vector field on $V_{1}^{*} \times \cdots \times V_{r}^{*}$.
Now let $m_{1}, \ldots, m_{r} \in \mathbf{Z}$. We associate to $m_{1}, \ldots, m_{r}$ and $f$ the complex

$$
C^{\bullet}=C^{\bullet}\left(m_{1}, \ldots, m_{r} ; f\right)=\left\{C^{0} \xrightarrow{\partial_{f}} C^{1} \xrightarrow{\partial_{f}} \cdots\right\}
$$

in the following way. We define $C^{p}=C^{p}\left(m_{1}, \ldots, m_{r}\right)$ to be the space of all differential $p$-forms $\omega$ with polynomial coefficients on $V_{1}^{*} \times \cdots \times V_{r}^{*}$ satisfying conditions

$$
\begin{equation*}
\operatorname{Lie}_{\xi_{j}}(\omega)=\left(p+m_{j}\right) \omega \quad(j=1, \ldots, r) \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
i_{\xi_{1}}(\omega)=i_{\xi_{2}}(\omega)=\cdots=i_{\xi_{r}}(\omega) \tag{2.2}
\end{equation*}
$$

The differential $\partial_{f}: C^{p} \rightarrow C^{p+1}$ is defined as the exterior multiplication by the 1 -form $d f$.

The terms of $C^{\bullet}$ do not depend on $f$. In fact, (2.1) means simply that $\omega \in$ $C^{p}\left(m_{1}, \ldots, m_{r}\right)$ is homogeneous of degree $\left(p+m_{j}\right)$ with respect to the variables $x_{0}^{(j)}, x_{1}^{(j)}, \ldots, x_{k_{j}}^{(j)}$, where we assume $\operatorname{deg}\left(x_{i}^{(j)}\right)=\operatorname{deg}\left(d x_{i}^{(j)}\right)=1$.

Theorem 2.1. Under a suitable choice of bases in the terms of $C^{\bullet}$, we have

$$
\begin{equation*}
\operatorname{Det}(A)=\operatorname{det}\left(C^{\bullet}\left(m_{1}, \ldots, m_{r} ; f\right)\right)^{(-1)^{k_{1}+\cdots+k_{r}+1}} \tag{2.3}
\end{equation*}
$$

for all non-negative integers $m_{1}, \ldots, m_{r}$.
Proof. We shall deduce the statement from Theorem 2.5 Chapter 2. To this end it is enough to prove the following.
(1) The complex $C^{\bullet}$ coincides with the discriminantal complex $C_{+}(X, \mathcal{O})$ where

$$
X=\prod P^{k_{j}}=\prod P\left(V_{j}^{*}\right) \subset P\left(\bigotimes V_{j}^{*}\right)
$$

is the Segre variety. In other words (see formula (2.1) Chapter 2), we have

$$
C^{p}=H^{0}\left(\prod P^{k_{j}}, \bigwedge^{p} J(\mathcal{L})\right)
$$

where $\mathcal{L}=\mathcal{O}_{X}(1, \ldots, 1)$ is the inverse image of the sheaf $\mathcal{O}(1)$ from the ambient projective space $P\left(\otimes V_{j}^{*}\right)$.
(2) The complex $C_{+}(X, \mathcal{O})$ is stably twisted, i.e.,

$$
H^{q}\left(\prod P^{k_{j}}, \bigwedge^{p} J(\mathcal{L})\right)=0, \quad \forall p, \forall q>0
$$

To prove (1), we denote the natural projection by

$$
\pi: \prod\left(V_{j}^{*}-\{0\}\right) \longrightarrow X=\prod P\left(V_{j}^{*}\right)
$$

All the tangent spaces to the fibers of $\pi$ are spanned by the vector fields $\xi_{j}$. The conditions (2.1) and (2.2) define a certain subsheaf $\Omega_{p}^{p}$ in the sheaf of all regular forms on $\prod\left(V_{j}^{*}-\{0\}\right)$. The argument, similar to that in the proof of Propositions 4.1 and 1.3 of Chapter 2, shows that

$$
\pi_{*}\left(\Omega_{p}^{p}\right)=\bigwedge^{p} J(\mathcal{L})
$$

which implies (1).
To prove the statement (2), we use Corollary 4.9 Chapter 2. In our situation, this corollary says that $C_{+}(X, \mathcal{O})$ is stably twisted if and only if the following sheaves on $X=\prod P\left(V_{j}^{*}\right)$ have no higher cohomology:

$$
\Omega_{X}^{p} \otimes \mathcal{L}^{\otimes p}, \quad \Omega_{X}^{p-1} \otimes \mathcal{L}^{\otimes p}, \quad p \geq 0, \quad \mathcal{L}=\mathcal{O}(1, \ldots, 1)
$$

The vanishing of the higher cohomology of these sheaves follows, in a straightforward way, from the Künneth formula and the Bott theorem describing the cohomology of sheaves of the form $\Omega^{i}(j)$ on a single projective space (see [OSS], Chapter 1). This concludes the proof of Theorem 2.1.

The group $G L\left(V_{1}\right) \times \cdots \times G L\left(V_{r}\right)$ acts naturally on each term of $C^{\bullet}$. To describe this action we need the following notation. For a finite dimensional vector space $V$, denote by $S^{(p \mid q)}(V)$ the irreducible $G L(V)$-module corresponding to the hook Young diagram having one row of length $q$ and $p$ rows of length 1 (i.e., one column of length $p+1$ ). We use the following well-known realization of this module.

Proposition 2.2. The $G L(V)$-module $S^{(p \mid q)}(V)$ is isomorphic to the space $B^{p}(q)$ of polynomial differential p-forms $\omega$ on $V^{*}$ such that $\mathrm{Lie}_{\xi}(\omega)=(p+q) \omega, i_{\xi}(\omega)=$ 0 , where $\xi$ is the Euler vector field on $V^{*}$.

To prove Proposition 2.2 is is enough to show that $B^{p}(q)$ has a unique (up to multiple) highest vector, and that the corresponding highest weight is $(q, 1,1, \ldots, 1,0, \ldots, 0)$ (with $p$ units and $k-p$ zeros, where $\operatorname{dim} V=k+1$ ). We leave it to the reader to check that this is indeed the case; the highest vector in $B^{p}(q)$ has the form

$$
x_{0}^{q-1} \sum_{i=0}^{p}(-1)^{i} x_{i} d x_{0} \wedge \cdots \wedge d x_{i-1} \wedge d x_{i+1} \wedge \cdots \wedge d x_{p}
$$

where $x_{0}, \ldots, x_{k}$ are coordinates in $V^{*}$.

Proposition 2.3. Each term $C^{p}\left(m_{1}, \ldots, m_{r}\right)$ is a multiplicity free module over $G L\left(V_{1}\right) \times \cdots \times G L\left(V_{r}\right)$ isomorphic to

$$
\bigoplus_{p_{1}, \ldots, p_{r}}\left(S^{\left(p+m_{1}-p_{1} \mid p_{1}\right)}\left(V_{1}\right) \otimes \cdots \otimes S^{\left(p+m_{r}-p_{r} \mid p_{r}\right)}\left(V_{r}\right)\right)
$$

the sum over all $p_{1}, \ldots, p_{r}$ with $p_{1}+\cdots+p_{r}=p$ or $p-1$.
Proof. Let $B^{p}\left(m_{1}, \ldots, m_{r}\right)$ denote the subspace of $C^{p}\left(m_{1}, \ldots, m_{r}\right)$ consisting of $p$-forms $\omega$ satisfying (2.1) and such that

$$
i_{\xi_{1}}(\omega)=i_{\xi_{2}}(\omega)=\cdots=i_{\xi_{r}}(\omega)=0
$$

Clearly, $B^{p}\left(m_{1}, \ldots, m_{r}\right)$ is the kernel of the projection

$$
C^{p}\left(m_{1}, \ldots, m_{r}\right) \longrightarrow B^{p-1}\left(m_{1}+1, \ldots, m_{r}+1\right)
$$

sending each $\omega \in C^{p}\left(m_{1}, \ldots, m_{r}\right)$ to

$$
\omega^{\prime}=i_{\xi_{1}}(\omega)=i_{\xi_{2}}(\omega)=\cdots=i_{\xi_{r}}(\omega)
$$

Therefore, $C^{p}\left(m_{1}, \ldots, m_{r}\right)$ is isomorphic as a $G L\left(V_{1}\right) \times \cdots \times G L\left(V_{r}\right)$-module to

$$
B^{p}\left(m_{1}, \ldots, m_{r}\right) \oplus B^{p-1}\left(m_{1}+1, \ldots, m_{r}+1\right)
$$

By definition, we have the decomposition
$B^{p}\left(m_{1}, \ldots, m_{r}\right)=\bigoplus_{p_{1}+\cdots+p_{r}=p}\left(B^{p_{1}}\left(p+m_{1}-p_{1}\right) \otimes \cdots \otimes B^{p_{r}}\left(p+m_{r}-p_{r}\right)\right)$,
and the analogous decomposition for $B^{p-1}\left(m_{1}+1, \ldots, m_{r}+1\right)$. It remains to apply Proposition 2.2 .

## B. Degree of the hyperdeterminant

Fix $r \geq 2$ and let $N\left(k_{1}, \ldots, k_{r}\right)$ be the degree of the hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ (we assume that $N\left(k_{1}, \ldots, k_{r}\right)=0$ if the hyperdeterminant is trivial). The following theorem is essentially a special case of Theorem 2.4 of Chapter 13.

Theorem 2.4. The generating function for the degrees $N\left(k_{1}, \ldots, k_{r}\right)$ is given by

$$
\begin{equation*}
\sum_{k_{1}, \ldots, k_{r} \geq 0} N\left(k_{1}, \ldots, k_{r}\right) z_{1}^{k_{1}} \cdots z_{r}^{k_{r}}=\frac{1}{\left(1-\sum_{i=2}^{r}(i-1) e_{i}\left(z_{1}, \ldots, z_{r}\right)\right)^{2}} \tag{2.5}
\end{equation*}
$$

where $e_{i}\left(z_{1}, \ldots, z_{r}\right)$ is the $i$-th elementary symmetric polynomial.
Proof. The generating function in question is obtained by setting all $d_{i}$ equal to 1 in formula (2.8) of Chapter 13, i.e., is equal to

$$
\begin{equation*}
\frac{1}{\left(\prod_{j}\left(1+z_{j}\right)-\sum_{j} z_{j} \prod_{i \neq j}\left(1+z_{i}\right)\right)^{2}} \tag{2.6}
\end{equation*}
$$

It remains to observe that the polynomial

$$
\prod_{j}\left(1+z_{j}\right)-\sum_{j} z_{j} \prod_{i \neq j}\left(1+z_{i}\right)
$$

contains only square-free monomials in $z_{1}, \ldots, z_{r}$, and every such monomial of degree $i$ occurs with the coefficient ( $1-i$ ).

A symmetric form (2.5) allows us to derive a combinatorial formula for $N\left(k_{1}, \ldots, k_{r}\right)$; this is more convenient for computations than the general formula (2.14) of Chapter 13. We shall use the terminology and notation of Section 1C Chapter 12 related to partitions and symmetric polynomials. Recall that a partition is a finite weakly decreasing sequence $\lambda=\left(\lambda_{1}, \ldots, \lambda_{s}\right)$ of non-negative integers; the numbers $\lambda_{i}$ are called parts of $\lambda$. We shall denote the number of parts of $\lambda$ equal to $i$ by $m_{i}=m_{i}(\lambda)$, and write $\lambda$ also as $\lambda=\left(1^{m_{1}}, 2^{m_{2}}, \ldots\right)$; for instance, the partition $(4,2,2,1)$ can also be written $\left(1,2^{2}, 4\right)$.

The degree $N\left(k_{1}, \ldots, k_{r}\right)$ is obviously symmetric in $k_{1}, \ldots, k_{r}$ and so depends only on the partition $\kappa$ obtained by rearranging $k_{1}, \ldots, k_{r}$ in the weakly decreasing order. Our expression will involve the quantities $d_{\kappa \lambda}$ (see Section 1C Chapter 12); recall that $d_{\kappa \lambda}$ is the number of $(0,1)$-matrices whose row sums are the parts of $\kappa$ and column sums are the parts of $\lambda$.

Theorem 2.5. Let $\kappa$ be the partition obtained by rearranging the numbers $k_{1}, \ldots, k_{r}$ in a weakly decreasing order. Then

$$
\begin{equation*}
N\left(k_{1}, \ldots, k_{r}\right)=\sum_{\lambda}\left(m_{2}+\cdots+m_{p}+1\right)!\cdot d_{\kappa \lambda} \cdot \prod_{i=2}^{p} \frac{(i-1)^{m_{i}}}{m_{i}!} \tag{2.7}
\end{equation*}
$$

the sum over all partitions $\lambda=\left(1^{m_{1}}, 2^{m_{2}}, \ldots, p^{m_{p}}\right)$ with $m_{1}=0$.

Proof. Expanding the right hand side of (2.5) by the binomial formula, we obtain

$$
\sum_{\lambda}\left(m_{2}+\cdots+m_{p}+1\right)!\cdot e_{\lambda} \cdot \prod_{i=2}^{p} \frac{(i-1)^{m_{i}}}{m_{i}!}
$$

(the same summation as in (2.7)), where

$$
e_{\lambda}\left(z_{1}, \ldots, z_{r}\right)=\prod_{i=1}^{p} e_{i}\left(z_{1}, \ldots, z_{r}\right)^{m_{i}}
$$

It remains to notice that each monomial $z_{1}^{k_{1}} \cdots z_{r}^{k_{r}}$ appears in $e_{\lambda}$ with the coefficient $d_{\kappa \lambda}$ (see Section 1C Chapter 12).

The behavior of $d_{\kappa \lambda}$ is controlled by the Gale-Ryser theorem (Proposition 1.2 Chapter 12). Using it, we can explicitly evaluate the $d_{\kappa \lambda}$ in many special cases which leads to a more explicit formula for the degree $N\left(k_{1}, \ldots, k_{r}\right)$. Probably, the most important special case is the following. We say that the matrix format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is boundary if one of the numbers $k_{j}$ equals the sum of all the others (i.e., one of the inequalities (1.4) becomes an equality); without loss of generality we can assume that $k_{1}=k_{2}+\ldots+k_{r}$.

Corollary 2.6. The degree of the hyperdeterminant of the boundary format is
$N\left(k_{2}+\cdots+k_{r}, k_{2}, \ldots, k_{r}\right)=\left(k_{2}+\cdots+k_{r}+1\right)\binom{k_{2}+\cdots+k_{r}}{k_{2}, \ldots, k_{r}}=\frac{\left(k_{1}+1\right)!}{k_{2}!\cdots k_{r}!}$.

Proof. We use the following obvious combinatorial statement.
Lemma 2.7. We have

$$
d_{\left(k_{2}, \ldots, k_{r}\right),\left(1^{\left.k_{2}+\cdots+k_{r}\right)}\right.}=\binom{k_{2}+\cdots+k_{r}}{k_{2}, \ldots, k_{r}}
$$

It follows easily from the Gale-Ryser theorem that in the boundary case there is exactly one summand in (2.7), and it corresponds to $\lambda=\left(2^{k_{2}+\cdots+k_{r}}\right)$. Clearly, every $(0,1)$-matrix contributing to $d_{\kappa \lambda}$ has all the entries in the first row equal to 1 . Hence $d_{\kappa \lambda}$ is given by Lemma 2.7. Substituting this into (2.7) yields our statement.

Note that for $r=2$ the boundary format is just that of ordinary square matrices, and (2.8) expresses the fact that the (ordinary) determinant of a $(k+1) \times(k+1)$ matrix has degree $k+1$.

We call the matrix format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ with $k_{1} \geq k_{2} \geq \cdots \geq k_{r}$ subboundary if $k_{1}=k_{2}+\cdots+k_{r}-1$.

Corollary 2.8. The degree of the hyperdeterminant of the subboundary format is given by

$$
\begin{equation*}
N\left(k_{2}+\cdots+k_{r}-1, k_{2}, \ldots, k_{r}\right)=2\binom{k_{2}+\cdots+k_{r}}{k_{2}, \ldots, k_{r}} \cdot e_{2}\left(k_{2}, \ldots, k_{r}\right) . \tag{2.9}
\end{equation*}
$$

Here $e_{2}\left(k_{2}, \ldots, k_{r}\right)=\sum_{2 \leq i<j \leq r} k_{i} k_{j}$ is the second elementary symmetric polynomial.

Proof. As for the boundary format, the Gale-Ryser theorem implies that (2.7) reduces to one summand corresponding to $\lambda=\left(2^{k_{2}+\cdots+k_{r}-2}, 3\right)$. Clearly, every $(0,1)$-matrix contributing to $d_{\kappa \lambda}$ has all the entries in the first row equal to 1 . Consider now the column with sum 3, i.e., containing three unit entries. We know that one of these units lies in the first row. Decomposing the set of our $(0,1)$ matrices into the subsets according to the location of the remaining two units and using Lemma 2.7, we see that

$$
\begin{aligned}
d_{\kappa \lambda} & =\sum_{2 \leq i<j \leq r}\binom{k_{2}+\cdots+k_{r}-2}{k_{2}, \ldots, k_{i}-1, \ldots, k_{j}-1, \ldots, k_{r}} \\
& =\frac{\left(k_{2}+\cdots+k_{r}-2\right)!}{k_{2}!\cdots k_{r}!} e_{2}\left(k_{2}, \ldots, k_{r}\right) .
\end{aligned}
$$

Substituting this into (2.7) yields our statement.
Corollary 2.9. The degree of the hyperdeterminant of the cubic format $(k+1) \times$ $(k+1) \times(k+1)$ is given by

$$
\begin{equation*}
N(k, k, k)=\sum_{0 \leq j \leq k / 2} \frac{(j+k+1)!}{j!3(k-2 j)!} \cdot 2^{k-2 j} \tag{2.10}
\end{equation*}
$$

Proof. We have $\kappa=(k, k, k)$. By the Gale-Ryser theorem, the partitions $\lambda$ contributing to (2.7) have the form $\left(2^{3 j}, 3^{k-2 j}\right)$ for $0 \leq j \leq k / 2$. Clearly, $d_{\kappa,\left(2^{3 j}, 3^{k-2 j}\right)}=d_{\left((2 j)^{3}\right),\left(2^{3 j}\right)}$ because every $(0,1)$-matrix contributing to $d_{\kappa,\left(2^{3 j}, 3^{k-2 j}\right)}$ has all the entries in the first $(k-2 j)$ columns equal to 1 . It is also easy to see that

$$
\begin{equation*}
d_{\left((2 j)^{3}\right),\left(2^{3 j}\right)}=\binom{3 j}{j, j, j} \tag{2.11}
\end{equation*}
$$

because every $3 \times 3 j$ matrix contributing to $d_{\left((2 j)^{3}\right),\left(2^{3 j}\right)}$ is determined by a disjoint decomposition of the set of columns into three $j$-element subsets $C_{12}, C_{13}, C_{23}$,
where say $C_{12}$ is the set of columns with unit entries in the first two rows. Substituting (2.11) into (2.7) yields (2.10).

For $k=1,2,3$ the degree (2.10) is equal to 4,36 , and 272 respectively. It seems that the sum in (2.10) cannot be simplified.

Our last application of (2.7) is the expression for the degree of the hyperdeterminant of the $r$-dimensional format $2 \times 2 \times \cdots \times 2$. Denote this degree by $N\left(\left(1^{r}\right)\right)$.

Corollary 2.10. The exponential generating function for the sequence $N\left(\left(1^{r}\right)\right)$ is given by

$$
\begin{equation*}
\sum_{r \geq 0} N\left(\left(1^{r}\right)\right) \frac{z^{r}}{r!}=\frac{e^{-2 z}}{(1-z)^{2}} \tag{2.12}
\end{equation*}
$$

Proof. It follows from (2.7) and Lemma 2.7 that

$$
\begin{equation*}
N\left(\left(1^{r}\right)\right)=r!\sum_{\lambda} \frac{\left(m_{2}+\cdots+m_{r}+1\right)!}{\prod_{i \geq 2}[(i-2)!i]^{m_{i}} m_{i}!}, \tag{2.13}
\end{equation*}
$$

the sum over all partitions $\lambda=\left(2^{m_{2}}, 3^{m_{3}}, \ldots\right)$ with $2 m_{2}+3 m_{3}+\cdots=r$. Therefore, we have

$$
\sum_{r \geq 0} N\left(\left(1^{r}\right)\right) \frac{z^{r}}{r!}=\sum \frac{\left(m_{2}+\cdots+m_{p}+1\right)!z^{2 m_{2}+3 m_{3}+\cdots+p m_{p}}}{\prod_{i=2}^{p}[(i-2)!i]^{m_{i} m_{i}}!}
$$

the sum over all sequences of non-negative integers ( $m_{2}, \ldots, m_{p}$ ) of arbitrary finite length $p$. The latter sum simplifies to

$$
\frac{1}{\left(1-\sum_{i \geq 2} \frac{z^{i}}{(i-2)!i}\right)^{2}}
$$

It remains to notice that

$$
1-\sum_{i \geq 2} \frac{z^{i}}{(i-2)!i}=(1-z) e^{z}
$$

since

$$
\frac{1}{(i-2)!i}=\frac{i-1}{i!}=\frac{1}{(i-1)!}-\frac{1}{i!}
$$

In particular, for $r=2,3,4,5,6$ the degree is respectively $2,4,24,128,880$ and then grows very fast.

## 3. Hyperdeterminant of the boundary format

In this section we study in detail the hyperdeterminant of the boundary format, i.e., the hyperdeterminant of an $(r+1)$-dimensional matrix $A=\left(a_{i_{1}, \ldots, i_{r}, i_{0}}\right)_{0 \leq i_{j} \leq k_{j}}$ of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$ such that $k_{0}=k_{1}+k_{2}+\cdots+k_{r}$. We will show that $\operatorname{Det}(A)$ in this case admits several different geometric interpretations, and has several nice explicit polynomial expressions.
A. Boundary hyperdeterminant as the resultant of a system of multilinear forms

We fix the matrix format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$ such that $k_{0}=$ $k_{1}+k_{2}+\cdots+k_{r}$. We consider $r$ groups of variables $x^{(j)}=\left(x_{0}^{(j)}, x_{1}^{(j)}, \ldots, x_{k_{j}}^{(j)}\right)$ for $1 \leq j \leq r$. Let $S\left(m_{1}, \ldots, m_{r}\right)$ denote the space of all polynomials in $x^{(1)}, \ldots, x^{(r)}$ which are homogeneous of degree $m_{j}$ in the variables of each group $x^{(j)}$. We shall view a matrix $A$ as a collection of ( $k_{0}+1$ ) multilinear forms $f_{0}, f_{1}, \ldots, f_{k_{0}} \in$ $S(1,1, \ldots, 1)$ corresponding to the slices of $A$ in the 0 -th direction:

$$
\begin{equation*}
f_{i_{0}}=\sum_{i_{\mathrm{I}}, \ldots, i_{r}} a_{i_{1}, \ldots, i_{r}, i_{0}} x_{i_{1}}^{(1)} \cdots x_{i_{r}}^{(r)} \tag{3.1}
\end{equation*}
$$

Theorem 3.1. The hyperdeterminant $\operatorname{Det}(A)$ of the matrix of the boundary format is equal to the resultant of the system of multilinear forms $f_{0}, f_{1}, \ldots, f_{k_{0}}$. In other words, $A$ is degenerate if and only if the system of multilinear equations

$$
\begin{equation*}
f_{0}(x)=f_{1}(x)=\cdots=f_{k_{0}}(x)=0 \tag{3.2}
\end{equation*}
$$

has a non-trivial solution.
Proof. By definition, Det $(A)$ is the $X$-discriminant in the sense of Chapter 1 , where $X$ is the product of projective spaces $P^{k_{1}} \times \cdots \times P^{k_{r}} \times P^{k_{0}}$. Our statement is just a special case of the Cayley trick (Corollary 2.8 Chapter 3). In our case it is also very easy to give an independent proof. The "only if" part is obvious because the consistency of (3.2) is one of the conditions defining degeneracy (see Section 1). The "if" part follows from the fact that the consistency of (3.2) is a non-trivial condition on matrix entries.

We see that the hyperdeterminant of the boundary format is a special case of the resultant of type ( $k_{1}, \ldots, k_{r} ; d_{1}, \ldots, d_{r}$ ) considered in Section 2 Chapter 13.

Analyzing the conditions of degeneracy (see Proposition 1.1), we can easily generalize Theorem 3.1 to the case when $k_{0}>k_{1}+k_{2}+\cdots+k_{r}$. In this case we define the multilinear forms $f_{i_{0}}$ by the same formula (3.1).
Theorem 3.1'. Suppose that $k_{0} \geq k_{1}+k_{2}+\cdots+k_{r}$. Then a matrix A of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$ is degenerate if and only if the system (3.2)
has a non-trivial solution. The subvariety of degenerate matrices has codimension $k_{0}-\left(k_{1}+k_{2}+\ldots+k_{r}\right)+1$.

## B. Sylvester type formula and its applications

We assume again that $k_{0}=k_{1}+k_{2}+\cdots+k_{r}$. Let

$$
\begin{equation*}
m_{j}=k_{1}+k_{2}+\cdots+k_{j-1}, j=1, \ldots, r \tag{3.3}
\end{equation*}
$$

(with the convention $m_{1}=0$ ). We associate to our matrix $A$ the linear operator

$$
\partial_{A}: S\left(m_{1}, m_{2}, \ldots, m_{r}\right)^{k_{0}+1} \rightarrow S\left(1+m_{1}, 1+m_{2}, \ldots, 1+m_{r}\right)
$$

given by $\partial_{A}\left(g_{0}, \ldots, g_{k_{0}}\right)=\sum_{i=0}^{k_{0}} f_{i} g_{i}$.
Proposition 3.2. Each of the spaces $S\left(m_{1}, m_{2}, \ldots, m_{r}\right)^{k_{0}+1}$ and $S\left(1+m_{1}, 1+\right.$ $\left.m_{2}, \ldots, 1+m_{r}\right)$ has the same dimension $N=\frac{\left(k_{0}+1\right)!}{k_{1}!k_{2}!\cdots k_{r}!}$.
Proof. This follows at once from the standard fact that $\operatorname{dim}\left(S^{m}\left(\mathbf{C}^{k+1}\right)\right)=\binom{k+m}{k}$.
Let us choose in each of the spaces $S\left(m_{1}, \ldots, m_{r}\right)^{k_{0}+1}$ and $S\left(1+m_{1}, \ldots, 1+\right.$ $m_{r}$ ) the basis consisting of monomials. We will denote by the same symbol $\partial_{A}$ the matrix of the operator $\partial_{A}$ in these bases. By Proposition 3.2, this matrix is square.

Theorem 3.3. We have $\operatorname{Det}(A)=\operatorname{det}\left(\partial_{A}\right)$.
Proof. Our statement is in fact a special case of Proposition 2.2 Chapter 13. Because of the significance of the result we give an independent "elementary" proof.

First suppose that $A$ is degenerate. By Theorem 3.1, this means that the system (3.2) has a non-trivial solution $x$. This obviously implies that each polynomial $h \in \operatorname{Im}\left(\partial_{A}\right)$ vanishes at $x$. Therefore, $\partial_{A}$ is not onto, and so $\operatorname{det}\left(\partial_{A}\right)=0$. This implies that the polynomial $\operatorname{det}\left(\partial_{A}\right)$ is divisible by $\operatorname{Det}(A)$.

Clearly, each entry of the matrix $\partial_{A}$ is a linear form in the matrix entries of $A$. Comparing Proposition 3.2 with Corollary 2.6 we see that the polynomials $\operatorname{Det}(A)$ and $\operatorname{det}\left(\partial_{A}\right)$ have the same degree. Therefore, Theorem 3.3 is a consequence of the following lemma.

Lemma 3.4. The polynomial $\operatorname{det}\left(\partial_{A}\right)$ is non-zero, and it is irreducible over $\mathbf{Z}$.
Proof of Lemma 3.4. It suffices to exhibit a matrix $E$ with integral entries such that $\operatorname{det}\left(\partial_{E}\right)= \pm 1$ (recall that $\operatorname{Det}(E)$ is defined only up to sign). Let $E$ be the matrix whose entry $a_{i_{1}, \ldots, i_{r}, i_{0}}$ is equal to 1 if $i_{0}=i_{1}+\cdots+i_{r}$, and is equal to 0 otherwise. To show that $\operatorname{det}\left(\partial_{E}\right)= \pm 1$ it is enough to establish the following.

Proposition 3.5. The matrix $\partial_{E}$ becomes triangular with ones along the main diagonal under a suitable ordering of its rows and columns.
Proof. First we give an explicit description of the matrix $\partial_{A}$. We identify the set of all monomials of degree $m$ in $(k+1)$ variables $x_{0}, \ldots, x_{k}$ with the set of their exponent vectors

$$
\Delta^{k}(m)=\left\{b=\left(b_{0}, \ldots, b_{k}\right) \in \mathbf{Z}^{k+1}: b_{i} \geq 0, \sum b_{i}=m\right\}
$$

Thus the set of all monomials in $S\left(m_{1}, \ldots, m_{r}\right)$ is identified with

$$
D=D\left(k_{1}, \ldots, k_{r}\right)=\Delta^{k_{1}}\left(m_{1}\right) \times \cdots \times \Delta^{k_{r}}\left(m_{r}\right)
$$

and the set of all monomials in $S\left(1+m_{1}, 1+m_{2}, \ldots, 1+m_{r}\right)$ with

$$
R=R\left(k_{1}, \ldots, k_{r}\right)=\Delta^{k_{1}}\left(1+m_{1}\right) \times \cdots \times \Delta^{k_{r}}\left(1+m_{r}\right)
$$

Now the rows of $\partial_{A}$ are labeled by the set $R$, and the columns are labeled by $C=C\left(k_{1}, \ldots, k_{r}\right)=D \times\left[0, k_{0}\right]$, where $\left[0, k_{0}\right]=\left\{0,1, \ldots, k_{0}\right\}$. We will denote a matrix entry of $\partial_{A}$ by

$$
\left\langle\mathbf{c} ; i_{0} \mid \mathbf{b}\right\rangle=\left\langle c^{(1)}, \ldots, c^{(r)} ; i_{0} \mid b^{(1)}, \ldots, b^{(r)}\right\rangle
$$

where $\mathbf{c}=\left(c^{(1)}, \ldots, c^{(r)}\right) \in D, i_{0} \in\left[0, k_{0}\right], \mathbf{b}=\left(b^{(1)}, \ldots, b^{(r)}\right) \in R$. We say that $\mathbf{b}$ covers $\mathbf{c}$ if $b^{(j)}-c^{(j)}$ has the form $e_{i_{j}}$ for each $j=1, \ldots, r$, where $e_{i}$ is a vector with the $i$-th component 1 and zeros elsewhere; in this case we write $\mathbf{b} \longrightarrow \mathbf{c}$ or $\mathbf{b} \xrightarrow{i_{1} \ldots i_{r}} \mathbf{c}$. By definition, $\left\langle\mathbf{c} ; i_{0} \mid \mathbf{b}\right\rangle=0$ unless $\mathbf{b}$ covers $\mathbf{c}$; if $\mathbf{b} \xrightarrow{i_{1} \ldots i_{r}} \mathbf{c}$ then $\left\langle\mathbf{c} ; i_{0} \mid \mathbf{b}\right\rangle=a_{i_{1}, \ldots, i_{r}, i_{0}}$.

In particular, we see that $\partial_{E}$ is a $(0,1)$-matrix, and its entry $\left\langle\mathbf{c} ; i_{0} \mid \mathbf{b}\right\rangle$ is equal to 1 if and only if $\mathbf{b} \xrightarrow{i_{1} \ldots i_{r}} \mathbf{c}$ for some $i_{1}, \ldots, i_{r}$ such that $i_{1}+\cdots+i_{r}=i_{0}$. In this case we say that $\mathbf{b} \in R$ and $\left(\mathbf{c} ; i_{0}\right) \in C$ are incident to each other.

For $0 \leq j \leq r$ we let

$$
R_{j}=R_{j}\left(k_{1}, \ldots, k_{r}\right)=\left\{\mathbf{b} \in R: b_{k_{p}}^{(p)}>0 \text { for } j<p \leq r, b_{k_{j}}^{(j)}=0\right\}
$$

(for $j=0$ the last condition is empty). For $1 \leq j \leq r$ we let

$$
\begin{gathered}
C_{j}=C_{j}\left(k_{1}, \ldots, k_{r}\right) \\
=\left\{\left(\mathbf{c} ; i_{0}\right) \in C: c_{k_{p}}^{(p)}>0 \text { for } j<p \leq r, c_{k_{j}}^{(j)}=0, i_{0}<k_{0}\right\}
\end{gathered}
$$

also let

$$
C_{0}=C_{0}\left(k_{1}, \ldots, k_{r}\right)=\left\{\left(\mathbf{c} ; i_{0}\right) \in C: i_{0}=k_{0}, \mathbf{c} \text { arbitrary }\right\}
$$

## Lemma 3.6.

(a) We have

$$
R=\bigcup_{0 \leq j \leq r} R_{j}, \quad C=\bigcup_{0 \leq j \leq r} C_{j},
$$

both unions disjoint.
(b) If $\mathbf{b} \in R_{j}$ is incident to $\left(\mathbf{c} ; i_{0}\right) \in C_{p}$ then $p \geq j$.
(c) For every $\left(\mathbf{c} ; i_{0}\right) \in C_{0}$ there is exactly one $\mathbf{b} \in R$ which is incident to $\left(\mathbf{C} ; i_{0}\right)$.
(d) For every $j=1, \ldots, r$ there are natural bijections

$$
\begin{aligned}
R_{j}\left(k_{1}, \ldots, k_{r}\right) & \longrightarrow R\left(k_{1}, \ldots, k_{j-1}, k_{j}-1, k_{j+1}, \ldots, k_{r}\right), \\
C_{j}\left(k_{1}, \ldots, k_{r}\right) & \longrightarrow C\left(k_{1}, \ldots, k_{j-1}, k_{j}-1, k_{j+1}, \ldots, k_{r}\right)
\end{aligned}
$$

such that the elements $\mathbf{b} \in R_{j}\left(k_{1}, \ldots, k_{r}\right)$ and $\left(\mathbf{c} ; i_{0}\right) \in C_{j}\left(k_{1}, \ldots, k_{r}\right)$ are incident to each other if and only if their images are incident to each other.

Proof. Statements (a) to (c) are immediate consequences of the definitions. The bijections in (d) are defined as follows. The image of $\mathbf{b} \in R_{j}\left(k_{1}, \ldots, k_{r}\right)$ is obtained from $\mathbf{b}$ by forgetting the coordinate $b_{k_{j}}^{(j)}$ and subtracting 1 from $b_{k_{p}}^{(p)}$ for $j<p \leq r$; the image of $\left(\mathbf{c} ; i_{0}\right) \in C_{j}\left(k_{1}, \ldots, k_{r}\right)$ is defined in exactly the same way (with $i_{0}$ remaining unchanged). Now (d) is also straightforward.

We can now easily complete the proof of Proposition 3.5. Choose an ordering of $R$ so that elements of $R_{j}$ will precede elements of $R_{p}$ for $j<p$ (and similarly for $C$ ). By Lemma 3.6 (b), under such orderings the matrix $\partial_{E}$ becomes block triangular with $(r+1)$ diagonal blocks, the $j$-th block being the incidence matrix for the incidence relation between $R_{j}$ and $C_{j}$, where $0 \leq j \leq r$. By Lemma 3.6 (c), the 0 -th block becomes the identity matrix under a suitable ordering of $R_{0}$ and $C_{0}$. But if $1 \leq j \leq r$ then by Lemma $3.6(\mathrm{~d})$, the $j$-th block of $\partial_{E}$ coincides with the matrix of the same type $\partial_{E}$ of the smaller format $\left(k_{1}+1\right) \times \cdots \times\left(k_{j-1}+1\right) \times$ $k_{j} \times\left(k_{j+1}+1\right) \times \cdots \times\left(k_{r}+1\right) \times k_{0}$. Using induction on $k_{0}=k_{1}+\cdots+k_{r}$, we can assume that all the diagonal blocks of $\partial_{E}$ can be made unitriangular by a permutation of rows and columns. Therefore, the same is true for $\partial_{E}$ itself. This proves Proposition 3.5, and hence Lemma 3.4 and Theorem 3.3.

The matrix $E$ can be viewed as a multidimensional analog of the identity matrix. In fact, we can show easily that the corresponding system (3.2) has only a trivial solution. To see this we represent each vector $x^{(j)}=\left(x_{0}^{(j)}, x_{1}^{(j)}, \ldots, x_{k_{j}}^{(j)}\right)$
by a "generating" polynomial $P^{(j)}(t)=\sum_{i=0}^{k_{j}} x_{i}^{(j)} t^{i}$. Then the system (3.2) for $A=E$ can be written

$$
P^{(1)}(t) P^{(2)}(t) \cdots P^{(r)}(t)=0
$$

which implies that some $P^{(j)}(t)$ is a zero polynomial, i.e., $x^{(j)}=0$.
Proposition 3.5 has an interesting combinatorial corollary.
Corollary 3.7. There exists exactly one bijection $\varphi: R \rightarrow C$ such that $\varphi(\mathbf{b})$ is incident to $\mathbf{b}$ for each $\mathbf{b} \in R$.

The bijection $\varphi$ from Corollary 3.7 and its inverse can be explicitly constructed as follows. For $\mathbf{b}=\left(b^{(1)}, \ldots, b^{(r)}\right) \in R$, we define the indices $i_{1}, \ldots, i_{r}$ successively: if $i_{1}, \ldots, i_{j-1}$ are already constructed, we define $i_{j}$ as the minimal index such that

$$
b_{0}^{(j)}+b_{1}^{(j)}+\cdots+b_{i_{j}}^{(j)}>i_{1}+i_{2}+\cdots+i_{j-1}
$$

(the index $i_{1}$ is defined by $b^{(1)}=e_{i_{1}}$ ). We define then

$$
\begin{equation*}
\varphi(\mathbf{b})=\left(b^{(1)}-e_{i_{1}}, \ldots, b^{(r)}-e_{i_{r}} ; i_{1}+\cdots+i_{r}\right) \tag{3.4}
\end{equation*}
$$

It is easy to see that $\varphi$ is a well-defined mapping from $R$ to $C$ such that $\varphi(\mathbf{b})$ is incident to b for each $\mathrm{b} \in R$.

To show that $\varphi$ is a bijection we construct the inverse mapping $\psi: C \rightarrow R$. For $\left(c^{(1)}, \ldots, c^{(r)} ; i_{0}\right) \in C$ we define the indices $i_{r}, i_{r-1}, \ldots, i_{1}$ successively: if $i_{r}, \ldots, i_{j+1}$ are already constructed, we define $i_{j}$ as the minimal index such that

$$
\left(1+c_{0}^{(j)}\right)+\left(1+c_{1}^{(j)}\right)+\cdots+\left(1+c_{i_{j}}^{(j)}\right)>i_{0}-i_{r}-\cdots-i_{k+1}
$$

Now we define

$$
\begin{equation*}
\psi\left(\mathbf{c} ; i_{0}\right)=\left(c^{(1)}+e_{i_{1}}, \ldots, c^{(r)}+e_{i_{r}}\right) \tag{3.5}
\end{equation*}
$$

It is straightforward to verify that $\psi$ is well-defined, and both compositions $\psi \circ \varphi$ and $\varphi \circ \psi$ are identity mappings.

Example 3.8. Let $r=3$ and $k_{0}=2, k_{1}=k_{2}=1$, i.e., $A=\left(a_{i j k}\right)(0 \leq i, j \leq$ $1,0 \leq k \leq 2$ ) is a 3-dimensional matrix of format $2 \times 2 \times 3$. Let $A_{0}$ and $A_{1}$ be two slices of $A$ in the second direction, i.e.,

$$
A_{j}=\left(\begin{array}{lll}
a_{0 j 0} & a_{0 j 1} & a_{0 j 2} \\
a_{1 j 0} & a_{1 j 1} & a_{1 j 2}
\end{array}\right)(j=0,1) .
$$

Then the $6 \times 6$ matrix $\partial_{A}$ can be written as the block matrix

$$
\partial_{A}=\left(\begin{array}{cc}
A_{0} & 0  \tag{3.6}\\
A_{1} & A_{0} \\
0 & A_{1}
\end{array}\right)
$$

This corresponds to the following ordering of the sets $R$ and $C$ :

$$
\begin{aligned}
& R=\{(0,0),(1,0),(0,1),(1,1),(0,2),(1,2)\} \\
& C=\{(0 ; 0),(0 ; 1),(0 ; 2),(1 ; 0),(1 ; 1),(1 ; 2)\}
\end{aligned}
$$

where $(a, b)$ stands for $((1-a, a),(2-b, b)) \in \Delta^{1}(1) \times \Delta^{1}(2)=R$, and $(c ; k)$ stands for $((1-c, c) ; k) \in \Delta^{1}(1) \times[0,2]=C$. By Theorem 3.3, we have $\operatorname{Det}(A)=\operatorname{det}\left(\partial_{A}\right)$. This polynomial can be rewritten in many different ways. For instance, taking the Laplace expansion of $\operatorname{det}\left(\partial_{A}\right)$ in three first columns we see that

$$
\begin{array}{r}
\operatorname{Det}(A)=\operatorname{det}\left(\begin{array}{lll}
a_{000} & a_{001} & a_{002} \\
a_{100} & a_{101} & a_{102} \\
a_{010} & a_{011} & a_{012}
\end{array}\right) \operatorname{det}\left(\begin{array}{lll}
a_{100} & a_{101} & a_{102} \\
a_{010} & a_{011} & a_{012} \\
a_{110} & a_{111} & a_{112}
\end{array}\right)  \tag{3.7}\\
\quad-\operatorname{det}\left(\begin{array}{lll}
a_{000} & a_{001} & a_{002} \\
a_{100} & a_{101} & a_{102} \\
a_{110} & a_{111} & a_{112}
\end{array}\right) \operatorname{det}\left(\begin{array}{lll}
a_{000} & a_{001} & a_{002} \\
a_{010} & a_{011} & a_{012} \\
a_{110} & a_{111} & a_{112}
\end{array}\right) .
\end{array}
$$

Mure examples for three dimensional matrices will be given in subsection D below.

The expression (3.7) has a nice geometric interpretation. The $3 \times 3$ determinants appearing in (3.7) can be viewed as Plücker coordinates (or "brackets") on the variety of lines in $P^{3}$, and (3.7) is the Chow form of the Segre subvariety $P^{1} \times P^{1} \subset P^{3}$.

Returning to general boundary format, we can always interpret the hyperdeterminant as the Chow form of the subvariety $P^{k_{1}} \times \cdots \times P^{k_{r}}$ in the Segre embedding. Therefore, an expression of type (3.7) can be given for an arbitrary boundary format. To do this we introduce some terminology. For every subset $\sigma \subset\left[0, k_{1}\right] \times \cdots \times\left[0, k_{r}\right]$ of cardinality $k_{0}+1$ we define the polynomial $[\sigma]=[\sigma](A)$ to be

$$
\begin{equation*}
[\sigma]=\operatorname{det}\left(a_{\mathbf{i}, i_{0}}\right)\left(\mathbf{i} \in \sigma, 0 \leq i_{0} \leq k_{0}\right) \tag{3.8}
\end{equation*}
$$

(note that if we do not specify an ordering of $\sigma$ then $[\sigma]$ is defined only up to sign).
Let $R$ and $D$ have the same meaning as above. We say that a mapping $\pi: R \rightarrow D$ is a covering if it satisfies two conditions:
(1) An element $b$ covers $\pi(b)$ for each $b \in R$.
(2) For each $\mathbf{c} \in D$ the subset $\pi^{-1}(\mathbf{c}) \subset R$ has cardinality $k_{0}+1$.

To every covering $\pi: R \rightarrow D$ and every $\mathbf{c}=\left(c^{(1)}, \ldots, c^{(r)}\right) \in D$, we associate a subset $\sigma_{\pi}(\mathbf{c}) \subset\left[0, k_{1}\right] \times \cdots \times\left[0, k_{r}\right]$ of cardinality $k_{0}+1$ in the following way:

$$
\sigma_{\pi}(\mathbf{c})=\left\{\left(i_{1}, \ldots, i_{r}\right):\left(c^{(1)}+e_{i_{1}}, \ldots, c^{(r)}+e_{i_{r}}\right) \in \pi^{-1}(\mathbf{c})\right\}
$$

Proposition 3.9. The hyperdeterminant $\operatorname{Det}(A)$ can be written $\sum_{\pi} \pm \prod_{\mathbf{C} \in D}\left[\sigma_{\pi}(\mathbf{c})\right]$, the sum over all coverings $\pi: R \rightarrow D$.

Proof. Consider the Laplace expansion of $\operatorname{det}\left(\partial_{A}\right)$ corresponding to the following grouping of columns of $\partial_{A}$ : we join together the columns ( $\mathbf{c} ; i_{0}$ ) having the same component $\mathbf{c}$. By definition, summands in the Laplace expansion correspond to coverings $\pi: R \rightarrow D$, the summand corresponding to a covering $\pi$ being just $\pm \prod_{\mathbf{c} \in D}\left[\sigma_{\pi}(\mathbf{c})\right]$.

Note that the signs in Proposition 3.9 are determined directly once we specify orderings of all subsets $\sigma$; since $\operatorname{Det}(A)$ itself is defined only up to sign, we can actually compute only the ratio of signs for every two summands.

Note also that even the existence of a covering $\pi: R \rightarrow D$ is a non-trivial combinatorial fact. Obviously, this implies (and in fact is equivalent to) the following property: for every subset $\Xi \subset D$ we have

$$
\#\{\mathbf{b} \in R: \mathbf{b} \text { covers } \mathbf{C} \text { for some } \mathbf{c} \in \Xi\} \geq\left(k_{0}+1\right) \cdot \#(\Xi)
$$

## C. Another geometric interpretation

Now we give another geometric interpretation of $\operatorname{Det}(A)$ for the boundary format. Let $V^{\prime}$ be the space of all matrices of format $\left(k_{2}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$. Let $\nabla^{\prime}$ be the variety of all degenerate matrices in $V^{\prime}$, and let $X^{\prime} \subset P\left(V^{\prime}\right)$ be the projectivization of $\nabla^{\prime}$. By Theorem $3.1^{\prime}, X^{\prime}$ has codimension $k_{0}-\left(k_{2}+\cdots+\right.$ $\left.k_{r}\right)+1=k_{1}+1$ in $P\left(V^{\prime}\right)$. Consider its Chow form $R_{X^{\prime}}$ : by definition, this is an element of the coordinate ring of the Grassmann variety $G\left(k_{1}+1, V^{\prime}\right)$ which defines the hypersurface

$$
\left\{\xi \in G\left(k_{1}+1, V^{\prime}\right): \xi \cap X^{\prime} \neq \emptyset\right\}
$$

We will show that this Chow form is given by the hyperdeterminant of the boundary format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$.

To be more precise we represent a matrix $A$ of this boundary format as an ordinary (two-dimensional) matrix ( $a_{i_{1}, j}$ ) of the format

$$
\left(k_{1}+1\right) \times\left[\left(k_{2}+1\right) \cdots\left(k_{r}+1\right)\left(k_{0}+1\right)\right],
$$

where $i_{1} \in\left[0, k_{1}\right]$, and $j$ is a multi-index $\left(i_{2}, \ldots, i_{r}, i_{0}\right) \in\left[0, k_{2}\right] \times \cdots \times\left[0, k_{r}\right] \times$ $\left[0, k_{0}\right]$. Thus, $A$ represents a linear operator $\tilde{A}: \mathbf{C}^{k_{1}+1} \longrightarrow V^{\prime}$. Clearly, for all $A$ except the subvariety of codimension more than 1 , we have rk $(\tilde{A})=k_{1}+1$, i.e., $\operatorname{Im}(\tilde{A}) \in G\left(k_{1}+1, V^{\prime}\right)$.
Theorem 3.10. The Chow form $R_{X^{\prime}}$ evaluated at $\operatorname{Im}(\tilde{A})$ is equal to $\operatorname{Det}(A)$.
Proof. Remembering all the definitions, we have only to prove that $A$ is degenerate if and only if $\tilde{A}(x) \in \nabla^{\prime}$ for some non-zero $x \in \mathbf{C}^{k_{1}+1}$. But this follows at once from characterizations of degenerate matrices given by Theorems 3.1 and $3.1^{\prime}$ (we apply Theorem 3.1 to $A$ and Theorem $3.1^{\prime}$ to $\tilde{A}(x) \in V^{\prime}$ ).

Note that the format $\left(k_{2}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$ is (up to permutation of its $r$ directions) an arbitrary format not satisfying (1.4), i.e., such that the variety $\nabla^{\prime}$ of all degenerate matrices of this format is of codimension $\geq 1$. Since any subvariety in the projective space can be recovered from its Chow form (see Section 2C Chapter 3), it is possible to express the conditions of degeneracy in terms of the hyperdeterminant of boundary format. These conditions take the following form (cf. Corollary 2.6 Chapter 3 ).

Corollary 3.11. A matrix $A^{\prime}$ of format $\left(k_{2}+1\right) \times \cdots \times\left(k_{r}+1\right) \times\left(k_{0}+1\right)$ is degenerate if and only if the hyperdeterminant $\operatorname{Det}(A)$ of the boundary format $\left(k_{1}+1\right) \times\left(k_{2}+1\right) \times \cdots \times\left(k_{0}+1\right)$ vanishes whenever $A$ has $A^{\prime}$ as a slice in the first direction.

To make Theorem 3.10 more explicit, we represent $R_{X^{\prime}}$ as a polynomial in Plücker coordinates [ $\Omega$ ] on the Grassmannian $G\left(k_{1}+1, V^{\prime}\right)$, where $\Omega$ runs over the subsets of $\left[0, k_{2}\right] \times \cdots \times\left[0, k_{r}\right] \times\left[0, k_{0}\right]$ of cardinality $\left(k_{1}+1\right)$. For such a subset we denote by $[\Omega]=[\Omega](A)$ the corresponding Plücker coordinate of $\operatorname{Im}(\tilde{A})$, i.e., the minor

$$
\begin{equation*}
[\Omega]=\operatorname{det}\left(a_{i_{1}, \mathbf{j}}\right), i_{1} \in\left[0, k_{1}\right], \mathbf{j} \in \Omega \tag{3.9}
\end{equation*}
$$

(as the polynomials [ $\sigma$ ] above, $[\Omega]$ is defined only up to sign). Then Theorem 3.10 means, in particular, that Det ( $A$ ) can be expressed as a polynomial in these minors. Such an expression can be given quite explicitly in full analogy with Proposition 3.9. For this we need some more terminology.

Let $R^{\prime}=\Delta^{k_{2}}\left(1+m_{2}\right) \times \cdots \times \Delta^{k_{r}}\left(1+m_{r}\right)$, where $m_{2}, \ldots, m_{r}$ are given by (3.3) (thus the set $R$ of row indices for the matrix $\partial_{A}$ in subsection $B$ is equal to
$\left.\Delta^{k_{1}}(1) \times R^{\prime}\right)$. Let $C=D \times\left[0, k_{0}\right]$ have the same meaning as in subsection B . We say that $\left(\mathbf{c} ; i_{0}\right)=\left(c^{(1)}, c^{(2)}, \ldots, c^{(r)} ; i_{0}\right) \in C$ covers $\mathbf{b}^{\prime}=\left(b^{(2)}, \ldots, b^{(r)}\right) \in R^{\prime}$ if $b^{(j)}-c^{(j)}$ has the form $e_{i_{j}}$ for $j=2,3, \ldots, r$. We say that a mapping $\tau: C \longrightarrow R^{\prime}$ is a covering if it satisfies two conditions:
(1) Every ( $\left.\mathbf{c} ; i_{0}\right) \in C$ covers its image $\tau\left(\mathbf{C} ; i_{0}\right)$.
(2) For each $\mathbf{b}^{\prime} \in R^{\prime}$ the fiber $\tau^{-1}\left(\mathbf{b}^{\prime}\right) \subset C$ has cardinality $k_{1}+1$.

To every covering $\tau: C \rightarrow R^{\prime}$ and every $\mathbf{b}^{\prime}=\left(b^{(2)}, \ldots, b^{(r)}\right) \in R^{\prime}$ we associate the subset $\Omega_{\tau}\left(\mathbf{b}^{\prime}\right) \subset\left[0, k_{2}\right] \times \cdots \times\left[0, k_{r}\right] \times\left[0, k_{0}\right]$ of cardinality $k_{1}+1$ in the following way:

$$
\Omega_{\tau}\left(\mathbf{b}^{\prime}\right)=\left\{\left(i_{2}, \ldots, i_{r}, i_{0}\right):\left(0, b^{(2)}-e_{i_{2}}, \ldots, b^{(r)}-e_{i_{r}} ; i_{0}\right) \in \tau^{-1}\left(\mathbf{b}^{\prime}\right)\right\}
$$

Proposition 3.12. The hyperdeterminant Det (A) can be written

$$
\sum_{\tau} \pm \prod_{b^{\prime} \in R^{\prime}}\left[\Omega_{\tau}\left(\mathbf{b}^{\prime}\right)\right]
$$

the sum over all coverings $\tau: C \rightarrow R^{\prime}$.
Proof. Consider the Laplace expansion of $\operatorname{det}\left(\partial_{A}\right)$ corresponding to the following grouping of rows of $\partial_{A}$ : we join together the rows $\left(b^{(1)}, b^{\prime}\right)$ having the same component $\mathbf{b}^{\prime}$. By definition, summands in the Laplace expansion correspond to coverings $\tau: C \rightarrow R^{\prime}$, the summand corresponding to a covering $\tau$ being just $\pm \prod_{\mathbf{b}^{\prime} \in R^{\prime}}\left[\Omega_{\mathfrak{r}}\left(\mathbf{b}^{\prime}\right)\right]$.

Combining Theorem 3.3 with Proposition 1.8, we obtain $r$ ! different determinantal formulas for the hyperdeterminant $\operatorname{Det}(A)$ of an $(r+1)$-dimensional boundary format. Namely, for each permutation $\sigma$ of indices $1, \ldots, r, r+1$ leaving $(r+1)$ invariant we have

$$
\begin{equation*}
\operatorname{Det}(A)=\operatorname{det}\left(\partial_{\sigma(A)}\right), \tag{3.10}
\end{equation*}
$$

where $\partial_{\sigma(A)}$ is a square matrix constructed as in the proof of Lemma 3.4 but with respect to the "transpose" matrix $\sigma(A)$ instead of $A$. All the matrices $\partial_{\sigma(A)}$ are of the same order and consist of zeros and matrix entries of $A$. But their block structures can differ substantially, so it is far from obvious that they have the same determinant. In particular, the expressions for $\operatorname{Det}(A)$ as Chow forms given by Propositions 3.9 and 3.12 depend upon the choice of $\sigma$. Of course, two different expressions for the same Chow form can be transformed one to another by means of Plücker relations on the corresponding Grassmannian. In order to avoid cumbersome indices we illustrate all these phenomena by treating in great details the case of three-dimensional matrices.

## D. Three-dimensional boundary format

Now we deal with the matrices of a three-dimensional boundary format. We reproduce the results of previous subsections but also add some further results. It will be convenient to modify our notation as follows. We fix three positive integers $m, n, p \geq 2$ with $n=m+p-1$. Let $\mathbf{C}^{m \times n \times p}$ denote the space of matrices of boundary format $m \times n \times p$. We write a matrix $A \in \mathbf{C}^{m \times n \times p}$ as $A=\left(a_{i j k}\right)_{i \in[m], j \in[n], k \in[p]}$, where we use the notation $[m]=\{1,2, \ldots, m\}$. By Corollary 2.6 , the hyperdeterminant is a polynomial in matrix entries $a_{i j k}$ of degree $\frac{n!}{(m-1)!(p-1)!}$.

A matrix $A \in \mathbf{C}^{m \times n \times p}$ can be represented by each of three ordinary matrices $A^{12} \in \mathbf{C}^{m n \times p}, A^{13} \in \mathbf{C}^{n \times m p}, A^{23} \in \mathbf{C}^{n p \times m}$. Here $A^{12}$ has the same entries as $A$ but they are arranged so that the row index set is $[m] \times[n]$, and the column index set is [ $p$ ] (likewise for $A^{13}$ and $A^{23}$ ). For example, if $A$ has format $3 \times 4 \times 2$ then

$$
\begin{aligned}
& A^{12}=\left(\begin{array}{ll}
a_{111} & a_{112} \\
a_{121} & a_{122} \\
a_{131} & a_{132} \\
a_{141} & a_{142} \\
a_{211} & a_{212} \\
a_{221} & a_{222} \\
a_{231} & a_{232} \\
a_{241} & a_{242} \\
a_{311} & a_{312} \\
a_{321} & a_{322} \\
a_{331} & a_{332} \\
a_{341} & a_{342}
\end{array}\right), \\
& A^{13}=\left(\begin{array}{llllll}
a_{111} & a_{112} & a_{211} & a_{212} & a_{311} & a_{312} \\
a_{121} & a_{122} & a_{221} & a_{222} & a_{321} & a_{322} \\
a_{131} & a_{132} & a_{231} & a_{232} & a_{331} & a_{332} \\
a_{141} & a_{142} & a_{241} & a_{242} & a_{341} & a_{342}
\end{array}\right) \\
& A^{23}=\left(\begin{array}{lll}
a_{111} & a_{211} & a_{311} \\
a_{112} & a_{212} & a_{312} \\
a_{121} & a_{221} & a_{321} \\
a_{122} & a_{222} & a_{322} \\
a_{131} & a_{231} & a_{331} \\
a_{132} & a_{232} & a_{332} \\
a_{141} & a_{241} & a_{341} \\
a_{142} & a_{242} & a_{342}
\end{array}\right)
\end{aligned}
$$

The three "flattenings" of $A$ give rise to three different geometric interpretations of the degeneracy of $A$ and of $\operatorname{Det}(A)$.

1. Let $\alpha^{12}: \mathbf{C}^{p} \rightarrow \mathbf{C}^{m \times n}$ be the linear map with matrix $A^{12}$. We interpret the $p \times p$ minors of $A^{12}$ as the Plücker coordinates on the Grassmannian of subspaces of dimension $p$ in $\mathbf{C}^{m \times n}$. Now Theorem 3.10 takes the following form.
Proposition 3.13. A matrix $A$ is degenerate if and only if either $\mathrm{rk}\left(A^{12}\right)<p$, or $\operatorname{rk}\left(A^{12}\right)=p$ and $\operatorname{Im}\left(\alpha^{12}\right)$ has non-zero intersection with the variety $\nabla_{m, n}$ of degenerate $m \times n$ matrices. The hyperdeterminant $\operatorname{Det}(A)$ is a polynomial of degree $\binom{n}{p}$ in the $p \times p$ minors of $A^{12}$, and this polynomial is the Chow form of $P\left(\nabla_{m, n}\right)$.
2. Let $\alpha^{13}: \mathbf{C}^{m \times p} \rightarrow \mathbf{C}^{n}$ be the linear map with matrix $A^{13}$. Now we interpret the $n \times n$ minors of $A^{13}$ as the dual Plücker coordinates on the Grassmannian of subspaces of codimension $n$ in $\mathbf{C}^{m \times p}$. The following result is a geometric reformulation of Theorem 3.1.

Proposition 3.14. A matrix $A$ is degenerate if and only if either $\mathrm{rk}\left(A^{13}\right)<n$, or $\operatorname{rk}\left(A^{13}\right)=n$ and $\operatorname{Ker}\left(\alpha^{13}\right)$ has non-zero intersection with the variety $\nabla_{m, p}^{1}$ of $m \times p$ matrices of rank 1. The hyperdeterminant $\operatorname{Det}(A)$ is a polynomial of degree $\binom{n-1}{m-1}$ in the $n \times n$ minors of $A^{13}$, and this polynomial is the Chow form of $P^{m-1} \times P^{p-1}$ in the Segre embedding.
3. Let $\alpha^{23}: \mathbf{C}^{m} \rightarrow \mathbf{C}^{n \times p}$ be the linear map with matrix $A^{23}$. We interpret the $m \times m$ minors of $A^{23}$ as the Plücker coordinates on the Grassmannian of subspaces of dimension $m$ in $\mathbf{C}^{n \times p}$. Interchanging the roles of $m$ and $p$ in Proposition 3.13, we obtain the following.
Proposition 3.15. A matrix $A$ is degenerate if and only if either $\mathrm{rk}\left(A^{23}\right)<m$, or $\operatorname{rk}\left(A^{23}\right)=m$ and $\operatorname{Im}\left(\alpha^{23}\right)$ has non-zero intersection with the variety $\nabla_{n, p}$ of degenerate $n \times p$ matrices. The hyperdeterminant $\operatorname{Det}(A)$ is a polynomial of degree $\binom{n}{m}$ in the $m \times m$ minors of $A^{23}$, and this polynomial is the Chow form of $P\left(\nabla_{n, p}\right)$.

Now we present several explicit polynomial expressions for the hyperdeterminant of the boundary $m \times n \times p$ format. We start with Sylvester type formulas. Let $f_{1}, f_{2}, \ldots, f_{n}$ be linear forms on $\mathbf{C}^{m \times p}$ corresponding to the rows of $A^{13}$. We can also think of $f_{1}, f_{2}, \ldots, f_{n}$ as bilinear forms on $\mathbf{C}^{m} \times \mathbf{C}^{p}$ given by

$$
\begin{equation*}
f_{j}\left(x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{p}\right)=\sum_{i, k} a_{i j k} x_{i} y_{k} \tag{3.11}
\end{equation*}
$$

For every two integers $q, r \geq 0$ let $S(q, r)$ denote the space of bihomogeneous forms in $x_{1}, \ldots, x_{m}, y_{1}, \ldots, y_{p}$ having degree $q$ in $x_{1}, \ldots, x_{m}$ and degree $r$ in $y_{1}, \ldots, y_{p}$. In particular, $f_{1}, f_{2}, \ldots, f_{n} \in S(1,1)$. We define a linear map $\Phi_{q, r}$ : $S(q, r) \otimes \mathbf{C}^{n} \rightarrow S(q+1, r+1)$ by

$$
\begin{equation*}
\Phi_{q, r}\left(g_{1} \otimes e_{1}+\cdots+g_{n} \otimes e_{n}\right)=g_{1} f_{1}+\cdots+g_{n} f_{n} \tag{3.12}
\end{equation*}
$$

where $e_{1}, \ldots, e_{n}$ is the standard basis in $\mathbf{C}^{n}$. We denote by the same symbol $\Phi_{q, r}$ the matrix of this linear map in the bases consisting of monomials in $S(q+1, r+1)$ and of monomials tensored with the $e_{j}$ 's in $S(q, r) \otimes \mathbf{C}^{n}$. The following is a special case of Theorem 3.3 (and also of Proposition 2.2 Chapter 13).

Proposition 3.16. Each of the matrices $\Phi_{0, m-1}$ and $\Phi_{p-1,0}$ is square of order $\frac{n!}{(m-1)!(p-1)!}$, and

$$
\begin{equation*}
\operatorname{Det}(A)=\operatorname{det}\left(\Phi_{0, m-1}\right)=\operatorname{det}\left(\Phi_{p-1,0}\right) \tag{3.13}
\end{equation*}
$$

To present the matrix $\Phi_{0, m-1}$ in a more explicit form, we use the notation

$$
\Delta^{p-1}(m)=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{p}\right) \in \mathbf{Z}_{+}^{p}: \alpha_{1}+\alpha_{2}+\cdots+\alpha_{p}=m\right\}
$$

Then the columns of $\Phi_{0, m-1}$ are labeled by $\Delta^{p-1}(m-1) \times[n]$, and the rows are labeled by $[m] \times \Delta^{p-1}(m)$. The matrix entry $\langle i, \alpha \mid \beta, j\rangle$ of $\Phi_{0, m-1}$ is equal to $a_{i j k}$ if $\alpha=\beta+e_{k}$ for some $k \in[p]$, and 0 otherwise. The matrix $\Phi_{0, m-1}$ is described in exactly the same way with $m$ and $p$ interchanged.

For the $3 \times 4 \times 2$ format these matrices are as follows:

$$
\Phi_{0,2}=\left(\begin{array}{ccc}
A_{\bullet \bullet 1} & 0 & 0 \\
A_{\bullet \bullet 2} & A_{\bullet \bullet 1} & 0 \\
0 & A_{\bullet \bullet 2} & A_{\bullet \bullet 1} \\
0 & 0 & A_{\bullet \bullet 2}
\end{array}\right)
$$

where for $k=1,2$ we have

$$
\begin{gathered}
A_{\bullet \bullet k}=\left(\begin{array}{cccc}
a_{11 k} & a_{12 k} & a_{13 k} & a_{14 k} \\
a_{21 k} & a_{22 k} & a_{23 k} & a_{24 k} \\
a_{31 k} & a_{32 k} & a_{33 k} & a_{34 k}
\end{array}\right) ; \\
\Phi_{1,0}^{\prime}=\left(\begin{array}{cccccc}
A_{1 \bullet \bullet} & A_{2 \bullet \bullet} & A_{3 \bullet \bullet} & 0 & 0 & 0 \\
0 & A_{1 \bullet \bullet} & 0 & A_{2 \bullet \bullet} & A_{3 \bullet \bullet} & 0 \\
0 & 0 & A_{1 \bullet \bullet} & 0 & A_{2 \bullet \bullet} & A_{3 \bullet \bullet}
\end{array}\right),
\end{gathered}
$$

where ${ }^{t}$ stands for the transpose matrix, and for $i=1,2,3$ we have

$$
A_{i \bullet \bullet}=\left(\begin{array}{cc}
a_{i 11} & a_{i 12} \\
a_{i 21} & a_{i 22} \\
a_{i 31} & a_{i 32} \\
a_{i 41} & a_{i 42}
\end{array}\right)
$$

The above formulas represent $\operatorname{Det}(A)$ as the determinant of a sparse matrix whose non-zero entries are the entries $a_{i j k}$ of $A$ arranged into a non-trivial pattern.

Our next formula is essentially of the same kind although it does not fit into the general framework of Sylvester type formulas (see Section 2 Chapter 13). We consider again the bilinear forms $f_{1}, f_{2}, \ldots, f_{n}$ on $\mathbf{C}^{m} \times \mathbf{C}^{p}$ given by (3.11). Now we think of $f_{j}$ as a linear map $\mathbf{C}^{m} \rightarrow\left(\mathbf{C}^{p}\right)^{*}$ which sends each vector $x \in \mathbf{C}^{m}$ to a linear form $f_{j}(x, \cdot)$ on $\mathbf{C}^{p}$. We define a linear map $\Phi: \mathbf{C}^{m} \otimes \Lambda^{m} \mathbf{C}^{n} \rightarrow$ $\left(\mathbf{C}^{p}\right)^{*} \otimes \Lambda^{m-1} \mathbf{C}^{n}$ by

$$
\begin{equation*}
\Phi(x \otimes \xi)=\sum_{j} f_{j}(x, \cdot) \otimes \partial_{j} \xi \tag{3.14}
\end{equation*}
$$

where $\partial_{j}$ for $j \in[n]$ is the $j$-th partial derivative in the exterior algebra $\Lambda^{\bullet} \mathbf{C}^{n}$. We denote by the same symbol $\Phi$ the matrix of this linear map in the bases formed by tensoring standard basis vectors in $\mathbf{C}^{m}$ and $\left(\mathbf{C}^{p}\right)^{*}$ with wedge monomials in the exterior algebra.

Theorem 3.17. The matrix $\Phi$ is square of order $\frac{n!}{(m-1)!(p-1)!}$, and

$$
\begin{equation*}
\operatorname{Det}(A)=\operatorname{det}(\Phi) \tag{3.15}
\end{equation*}
$$

Proof. This is a consequence of Theorem 4.7 Chapter 3. More precisely, we consider the resultant spectral sequence

$$
C_{r-}^{\bullet \bullet}(\mathcal{O}(1,1), \ldots, \mathcal{O}(1,1) \mid \mathcal{O}(-1, m))
$$

for the variety $X=P^{m-1} \times P^{p-1}$, whose determinant, according to the cited theorem, is equal to $R_{X}\left(f_{1}, \ldots, f_{n}\right)=\operatorname{Det}(A)$. An explicit calculation of the cohomology by the Künneth formula and Serre's theorem (Theorem 2.12 Chapter 2) shows that the only non-trivial differential in this spectral sequence is

$$
\begin{aligned}
& \partial_{1}: H^{m-1}\left(P^{m-1}, \bigwedge^{m}\left(\mathcal{O}(-1,-1)^{\oplus n}\right) \otimes \mathcal{O}(-1, m)\right) \\
& \longrightarrow H^{m-1}\left(P^{m-1}, \bigwedge^{m-1}\left(\mathcal{O}(-1,-1)^{\oplus n}\right) \otimes \mathcal{O}(-1, m)\right)
\end{aligned}
$$

and that this differential is canonically identified with $\Phi$. This implies (3.15).
It is also possible to give an "elementary" proof of (3.15) similar to that of Theorem 3.3 above. We leave such a proof as an exercise for the reader.

The companion formula obtained from (3.15) by interchanging $m$ and $p$ appears to coincide with (3.15). To see this we represent the matrix $\Phi$ in the
following form which exhibits the symmetry between $m$ and $p$. We use the notation $\binom{[n]}{m}$ for the set of all $m$-element subsets of [ $n$ ]. Then the columns of $\Phi$ are labeled by $[m] \times\binom{[n]}{m}$, and the rows can be labeled by $[p] \times\binom{[n]}{p}$ (we identify $\binom{[n]}{m-1}$ with $\binom{[n]}{p}$ by taking complements). The matrix entries of $\Phi$ are given by

$$
\Phi_{(k, \rho),(i, \sigma)}=\left\{\begin{array}{cl} 
\pm a_{i j k} & \text { if } \sigma \cap \rho=\{j\}  \tag{3.16}\\
0 & \text { if } \#(\sigma \cap \rho) \geq 2
\end{array}\right.
$$

Here $(k, \rho) \in[p] \times\binom{[n]}{p},(i, \sigma) \in[m] \times\binom{[n]}{m}$, and the sign $\pm$ is equal to $(-1)^{r-1}$ if $j$ is the $r$-th member of $\sigma$ in the increasing order.

For the $3 \times 4 \times 2$ format this matrix is as follows:

$$
\Phi^{t}=\left(\begin{array}{cccccc}
A_{\bullet 0 \bullet \bullet} & -A_{\bullet 2 \bullet} & 0 & A_{\bullet 1 \bullet} & 0 & 0 \\
A_{\bullet \bullet \bullet} & 0 & -A_{\bullet 2 \bullet} & 0 & A_{\bullet 1 \bullet} & 0 \\
0 & A_{\bullet 4 \bullet} & -A_{\bullet 3 \bullet} & 0 & 0 & A_{\bullet 1 \bullet} \\
0 & 0 & 0 & A_{\bullet 4 \bullet} & -A_{\bullet 0 \bullet} & A_{\bullet 2 \bullet}
\end{array}\right),
$$

where for $j=1,2,3,4$ we set

$$
A_{\bullet j \bullet}=\left(\begin{array}{ll}
a_{1 j 1} & a_{1 j 2} \\
a_{2 j 1} & a_{2 j 2} \\
a_{3 j 1} & a_{3 j 2}
\end{array}\right) .
$$

Our next goal is to present three more formulas for $\operatorname{Det}(A)$ explicitly expressing it in terms of maximal minors of each of the three matrices $A^{12}, A^{13}$ and $A^{23}$. Consider the linear map $\Psi^{23}: \Lambda^{m} \mathbf{C}^{n} \rightarrow S^{m}\left(\mathbf{C}^{p}\right)^{*}$ given by

$$
\begin{equation*}
\Psi^{23}\left(e_{j_{1}} \wedge \cdots \wedge e_{j_{m}}\right)=\operatorname{det}\left\|\sum_{k} a_{i, j_{q}, k} y_{k}\right\|_{i, q \in[m]} \tag{3.17}
\end{equation*}
$$

Here $S^{m}\left(\mathbf{C}^{p}\right)^{*}$ is identified with the space of forms of degree $m$ in $y_{1}, \ldots, y_{p}$. We denote by the same symbol $\Psi^{23}$ the matrix of the map (3.17) in the monomial bases. Clearly, $\Psi^{23}$ is square of order $\binom{n}{m}$, and its entries are polynomials of degree $m$ in the $\left(a_{i j k}\right)$. The following formula was communicated to the authors by A.I. Bondal.

Theorem 3.18. We have $\operatorname{Det}(A)=\operatorname{det}\left(\Psi^{23}\right)$.
For an elementary proof of this theorem see [SZ2], Theorem 6.5. We leave it to the reader to put it into the context of the resultant spectral sequence or that of the Weyman complex (cf. [WZ1], Section 4).

In an explicit matrix form, the rows of $\Psi^{23}$ are labeled by $\Delta^{p-1}(m)$, and the columns are labeled by $\binom{[n]}{m}$. For $\alpha=\left(\alpha_{1}, \ldots, \alpha_{p}\right) \in \Delta^{p-1}(m), \sigma=\left\{j_{1}<j_{2}<\right.$ $\left.\cdots<j_{m}\right\} \in\binom{[n]}{m}$ the matrix entry $\Psi_{\alpha \sigma}^{23}$ of $\Psi^{23}$ is given by

$$
\begin{equation*}
\Psi_{\alpha \sigma}^{23}=\sum\left[j_{1}^{k_{1}}, j_{2}^{k_{2}}, \ldots, j_{m}^{k_{m}}\right] \tag{3.18}
\end{equation*}
$$

where $\left[j_{1}^{k_{1}}, j_{2}^{k_{2}}, \ldots, j_{m}^{k_{m}}\right]=\operatorname{det}\left(a_{i, j_{q}, k_{q}}\right)_{i, q \in[m]}$ is a maximal minor of $A^{23}$, and the sum in (3.18) is over all sequences $\left(k_{1}, \ldots, k_{m}\right)$ such that $y_{k_{1}} \cdots y_{k_{m}}$ $=y_{1}^{\alpha_{1}} \cdots y_{p}^{\alpha_{p}}$.

For the $3 \times 4 \times 2$ format the matrix $\left(\Psi^{23}\right)^{t}$ is as follows:
$\left(\begin{array}{llll}{\left[1^{1} 2^{1} 3^{1}\right]} & {\left[1^{1} 2^{1} 3^{2}\right]+\left[1^{1} 2^{2} 3^{1}\right]+\left[1^{2} 2^{1} 3^{1}\right]} & {\left[1^{1} 2^{2} 3^{2}\right]+\left[1^{2} 2^{1} 3^{2}\right]+\left[1^{2} 2^{2} 3^{1}\right]} & {\left[1^{2} 2^{2} 3^{2}\right]} \\ {\left[1^{1} 2^{1} 4^{1}\right]} & {\left[1^{1} 2^{1} 4^{2}\right]+\left[1^{1} 2^{2} 4^{1}\right]+\left[1^{2} 2^{1} 4^{1}\right]} & {\left[1^{1} 2^{2} 4^{2}\right]+\left[1^{2} 2^{1} 4^{2}\right]+\left[1^{2} 2^{2} 4^{1}\right]} & {\left[1^{2} 2^{2} 4^{2}\right]} \\ {\left[1^{1} 3^{1} 4^{1}\right]} & {\left[1^{1} 3^{1} 4^{2}\right]+\left[1^{1} 3^{2} 4^{1}\right]+\left[1^{2} 3^{1} 4^{1}\right]} & {\left[1^{1} 3^{2} 4^{2}\right]+\left[1^{2} 3^{1} 4^{2}\right]+\left[1^{2} 3^{2} 4^{1}\right]} & {\left[1^{2} 3^{2} 4^{2}\right]} \\ {\left[2^{1} 3^{1} 4^{1}\right]} & {\left[2^{1} 3^{1} 4^{2}\right]+\left[2^{1} 3^{2} 4^{1}\right]+\left[2^{2} 3^{1} 4^{1}\right]} & {\left[2^{1} 3^{2} 4^{2}\right]+\left[2^{2} 3^{1} 4^{2}\right]+\left[2^{2} 3^{2} 4^{1}\right]} & {\left[2^{2} 3^{2} 4^{2}\right]}\end{array}\right)$.
Let $\Psi^{12}$ denote the linear map $\Lambda^{p} \mathbf{C}^{n} \rightarrow S^{p}\left(\mathbf{C}^{m}\right)^{*}$ and the corresponding matrix constructed in the same way as $\Psi^{23}$ but with $m$ and $p$ interchanged. Thus $\Psi^{12}$ is a square matrix of order $\binom{n}{p}$, and its entries are polynomials of degree $p$ in the ( $a_{i j k}$ ). The companion Bondal formula is

$$
\begin{equation*}
\operatorname{Det}(A)=\operatorname{det}\left(\Psi^{12}\right) \tag{3.19}
\end{equation*}
$$

The matrix description of $\Psi^{12}$ is totally similar to that of $\Psi^{23}$. For the $3 \times 4 \times 2$ format the matrix $\left(\Psi^{12}\right)^{t}$ is as follows:

$$
\left(\begin{array}{cccccc}
{\left[{ }^{1} 1^{1} 2\right]} & {\left[{ }^{1} 1^{2} 2\right]+\left[{ }^{2} 1^{1} 2\right]} & {\left[{ }^{1} 1^{3} 2\right]+\left[{ }^{3} 1^{1} 2\right]} & {\left[{ }^{2} 1^{2} 2\right]} & {\left[{ }^{2} 1^{3} 2\right]+\left[{ }^{3} 1^{2} 2\right]} & {\left[{ }^{3} 1^{3} 2\right]} \\
{\left[{ }^{1} 1^{1} 3\right]} & {\left[{ }^{1} 1^{2} 3\right]+\left[{ }^{2} 1^{1} 3\right]} & {\left[{ }^{1} 1^{3} 3\right]+\left[{ }^{3} 1^{1} 3\right]} & {\left[{ }^{2} 1^{2} 3\right]} & {\left[{ }^{2} 1^{3} 3\right]+\left[{ }^{3} 1^{2} 3\right]} & {\left[{ }^{3} 1^{3} 3\right]} \\
{\left[^{1} 1^{1} 4\right]} & {\left[{ }^{1} 1^{2} 4\right]+\left[{ }^{2} 1^{1} 4\right]} & {\left[{ }^{1} 1^{3} 4\right]+\left[{ }^{3} 1^{1} 4\right]} & {\left[^{2} 1^{2} 4\right]} & {\left[^{2} 1^{3} 4\right]+\left[{ }^{3} 1^{2} 4\right]} & {\left[{ }^{3} 1^{3} 4\right]} \\
{\left[^{1} 2^{1} 3\right]} & {\left[{ }^{1} 2^{2} 3\right]+\left[{ }^{2} 2^{1} 3\right]} & {\left[{ }^{1} 2^{3} 3\right]+\left[{ }^{3} 2^{1} 3\right]} & {\left[{ }^{2} 2^{2} 3\right]} & {\left[{ }^{2} 2^{3} 3\right]+\left[{ }^{3} 2^{2} 3\right]} & {\left[{ }^{3} 2^{3} 3\right]} \\
{\left[^{1} 2^{1} 4\right]} & {\left[{ }^{1} 2^{2} 4\right]+\left[{ }^{1} 2^{1} 4\right]} & {\left[{ }^{1} 2^{3} 4\right]+\left[{ }^{3} 2^{1} 4\right]} & {\left[{ }^{2} 2^{2} 4\right]} & {\left[{ }^{2} 2^{3} 4\right]+\left[{ }^{3} 2^{2} 4\right]} & {\left[{ }^{3} 2^{3} 4\right]} \\
{\left[^{1} 3^{1} 4\right]} & {\left[{ }^{1} 3^{2} 4\right]+\left[{ }^{2} 3^{1} 4\right]} & {\left[{ }^{1} 3^{3} 4\right]+\left[{ }^{3} 3^{1} 4\right]} & {\left[{ }^{2} 3^{2} 4\right]} & {\left[{ }^{2} 3^{3} 4\right]+\left[{ }^{3} 3^{2} 4\right]} & {\left[{ }^{3} 3^{3} 4\right]}
\end{array}\right)
$$

where $\left[{ }^{i_{1}} j_{1}^{i_{2}} j_{2}\right]:=a_{i_{1}, j_{1}, 1} a_{i_{2}, j_{2}, 2}-a_{i_{1}, j_{1}, 2} a_{i_{2}, j_{2}, 1}$ is a maximal minor of $A^{12}$.
Our last formula for Det $(A)$ resembles the classical Bezout formula. We associate to a family $f_{1}, \ldots, f_{n}$ of bilinear forms a polynomial function in $x_{1}, \ldots, x_{m}$, $y_{1}, \ldots, y_{p}$ which we call the generalized Jacobian of $f_{1}, \ldots, f_{n}$. To this end, we associate to every family $\left(g_{1}, \ldots, g_{s}\right)$ of functions on $\mathbf{C}^{m} \times \mathbf{C}^{p}$ a differential form of degree $s-1$ given by

$$
\omega\left(g_{1}, \ldots, g_{s}\right)=\sum_{i=1}^{s}(-1)^{i-1} g_{i} d g_{1} \wedge \cdots \wedge d g_{i-1} \wedge d g_{i+1} \wedge \cdots \wedge g_{s}
$$

It is not hard to show that the form $\omega\left(f_{1}, \ldots, f_{n}\right)$ is proportional to $\omega\left(x_{1}, \ldots, x_{m}\right) \wedge$ $\omega\left(y_{1}, \ldots, y_{p}\right)$. We define the generalized Jacobian $J\left(f_{1}, \ldots, f_{n}\right)$ as the coefficient of proportionality in

$$
\begin{equation*}
\omega\left(f_{1}, \ldots, f_{n}\right)=J\left(f_{1}, \ldots, f_{n}\right)\left(\omega\left(x_{1}, \ldots, x_{m}\right) \wedge \omega\left(y_{1}, \ldots, y_{p}\right)\right) \tag{3.20}
\end{equation*}
$$

Clearly, $J\left(f_{1}, \ldots, f_{n}\right)$ is a bihomogeneous form of degree $p-1$ in $x_{1}, \ldots, x_{m}$ and of degree $m-1$ in $y_{1}, \ldots, y_{p}$. We write it down as a linear combination of monomials:

$$
\begin{equation*}
J\left(f_{1}, \ldots, f_{n}\right)=\sum_{\alpha, \beta} b_{\alpha, \beta} x^{\alpha} y^{\beta}, \tag{3.21}
\end{equation*}
$$

where $\alpha$ runs over $\Delta^{m-1}(p-1)$, and $\beta$ runs over $\Delta^{p-1}(m-1)$. Consider the matrix $B=\left(b_{\alpha, \beta}\right)$. This is a square matrix of order $\binom{n-1}{m-1}$ whose entries are polynomials of degree $n$ in the $a_{i j k}$.

Theorem 3.19. We have $\operatorname{Det}(A)=\operatorname{det}(B)$.
Sketch of the proof. We consider the variety $X=P^{m-1} \times P^{p-1}$ and apply Theorem 4.7 Chapter 3 to the resultant spectral sequence

$$
C_{r-}^{\bullet \bullet}(\mathcal{O}(1,1), \ldots, \mathcal{O}(1,1) \mid \mathcal{O}(0, m-1)) .
$$

Thus the determinant of this spectral sequence is $R_{X}\left(f_{1}, \ldots, f_{n}\right)=\operatorname{Det}(A)$. An explicit calculation of the cohomology involved shows that the first term of our spectral sequence has only two non-trivial components, namely

$$
\begin{aligned}
& H^{n-1}\left(P^{m-1} \times P^{p-1}, \bigwedge_{n}^{n}\left(\mathcal{O}(-1,-1)^{\oplus n}\right) \otimes \mathcal{O}(0, m-1)\right)=S^{p-1} \mathbf{C}^{m}, \\
& H^{0}\left(P^{m-1} \times P^{p-1}, \bigwedge^{0}\left(\mathcal{O}(-1,-1)^{\oplus n}\right) \otimes \mathcal{O}(o, m-1)\right)=S^{m-1}\left(\mathbf{C}^{p}\right)^{*}
\end{aligned}
$$

which are connected by the (unique) differential $\partial_{n}$. Thus $\operatorname{Det}(A)=\operatorname{det}\left(\partial_{n}\right)$. It can be seen by an explicit calculation (similar to the one in the proof of Proposition 5.4 Chapter 2) that $\partial_{n}$ coincides with $J\left(f_{1}, \ldots, f_{n}\right)$, if we regard the latter as a linear map $S^{p-1} \mathbf{C}^{m} \rightarrow S^{m-1}\left(\mathbf{C}^{p}\right)^{*}$. This implies our theorem.

It is also possible to give an elementary proof of Theorem 3.19, similar to what was done in the proof of Theorem 3.3.

Let us describe the matrix entries $b_{\alpha, \beta}$ in Theorem 3.19. We need some terminology. We shall identify a subset $\Omega \subset[m] \times[p]$ with a bipartite graph with the vertex set $[m] \cup[p]$ by representing each $(i, k) \in[m] \times[p]$ as an edge joining
$i \in[m]$ with $k \in[p]$. We say that $\Omega$ is a base if the corresponding graph is a spanning tree (in particular, $\#(\Omega)=m+p-1=n$ ). We say that a base $\Omega$ is of type ( $\alpha, \beta$ ) and write $\Omega \vdash(\alpha, \beta)$ if $\Omega$ has $\alpha_{i}+1$ elements in the $i$-th row and $\beta_{k}+1$ elements in the $k$-th column for $i \in[m], k \in[p]$.

Lemma 3.20. Every base $\Omega$ can be uniquely represented in the form

$$
\begin{equation*}
\Omega=\left\{\left(1, k_{1}\right),\left(2, k_{2}\right), \ldots,\left(m, k_{m}\right),\left(i_{2}, 2\right),\left(i_{3}, 3\right), \ldots,\left(i_{p}, p\right)\right\} \tag{3.22}
\end{equation*}
$$

for some $k_{1}, \ldots, k_{m} \in[p], i_{2}, \ldots, i_{p} \in[m]$.
Proof. Let us orient the tree $\Omega$ so that all the edges point out from the vertex $1 \in[p]$. Clearly, every vertex in $[m] \cup([p] \backslash\{1\})$ is an end-point of some edge, and we write an edge $(i, k) \in \Omega$ as $\left(i, k_{i}\right)$ if its end-point is $i \in[m]$, and as $\left(i_{k}, k\right)$ if its end-point is $k \in[p]$. This establishes the existence of (3.22). The proof of uniqueness is an easy combinatorial exercise (cf. [SZ2], Lemma 1.6 (b)).

For every sequence $\left(i_{1}, k_{1}\right), \ldots,\left(i_{n}, k_{n}\right) \in[m] \times[p]$ we denote by $\left[i_{1} k_{1}, \ldots, i_{n} k_{n}\right]$ the corresponding maximal minor of $A^{13}$ given by

$$
\begin{equation*}
\left[i_{1} k_{1}, \ldots, i_{n} k_{n}\right]=\operatorname{det}\left(a_{i_{q}, j, k_{q}}\right)_{j, q \in[n]} . \tag{3.23}
\end{equation*}
$$

If a base $\Omega$ is expressed as in (3.22) then we write

$$
[\Omega]:=\left[1 k_{1}, 2 k_{2}, \ldots, m k_{m}, i_{2} 2, \ldots, i_{p} p\right]
$$

The definitions (3.20) and (3.21) readily imply the following.
Proposition 3.21. The matrix entries of $B$ are given by

$$
\begin{equation*}
b_{\alpha, \beta}=\sum_{\Omega \vdash(\alpha, \beta)}[\Omega] . \tag{3.24}
\end{equation*}
$$

For the $3 \times 4 \times 2$ format the matrix $B$ is as follows:

$$
B=\left(\begin{array}{lll}
{[11,21,31,12]} & {[11,21,32,12]+[11,22,31,12]} & {[11,22,32,12]}  \tag{3.25}\\
{[11,21,31,22]} & {[11,21,32,22]+[12,21,31,22]} & {[12,21,32,22]} \\
{[11,21,31,32]} & {[11,22,31,32]+[12,21,31,32]} & {[12,22,31,32]}
\end{array}\right) .
$$

The formula (3.25) can be found in [Sal], Art. 277. One can find there some ideas on the general $m \times n \times p$ case as well, but Theorem 3.19 and Proposition 3.21 seem to be new.

## 4. Schläfli's method

## A. Statements and proofs

In this section we study Schläfli's method of computing hyperdeterminants ([Schl]). Although this method does not give an answer in general, it works in some important special cases and provides interesting additional information.

Let $A=\left(a_{i_{0}, i_{1}, \ldots, i_{r}}\right)$ be an $(r+1)$-dimensional matrix of format $\left(k_{0}+1\right) \times$ $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$. We associate to $A$ a family of $r$-dimensional matrices $\tilde{A}(x)$ linearly depending on the auxiliary variables $x=\left(x_{0}, \ldots, x_{k_{0}}\right)$ :

$$
\begin{equation*}
\tilde{A}(x)_{i_{1}, \ldots, i_{r}}=\sum_{i_{0}=0}^{k_{0}} a_{i_{0}, i_{1}, \ldots, i_{r}} x_{i_{0}} \tag{4.1}
\end{equation*}
$$

In other words, $\tilde{A}$ is the linear operator

$$
\mathbf{C}^{k_{0}+1} \rightarrow \mathbf{C}^{k_{1}+1} \otimes \cdots \otimes \mathbf{C}^{k_{r}+1}
$$

naturally associated to $A$.
Let us assume that $k_{1}, \ldots, k_{r}$ satisfy (1.4), i.e., the $r$-dimensional hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is non-trivial. We associate to $A$ a polynomial function $F_{A}(x)=\operatorname{Det}(\tilde{A}(x))$. This is a homogeneous form in $x_{0}, \ldots, x_{k_{0}}$ of degree $N\left(k_{1}, \ldots, k_{r}\right)$ (see Section 2). Denote by $\Delta\left(F_{A}\right)$ the discriminant of $F_{A}$. We consider $\Delta\left(F_{A}\right)$ as a polynomial in matrix entries of $A$. Using the known formula for the degree of the discriminant ( $(2.12)$ of Chapter 9 ) we see that $\Delta\left(F_{A}\right)$ has degree

$$
\begin{equation*}
\operatorname{deg}\left(\Delta\left(F_{A}\right)\right)=\left(k_{0}+1\right)\left(N\left(k_{1}, \ldots, k_{r}\right)-1\right)^{k_{0}} N\left(k_{1}, \ldots, k_{r}\right) . \tag{4.2}
\end{equation*}
$$

Theorem 4.1. The polynomial $\Delta\left(F_{A}\right)$ is divisible by the $(r+1)$-dimensional hyperdeterminant $\operatorname{Det}(A)$.

Note that $\Delta\left(F_{A}\right)$ might be identically zero.
Proof. Suppose that $A=\left(a_{i_{0}, i_{1}, \ldots, i_{r}}\right)$ is degenerate; we have to show that the corresponding form $F_{A}(x)=\operatorname{Det}(\tilde{A}(x))$ has a zero discriminant. Choose a point $\left(x^{(0)}, x^{(1)}, \ldots, x^{(r)}\right) \in \mathcal{K}(A)$ (see Proposition 1.1). It is enough to show that $F_{A}$ vanishes at $x^{(0)}$ with all its first derivatives. Denote

$$
A_{0}=\tilde{A}\left(x^{(0)}\right), \quad b_{i_{1}, \ldots, i_{r}}=\left.\frac{\partial \mathrm{Det}}{\partial a_{i_{1}, \ldots, i_{r}}}\right|_{A_{0}} .
$$

Then we have $F_{A}\left(x^{(0)}\right)=\operatorname{Det}\left(A_{0}\right)$, and

$$
\begin{equation*}
\left.\frac{\partial F_{A}(x)}{\partial x_{i_{0}}}\right|_{x=x^{(0)}}=\sum_{i_{1}, \ldots, i_{r}} a_{i_{0}, i_{1}, \ldots, i_{r}} b_{i_{1}, \ldots, i_{r}} \tag{4.3}
\end{equation*}
$$

for all $i_{0}=0,1, \ldots, k_{0}$. Clearly, $\left(x^{(1)}, \ldots, x^{(r)}\right) \in \mathcal{K}\left(A_{0}\right)$, hence $F_{A}\left(x^{(0)}\right)=0$. If $b_{i_{1}, \ldots, i_{r}}=0$ for all $i_{1}, \ldots, i_{r}$ then by (4.3) $\left.\frac{\partial F_{A}(x)}{\partial x_{i_{0}}}\right|_{x=x^{(0)}}=0$ for all $i_{0}$, and we are done. So we can assume that some $b_{i_{1}, \ldots, i}$, is non-zero. But this means that $A_{0}$ is a smooth point of the variety of degenerate matrices, and we can apply Proposition 1.2. By this proposition, we can assume that $b_{i_{1}, \ldots, i_{r}}=x_{i_{1}}^{(1)} \cdots x_{i_{r}}^{(r)}$ for all $i_{1}, \ldots, i_{r}$. Substituting this into (4.3) and remembering the definition of $\mathcal{K}(A)$ we see that all the first partial derivatives of $F_{A}$ vanish at $x^{(0)}$ which proves our theorem.

Denote by $\nabla=\nabla\left(k_{1}, \ldots, k_{r}\right)$ the variety of all degenerate matrices of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$; by definition, the projectivization of $\nabla$ is the projectively dual variety $X^{\vee}$ of $X=P^{k_{1}} \times \cdots \times P^{k_{r}}$. Let $\nabla_{\text {sing }}$ be the variety of singular points of $\nabla$, and $X_{\text {sing }}^{\vee}$ the projectivization of $\nabla_{\text {sing }}$. Let $c=c\left(k_{1}, \ldots, k_{r}\right)$ denote the codimension (i.e., the minimum of codimensions of irreducible components) of $X_{\text {sing }}^{\vee}$ in the projective space $P\left(\mathbf{C}^{\left(k_{1}+1\right) \cdots\left(k_{r}+1\right)}\right)$.

Analyzing the proof of Theorem 4.1 we get the following refinement.
Theorem 4.2. The ratio $G(A)=\Delta\left(F_{A}\right) / \operatorname{Det}(A)$ has the following form:
(a) If $k_{0}+1<c\left(k_{1}, \ldots, k_{r}\right)$ then $G$ is a non-zero constant.
(b) If $k_{0}+1=c\left(k_{1}, \ldots, k_{r}\right)$ then $G(A)=\prod R_{Z}^{m_{Z}}(\operatorname{Im}(\tilde{A}))$, where $Z$ ranges over irreducible components of $X_{\text {sing }}^{\vee}$ having codimension $c\left(k_{1}, \ldots, k_{r}\right), R_{Z}$ is the Chow form of $Z$, and the $m_{Z}$ are some multiplicities.
(c) If $k_{0}+1>c\left(k_{1}, \ldots, k_{r}\right)$ then $G$ (and hence $\Delta\left(F_{A}\right)$ ) is identically zero.

Proof. First we establish the following.
Lemma 4.3. If $\Delta\left(F_{A}\right)$ is not identically zero then it is not divisible by $\operatorname{Det}(A)^{2}$.
Proof. By definition, $X^{\vee}$ is the union of projective spaces $P_{x}, x \in X$ where $P_{x}$ is formed by hyperplanes tangent to $X$ at $x$. The codimension of $P_{x}$ is equal to $\operatorname{dim}(X)+1=k_{1}+\cdots+k_{r}+1$. The vanishing of $\Delta\left(F_{A}\right)$ means that the image $\operatorname{Im}(\tilde{A})=\tilde{A}\left(\mathbf{C}^{k_{0}+1}\right)$ is tangent to $\nabla$ at some non-zero point. Suppose that $\Delta\left(F_{A}\right)$ is divisible by $\operatorname{Det}(A)^{2}$. Then for any one-parameter algebraic family of $(r+1)$-dimensional matrices $A_{t}$ such that $\operatorname{Im}\left(\tilde{A}_{0}\right)$ is tangent to $\nabla$, the function $\Delta\left(F_{A_{t}}\right)$ is divisible by $t^{2}$. We will show that this is impossible by constructing a suitable "generic" family.

Let $B$ be a generic point of $\nabla$ and $\xi \in X^{\vee}$ be the projectivization of $B$. We can assume that $\xi$ lies on exactly one $P_{x}$ (if this were generically not so then $X^{\vee}$ would
not be a hypersurface). Consider the variety $Z$ of all $k_{0}$-dimensional projective subspaces in $P\left(\mathbf{C}^{\left(k_{1}+1\right) \cdots\left(k_{r}+1\right)}\right)$, tangent to $X^{\vee}$ at $\xi$. Since $k_{0} \leq k_{1}+\cdots+k_{r}$ it follows that a dense open part of $Z$ is formed by subspaces which meet $P_{x}$ only at $\xi$. Let $L$ be a generic element of $Z$. Then $L$ has a simple tangency with $X^{\vee}$. Now take a generic one-parameter family of matrices $A_{t}$ such that $L$ is the projectivization of $\operatorname{Im}\left(\tilde{A}_{0}\right)$. The simple tangency condition implies that the function $t \mapsto \Delta\left(F_{A_{t}}\right)$ has a simple zero at $t=0$. This completes the proof of Lemma 4.3.

Now we can easily complete the proof of Theorem 4.2. In the course of the proof of Theorem 4.1 we have actually shown that $\Delta\left(F_{A}\right)=0$ if and only if either $\operatorname{Det}(A)=0$ or $\tilde{A}\left(x^{(0)}\right) \in \nabla_{\text {sing }}$ for some non-zero $x^{(0)} \in \mathbf{C}^{k_{0}+1}$. Denote by $W$ the variety of all matrices $A$ such that $\operatorname{Im}(\tilde{A})$ meets $\nabla_{\text {sing }}$ at some non-zero point. Taking into account Lemma 4.3 we see that the ratio $G(A)$ may vanish only when $A \in W$.

Clearly, $\operatorname{codim}(W)>1$ for $k_{0}+1<c\left(k_{1}, \ldots, k_{r}\right), \operatorname{codim}(W)=1$ for $k_{0}+1=c\left(k_{1}, \ldots, k_{r}\right)$, and $W$ coincides with the whole matrix space for $k_{0}+1>$ $c\left(k_{1}, \ldots, k_{r}\right)$. Now all assertions of our theorem follow at once from the definition of the Chow form.

## B. Examples

Example 4.4. Let $r=2$, and $\nabla$ be the space of degenerate $m \times m$ matrices, $m \geq 2$. The variety $\nabla_{\text {sing }}$ consists of matrices of rank $\leq(m-2)$ and has codimension four. Therefore, the hyperdeterminant of a three-dimensional matrix $A$ of format $2 \times m \times m$ (resp. $3 \times m \times m$ ) is equal to the discriminant of the binary (resp. ternary) form Det $\tilde{A}(x)$. Note that for matrices of format $2 \times 2 \times 2$ or $3 \times 3 \times 3$, we obtain three different formulas for the hyperdeterminant corresponding to three different choices of a distinguished direction. For the format $2 \times 2 \times 2$ the hyperdeterminant is given by (1.5). For each of the formats $2 \times m \times m$ and $3 \times m \times m$ we obtain from (4.2) the formula for the degree of the hyperdeterminant:

$$
\begin{equation*}
N(1, m-1, m-1)=2 m(m-1), \quad N(2, m-1, m-1)=3 m(m-1)^{2} . \tag{4.4}
\end{equation*}
$$

Note that $2 \times m \times m$ is a subboundary format, and the first of the formulas (4.4) is consistent with (2.9). It is an easy exercise to deduce the second formula in (4.4) from the general formula (2.7).

For the format $4 \times m \times m$ Theorem 4.2 (b) says that $\Delta\left(F_{A}\right)$ is equal to the product of $\operatorname{Det}(A)$ and some power $R^{\nu}$ of the Chow form $R$ of $X_{\text {sing }}^{v}$. The value of $v$ can be obtained by calculation of degrees. By (4.2), the degree of $\Delta\left(F_{A}\right)$ is equal to $4 m(m-1)^{3}$. It follows easily from (2.7) that the degree of $\operatorname{Det}(A)$ is equal to $\frac{2}{3} m(m-1)(m-2)(5 m-3)$. On the other hand, the degree of the variety
$X_{\text {sing }}^{\vee}$ is known to be $m^{2}(m-1)(m+1) / 12$ (see [ACGH], Chapter 2, formula (5.1)). Since $X_{\text {sing }}^{\vee}$ has codimension four, the degree of its Chow form $R$ as a polynomial in matrix entries of $A$ is four times the degree of $X_{\text {sing }}^{\vee}$, i.e., is equal to $m^{2}(m-1)(m+1) / 3$. These three expressions imply that the exponent $v$ is equal to 2 .

Example 4.5. Let $r=3$ and let $V_{1}=V_{2}=V_{3}=\mathbf{C}^{2}$ be three two-dimensional vector spaces. Let $V=V_{1} \otimes V_{2} \otimes V_{3}$ be the space of $2 \times 2 \times 2$-matrices, and let $e_{i j k}(i, j, k \in\{0,1\})$ be its standard basis vectors (matrix units). Let $\nabla \subset V$ be the variety of degenerate matrices. The group $G=G L\left(V_{1}\right) \times G L\left(V_{2}\right) \times G L\left(V_{3}\right)$ acts on the space $V$, leaving varieties $\nabla$ and $\nabla_{\text {sing }}$ invariant. It is known and easy to check that $G$ has only seven orbits on $V$, including $\{0\}$ (and hence six orbits on $P(V)$ ). The closures of six orbits in $P(V)$ and representatives of these orbits are the following:

```
\(\operatorname{dim}=7: \quad P(V)\) itself; a representative \(e_{000}+e_{111}\).
\(\operatorname{dim}=6\) : The projectivization \(X^{\vee}\) of \(\nabla\); a representative \(e_{100}+e_{010}+e_{001}\).
\(\operatorname{dim}=4:\) Three varieties
```

$$
P\left(V_{1}\right) \times P\left(V_{2} \otimes V_{3}\right), P\left(V_{2}\right) \times P\left(V_{1} \otimes V_{3}\right), P\left(V_{1} \otimes V_{2}\right) \times P\left(V_{3}\right)
$$

representatives $e_{010}+e_{001}, e_{100}+e_{001}, e_{010}+e_{100}$.
$\operatorname{dim}=3$ : The product $P\left(V_{1}\right) \times P\left(V_{2}\right) \times P\left(V_{3}\right)$; a representative $e_{000}$.
The singular locus $X_{\text {sing }}^{\vee}$ has three irreducible components, namely the orbit closures of dimension four just described. This can be seen by calculating partial derivatives of the hyperdeterminant of a $2 \times 2 \times 2$-matrix (given by (1.5)) at all the representatives listed above.

In particular, we see that $X_{\text {sing }}^{\vee}$ has codimension three. Hence for a $2 \times 2 \times 2 \times 2$ matrix $A$ we have $\operatorname{Det}(A)=\Delta\left(F_{A}\right)$. This was already known to Schläfli ([Schl], $\S 19)$. The degree of $\operatorname{Det}(A)$ is equal to 24 .

For a $3 \times 2 \times 2 \times 2$ matrix $A$, it follows from Theorem $4.2(b)$ and the obvious symmetry that for some $v \geq 0$

$$
\Delta\left(F_{A}\right)=\operatorname{Det}(A) \cdot\left(R_{12} R_{13} R_{23}\right)^{v}(\operatorname{Im}(\tilde{A}))
$$

where $R_{a b}$ is the Chow form of the component $P\left(V_{c}\right) \times P\left(V_{a} \otimes V_{b}\right) \subset X_{s i n g}^{\vee}$ for $\{a, b, c\}=\{1,2,3\}$. The exponent $v$ can be found as in the previous example. By (4.2), the degree of $\Delta\left(F_{A}\right)$ is equal to $3^{3} \cdot 4=108$. By (2.9), the degree of $\operatorname{Det}(A)$ is equal to $N(2,1,1,1)=2 \cdot 3!\cdot 3=36$. Finally, each of the Chow forms
$R_{a b}(\operatorname{Im}(\tilde{A}))$ is easily seen to have degree 12 as a polynomial in matrix entries of $A$. It follows that $v=(108-36) / 3 \cdot 12=2$.

It seems likely that in the general case of Theorem 4.2 (b), for any component $Z$ of $X_{\text {sing }}^{\vee}$ the exponent with which $R_{Z}$ enters $\Delta\left(F_{A}\right)$ is equal to the multiplicity of $X^{\vee}$ along $Z$ (i.e., the degree of the normal cone, see [ACGH], Ch.2, §1). In both Examples 4.4 and 4.5 the normal cone at a generic point of $X_{\text {sing }}^{\vee}$ can be seen to be a quadratic cone, and the exponent is equal to two.

It follows from Theorem 4.2 that whenever the hyperdeterminant of format $\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$ is non-trivial, we can apply Schläfli's method to matrices of format $2 \times\left(k_{1}+1\right) \times \cdots \times\left(k_{r}+1\right)$, and conclude that $\Delta\left(F_{A}\right)$ is the product of Det $(A)$ with some extra factors. In particular, this gives a method for calculating the hyperdeterminant of format $2^{r}$ by successive computations of discriminants of binary forms. However, the extra factors grow very fast with $r$.

We conjecture that formats $2 \times m \times m, 3 \times m \times m$ and $2 \times 2 \times 2 \times 2$ are the only ones for which Schläfli's method gives the hyperdeterminant exactly (i.e., $\Delta\left(F_{A}\right)$ is not identically zero and does not contain extra factors). This is equivalent to the assertion that, for any formats other than $m \times m$ and $2 \times 2 \times 2$, the singular locus of $\nabla$ has codimension two in the matrix space.

## APPENDIX A

## Determinants of Complexes

## Complexes

Let $k$ be a field. A complex of $k$-vector spaces is a graded vector space $W^{\bullet}=$ $\bigoplus_{i \in \mathbf{Z}} W^{i}$ together with a family of linear operators

$$
d=\left\{d_{i}: W^{i} \rightarrow W^{i+1}\right\}, \quad d_{i+1} \circ d_{i}=0 .
$$

The spaces $W^{i}$ are called the terms of $W^{\bullet}$. Throughout this Appendix we shall assume that all but finitely many terms of a complex are zero. Cohomology spaces of a complex $W^{\bullet}$ are defined as $H^{i}\left(W^{\bullet}\right)=\operatorname{Ker}\left(d_{i}\right) / \operatorname{Im}\left(d_{i-1}\right)$. A complex $W^{\bullet}$ is called exact if all $H^{i}\left(W^{\bullet}\right)$ are equal to zero.

Example 1. Any linear operator between two vector spaces, say, $W^{-1}$ and $W^{0}$, can be regarded as a complex with only two non-zero terms:

$$
\left\{\cdots \rightarrow 0 \rightarrow W^{-1} \xrightarrow{d_{-1}} W^{0} \rightarrow 0 \rightarrow \cdots\right\}
$$

Such a complex is exact if and only if $d_{-1}$ is invertible.
For any graded vector space $W^{\bullet}$ and any $m \in \mathbf{Z}$ we shall denote by $W^{\bullet}[m]$ the same vector space but with the grading shifted by $m$ :

$$
\left(W^{\bullet}[m]\right)^{i}=W^{m+i}
$$

The same notation will be used for complexes.
Let $V^{\bullet}$ and $W^{\bullet}$ be two complexes of vector spaces. A morphism of complexes $f: V^{\bullet} \rightarrow W^{\bullet}$ is a collection of linear operators $f_{i}: V^{i} \rightarrow W^{i}$ which commute with the differentials in $V^{\bullet}$ and $W^{\bullet}$. The cone of a morphism $f$ is a new complex Cone $(f)$ with terms Cone $(f)^{i}=W^{i} \oplus V^{i+1}$ and the differential given by

$$
\begin{equation*}
d(w, v)=\left(d_{W}(w)+(-1)^{i+1} f(v), d_{V}(v)\right), \quad w \in W^{i}, v \in V^{i+1} \tag{1}
\end{equation*}
$$

Any morphism of complexes $f: V^{\bullet} \rightarrow W^{\bullet}$ induces a morphism of cohomology spaces $H^{i}(f): H^{i}\left(V^{\bullet}\right) \rightarrow H^{i}\left(W^{\bullet}\right)$. A morphism $f$ is called a quasi-isomorphism if all $H^{i}(f)$ are isomorphisms. The derived category of vector spaces $D$ (Vect) is obtained from the category of complexes of vector spaces by formally inverting the quasi-isomorphisms.

The proofs of several results in this Appendix and in the main body of the book require the use of more general derived categories involving, for example, complexes of modules over a ring $R$, complexes of sheaves etc. We refrain from giving more detailed background material on this subject referring the reader to first chapters in [Bo], [KS].

## Determinantal vector spaces

Let $W$ be a vector space of dimension $n$ over a field $k$. Denote the one-dimensional vector space $\wedge^{n}(W)$ by $\operatorname{Det}(W)$. For $W=0$, we set $\operatorname{Det}(0)=k$.

Let now $W^{\bullet}=\bigoplus W^{i}$ be a finite-dimensional graded vector space. We set

$$
\begin{equation*}
\operatorname{Det}\left(W^{\bullet}\right)=\bigotimes_{i} \operatorname{Det}\left(W^{i}\right)^{\otimes(-1)^{i}} \tag{2}
\end{equation*}
$$

where $V^{-1}$ for a one-dimensional vector space $V$ stands for the dual vector space $V^{*}$. The correspondence $W^{\bullet} \longmapsto \operatorname{Det}\left(W^{\bullet}\right)$ defines a functor Det from the category of finite-dimensional graded vector spaces and their isomorphisms to the category of one-dimensional vector spaces and isomorphisms. Let us list some basic properties of this functor.

## Proposition 2.

(a) Det takes multiplication by $\lambda \in k^{\star}$ to the multiplication by $\lambda^{\left(W^{*}\right)}$, where $\chi\left(W^{\bullet}\right)=\sum_{i}(-1)^{i} \operatorname{dim}\left(W^{i}\right)$.
(b) Let $V^{\bullet}$ and $W^{\bullet}$ be two graded vector spaces. Then there is a natural isomorphism

$$
\operatorname{Det}\left(V^{\bullet} \oplus W^{\bullet}\right) \cong \operatorname{Det}\left(V^{\bullet}\right) \otimes \operatorname{Det}\left(W^{\bullet}\right)
$$

(c) There is a natural isomorphism

$$
\operatorname{Det}\left(W^{\bullet}[1]\right) \cong \operatorname{Det}\left(W^{\bullet}\right)^{-1}
$$

The proofs are obvious.

## The Euler isomorphism

Let ( $W^{\bullet}, d$ ) be a finite-dimensional complex of vector spaces. Forgetting the differential, we can regard $W^{\bullet}$ simply as a graded vector space. The cohomology spaces of our complex form another graded vector space $H^{\bullet}\left(W^{\bullet}\right)=\bigoplus H^{i}\left(W^{\bullet}\right)$.

Proposition 3. There is a natural isomorphism

$$
\operatorname{Eu}_{d}: \operatorname{Det}\left(W^{\bullet}\right) \longrightarrow \operatorname{Det}\left(H^{\bullet}\left(W^{\bullet}\right)\right)
$$

We call $\mathrm{Eu}_{d}$ the Euler isomorphism because of the following corollary.
Corollary 4. We have an equality

$$
\sum(-1)^{i} \operatorname{dim}\left(W^{i}\right)=\sum(-1)^{i} \operatorname{dim}\left(H^{i}\left(W^{\bullet}\right)\right.
$$

To deduce Corollary 4 from Proposition 3 it suffices to consider the action of $\lambda \in k^{\star}$ on $\operatorname{Det}\left(W^{\bullet}\right)$ and $\operatorname{Det}\left(H^{\bullet}\left(W^{\bullet}\right)\right)$.

Proof of Proposition 3. As in the standard proof of the above corollary, we split our complex into several short exact sequences:

$$
0 \rightarrow \operatorname{Ker}\left(d_{i}\right) \rightarrow W^{i} \rightarrow \operatorname{Im}\left(d_{i}\right) \rightarrow 0
$$

and

$$
0 \rightarrow \operatorname{Im}\left(d_{i-1}\right) \rightarrow \operatorname{Ker}\left(d_{i}\right) \rightarrow H^{i}\left(W^{\bullet}\right) \rightarrow 0
$$

for all $i$. The proof then reduces to the following particular case.
Lemma 5. For an exact sequence of vector spaces

$$
0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0
$$

there is a natural isomorphism

$$
\operatorname{Det}(B) \cong \operatorname{Det}(A) \otimes \operatorname{Det}(C)
$$

Proof. Let $m, n, p$ be the dimensions of $A, B, C$ respectively. We identify $A$ with its image in $B$, and $C$ with the quotient space $B / A$. Let

$$
a_{1} \wedge \cdots \wedge a_{m} \in \operatorname{Det}(A)=\bigwedge^{m}(A), \quad c_{1} \wedge \cdots \wedge c_{p} \in \operatorname{Det}(C)=\bigwedge^{p}(C)
$$

We define a map $\operatorname{Det}(A) \otimes \operatorname{Det}(C) \rightarrow \operatorname{Det}(B)$ by sending

$$
\left(a_{1} \wedge \cdots \wedge a_{m}\right) \otimes\left(c_{1} \wedge \cdots \wedge c_{p}\right) \quad \mapsto \quad a_{1} \wedge \cdots \wedge a_{m} \wedge \hat{c_{1}} \wedge \cdots \wedge \hat{c_{p}}
$$

where $\hat{c}_{j} \in B$ is some representative of $c_{j} \in C=B / A$. We leave it to the reader to check that this map is well-defined and establishes the desired isomorphism.

Corollary 6. Let $\left(W^{\bullet}, d\right)$ be an exact complex of $k$-vector spaces. Then there is a natural identification

$$
\mathrm{Eu}_{d}: \operatorname{Det}\left(W^{\bullet}\right) \rightarrow k
$$

Indeed, $\operatorname{Det}\left(H^{\bullet}\left(W^{\bullet}\right)\right)$ is canonically identified with $k$. (We can easily avoid appealing to the determinant of the zero vector space by splitting an exact complex into only one group of short exact sequences and then applying Lemma 5.)

Note that even if we fix the terms $W^{i}$, the isomorphism in Corollary 6 depends on $d$ in a very essential way.

## The determinant of a based exact complex

Let $e=\left\{e_{\alpha}, \alpha=1, \ldots, \operatorname{dim}(W)\right\}$ be a basis of a vector space $W$. Denote by $\operatorname{Det}(e) \in \operatorname{Det}(W)$ the wedge product $e_{1} \wedge \cdots \wedge e_{\operatorname{dim}(W)}$. Clearly, $\operatorname{Det}(e)$ is a basis (i.e., a non-zero vector) in $\operatorname{Det}(W)$.

Now let $W^{\bullet}=\bigoplus W^{i}$ be a graded vector space and suppose that $e=\{e(i)\}$ is a system of bases in all $W^{i}$, so that each $e(i)$ is a basis $\left\{e(i)_{1}, e(i)_{2}, \ldots, e(i)_{\operatorname{dim}\left(W^{i}\right)}\right\}$ in $W^{i}$. Let us define a non-zero vector $\operatorname{Det}(e) \in \operatorname{Det}\left(W^{\bullet}\right)$ as

$$
\operatorname{Det}(e)=\bigotimes_{i} \operatorname{Det}(e(i))^{(-1)^{i}},
$$

where for any non-zero element $l$ of a 1 -dimensional vector space $L$ the element $l^{-1} \in L^{-1}=L^{*}$ is defined by $l^{-1}(l)=1$.

We call a based complex a system ( $W^{\bullet}, d, e$ ), where $\left(W^{\bullet}, d\right)$ is a complex and $e=\{e(i)\}$ is a system of bases in all terms of $W^{\bullet}$.

Definition 7. Let ( $W^{\bullet}, d, e$ ) be a based exact complex. We call its determinant the number

$$
\operatorname{det}\left(W^{\bullet}, d, e\right)=\operatorname{Eu}_{d}(\operatorname{Det}(e)) \in k^{*}
$$

## Proposition 8.

(a) Let

$$
W^{-1} \xrightarrow{d} W^{0}
$$

be a two-term exact complex (i.e., just an isomorphism of vector spaces). Then $\operatorname{det}\left(W^{\bullet}, d, e\right)$ is the usual determinant of the matrix of $d$ with respect to the chosen bases.
(b) For the shifted complex we have

$$
\operatorname{det}\left(W^{\bullet}[1], d, e\right)=\operatorname{det}\left(W^{\bullet}, d, e\right)^{-1}
$$

Proposition 9. Let $e=\{e(i)\}$ and $f=\{f(i)\}$ be two systems of bases in an exact complex $\left(W^{\bullet}, d\right)$. Let $\{A(i)\}$ be the transition matrices, i.e., we have

$$
f(i)_{p}=\sum_{q=1}^{\operatorname{dim} W_{i}} A(i)_{p q} e(i)_{q} .
$$

Then we have

$$
\operatorname{det}\left(W^{\bullet}, d, f\right)=\operatorname{det}\left(W^{\bullet}, d, e\right) \cdot \prod_{i} \operatorname{det}(A(i))^{(-1)^{i}}
$$

The proofs of Propositions 8 and 9 are obvious.
Example 10. Suppose we have a three-term exact complex

$$
0 \rightarrow A \xrightarrow{d_{-1}} B \xrightarrow{d_{0}} C \rightarrow 0
$$

Let $\left\{a_{1}, \ldots, a_{m}\right\},\left\{b_{1}, \ldots, b_{n}\right\},\left\{c_{1}, \ldots, c_{p}\right\}$ be bases in $A, B, C$ respectively, so $n=m+p$. Let us fix the grading of the complex so that $B$ lies in degree 0 . Let us calculate the determinant of this exact complex with respect to the chosen bases.

Denote by $D_{-1}$ and $D_{0}$ the matrices of $d_{-1}$ and $d_{0}$ in the chosen bases; thus, $D_{-1}$ is an $n \times m$ matrix of rank $m$, and $D_{0}$ is a $p \times n$ matrix of rank $p$. Let $\overline{D_{-1}}$ be the submatrix of $D_{-1}$ given by all the $m$ columns and first $m$ rows. Permuting if necessary the basis vectors $b_{i}$ (i.e., the rows of $D_{-1}$ ) we can assume that $\operatorname{det}\left(\overline{D_{-1}}\right) \neq 0$. Denote by $\overline{D_{0}}$ the submatrix of $D_{0}$ formed by the last $p=n-m$ columns and all the $p$ rows. It follows from our assumption that $\operatorname{det}\left(\overline{D_{0}}\right) \neq 0$ either.
Proposition 11. In the above situation, the determinant of the complex $0 \rightarrow A \xrightarrow{d_{-1}}$ $B \xrightarrow{d_{0}} C \rightarrow 0$ with respect to the chosen bases is equal to $\frac{\operatorname{det}\left(\overline{D_{-1}}\right)}{\operatorname{det}\left(\overline{D_{0}}\right)}$.
Proof. Let $\hat{c}_{1}, \ldots, \hat{c}_{p} \in B$ have the same meaning as in the proof of Lemma 5, i.e., $d_{0}\left(\hat{c}_{j}\right)=c_{j}$. Using the construction in Lemma 5 , we see that the determinant in question is the coefficient of proportionality

$$
\frac{d_{-1}\left(a_{1}\right) \wedge \cdots \wedge d_{-1}\left(a_{m}\right) \wedge \hat{c}_{1} \wedge \cdots \wedge \hat{c}_{p}}{b_{1} \wedge \cdots \wedge b_{n}}
$$

Since $\overline{D_{0}}$ is invertible, we can choose all the $\hat{c}_{j}$ to be linear combinations of $b_{m+1}, \ldots, b_{n}$. Hence the transition matrix between the bases $\left\{d_{-1}\left(a_{1}\right), \ldots\right.$, $\left.d_{-1}\left(a_{m}\right), \hat{c}_{1}, \ldots, \hat{c}_{p}\right\}$ and $\left\{b_{1}, \ldots, b_{n}\right\}$ in $B$ has the block form

$$
\left(\begin{array}{cc}
\overline{D_{-1}} & 0 \\
* & {\overline{D_{0}}}^{-1}
\end{array}\right)
$$

The determinant of our complex is the determinant of this matrix, i.e., is equal to $\frac{\operatorname{det}\left(\overline{D_{-1}}\right)}{\operatorname{det}\left(\overline{D_{0}}\right)}$, as claimed.

Thus we have several different ways to calculate the determinant of a threeterm exact complex: they correspond to different choices of a non-zero minor of order $m$ of the matrix $D_{-1}$.

## The Cayley formula for the determinant of a complex

Proposition 11 can be generalized to the case of an exact complex of arbitrary length. For simplicity we assume that the non-zero terms of the complex are situated in degrees between 0 and $r>0$ (the general case can be reduced to this one by using Proposition 8 (b)). We shall write our complex in the explicit coordinate form

$$
\begin{equation*}
W^{\bullet}=\left\{0 \rightarrow k^{B_{0}} \xrightarrow{D_{0}} k^{B_{1}} \longrightarrow \ldots \xrightarrow{D_{r-1}} k^{B_{r}} \rightarrow 0\right\} \tag{3}
\end{equation*}
$$

so that a totally ordered set $B_{i}$ is the indexing set for the chosen basis in the $i$-th term of the complex, and $D_{i}$ is a matrix with columns $B_{i}$ and rows $B_{i+1}$. We denote by $B$ the system of standard bases in all the terms of $W^{\bullet}$. For any subsets $X \subset B_{i}, Y \subset B_{i+1}$ we shall denote by $\left(D_{i}\right)_{X Y}$ the submatrix in $D_{i}$ on columns from $X$ and rows from $Y$. Let $n_{i}$ be the cardinality of $B_{i}$.

Definition 12. A collection of subsets $I_{i} \subset B_{i}, i=0, \ldots, r$ is called admissible if $I_{0}=\emptyset, I_{r}=B_{r}$, and for any $i=0, \ldots, r-1$ we have $\#\left(B_{i}-I_{i}\right)=\#\left(I_{i+1}\right)$ and the submatrix $\left(D_{i}\right)_{B_{i}-I_{i}, I_{i+1}}$ is invertible.

Proposition 13. Admissible collections exist. For any admissible collection ( $I_{i}$ ), we have

$$
\#\left(I_{i}\right)=\sum_{j=0}^{i-1}(-1)^{i-1-j} n_{j}
$$

Proof. Since $\#\left(I_{i+1}\right)=n_{i}-\#\left(I_{i}\right)$, the statement about the cardinality follows by induction on $i$. Denote by $K_{i} \subset k^{B_{i}}$ the kernel of $D_{i}$ which coincides with the image of $D_{i-1}$. It follows from the definition that $\left(I_{i}\right)$ is an admissible collection if and only if for each $i$ we have $k^{B_{i}}=k^{B_{i}-I_{i}} \oplus K_{i}$. Thus, the existence of an admissible collection follows from the obvious fact that any vector subspace of a coordinatized vector space has a complementary coordinate subspace.

Theorem 14. Let ( $I_{i}$ ) be an admissible collection of subsets for a based exact complex (3). Denote by $\Delta_{i}$ the determinant of the matrix $\left(D_{i}\right)_{B_{i}-I_{i}, I_{i+1}}$. Then the determinant of $W^{\bullet}$ equals

$$
\operatorname{det}\left(W^{\bullet}, D, B\right)=\prod_{i=0}^{r-1} \Delta_{i}^{(-1)^{r-1-i}}
$$

In this form the determinant of a based exact complex was introduced by Cayley in [Ca4] (see Appendix B).

Proof. Let $K_{i}$ be as in the proof of Proposition 13; in particular, $K_{0}=0, K_{r}=k^{B_{r}}$. Consider the exact sequences

$$
S_{i}=\left\{0 \rightarrow K_{i} \rightarrow k^{B_{i}} \rightarrow K_{i+1} \rightarrow 0\right\}
$$

for $i=0, \ldots, r-1$. For each $i$ we choose a basis $f(i)$ in $K_{i}$ and denote by $e(i)$ the system of bases $\left\{f(i), B_{i}, f(i+1)\right\}$ in the terms of $S_{i}$. By Definition 7 and the construction of the Euler isomorphism (Proposition 3), we have

$$
\operatorname{det}\left(W^{\bullet}, D, B\right)=\prod_{i} \operatorname{det}\left(S_{i}, D, e(i)\right)^{(-1)^{r-1-i}}
$$

where the grading in each $S_{i}$ is specified so that the middle term $k^{B_{i}}$ has degree 1. According to the proof of Proposition 13, we can choose a basis $f(i)$ so that its image under the coordinate projection $k^{B_{i}} \rightarrow k^{I_{i}}$ is the standard basis of $k^{I_{i}}$. Now we can calculate $\operatorname{det}\left(S_{i}, D, e(i)\right)$ by Proposition 10 . For $S_{i}$ the matrix $\overline{D_{-1}}$ becomes the identity matrix, and $\overline{D_{0}}$ is just $\left(D_{i}\right)_{B_{i}-I_{i}, I_{i+1}}$. Thus in the chosen grading we have $\operatorname{det}\left(S_{i}, D, e(i)\right)=\Delta_{i}$ (see Proposition $8(\mathrm{~b})$ ). The theorem is proved.

Corollary 15. Let ( $W^{\bullet}, d, e$ ) be any based exact complex and let

$$
\zeta=\sum_{i}(-1)^{i+1} \cdot i \cdot \operatorname{dim}\left(W^{i}\right)
$$

Then we have

$$
\operatorname{det}\left(W^{\bullet}, \lambda d, e\right)=\lambda^{\zeta} \operatorname{det}\left(W^{\bullet}, d, e\right)
$$

For a complex situated in non-negative degrees this follows at once from Theorem 14 and Proposition 13. For an arbitrary based exact complex this follows from Proposition 8 (b).

## Filtrations and triangularity

The determinant of a block-triangular matrix is equal to the product of the determinants of the diagonal blocks. We want to generalize this fact to the determinants of complexes.

A filtration on a vector space $W$ is just an increasing family of subspaces $F_{0} W \subset F_{1} W \subset \cdots \subset F_{m} W=W$. The successive quotients of a filtration $F$ will be denoted by $\mathrm{gr}_{j}{ }^{F}(W)=F_{j} W / F_{j-1} W$. A filtration on a graded vector space is, of course, an increasing family of graded vector subspaces.

Proposition 16. If $F$ is a filtration on a (graded) vector space $W$ then there is a canonical isomorphism

$$
\operatorname{Det}(W) \cong \bigotimes_{j} \operatorname{Det}\left(\operatorname{gr}_{j}^{F}(W)\right)
$$

Proof. It suffices to consider the case of a filtration on a vector space with only one intermediate space, i.e., an exact sequence of three terms. The statement in this case follows from Lemma 5.

Let $W$ be a filtered vector space and let $e=\left\{e_{i}\right\}$ be a basis of $W$. Then the filtration $F$ induces a filtration of $e$ by subsets: $\left.F_{j}(e)=e \cap F_{j} W\right\}$. A basis $e$ is said to be compatible with a filtration $F$ if for each $j$ the images $\bar{e}_{i}$ of the vectors $e_{i}$ from $F_{j}(e)-F_{j-1}(e)$ form a basis in $\mathrm{gr}_{j}^{F}(W)$.

A filtration on a complex ( $W^{*}, d$ ) is just an increasing family of subcomplexes $F_{j} W^{\bullet} \subset W^{\bullet}$. The successive quotients $\mathrm{gr}_{j}^{F}\left(W^{\bullet}\right)$ of the filtration $F$ in this case will be complexes themselves; we denote the differentials in these complexes by $\bar{d}$. Let $e=\{e(i)\}$ be a system of bases in all the terms of $W^{\bullet}$. We say that $e$ is compatible with $F$, if each $e(i)$ is compatible. In this case we denote by $\bar{e}$ the systems of bases in the quotients $\mathrm{gr}_{j}{ }^{F}\left(W^{\bullet}\right)$, formed by images of the vectors from $e$.

Proposition 17. Let $\left(W^{\bullet}, F\right)$ be a filtered finite complex of finite-dimensional $k$-vector spaces such that all the quotients $\mathrm{gr}_{j}{ }^{F}\left(W^{*}\right)$ are exact complexes, and let $e=\{e(i)\}$ be a system of bases in the $W^{i}$ compatible with $F$. Then $W^{\bullet}$ is exact and

$$
\operatorname{det}\left(W^{\bullet}, d, e\right)=\prod_{j} \operatorname{det}\left(\operatorname{gr}_{j}^{F} W^{\bullet}, \bar{d}, \bar{e}\right)
$$

Proof. Under the identification of Proposition 16, the Euler isomorphism for $W^{\bullet}$ is identified with the product of Euler isomorphisms for the $\mathrm{gr}_{j}^{F}\left(W^{*}\right)$. A basis $\operatorname{Det}(e)$ in $\operatorname{Det}\left(W^{*}\right)$ is taken by this identification to the tensor product of the bases $\operatorname{Det}(\bar{e})$. Our proposition follows from these two facts.

Let $f: V^{\bullet} \rightarrow W^{\bullet}$ be a morphism of exact complexes and Cone $(f)$ its cone. We have an exact sequence of complexes

$$
\begin{equation*}
0 \rightarrow W^{\bullet} \rightarrow \operatorname{Cone}(f) \rightarrow V^{\bullet}[1] \rightarrow 0 \tag{4}
\end{equation*}
$$

which implies that Cone $(f)$ is also an exact complex. Since the $i$-th term of Cone $(f)$ is $V^{i+1} \oplus W^{i}$, systems of bases in the terms of $V^{\bullet}$ and $W^{\bullet}$ naturally produce a system of bases in the terms of Cone ( $f$ ). The following proposition is a consequence of the previous one and the exact sequence (4).

Proposition 18. For an arbitrary choice of bases in the terms of $V^{\bullet}$ and $W^{*}$, and the corresponding bases in the terms of $\operatorname{Cone}(f)$ we have

$$
\operatorname{det}(\operatorname{Cone}(f))=\operatorname{det}\left(W^{\bullet}\right) / \operatorname{det}\left(V^{\bullet}\right)
$$

## Determinants of complexes of modules over a ring

Let $R$ be a Noetherian integral domain. We denote by $R^{\star}$ the group of invertible elements of $R$. By a based complex over $R$ we shall mean a complex of free $R$-modules ( $W^{\bullet}, d$ ) equipped with a system $e$ of $R$-bases in all the terms. We would like to associate to an exact based complex ( $W^{\bullet}, d, e$ ) over $R$ an element $\operatorname{Det}\left(W^{\bullet}, d, e\right) \in R^{\star}$. To do this we can consider the field of fractions $k$ and replace a complex of free $R$-modules by the corresponding complex of $k$-vector spaces. The determinant of the latter complex will lie a priori in $k^{\star}$; we have to prove that it lies in fact in $R^{\star}$. To do this we shall extend the concept of the determinantal vector space to the case of rings.

It is necessary to consider not only free $R$-modules but also the projective ones. Recall that a finitely generated $R$-module $P$ is called projective if it is a direct summand of some free module $R^{m}$. In algebraic-geometric language projective modules correspond to vector bundles over the spectrum of the ring, while free modules correspond to trivial vector bundles. Let us summarize the main properties of the projective modules. All of them are well-known (see, e.g., [Bou2], Chapter II,§5).

## Proposition 19.

(a) For any exact sequence of $R$-modules

$$
0 \rightarrow M \rightarrow N \xrightarrow{f} P \rightarrow 0
$$

with $P$ projective there exists a homomorphism $g: P \rightarrow N$ such that $f g=$ $\mathrm{Id}_{P}$ (and hence $N \cong M \oplus P$ ).
(b) If $P$ is a projective $R$-module, $\mathfrak{p}$ is a prime ideal in $R$, and $S_{\mathfrak{p}}=R-\mathfrak{p}$ then the localization $P\left(S_{\mathfrak{p}}^{-1}\right)$ is a free module over the local ring $R\left(S_{\mathfrak{p}}^{-1}\right)$. Its rank does not depend on $\mathfrak{p}$; it is called the rank of $P$ and denoted $\operatorname{rk}(P)$.
(c) If $P, Q$ are projective $R$-modules of ranks $m$, $n$ respectively, then $R$-modules

$$
P \otimes_{R} Q, S_{R}^{r} P, \bigwedge_{R}^{r} P, \operatorname{Hom}_{R}(P, R)
$$

are projective of ranks $m n,\binom{m+r-1}{r},\binom{m}{r}, m$ respectively.
(d) If $P$ is a projective $R$-module of rank 1 , then the natural map

$$
P \otimes_{R}\left(\operatorname{Hom}_{R}(P, R)\right) \rightarrow R
$$

is an isomorphism of $R$-modules.
Part (b) of this proposition means that projective modules are "locally free." In view of part (d), we shall call projective $R$-modules of rank 1 invertible. We denote by $\operatorname{Inv}(R)$ the category of invertible $R$-modules and their isomorphisms. The module $\operatorname{Hom}_{R}(P, R)$ for an invertible $P$ will also be denoted by $P^{-1}$.

For a projective $R$-module $M$ of rank $r$, we denote $\operatorname{Det}_{R}(M)=\bigwedge_{R}^{r}(M) \in$ $\operatorname{Inv}(R)$. This is an invertible $R$-module. The determinantal module $\operatorname{Det}_{R}\left(M^{\bullet}\right)$ for a projective graded $R$-module $M^{\bullet}$ (in particular, for a complex of projective $R$-modules) is defined similarly to the vector space case.

Theorem 20. Let ( $M^{\bullet}, d$ ) be a finite exact complex of projective $R$-modules. Then there is a natural isomorphism $\mathrm{Eu}_{d}: \operatorname{Det}_{R}\left(M^{*}\right) \rightarrow R$ of invertible $R$-modules.

Proof. Denote by $K_{i} \subset M^{i}$ the submodule $\operatorname{Ker}\left(d_{i}\right)=\operatorname{Im}\left(d_{i-1}\right)$. Consider the exact sequences

$$
0 \rightarrow K_{i} \rightarrow M^{i} \rightarrow K_{i+1} \rightarrow 0
$$

The theorem follows from two lemmas:
Lemma 21. All $K_{i}$ are projective $R$-modules.
Lemma 22. For a short exact sequence

$$
0 \rightarrow K \rightarrow M \rightarrow L \rightarrow 0
$$

of projective $R$-modules there is a natural isomorphism

$$
\operatorname{Det}_{R}(M) \cong \operatorname{Det}_{R}(K) \otimes_{R} \operatorname{Det}_{R}(L)
$$

in the category $\operatorname{Inv}(R)$.
Lemma 21 is proved by induction starting from the right end of the complex using Proposition 19 (a). Note that even if all $M^{i}$ are free we cannot guarantee in general that the $K_{i}$ will be free; this is why we have to consider projective modules.

Lemma 22 is proved by localization using Proposition 19 (b). We define first the required isomorphisms for each localization similarly to Lemma 5. Then we have to check that these isomorphisms fit together into an isomorphism of invertible $R$-modules. We leave these details to the reader.

If $e$ is a system of $R$-bases in terms of a finite complex $M^{\bullet}$ of free $R$-modules then we define a basis element $\operatorname{Det}(e)$ of the free $R$-module $\operatorname{Det}_{R}\left(M^{*}\right)$ of rank 1 as in the case of vector spaces. Note that any two basis elements of a free module of rank 1 can be obtained from each other by multiplication by an invertible element.

Definition 23. Let ( $M^{\bullet}, d, e$ ) be a based exact complex of free $R$-modules. Its determinant is defined

$$
\left.\operatorname{det}_{R}\left(M^{\bullet}, d, e\right)=\operatorname{Eu}_{d} \operatorname{Det}(e)\right) \in R^{\star}
$$

Proposition 24. If $k$ is any $R$-algebra and ( $M^{\bullet}, d, e$ ) is a based exact complex of free $R$-modules then

$$
\operatorname{det}_{R}\left(M^{\bullet}, d, e\right)=\operatorname{det}_{k}\left(M^{\bullet} \otimes_{R} k, d, e\right)
$$

The proof is obvious. Thus we have proved, in particular, that if $k$ is the field of fractions of $R$, then $\operatorname{det}_{k}\left(M^{\bullet} \otimes_{R} k, d, e\right) \in R^{*}$.

## The case of a discrete valuation ground field

Another possibility of using a "triangular" structure of a complex appears when the ground field $k$ itself is filtered or, more precisely, is equipped with a discrete valuation (see, e.g., [vdW], Chapter 18). In this book we use only the case when $k=\mathbf{C}((t))$, the field of formal Laurent series with complex coefficients $\sum_{i=-N}^{\infty} a_{i} t^{i}, a_{i} \in \mathbf{C}$. (Another important example would be the field $\mathbf{Q}_{p}$ of $p$ adic numbers.) But it is notationally even easier to consider the case of an arbitrary discrete valuation field $k$.

We denote the valuation by ord : $\boldsymbol{k}^{\star} \rightarrow \mathbf{Z}$. For $\mathbf{C}((t))$ it is given by

$$
\operatorname{ord}\left(\sum a_{i} t^{i}\right)=\min \left\{i: a_{i} \neq 0\right\}
$$

We define a decreasing filtration on $k$ by

$$
F^{m} k=\{f \in k: \operatorname{ord}(f) \geq m\}
$$

We have

$$
\left(F^{m} k\right)\left(F^{n} k\right) \subset F^{m+n} k
$$

In particular, $F^{0} k$ is a subring called the ring of integers of $k$. (For example, for $k=\mathbf{C}((t))$ we have $F^{0} k=\mathbf{C}[[t]]$, the ring of formal power series $\sum_{i=0}^{\infty} a_{i} t^{i}$.)

The quotient $\bar{k}=F^{0} k / F^{1} k$ is a field called the residue field of $k$ (for $k=\mathbf{C}((t))$ we have $\bar{k}=\mathbf{C}$ ). The associated graded ring

$$
\operatorname{gr}_{F}^{\bullet} k=\bigoplus_{i} F^{i} k / F^{i+1} k
$$

is isomorphic to the Laurent polynomial ring $\bar{k}\left[t, t^{-1}\right]$. In general this isomorphism is not canonical and requires a choice of an element $\pi \in k$ with $\operatorname{ord}(\pi)=1$ which will correspond to $t \in \bar{k}\left[t, t^{-1}\right]$. (For $k=\mathbf{C}((t))$ the obvious choice is $\pi=t$.) For any $f \in k$ we define the of $f$ as the image of $f$ in $\operatorname{gr}_{F}^{\operatorname{ord} f} k$. We denote this leading term by $\operatorname{Lt}(f) \in \mathrm{gr}_{F}^{\circ} k$. (For $k=\mathbf{C}((t))$ the leading term of a series is just its first non-vanishing term; so it is "leading" when $t \rightarrow 0$.)

Definition 25. Let $W$ be a finite-dimensional vector space over a discrete valuation field $k$. A decreasing filtration $\left\{F^{m} W\right\}$ of $W$ by additive subgroups is said to be compatible with the valuation if the following conditions hold:
(a) $\left(F^{m} k\right)\left(F^{n} W\right) \subset F^{m+n} W$.
(b) If $\pi \in k^{\star}$ is any element of order 1 , then the multiplication by $\pi$ gives an isomorphism $F^{i}(W) \rightarrow F^{i+1}(W)$.
(c) The $F^{0} k$-module $F^{0} W$ is free of finite rank and generates $W$ over $k$.

Such a filtration is uniquely determined by the "lattice" $F^{0} W \subset W$. For any $w \in W$ we denote by $\operatorname{ord}_{F}(w)$ the minimal $m$ such that $w \in F^{m}(W)$ and by $\operatorname{Lt}(w)$ the image of $w$ in $\operatorname{gr}_{F}^{\operatorname{ord}(w)}(W)$. The following proposition is obvious.
Proposition 26. If $F$ is a filtration on $W$ compatible with the valuation then the $\mathrm{gr}_{F}^{\bullet} k$-module $\mathrm{gr}_{F}^{\bullet} W$ is free. If the $e_{i}$ form a basis of $W$, then the $\operatorname{Lt}\left(e_{i}\right)$ are free generators of $\mathrm{gr}_{F}^{\bullet} W$.
Proposition 27. Let $W^{\bullet}$ be a complex of $k$-vector spaces equipped with a decreasing filtration $F$ compatible with the differentials and valuation. Suppose that the complex $\operatorname{gr}_{F}^{\bullet}\left(W^{\bullet}\right)$ of modules over $\mathrm{gr}_{F}^{\bullet} k=\bar{k}\left[t, t^{-1}\right]$ is exact. Then
(a) $W^{\bullet}$ is an exact complex.
(b) For any system e of bases in the terms of $W^{\bullet}$ we have

$$
\operatorname{Lt}\left(\operatorname{det}\left(W^{\bullet}, d, e\right)\right)=\operatorname{det}\left(\operatorname{gr}_{F}^{\bullet}\left(W^{\bullet}\right), \bar{d}, \operatorname{Lt}(e)\right)
$$

Proof. (a) Consider the spectral sequence of the filtered complex

$$
E_{1}^{p q}=H^{p+q}\left(\mathrm{gr}^{-q}\left(W^{\bullet}\right)\right) \Longrightarrow H^{p+q}\left(W^{\bullet}\right)
$$

Each term of this spectral sequence is a finitely generated module over gr ${ }^{F} k=$ $\bar{k}\left[t, t^{-1}\right]$. Since the ring $\bar{k}\left[t, t^{-1}\right]$ is Noetherian, the spectral sequence converges (even although the filtration has infinitely many terms). Hence $W^{\bullet}$ is exact.
(b) By our assumptions, we have a filtration on the one-dimensional vector space $\operatorname{Det}_{k}\left(W^{\bullet}\right)$ which is compatible with the filtration on $k$. The associated graded module of this filtration is identified with $\operatorname{Det}_{\bar{k}\left[t, t^{-1}\right]}\left(\operatorname{gr}_{F}^{*}\left(W^{*}\right)\right)$. Similarly, in $\operatorname{Det}_{k}\left(W^{*}\right)$ and $\operatorname{Det}_{\left[\left[, t^{-1}\right]\right.}\left(\operatorname{gr}_{F}^{*}\left(W^{\bullet}\right)\right)$ we have bases $\operatorname{Det}(e)$ and $\operatorname{Det}(\operatorname{Lt}(e))$. Our assertion follows from the fact that $\operatorname{Det}(\operatorname{Lt}(e))=\operatorname{Lt}(\operatorname{Det}(e))$.

Note that in particular we have calculated the order of the determinant (this will be used below). Apart from this, Proposition 27 is a generalization of the following obvious fact.

Proposition 28. Let $D$ be an $n \times n$ matrix with entries in the ring $\mathbf{C}[[t]]$. Then the constant term of the series $\operatorname{det}(D)$ equals the determinant of the numerical matrix formed by constant terms of entries of $D$.

## Prime divisors of the determinant and cohomology

Let $D: \mathbf{Z}^{n} \rightarrow \mathbf{Z}^{n}$ be an integral $n \times n$ matrix. It is known that if $\operatorname{Det}(D)$ is non-zero then its absolute value coincides with the order of the quotient group $\mathbf{Z}^{n} / \operatorname{Im}(D)$. We give a generalization of this fact to the case of determinants of complexes over more general rings.

Let $R$ be a Noetherian integral domain (in our applications we need the cases when $R=\mathbf{C}\left[x_{1}, \ldots, x_{n}\right]$ or $\mathbf{Z}\left[x_{1}, \ldots, x_{n}\right]$ is a polynomial ring). We shall impose on $R$ the following conditions (which hold in the above examples):
(a) $R$ is regular, i.e., any finitely generated $R$-module has a finite projective resolution.
(b) $R$ is factorial, i.e., any non-zero element $a \in R$ has a prime decomposition

$$
\begin{equation*}
a=\varepsilon \prod \pi_{\nu}^{n_{v}}, \tag{5}
\end{equation*}
$$

(where $\varepsilon \in R^{\star}$ and the $\pi_{\nu}$ are prime elements) which is unique up to a permutation of the $\pi_{\nu}$ and multiplication of them by elements from $R^{\star}$.
Condition (b) is not strictly necessary and is imposed to simplify an exposition. In the case of polynomial rings, in (a) we can replace "projective" by "free."

Let $k$ be the field of fractions of $R$. Any non-zero $a \in k$ has a prime decomposition of the type (5) but with possibly negative exponents $n_{v}$. We call $n_{v}$ the $\pi_{\nu}$-adic order of $a$ and denote it by $\operatorname{ord}_{\pi_{\nu}}(a)$.

Let ( $M^{\bullet}, d, e$ ) be a based complex of free $R$-modules. Suppose that the complex $M^{\bullet} \otimes_{R} k$ of $k$-vector spaces is exact but $M^{\bullet}$ is not necessarily exact. (Geometrically we can view $M^{\bullet}$ as a complex of vector bundles and our assumption means that it is exact "at a generic point", but not necessarily everywhere so we
shall use the term "generically exact" for such complexes.) We are interested in the prime decomposition of $\operatorname{det}\left(M^{\bullet} \otimes_{R} k, d, e\right) \in k^{\star}$. Note that the problem discussed in the previous subsection is a particular case of this problem, corresponding to the case when $R=F^{0} k$ is a discrete valuation ring and $M^{\bullet}=F^{0} W^{\bullet}$.

Proposition 29. For any prime element $\pi \in R$ the $\pi$-adic order of

$$
\operatorname{det}\left(M^{\bullet} \otimes_{R} k, d, e\right)
$$

does not depend on the choice of $R$-bases in terms of $M^{\bullet}$.
Indeed, another choice of bases leads, by Proposition 9, to the multiplication of the determinant by an element from $R^{*}$.

So $\pi$-adic orders of the determinant depend only on the complex $M^{*}$ itself. If $M^{\bullet}$ is exact then its determinant lies in $R^{\star}$ and all its $\pi$-adic orders are zero. So in the general case, it is natural to relate these orders to the cohomology modules of $M^{\bullet}$.

We shall need the notion of multiplicity (or length) of a finitely generated $R$ module along a prime ideal $\mathfrak{p} \subset R$. It is defined as follows (cf. [Bou 2], Chapter 4 §5). Let $S_{\mathfrak{p}}=R-\mathfrak{p}$ and $R_{\mathfrak{p}}=R\left(S_{\mathfrak{p}}^{-1}\right)$ be the localization of $R$ at $\mathfrak{p}$. This is a local ring and we denote by $\mathbf{m}_{\mathfrak{p}}=\mathfrak{p} \cdot R_{\mathfrak{p}}$ its maximal ideal. The quotient $k_{\mathfrak{p}}=R_{\mathfrak{p}} / \mathbf{m}_{\mathfrak{p}}$ is a field which is the field of fractions of the domain $R / p$.

Let $M^{\prime}$ be a finitely generated module over $R_{\mathfrak{p}}$. Every quotient $\mathbf{m}_{\mathfrak{p}}^{i} M^{\prime} / \mathbf{m}_{\mathfrak{p}}^{i+1} M^{\prime}$ is a finite-dimensional vector space over $k_{\mathfrak{p}}$. We say that $M^{\prime}$ has finite length if $\mathbf{m}_{\mathfrak{p}}^{i} M^{\prime}=0$ for $i \gg 0$. For such $M^{\prime}$, we define the multiplicity of $M^{\prime}$

$$
\operatorname{mult}_{\mathbf{m}_{\mathfrak{p}}}\left(M^{\prime}\right)=\sum_{i} \operatorname{dim}_{k_{\mathfrak{p}}} \mathbf{m}_{\mathfrak{p}}^{i} M^{\prime} / \mathbf{m}_{\mathfrak{p}}^{i+1} M^{\prime}
$$

Now let $M$ be a finitely generated $R$-module. We denote by $M_{\mathfrak{p}}=M \otimes_{R} R_{\mathfrak{p}}$ the localization of $M$ at $\mathfrak{p}$. We define the multiplicity of $M$ at $\mathfrak{p}$ to be

$$
\operatorname{mult}_{\mathfrak{p}}(M)= \begin{cases}\operatorname{mult}_{\mathbf{m}_{\mathfrak{p}}}\left(M_{\mathfrak{p}}\right), & \text { if } M_{\mathfrak{p}} \text { has finite length; } \\ 0 & \text { otherwise }\end{cases}
$$

Theorem 30. For any prime element $\pi \in R$ and any generically exact based complex ( $M^{\bullet}, d, e$ ) of free $R$-modules we have

$$
\operatorname{ord}_{\pi}\left(\operatorname{det}\left(M^{\bullet} \otimes k, d, e\right)\right)=\sum_{i}(-1)^{i} \operatorname{mult}_{(\pi)}\left(H^{i} M^{\bullet}\right)
$$

where $(\pi)$ is the principal ideal generated by $\pi$.

Note that the localization $R_{(\pi)}$ is a discrete valuation ring with the maximal ideal generated by $\pi$.

To prove Theorem 30 we shall define, following [Knud-Mum], the determinantal modules for $R$-modules and complexes which are no longer projective. The main idea is to use a projective resolution

$$
0 \rightarrow P_{m} \rightarrow \cdots \rightarrow P_{0} \rightarrow M \rightarrow 0
$$

of an arbitrary module $M$ and to define $\operatorname{Det}_{R} M$ as $\otimes_{i} \operatorname{Det}_{R}\left(P_{i}\right)^{\otimes(-1)^{i}}$, postulating the Euler isomorphism. This requires checking a lot of compatibility properties most of which we will refer the reader to loc. cit.

Let $D^{b}(R)$ be the derived category of finite complexes of finitely generated $R$-modules. Recall [Bo], [KS] that this category is triangulated, i.e., equipped with a class of diagrams

$$
\begin{equation*}
A \rightarrow B \rightarrow C \rightarrow A[1] \tag{6}
\end{equation*}
$$

called exact triangles. They satisfy the four axioms of Verdier, see loc. cit. For any triangulated category $\mathcal{A}$, we denote by $K_{0}(\mathcal{A})$ the Grothendieck group of $\mathcal{A}$, i.e., the Abelian group generated by symbols $[A], A \in \operatorname{Ob}(\mathcal{A})$ which are subject to relations $[B]=[A]+[C]$ for any exact triangle (6). Recall that by $\operatorname{Inv}(R)$ we have denoted the category of invertible $R$-modules, i.e., of projective $R$-modules of rank 1 .

Proposition 31. There exists a functor $\operatorname{Det}_{R}: D^{b}(R) \rightarrow \operatorname{Inv}(R)$ which coincides with the above defined determinant functor on complexes of projective modules, and has the following property: for any exact triangle (6) there is a natural isomorphism

$$
\operatorname{Det}_{R}(B) \rightarrow \operatorname{Det}_{R}(A) \otimes_{R} \operatorname{Det}_{R} C .
$$

The proof is based on the fact that any object of $D^{b}(R)$ is isomorphic to a complex of projective $R$-modules (existence of projective resolutions) and on Theorem 20 which ensures that $\operatorname{Det}_{R}$ behaves as expected on exact complexes (see [KnudMum]).

Let us mention also the following corollary of this proposition, to be used later. Let $M^{\bullet}$ be any finitely generated graded $R$-module. Regarding $M^{\bullet}$ as a complex with zero differential, we get a well-defined invertible $R$-module $\operatorname{Det}_{R}\left(M^{*}\right)$.

Corollary 32. If d is a differential making a graded $R$-module $M^{\bullet}$ into a complex then there is a natural isomorphism of invertible $R$-modules

$$
\mathrm{Eu}_{d}: \operatorname{Det}_{R}\left(M^{\bullet}\right) \rightarrow \operatorname{Det}_{R}\left(H^{\bullet}\left(M^{\bullet}\right)\right)
$$

which is compatible with the extension of scalars from $R$ to $k$, its field of fractions.
Now let us prove Theorem 30. First note that both sides of the required equality are of local nature. Thus it suffices to consider the case when $R$ is a local discrete valuation ring. Then projective $R$-modules are free and every submodule of a free $R$-module is free so every finitely generated $R$-module has a free resolution of length 2 . Let $\mathcal{D}_{1} \subset D^{b}(R)$ be the subcategory of generically exact complexes. For every complex $M^{\bullet} \in \mathcal{D}_{1}$, every cohomology module $H^{i}\left(M^{*}\right)$ is torsion, i.e., is annihilated by some non-zero element of $R$.

Consider the function $M^{\bullet} \mapsto \operatorname{ord}_{\pi} \operatorname{det}\left(M^{\bullet}\right)$ on objects of $\mathcal{D}_{1}$. It is additive in exact triangles by Proposition 31 and so defines a homomorphism $K_{0}\left(\mathcal{D}_{1}\right) \rightarrow \mathbf{Z}$.

Note that the right hand side of the equality in Theorem 30 also defines a homomorphism of the same groups.

Proposition 33. Let $R$ be a discrete valuation ring and let $\pi \in R$ be an element of order 1. Then the Grothendieck group $K_{0}\left(\mathcal{D}_{1}\right)$ is isomorphic to $\mathbf{Z}$. The generator can be identified with the class of the $R$-module $R / \pi R$.
Proof. This follows by considering the filtration of every $R$-module $M$ by submodules $\pi^{a} M$. If $M$ is torsion then $\pi^{a} M=0$ for $a \gg 0$ so the class [ $M$ ] of $M$ in $K_{0}\left(\mathcal{D}_{1}\right)$ is equal to $\sum\left[\pi^{a} M / \pi^{a+1} M\right]$; also every $\pi^{a} M / \pi^{a+1} M$ is a vector space over the field $R / \pi R$ so its class in $K_{0}$ is a multiple of the class of $R / \pi R$. This proves our proposition.

In order to complete the proof of Theorem 30, it remains to compare how the two homomorphisms in question act on the generator of the Grothendieck group. By definition, mult ${ }_{\pi}(R / \pi R)=1$. On the other hand, this module has a two-term free resolution

$$
0 \rightarrow R \xrightarrow{\pi} R \rightarrow R / \pi R \rightarrow 0
$$

The determinant of the two-term complex given by multiplication by $\pi$ is $\pi$ itself and its $\pi$-adic order is also 1 . Theorem 30 is proved.

## The determinant of a complex as a g.c.d. of maximal minors

Theorem 13 expresses the determinant of a complex as a rather complicated alternating product of certain minors of the differential matrices. Here we show that this determinant can be sometimes expressed as the greatest common divisor of the maximal minors of the rightmost differential.

Let $R$ be a Noetherian integral domain satisfying conditions (a) and (b) above, and $k$ be the field of fractions of $R$. Consider a generically exact based complex of free $R$-modules of the form

$$
\begin{equation*}
M^{\bullet}=\left\{0 \rightarrow R^{B_{-m}} \xrightarrow{D_{-m}} R^{B_{-m+1}} \xrightarrow{D_{-m+1}} \cdots \xrightarrow{D_{-2}} R^{B_{-1}} \xrightarrow{D_{-1}} R^{B_{0}} \rightarrow 0\right\} . \tag{7}
\end{equation*}
$$

We assume that $R^{B_{i}}$ is situated in degree $i$ for $i=-m, \ldots, 0$.
Theorem 34. Suppose that $\operatorname{mult}_{(\pi)} H^{i}\left(M^{\bullet}\right)=0$ for $i<0$ and any prime element $\pi \in R$. Then $\operatorname{det}\left(M^{\bullet}\right)$ is equal, up to an invertible element $\varepsilon \in R^{\star}$, to the greatest common divisor of the maximal minors of the matrix $D_{-1}$.

Proof. By considering localizations of $R$ at various ideals $(\pi)$, this reduces to the following lemma.

Lemma 35. Let $k$ be a discrete valuation field with the ring of integers $R$ and maximal ideal m. Let $D: R^{B_{-1}} \rightarrow R^{B_{0}}$ be a homomorphism of free $R$-modules such that $D_{k}: k^{B_{-1}} \rightarrow k^{B_{0}}$ is surjective. Then

$$
\begin{equation*}
\operatorname{mult}_{\mathbf{m}}(\operatorname{Coker}(D))=\min _{I} \operatorname{ord}\left(\Delta_{I, B_{0}}\right) \tag{8}
\end{equation*}
$$

where I runs over all subsets of $B_{-1}$ of size $\#\left(B_{0}\right)$, and $\Delta_{I, B_{0}}$ is the minor of $D$ on the columns from I and rows from $B_{0}$.

Proof of the lemma. Both sides of (8) remain unchanged if we subject $D$ to elementary transformations of rows and columns (with coefficients in $R$ ) or multiply any row or column by an element from $R^{\star}$. Using a version of the Euclid algorithm for the ring $R$, we can bring, by transformations of the described type, any matrix over $R$ to a matrix of the form $\left\|a_{i j}\right\|$ where $a_{i j}=0$ for $i \neq j$ and each $a_{i i}$ is either 0 or $\pi^{m_{i}}$ where $\pi \in R$ is some fixed element with $\operatorname{ord}(\pi)=1$. For such a matrix the statement is obvious.

## Determinants of spectral sequences

Consider a spectral sequence $\left(E_{r}^{p q}, d_{r}\right), r \geq 1$ of $k$-vector spaces. We assume that the $E_{r}^{p q}$ for $p, q \in \mathbf{Z}$ are finite-dimensional, and, for any given $r$, only a finite number of them are non-zero. Each $d_{r}$ is thus a differential in $E_{r}^{\bullet \bullet}=\bigoplus_{p, q} E_{r}^{p q}$ of bi-degree $(r, r-1)$ such that the cohomology of $E_{r}^{\bullet \bullet}$ with respect to $d_{r}$ is $E_{r+1}^{\bullet \bullet}$.

A spectral sequence is called convergent if for $r \gg 0$ all the differentials $d_{r}$ are 0 so that $E_{r}^{p q}=E_{r+1}^{p q}$; this common vector space is denoted by $E_{\infty}^{p q}$. We call a spectral sequence exact if $E_{r}^{\bullet \bullet}=0$ for $r \gg 0$.

It is possible to generalize the notion of the determinant of a complex to based exact spectral sequences. Namely, for any spectral sequence we define the determinantal vector spaces

$$
\operatorname{Det}\left(E_{r}^{\bullet \bullet}\right)=\bigotimes_{p, q} \operatorname{Det}\left(E_{r}^{p q}\right)^{(-1)^{p+q}}
$$

The Euler isomorphism identifies, for each $r$, the space $\operatorname{Det}\left(E_{r}^{\bullet \bullet}\right)$ with $\operatorname{Det}\left(E_{r+1}^{\bullet \bullet}\right)$. Therefore, if the spectral sequence is exact, we obtain an isomorphism Eu : $\operatorname{Det}\left(E_{1}^{\bullet \bullet}\right) \rightarrow k$.

Suppose now that we have chosen a system of bases in all the graded components of the first term $E_{1}^{p q}$ of an exact spectral sequence. Denote this system of bases by $e$. Then we obtain a basis vector $\operatorname{Det}(e) \in \operatorname{Det}\left(E_{1}^{* \bullet}\right)$ as before. We call the determinant of a based exact spectral sequence ( $E_{r}^{\bullet \bullet}, d_{r}, e$ ) the image $\operatorname{Eu}(\operatorname{Det}(e)) \in k^{*}$. Any exact complex $W^{\bullet}$ of vector spaces can be considered as an exact spectral sequence: $E_{1}^{p 0}=W^{p}, E_{1}^{p q}=0$ for $q \neq 0$, and $E_{r}^{p q}=0$ for $r>1$. The determinant of this spectral sequence coincides with the determinant of a complex defined earlier.

Now we extend Theorem 30 to describe the prime decomposition of the determinant of an exact spectral sequence. Let $R$ be a Noetherian integral domain with the field of fractions $k$. As before, we assume that $R$ is regular and factorial. Let ( $E_{r}^{\bullet \bullet}$ ) be a spectral sequence of finitely generated $R$-modules such that the components $E_{1}^{p q}$ of its first term are projective. We call ( $E_{r}^{\bullet \bullet}$ ) generically exact if it becomes exact after tensor multiplication with $k$. Suppose that ( $E_{r}^{\bullet \bullet}$ ) is convergent (over $R$ ) and generically exact. Then, as for usual complexes, we have an element $\operatorname{det}(E) \in k$ defined up to multiplication with elements of $R^{\star}$. We want to find $\pi$-adic orders of $\operatorname{det}(E)$ in terms of the limit $R$-modules $E_{\infty}^{p q}$.

Theorem 36. Let $\pi \in R$ be a prime element. Then

$$
\operatorname{ord}_{\pi} \operatorname{det}\left(E^{\bullet \bullet}\right)=\sum_{p, q}(-1)^{p+q} \text { mult }_{\pi} E_{\infty}^{p q}
$$

Proof. Let $M^{\bullet}=\bigoplus M^{i}$ be a finitely generated graded $R$-module. The construction of the determinant $R$-module $\operatorname{Det}_{R}\left(M^{\bullet}\right)$ above may be reformulated as follows.
(1) The determinant $k$-vector space $\operatorname{Det}_{k}\left(M^{\bullet} \otimes k\right)$ contains a distinguished vector $\operatorname{Det}\left(M^{*}\right)$ defined up to multiplication by elements of $R^{\star}$.
(2) If $M^{*}$ is a complex with differential $d$ then the Euler isomorphism Eu ${ }_{d}$ takes $\operatorname{Det}\left(M^{\bullet}\right)$ to $\operatorname{Det}\left(H^{\bullet}\left(M^{\bullet}\right)\right)$.
(3) If each $M^{i}$ is torsion, then

$$
\operatorname{det}\left(M^{\bullet}\right)=\varepsilon \cdot \prod_{\pi \in R \text { prime }} \prod_{i}\left(\operatorname{mult}_{(\pi)} H^{i}\left(M^{\bullet}\right)\right)^{(-1)^{i}}
$$

All these statements apply as well to doubly graded complexes like $E_{r}^{* \bullet}$. By applying (2) to each $E_{r}^{\bullet \bullet}$ and (3) to $E_{\infty}^{\bullet \bullet}$ we get our theorem.

## APPENDIX B

## On the Theory of Elimination

## A. Cayley

[Cambridge and Dublin Math. Journal, 3 (1848), 116-120]

Suppose the variables $X_{1}, X_{2}, \ldots, g$ in number, are connected by the $h$ linear equations

$$
\begin{aligned}
& \Theta_{1}=\alpha_{1} X_{1}+\alpha_{2} X_{2}+\cdots=0 \\
& \Theta_{2}=\beta_{1} X_{1}+\beta_{2} X_{2}+\cdots=0
\end{aligned}
$$

these equations not being all independent but connected by $k$ linear equations

$$
\begin{aligned}
& \Phi_{1}=\alpha_{1}^{\prime} \Theta_{1}+\alpha_{2}^{\prime} \Theta_{2}+\cdots=0 \\
& \Phi_{2}=\beta_{1}^{\prime} \Theta_{1}+\beta_{2}^{\prime} \Theta_{2}+\cdots=0
\end{aligned}
$$

these last equations not being independent but connected by the $l$ linear equations

$$
\begin{aligned}
& \Psi_{1}=\alpha_{1}^{\prime \prime} \Phi_{1}+\alpha_{2}^{\prime \prime} \Phi_{2}+\cdots=0 \\
& \Psi_{2}=\beta_{1}^{\prime \prime} \Phi_{1}+\beta_{2}^{\prime \prime} \Phi_{2}+\cdots=0
\end{aligned}
$$

and so on for any number of systems of equations.
Suppose also that $g-h+k-l+\cdots=0$; in which case the number of quantities $X_{1}, X_{2}, \ldots$ will be equal to the number of really independent equations connecting them, and we may obtain by elimination of these quantities a result $\nabla=0$.

To explain the formation of this final result, write
which for shortness may be thus represented,

where $\Omega, \Omega^{\prime}, \Omega^{\prime \prime}, \Omega^{\prime \prime \prime}, \Omega^{\prime \prime \prime \prime}, \ldots$ contain respectively $h, h, l, l, n, n, \ldots$ vertical rows and $g, k, k, m, m, p, \ldots$ horizontal rows.

It is obvious from the form in which these systems have been arranged, what is meant by speaking of a certain number of the horizontal rows of $\Omega^{\prime}$ and the supplementary vertical rows of $\Omega$; or of a certain number of the horizontal rows of $\Omega^{\prime \prime}$ and the supplementary vertical rows of $\Omega^{\prime}, \& c$.

Suppose that there is only one set of equations, or $g=h$ : we have here only a single system $\Omega$, which contains $h$ vertical and $h$ horizontal rows, and $\nabla$ is simply the determinant formed with the system of quantities $\Omega$. We may write in this case $\nabla=Q$.

Suppose that there are two sets of equations, or $g=h-k$ : we have here two systems $\Omega, \Omega^{\prime}$, of which $\Omega$ contains $h$ vertical and $h-k$ horizontal rows, $\Omega^{\prime}$ contains $h$ vertical and $k$ horizontal rows. From any $k$ of the $h$ vertical rows of $\Omega^{\prime}$ form a determinant, and call this $Q^{\prime}$; from the supplementary $h-k$ vertical rows of $\Omega$ form a determinant, and call this $Q$ : then $Q^{\prime}$ divides $Q$, and we have $\nabla=Q \div Q^{\prime}$.

Suppose that there are three sets of equations, or $g=h-k+l$ : we have here three systems, $\Omega, \Omega^{\prime}, \Omega^{\prime \prime}$ of which $\Omega$ contains $h$ vertical and $h-k+l$ horizontal rows, $\Omega^{\prime}$ contains $h$ vertical and $k$ horizontal rows, $\Omega^{\prime \prime}$ contains $l$ vertical and $k$ horizontal rows. From any $l$ of the $k$ horizontal rows of $\Omega^{\prime \prime}$ form a determinant, and call this $Q^{\prime \prime}$; from the $k-l$ supplementary horizontal rows of $\Omega^{\prime}$, choosing the vertical rows at pleasure, form a determinant, and call this $Q^{\prime}$; from the $h-k+l$ supplementary vertical rows of $\Omega$ form a determinant, and call this $Q$ : then $Q^{\prime \prime}$ divides $Q^{\prime}$, this quotient divides $Q$, and we have $\nabla=Q \div\left(Q^{\prime} \div Q^{\prime \prime}\right)$.

Suppose that there are four systems of equations, or $g=h-k+l-m$ : we have here four systems, $\Omega, \Omega^{\prime}, \Omega^{\prime \prime}$ and $\Omega^{\prime \prime \prime}$, of which $\Omega$ contains $h$ vertical and $h-k+l-m$ horizontal rows, $\Omega^{\prime}$ contains $h$ vertical and $k$ horizontal rows, $\Omega^{\prime \prime}$ contains $l$ vertical and $k$ horizontal rows, and $\Omega^{\prime \prime \prime}$ contains $l$ vertical and $m$ horizontal rows. From any $m$ of the $l$ vertical rows of $\Omega^{\prime \prime \prime}$ form a determinant, and call this $Q^{\prime \prime \prime}$; from the $l-m$ supplementary vertical rows of $\Omega^{\prime \prime}$, choosing the horizontal rows at pleasure, form a determinant, and call this $Q^{\prime \prime}$; from the $k-l+m$ supplementary horizontal rows of $\Omega^{\prime}$, choosing the vertical rows at pleasure, form a determinant, and call this $Q^{\prime}$; from the $h-k+l-m$ supplementary vertical rows of $Q$ form a determinant, and call this $Q$ : then $Q^{\prime \prime \prime}$ divides $Q^{\prime \prime}$, this quotient divides $Q^{\prime}$, this quotient divides $Q$, and $\nabla=Q \div\left\{Q^{\prime} \div\left(Q^{\prime \prime} \div Q^{\prime \prime \prime}\right)\right\}$. The mode of proceeding is obvious.

It is clear that if all the coefficients $\alpha, \beta, \ldots$ be considered of the order unity, $\nabla$ is of the order $h-2 k+3 l-\& c$.

What has preceded constitutes the theory of elimination alluded to in my memoir "On the Theory of Involution in Geometry", Journal *, vol. II, p. 52 61. And thus the problem of eliminating any number of variables $x, y, \ldots$ from the same number of equations $U=0, V=0, \ldots$ (where $U, V, \ldots$ are homogeneous functions of any order whatever) is completely solved; though, as before remarked, I am not in posession of any method of arriving at once at the final result in its most simplified form; my process, on the contrary, leads me to a result encumbered by an extraneous factor which is only got rid of by a number of successive divisions less by two that the number of variables to be eliminated.

To illustrate the preceding method, consider the three equations of the second order,

$$
\begin{gathered}
U=a x^{2}+b y^{2}+c z^{2}+l y z+m z x+n x y=0 \\
V=a^{\prime} x^{2}+b^{\prime} y^{2}+c^{\prime} z^{2}+l^{\prime} y z+m^{\prime} z x+n^{\prime} x y=0
\end{gathered}
$$

[^6]$$
W=a^{\prime \prime} x^{2}+b^{\prime \prime} y^{2}+c^{\prime \prime} z^{2}+l^{\prime \prime} y z+m^{\prime \prime} z x+n^{\prime \prime} x y=0 .
$$

Here, to eliminate the fifteen quantities $x^{4}, y^{4}, z^{4}, y^{3} z, z^{3} x, x^{3} y, y z^{3}, z x^{3}, x y^{3}$, $y^{2} z^{2}, z^{2} x^{2}, x^{2} y^{2}, x^{2} y z, y^{2} z x, z^{2} x y$, we have the eighteen equations

$$
\begin{gathered}
x^{2} U=0, \quad y^{2} U=0, \quad z^{2} U=0, \quad y z U=0, \quad z x U=0, \quad x y U=0 \\
x^{2} V=0, \quad y^{2} V=0, \quad z^{2} V=0, \quad y z V=0, \quad z x V=0, \quad x y V=0 \\
x^{2} W=0, \quad y^{2} W=0, \quad z^{2} W=0, \quad y z W=0, \quad z x W=0, \quad x y W=0
\end{gathered}
$$

equations, however, which are not independent, but are connected by

$$
\begin{gathered}
a^{\prime \prime} x^{2} V+b^{\prime \prime} y^{2} V+c^{\prime \prime} z^{2} V+l^{\prime \prime} y z V+m^{\prime \prime} z x V+n^{\prime \prime} x y V \\
-\left(a^{\prime} x^{2} W+b^{\prime} y^{2} W+c^{\prime} z^{2} W+l^{\prime} y z W+m^{\prime} z x W+n^{\prime} x y W\right)=0, \\
\quad a x^{2} W+b y^{2} W+c z^{2} W+l y z W+m z x W+n x y W \\
-\left(a^{\prime \prime} x^{2} U+b^{\prime \prime} y^{2} U+c^{\prime \prime} z^{2} U+l^{\prime \prime} y z U+m^{\prime \prime} z x U+n^{\prime \prime} x y U\right)=0, \\
a^{\prime} x^{2} V+b^{\prime} y^{2} V+c^{\prime} z^{2} V+l^{\prime} y z V+m^{\prime} z x V+n^{\prime} x y V \\
-\left(a x^{2} V+b y^{2} V+c z^{2} V+l y z U V+m z x V+n x y V\right)=0,
\end{gathered}
$$

Arranging these coefficients in the required form, we have the following value of $\nabla$.

which may be represented as before by


Thus, for instance, selecting the first, second and sixth lines of $\Omega^{\prime}$ to form the determinant $Q^{\prime}$, we have $Q^{\prime}=a^{\prime \prime}\left(a^{\prime} b^{\prime \prime}-a^{\prime \prime} b^{\prime}\right)$; and then $Q$ must be formed from the third, fourth, fifth, seventh, \&c. ... eighteenth lines of $\Omega$. (It is obvious that if $Q^{\prime}$ had been formed from the first, second, and third lines of $\Omega^{\prime}$, we should have had $Q^{\prime}=0$; the corresponding value of $Q$ would also have vanished, and an illusory result be obtained; and similarly for several other combinations of lines.)
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## Notes and References

Here we collect some additional bibliographic comments and references.

## Part I

Chapter 1. The concept of projective duality is very classical, going back at least to Poncelet. Duality for plane curves is discussed in many classical books, see, e.g., [ Br 2 2], [Hilt], [vdW 1]. For a modern survey of projective duality in higher dimensions see [Kl], [Hol2]. A detailed discussion of subtleties appearing in finite characteristic (e.g., the violation of the biduality theorem) can be found in [KP], see also references therein. The exposition in Section 5 follows [WZ2].

Chapter 2. A better understanding of the origins of Cayley's "homological elimination" method can be obtained from his paper [Ca3] studying systems of hypersurfaces "in involution" (in modern terminology, linear systems of hypersurfaces). This paper contains a discussion of the idea of higher syzygies as well as an interesting bibliograpgy of still older works on the subject.

The material of Sections 2-4 is taken mostly from [GZK2]. Theorem 3.3 appeared first in [GK].

Chapter 3. More information on Grassmannians can be found in [GH], [HP], see also [DEP] for a modern treatment of the questions related to the coordinate ring. A classical reference for associated hypersurfaces and Chow forms is [vdW 1]; a more modern exposition is given in [Ga]. Theorem 2.7 appeared in [KSZ2].

In our approach the mixed $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$ resultant is defined only up to a constant. This can be reformulated in a more "invariant" way by saying that the resultant takes values in a certain one-dimensional vector space which is not canonically identified with $\mathbf{C}$. For a detailed discussion of this space as a functor of the bundles $\mathcal{L}_{i}$ see [De3], where this vector space is denoted $\left\langle\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right\rangle$.

Chapter 4. As in Chapter 3, the standard reference on Chow varieties is [vdW1], §37. In the complex analytic situation the analogs of Chow varieties were constructed in [Bar]. The topology of Chow varieties $G(k, d, n)$ in the limit $d \rightarrow \infty$ was studied in [Law]. Theorem 1.6 was brought to our attention by L. Ein.

Symmetric functions in vector variables were studied at the turn of the century by F. Junker [Ju 1], [Ju 2], following earlier work of MacMahon [Macm].

The differential-geometric structure on Grassmannians (Section 3) is very important in integral geometry, see, e.g, [GGS].

## Part II

Chapter 5. This material is mostly well-known (see e.g., [Fu2], [O]).
Chapter 6. The Newton polytopes (or rather polygons) go back to Newton who used them to construct power series expansions of algebraic functions in one variable, see [Wal] and also [Hilt], [vdW1]. In classical times mainly the lower part of the boundary of the Newton polygon (the so-called Newton diagram) was taken into account. See, however, $[\mathrm{Br} 2]$ for a surprisingly modern treatment of the full Newton polygon and its application to the study of curves with singularities. Applications of higher-dimensional Newton polytopes to the study of singularities of functions can be found in [AVG].

The moment map can be defined for any Hamiltonian action of a Lie group $G$ on a symplectic manifold $M$, see [Ar]. Here we consider the case when $G=\left(S^{1}\right)^{k}$ is the compact torus, and $M$ is a toric variety with Kähler metric.

The material in Section 3 is mostly taken from [KSZ2].
Chapter 7. The material is mostly taken from [GZK3]. Sections 1 E and 1 F are based, respectively, on [BS] and [BFS]. The results in Section 3D were obtained by two of the authors (M.K. and A.Z) together with I.Pak and A. Postnikov.

Chapter 8. The results in Sections 2, 3 are mostly based on [KSZ2].
Chapter 9. The exposition in Sections 1, 2 is based on [GZK3]; that in Section 3 is based on [Kal].
Chapter 10. The principal A-determinant was originally introduced in [GZK 3] as the determinant of the complex $L^{\bullet}(A, l)$; the interpretation (1.1) was found in [KSZ 2]. The exposition here is a modified and expanded version of [GZK 3].

Chapter 11. The material of Sections 1-4 is taken from [GZK 3] (with some corrections and modifications). The combinatorial Newton numbers and the Newton function of a triangulation were rediscovered and studied by R. Stanley in [Stan] under the name of "local $h$-vectors." The results and methods in [Stan] are similar to ours although the motivations are different. R. Stanley represents the Newton function (in our terminology) as the value at 1 of some polynomial in one variable with non-negative coefficients. The coefficients of these polynomials come from the multiplicities of sheaves $\mathbf{C}_{[0]}[d]$ in Corollary 2.11.

An exposition of Viro's theorem (Section 5) and related questions was recently given in [Ris]. This theorem influenced many further developments, see, e.g., [Shu], [Stu 2]. In fact, the result of Viro is more general: in some cases it makes possible to decribe the isotopy type of a hypersurface by "gluing" isotopy types of simpler hypersurfaces.

## Part III

Chapter 12. Discriminants and resultants for polynomials in one variable are discussed in many classical books on algebra, see, e.g., [Net], [Sal]; the latter
reference contains extensive tables for discriminants and resultants written in terms of monomials, and also using the formalism of the symbolic method of the invariant theory. The paper [Go1] treats the problem of writing the resultant in the symbolic form. Some numerical invariants of singularities of discriminantal hypersurfaces were calculated by Hilbert [Hill].

The material in Section 2 is mostly taken from [GKZ1]. For applications of the polytopes $N_{m, n}$ in the category theory see [KV]. The interpretation of the faces of $N_{m, n}$ in terms of labyrinths (equivalent to that of [GKZ1]) is due to M. Kapranov and V. Voevodsky.

Chapter 13. For a discussion of discriminants and resultants of forms in several variables from the classical point of view, see [Net], [Macaul2]. A modern treatment of resultants is given in [Jou], see also references therein. The Cayley formula is discussed in [Net], [Sal], [Fi]. Section 1C is based on [WZ1]. The discussion of Sylvester type formulas in Section 2A is based on [SZ1], [WZ1].

Chapter 14. The exposition is based mostly on [GKZ 3]. Section 3D is motivated by [WZ1].

Appendix A. A systematic early treatment of determinants of complexes can be found in [Fi] whose aim was to give a rigorous proof of Cayley's formula for the resultant [ Ca 4 ]. (Fischer called complexes "Ketten der korrespondierenden Matrizen"; the present-day terminology goes back to [Hop].)

In topology determinants of complexes were introduced in 1935 by Reidemeister and Franz [Fr], who seemed to be unaware of the work of Cayley and Fischer. They used the word "torsion" for the determinant-type invariant they constructed. The 1950 paper of Whitehead [Wh] (see also [Miln 2]) contains a generalization of the Reidemeister-Franz torsion and applications to the theory of simple homotopy type.

There are several more recent works on the subject which influenced our exposition: [BF], [De 3], [Knud-Mum], [Q], [RS].

## List of Notations

$A$ : a finite subset of $\mathbf{Z}^{k-1}$ or $\mathbf{R}^{k-1}$
$\mathrm{Aff}_{\mathbf{R}}(I)$ : the real affine subspace (in an affine space) spanned by a set $I$
$\operatorname{Aff}_{\mathbf{Z}}(I)$ : the affine $\mathbf{Z}$-lattice (in an affine space) generated by a set $I$
$\mathcal{B}=\mathcal{B}(k, n)$ : the coordinate ring of the Grassmannian $G(k, n)$
$\mathcal{B}_{d}$ : degree $d$ graded component of $\mathcal{B}$
$B^{\bullet}(l)$ : one of two complexes whose cone is the discriminantal complex
$\mathbf{B}^{\bullet}(l)$ : the complex of sheaves whose complex of global sections is $B^{\bullet}(l)$
$\mathbf{C}^{A}$ : the space of Laurent polynomials on monomials
with exponents in $A \subset \mathbf{Z}^{k-1}$
$c\left(\Lambda, \mathcal{F}^{\bullet}\right)$ : the multiplicity of a Lagrangian variety $\Lambda$ in the charac-
teristic cycle of a constructible complex $\mathcal{F}^{\bullet}$
Char $(\mathcal{M})$ : the characteristic variety of a $\mathcal{D}$-module $\mathcal{M}$
$\operatorname{Char}(\mathcal{M})$ : the characteristic cycle of a $\mathcal{D}$-module $\mathcal{M}$
$c_{i}(E)$ : the $i$-th Chern class of a bundle $E$
$c_{X}(q)$ : the Chern polynomial of a projective variety $X$
Con $(Z)$ : the conormal space of a subvariety $Z$
$\operatorname{Conv}(I)$ : the convex hull of a set $I$
$C_{ \pm}^{*}(X, \mathcal{M})$ : the discriminantal complexes of a projective variety $X$
with respect to a twisting sheaf $\mathcal{M}$
$C^{\bullet}(X, l):$ the same as $C_{+}^{\bullet}(X, \mathcal{O}(l))$
$C_{ \pm}^{*}\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k} \mid \mathcal{M}\right)$ : the mixed resultant complex
$C^{\bullet}(A, l)$ : the discriminantal complex of the toric variety $X_{A}$; the complex calculating the regular $A$-determinant $D_{A}$
$\mathrm{CV}_{\Sigma}(K)$ : the combinatorial volume of a cone $K$ with respect to a triangulation $\Sigma$
$\mathrm{CN}_{\Sigma}(K)$ : the combinatorial Newton number of a cone $K$ with respect to a triangulation $\Sigma$
$D_{A}$ : the regular $A$-determinant
$\mathcal{D}_{M}$ : the sheaf of differential operators on a manifold $M$
$e$ : a basis vector, a basis or a system of bases in terms of a complex
$E_{A}$ : the principal $A$-determinant
$E_{A}(f, S, \Xi)$ : the generalized principal determinant
$\mathcal{F}$ : a sheaf; a fan
$\mathcal{F}^{\bullet}$ : a complex of sheaves
$f$ : a polynomial from $\mathbf{C}^{A}$; a section of a line bundle.
$G(k, n)$ : the Grassmann variety
$G(k, d, n)$ : the Chow variety
$g_{\psi}:$ the concave function corresponding to $\psi: A \rightarrow \mathbf{R}$
$\underline{H}^{i}\left(\mathcal{F}^{\bullet}\right)$ : the cohomology sheaf of a complex of sheaves $\mathcal{F}^{\bullet}$
$\mathbf{H}^{i}\left(M, \mathcal{F}^{\bullet}\right)$ : the hypercohomology of a space $M$ with coefficients in a complex of sheaves $\mathcal{F}^{\bullet}$
$\left[i_{1}, \ldots, i_{k}\right]:$ the bracket (Plücker coordinate)
$J(\mathcal{L})$ : the first jet bundle of a line bundle $\mathcal{L}$
$j(f):$ the first jet of a section $f$
$K$ : a convex cone
$K(I)$ : the convex cone generated by a set $I$
$K_{+}(S)$ : the convex hull of $S-\{0\}$ where $S$ is a semigroup
$K_{-}(S)$ : the subdiagram part of a semigroup $S$
$\mathcal{K}_{ \pm}(E, s)$ : the Koszul complexes associated to a section $s$ of a vector bundle $E$
$L^{i}(\Xi)$ : the space of discrete $i$-vector fields on a lattice $\Xi$
$L^{i}(S)$ : the space of discrete $i$-vector fields on a semigroup $S$
$\left.L^{\bullet}(A, l)\right)$ : the complex calculating the principal $A$-determinant $E_{A}$
$L^{\bullet}(A, l, S, \Xi)$ : the complex calculating $E_{A}(f, S, \Xi)$
$\operatorname{Lin}_{\mathbf{R}}(I)$ : the $\mathbf{R}$-vector subspace (in a vector space) generated by a set $I$
$\operatorname{Lin}_{\mathrm{Z}}(I)$ : the abelian subgroup (in a vector space) generated by a set $I$
mult $_{Z}(M)$ : the multiplicity of a module $M$ along a component $Z$ of its support
mult $_{Z}(Y)$ : the multiplicity of a variety $Y$ at the generic point of a subvariety $Z$
$N(f)$ : the Newton polytope of a Laurent polynomial $f$
$N_{\Gamma}(Q)$ : the normal cone to a polytope $Q$ at a face $\Gamma$
$N(Q)$ : the normal fan of a polytope $Q$
$P$ : a projective space
$P^{*}$ : the dual projective space
$P(V)$ : the projectivization of a vector space $V$
$\operatorname{Proj}(R)$ : the projective spectrum of a graded ring $R$
$p_{i_{1}, \ldots, i_{k}}$ : the Plücker coordinate
$p_{\rho}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{d}\right)$ : the power sum symmetric function
$Q:$ a convex polytope, typically $\operatorname{Conv}(A)$
$R_{X}$ : the Chow form of a projective variety $X$
$\tilde{R}_{X}$ : the $X$-resultant, i.e., the Chow form $R_{X}$ written as a polynomial in $k$ linear forms
$R_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ : the mixed $\left(\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}\right)$-resultant
$\mathbf{R}^{A}$ : the space of real polynomials on monomials from $A$; the space of functions $A \rightarrow R$
$\mathbf{R}_{\mathrm{gen}}^{A}$ : the generic stratum in the space of real polynomials
$S$ : a semigroup
$\mathbf{S S}\left(\mathcal{F}^{\bullet}\right):$ the characteristic cycle of a constructible complex $\mathcal{F}^{\bullet}$
$T$ : a triangulation; a torus
$u(S)$ : the subdiagram volume of a semigroup $S$
$\operatorname{Vec}^{i}(S)$ : the space of discrete $i$-vector fields on a semigroup $S$
with some boundary conditions
$\mathrm{Vol}_{\Xi}$ : the volume form induced by a lattice $\Xi$
$\mathrm{Wt}(x)$ : the weight polytope
$X$ : a projective variety
$X_{A}$ : the toric projective variety associated with $A \subset Z^{k-1}$
$X^{\vee}$ : the projective dual variety
$Y$ : an affine variety, typically the cone over $X$
$Y_{A}$ : the affine cone over $X_{A}$
$Y^{\vee}$ : the conic affine variety projectively dual to a conic affine variety $Y$
Z: a circuit; a subvariety
$\mathcal{Z}_{X}$ : the associated hypersurface of a projective variety $X$
$\Delta^{m}$ : the $m$-dimensional simplex
$\Delta_{X}$ : the $X$-discriminant
$\Delta_{A}$ : the $A$-discriminant
$\eta_{T}$ : the vector of exponents of the monomial in $D_{A}$ corresponding to a triangulation $T$
$\Lambda$ : a Lagrangian subvariety
$\Lambda_{+}, \Lambda_{-}:$parts of the boundary of the Newton polytope
$\mu$ : the moment map
$\nu(S)$ : the Newton number of a semigroup $S$
$\Sigma$ : a triangulation of a cone
$\Sigma(A)$ : the secondary polytope of a set $A$
$\Xi$ : a lattice
$\varphi_{T}$ : the characteristic function of a triangulation $T$
$\Phi_{\varphi}:$ the complex of vanishing cycles
$\Psi_{\varphi}:$ the complex of nearby cycles
$\chi$ : the Euler characteristic
$\omega$ : a typical element of $A$
$\Omega_{X}^{i}$ : the sheaf of differential forms on a smooth variety $X$
$\tilde{\Omega}_{X}^{i}$ : the sheaf of Danilov differential forms on a (possibly singular) toric variety $X$
$\Omega_{X}^{i}\left(\log X_{1}\right):$ the sheaf of logarithmic differential forms
$\nabla_{A}$ : the $A$-discriminantal variety
$\nabla_{\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}}$ : the mixed resultant variety
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A-discriminant, 271, 344
A-resultant, 255
$\alpha$-subspace, 147
$\alpha$-distribution, 157
admissible semigroup, 180
algebraic cycle, 122
apolar covariant, 141
associahedron, 240
associated hypersurface, 97, 157
$\beta$-subspace, 147
Bezout formula, 83-84, 117
bigraded complex, 86
biduality theorem, 14
bipartite graph, 247
block, 419
boundary format, 455, 458
Brill's equations, 144
caustic, 17
Cayley trick, 103, 107, 111, 273
Chern classes, 64, 68-69
Chern polynomial, 65
Chow embedding, 123
Chow form, 99, 122, 256
Chow polytope, 206, 259
Chow variety, 123
Chow-van der Waerden theorem, 123, 126
circuit, 216-217
coefficient restriction, 193
coherent triangulation, 218
coisotropic hypersurface, 149
combinatorially equivalent polytopes, 234
complex, 480
cone of a morphism of complexes, 480
conic variety, 13
conormal bundle, 27
conormal variety, 28
constructible
sheaf, 320
complex, 320
cusp, 19
$D$-equivalence, 362, 370
D-module, 325
holonomic, 326
regular, 326
Danilov differential forms, 279
determinant
of a complex, 483, 499
of a spectral sequence, 497
determinantal variety, 36
discriminant
classical, 15, 37, 403, 433
general, 14
discriminantal complex, 54, 71, 275, 450
discriminantal spectral sequence, 80
elementary simplex, 182
entropy, 294, 303
Euler isomorphism, 481
facet, 230, 311
fan, 187
normal, 189
secondary, 219
Fermat curve, 20
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fiber polytope, 225
flex, 18
formal completion, 314

Gale transform, 225
Gauss map, 285
logarithmic, 286
Girard's formula, 21, 141
Grassmannian, 91, 146
Grothendieck group, 66, 494

Hilbert polynomial, 63, 186
Horn uniformization, 288
hypercohomology, 80
hyperdeterminant, $38,273,444$
$2 \times 2 \times 2,449$
hypergeometric functions, 166, 295
hypersimplex, 207
incidence variety, 27
integral distance, 364
invertible sheaf, 34, 49
jet bundle, 48

Katz dimension formula, 39
Kouchnirenko
resolution, 262, 337
theorem, 201
Koszul complex, 51, 112, 333, 501
labyrinth, 419
Lagrangian variety, 28, 156
lattice path, 247, 416
leading term, 172
line bundle, 34
linear normality, 34
logarithmic
de Rham complex, 313, 328
Gauss map, 286
matroid polytope, 209
Minkowski sum, 190
Minkowski integral, 223
mixed resultant, 105, 252
mixed volume, 205
moment map, 198
multiplicity, of a module, 493
of a singular point, 184
nearby cycles, 321
Newton function, 357
Newton number, 351
combinatorial, 353-354
Newton polytope, 193, 301, 361, 411
normal variety, 174
normalization, 175
permutohedron, 209, 243
perverse sheaf, 350
Plücker
coordinates, 93
embedding, 93
formulas, 22
relations, 94
polars, 24, 140
polytope, 189
polyhedral subdivision, 227
polyhedron, 189
poset, 209
principal A-determinant, 297
quadric, 35
quasi-smoothness, 177, 191, 350
rational normal scroll, 108, 167
regular $A$-determinant, 345
Riemann-Roch theorem, 61

Schläfi method
for studying hyperdeterminants, 475
secondary polytope, 220, 259
Segre embedding, 37
semigroup
admissible, 180
shuffle, 248, 410
stably twisted complex, 54, 113
Stasheff polytope, 239, 241,
Stiefel coordinates, 92
Stiefel variety, 92
subdiagram volume, 184
supporting face, 189
symmetric polynomial
of vector variables, 133
symmetric product, 132
symplectic structure, 28
toric specialization, 170, 209
toric variety, 168
torus, 165
triangulation, 214
coherent, 218
vanishing cycles, 322
Veronese embedding, 38, 167, 433
vertical Young multiplication, 141
Viro's theorem, 383
volume form
induced by a lattice, 182
weight polytope, 170
Weyman's complexes, 86, 121, 430


[^0]:    * This note is reproduced as an appendix in this book

[^1]:    * lacks rigor, as far as the proof is concerned.

[^2]:    * Indeed, taking three non-collinear points $x, y, z$ on an irreducible curve $X$ of degree 2 , we find that the plane $\Pi$ spanned by $x, y, z$ intersects $X$ in at least 3 points. Since $3>2=\operatorname{deg}(X)$, it follows that $X \subset \Pi$.

[^3]:    * The existence of $g$ such that $D_{i}(f)=f g$ means that $D_{i}(f)$, regarded as a vector in an appropriate space of polynomials, lies in the image of the operator given by multiplication with $f$. So we have the condition that some linear system is compatible. This can be reformulated as the vanishing of certain minors.

[^4]:    * In principle, the limits in (3.13) may be identically equal to zero (this would mean that the corresponding series diverges) or infinity. In order for the limits to be other than $0, \infty$, the degree of the numerator of $R_{i}$ should be the same as the degree of the denominator. This is the case for hypergeometric series satisfying differential equations with regular singularities.

[^5]:    * In this and in the next chapter we find it more convenient to switch from the notation in Parts I and II where we mostly considered $k$ forms in $k-1$ variables.

[^6]:    * Cambridge and Dublin Math. Journal

