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® Consider a discrete probability distribution, {m;, x;}, with >~ 7 =1,
m; > 0. x; are support points.

® This is our trial distribution. Suppose that some new information about
the distribution becomes available, e.g. its mean needs to be X.

® We need to find a new measure {#;, x;}, such that
Zﬁ;ZI,ﬁ;>O,ZFF;X;:)_< (1)

and 7; is ‘as close as possible’ to ;.
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® A measure of closeness typically used is relative entropy: .
n ~ n n n
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that (V) = 1+ log = — \; + vy +
~ . ) L SO a L)i = 0g — — A 1Z UsXj.
® Note that K//(%) > 0, so that relative entropy is convex in 7. T ! 2
® Minimizing K (%) with respect to constraints (1) is thus a convex ® KKT for optimal (7%, A%, v¥, %) gives A* = 0 and
problem.
T
l+log—+vy +vix =0, ie
T
i exp(—v3x;)
~k * . *\ ! 270
7 = miexp(—v3x;)exp(—1 — 1)) = =5—— —
> i1 Tiexp(—v3x)
® where the last equation uses the fact that #; add up to 1. Thus
minimizing K wrt 7 is equivalent to a scalar, unconstrained
minimization in vy: f(10) = (3, Fix; — X) = 0.
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