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Surveys on Surgery Theory : Volume 1
Papers dedicated to C. T. C. Wall

Preface

Surgery theory is now about 40 years old. The 60th birthday (on
December 14, 1996) of C. T. C. Wall, one of the leaders of the founding
generation of the subject, led us to reflect on the extraordinary accomplish-
ments of surgery theory, and its current enormously varied interactions with
algebra, analysis, and geometry. Workers in many of these areas have of-
ten lamented the lack of a single source surveying surgery theory and its
applications. Indeed, no one person could write such a survey. Therefore
we attempted to make a rough division of the areas of current interest,
and asked a variety of experts to report on them. This is the first of two
volumes which are the result of that collective effort. We hope that they
prove useful to topologists, to other interested researchers, and to advanced
students.

Sylvain Cappell
Andrew Ranicki
Jonathan Rosenberg

vii
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C. T. C. Wall’s contributions

to the topology of manifolds

Sylvain Cappell,∗ Andrew Ranicki,†

and Jonathan Rosenberg‡

Note. Numbered references in this survey refer to the Research Papers
in Wall’s Publication List.

1 A quick overview

C. T. C. Wall1 spent the first half of his career, roughly from 1959 to
1977, working in topology and related areas of algebra. In this period, he
produced more than 90 research papers and two books, covering

• cobordism groups,

• the Steenrod algebra,

• homological algebra,

• manifolds of dimensions 3, 4, ≥ 5,

• quadratic forms,

• finiteness obstructions,

• embeddings,

• bundles,

• Poincaré complexes,

• surgery obstruction theory,

∗ Partially supported by NSF Grant # DMS-96-26817.
† This is an expanded version of a lecture given at the Liverpool Singularities Meeting

in honor of Wall in August 1996.
‡ Partially supported by NSF Grant # DMS-96-25336.
1Charles Terence Clegg Wall, known in his papers by his initials C. T. C. and to his

friends as Terry.
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• homology of groups,

• 2-dimensional complexes,

• the topological space form problem,

• computations of K- and L-groups,

• and more.

One quick measure of Wall’s influence is that there are two headings in the
Mathematics Subject Classification that bear his name:

• 57Q12 (Wall finiteness obstruction for CW complexes).

• 57R67 (Surgery obstructions, Wall groups).

Above all, Wall was responsible for major advances in the topology of
manifolds. Our aim in this survey is to give an overview of how his work has
advanced our understanding of classification methods. Wall’s approaches to
manifold theory may conveniently be divided into three phases, according
to the scheme:

1. All manifolds at once, up to cobordism (1959–1961).

2. One manifold at a time, up to diffeomorphism (1962–1966).

3. All manifolds within a homotopy type (1967–1977).

2 Cobordism

Two closed n-dimensional manifolds Mn
1 and Mn

2 are called cobordant if
there is a compact manifold with boundary, say Wn+1, whose boundary
is the disjoint union of M1 and M2. Cobordism classes can be added via
the disjoint union of manifolds, and multiplied via the Cartesian product
of manifolds. Thom (early 1950’s) computed the cobordism ring N∗ of
unoriented smooth manifolds, and began the calculation of the cobordism
ring Ω∗ of oriented smooth manifolds.

After Milnor showed in the late 1950’s that Ω∗ contains no odd torsion,
Wall [1, 3] completed the calculation of Ω∗. This was the ultimate achieve-
ment of the pioneering phase of cobordism theory. One version of Wall’s
main result is easy to state:

Theorem 2.1 (Wall [3]) All torsion in Ω∗ is of order 2. The oriented
cobordism class of an oriented closed manifold is determined by its Stiefel-
Whitney and Pontrjagin numbers.

For a fairly detailed discussion of Wall’s method of proof and of its remark-
able corollaries, see [Ros].



Wall’s contributions to the topology of manifolds 5

3 Structure of manifolds

What is the internal structure of a cobordism? Morse theory has as one
of its main consequences (as pointed out by Milnor) that any cobordism
between smooth manifolds can be built out of a sequence of handle attach-
ments.

Definition 3.1 Given an m-dimensional manifold M and an embedding
Sr ×Dm−r ↪→ M , there is an associated elementary cobordism (W ; M,N)
obtained by attaching an (r + 1)-handle to M × I. The cobordism W is
the union

W = M × I ∪(
Sr×Dm−r

)
×{1} Dr+1 ×Dm−r,

and N is obtained from M by deleting Sr×Dm−r and gluing in Sr×Dm−r

in its place:

N =
(
M r

(
Sr ×Dm−r

)) ∪Sr×Sm−r−1 Dr+1 × Sm−r−1.

The process of constructing N from M is called surgery on an r-sphere, or
surgery in dimension r or in codimension m− r. Here r = −1 is allowed,
and amounts to letting N be the disjoint union of M and Sm.

Any cobordism may be decomposed into such elementary cobordisms.
In particular, any closed smooth manifold may be viewed as a cobordism
between empty manifolds, and may thus be decomposed into handles.

Definition 3.2 A cobordism Wn+1 between manifolds Mn and Nn is
called an h-cobordism if the inclusions M ↪→ W and N ↪→ W are ho-
motopy equivalences.

The importance of this notion stems from the h-cobordism theorem of Smale
(ca. 1960), which showed that if M and N are simply connected and of
dimension ≥ 5, then every h-cobordism between M and N is a cylinder
M × I. The crux of the proof involves handle cancellations as well as
Whitney’s trick for removing double points of immersions in dimension
> 4. In particular, if Mn and Nn are simply connected and h-cobordant,
and if n > 4, then M and N are diffeomorphic (or PL-homeomorphic,
depending on whether one is working in the smooth or the PL category).

For manifolds which are not simply connected, the situation is more
complicated and involves the fundamental group. But Smale’s theorem was
extended a few years later by Barden,2 Mazur, and Stallings to give the s-
cobordism theorem, which (under the same dimension restrictions) showed
that the possible h-cobordisms between M and N are in natural bijection
with the elements of the Whitehead group Wh π1(M). The bijection sends

2One of Wall’s students!
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an h-cobordism W to the Whitehead torsion of the associated homotopy
equivalence from M to W , an invariant from algebraic K-theory that arises
from the combinatorics of handle rearrangements. One consequence of this
is that if M and N are h-cobordant and the Whitehead torsion of the h-
cobordism vanishes (and in particular, if Wh π1(M) = 0, which is the case
for many π1’s of practical interest), then M and N are again diffeomorphic
(assuming n > 4).

The use of the Whitney trick and the analysis of handle rearrangements,
crucial to the proof of the h-cobordism and s-cobordism theorems, became
the foundation of Wall’s work on manifold classification.

4 4-Manifolds

Milnor, following J. H. C. Whitehead, observed in 1956 that a simply con-
nected 4-dimensional manifold M is classified up to homotopy equivalence
by its intersection form, the non-degenerate symmetric bilinear from on
H2(M ; Z) given by intersection of cycles, or in the dual picture, by the
cup-product

H2(M ; Z)×H2(M ; Z) → H4(M ; Z)
∼=−→ Z.

Note that the isomorphism H4(M ; Z) → Z, and thus the form, depends
on the orientation.

Classification of 4-dimensional manifolds up to homeomorphism or dif-
feomorphism, however, has remained to this day one of the hardest prob-
lems in topology, because of the failure of the Whitney trick in this dimen-
sion. Wall succeeded in 1964 to get around this difficulty at the expense of
“stabilizing.” He used handlebody theory to obtain a stabilized version of
the h-cobordism theorem for 4-dimensional manifolds:

Theorem 4.1 (Wall [19]) For two simply connected smooth closed oriented
4-manifolds M1 and M2, the following are equivalent:

1. they are h-cobordant;

2. they are homotopy equivalent (in a way preserving orientation);

3. they have the same intersection form on middle homology.

If these conditions hold, then M1 # k(S2 × S2) and M2 # k(S2 × S2) are
diffeomorphic (in a way preserving orientation) for k sufficiently large (de-
pending on M1 and M2).

Note incidentally that the converse of the above theorem is not quite
true: M1 # k(S2 × S2) and M2 # k(S2 × S2) are diffeomorphic (in a way
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preserving orientation) for k sufficiently large if and only if the intersection
forms of M1 and M2 are stably isomorphic (where stability refers to addition

of the hyperbolic form
(

0 1
1 0

)
).

From the 1960’s until Donaldson’s work in the 1980’s, Theorem 4.1 was
basically the only significant result on the diffeomorphism classification of
simply-connected 4-dimensional manifolds. Thanks to Donaldson’s work,
we now know that the stabilization in the theorem (with respect to addition
of copies of S2×S2) is unavoidable, in that without it, nothing like Theorem
4.1 could be true.

5 Highly connected manifolds

The investigation of simply connected 4-dimensional manifolds suggested
the more general problem of classifying (n − 1)-connected 2n-dimensional
manifolds, for all n. The intersection form on middle homology again
appears as a fundamental algebraic invariant of oriented homotopy type. In
fact this invariant also makes sense for an (n−1)-connected 2n-dimensional
manifold M with boundary a homology sphere ∂M = Σ2n−1. If ∂M is a
homotopy sphere, it has a potentially exotic differentiable structure for
n ≥ 4.3

Theorem 5.1 (Wall [10]) For n ≥ 3 the diffeomorphism classes of dif-
ferentiable (n − 1)-connected 2n-dimensional manifolds with boundary a
homotopy sphere are in natural bijection with the isomorphism classes of
Z-valued non-degenerate (−1)n-symmetric forms with a quadratic refine-
ment in πn(BSO(n)).

(The form associated to a manifold M is of course the intersection form on
the middle homology Hn(M ;Z). This group is isomorphic to πn(M), by the
Hurewicz theorem, so every element is represented by a map Sn → M2n.
By the Whitney trick, this can be deformed to an embedding, with normal
bundle classified by an element of πn(BSO(n)). The quadratic refinement
is defined by this homotopy class.)

The sequence of papers [15, 16, 22, 23, 37, 42] extended this diffeomor-
phism classification to other types of highly-connected manifolds, using a
combination of homotopy theory and the algebra of quadratic forms. These
papers showed how far one could go in the classification of manifolds with-
out surgery theory.

3It was the study of the classification of 3-connected 8-dimensional manifolds with
boundary which led Milnor to discover the existence of exotic spheres in the first place.
[Mil]
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6 Finiteness obstruction

Recall that if X is a space and f : Sr → X is a map, the space obtained
from X by attaching an (r + 1)-cell is X ∪f Dr+1. A CW complex is a
space obtained from ∅ by attaching cells. It is called finite if only finitely
many cells are used. One of the most natural questions in topology is:

When is a space homotopy equivalent to a finite CW complex?

A space X is called finitely dominated if it is a homotopy retract of a
finite CW complex K, i.e., if there exist maps f : X → K, g : K → X
and a homotopy gf ' 1 : X → X. This is clearly a necessary condition
for X to be of the homotopy type of a finite CW complex. Furthermore,
for spaces of geometric interest, finite domination is much easier to verify
than finiteness. For example, already in 1932 Borsuk had proved that
every compact ANR, such as a compact topological manifold, is finitely
dominated. So another question arises:

Is a finitely dominated space homotopy equivalent to a finite
CW complex?

This question also has roots in the study of the free actions of finite groups
on spheres. A group with such an action necessarily has periodic coho-
mology. In the early 1960’s Swan had proved that a finite group π with
cohomology of period q acts freely on an infinite CW complex Y homotopy
equivalent to Sq−1, with Y/π finitely dominated, and that π acts freely on
a finite complex homotopy equivalent to Sq−1 if and only if an algebraic
K-theory invariant vanishes. Swan’s theorem was in fact a special case of
the following general result.

Theorem 6.1 (Wall [26, 43]) A finitely dominated space X has an associ-
ated obstruction [X] ∈ K̃0(Z[π1(X)]). The space X is homotopy equivalent
to a finite CW complex if and only if this obstruction vanishes.

The obstruction defined in this theorem, now universally called the Wall
finiteness obstruction, is a fundamental algebraic invariant of non-compact
topology. It arises as follows. If K is a finite CW complex dominating X,
then the cellular chain complex of K, with local coefficients in the group
ring Z[π1(X)], is a finite complex of finitely generated free modules. The
domination of X by K thus determines a direct summand subcomplex
of a finite chain complex, attached to X. Since a direct summand in a
free module is projective, this chain complex attached to X consists of
finitely generated projective modules. The Wall obstruction is a kind of
“Euler characteristic” measuring whether or not this chain complex is chain
equivalent to a finite complex of finitely generated free modules.
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The Wall finiteness obstruction has turned out to have many appli-
cations to the topology of manifolds, most notably the Siebenmann end
obstruction for closing tame ends of open manifolds.

7 Surgery theory and the Wall groups

The most significant of all of Wall’s contributions to topology was un-
doubtedly his development of the general theory of non-simply-connected
surgery. As defined above, surgery can be viewed as a means of creating
new manifolds out of old ones. One measure of Wall’s great influence was
that when other workers (too numerous to list here) made use of surgery,
they almost invariably drew upon Wall’s contributions.

As a methodology for classifying manifolds, surgery was first developed
in the 1961 work of Kervaire and Milnor [KM] classifying homotopy spheres
in dimensions n ≥ 6, up to h-cobordism (and hence, by Smale’s theorem,
up to diffeomorphism). If Wn is a parallelizable manifold with homotopy
sphere boundary ∂W = Σn−1, then it is possible to kill the homotopy
groups of W by surgeries if and only if an obstruction

σ(W ) ∈ Pn =




Z if n ≡ 0 (mod 4),
Z/2 if n ≡ 2 (mod 4),
0 if n is odd

vanishes. Here

σ(W ) =
{

signature(W ) ∈ Z if n ≡ 0 (mod 4),
Arf invariant(W ) ∈ Z/2 if n ≡ 2 (mod 4).

In 1962 Browder [Br] used the surgery method to prove that, for n ≥ 5,
a simply-connected finite CW complex X with n-dimensional Poincaré
duality

Hn−∗(X) ∼= H∗(X)

is homotopy equivalent to a closed n-dimensional differentiable manifold
if and only if there exists a vector bundle η with spherical Thom class
such that an associated invariant σ ∈ Pn (the simply connected surgery
obstruction) is 0. The result was proved by applying Thom transversality
to η to obtain a suitable degree-one map M → X from a manifold, and
then killing the kernel of the induced map on homology. For n = 4k the
invariant σ ∈ P4k = Z is one eighth of the difference between signature(X)
and the 4k-dimensional component of the L-genus of −η. (The minus sign
comes from the fact that the tangent and normal bundles are stably the
negatives of one another.) In this case, the result is a converse of the
Hirzebruch signature theorem. In other words, X is homotopy-equivalent
to a differentiable manifold if and only if the formula of the theorem holds
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with η playing the role of the stable normal bundle. The hardest step
was to find enough embedded spheres with trivial normal bundle in the
middle dimension, using the Whitney embedding theorem for embeddings
Sm ⊂ M2m — this requires π1(M) = {1} and m ≥ 3. Also in 1962, Novikov
initiated the use of surgery in the study of the uniqueness of differentiable
manifold structures in the homotopy type of a manifold, in the simply-
connected case.

From about 1965 until 1970, Wall developed a comprehensive surgery
obstruction theory, which also dealt with the non-simply-connected case.
The extension to the non-simply-connected case involved many innovations,
starting with the correct generalization of the notion of Poincaré duality.
A connected finite CW complex X is called a Poincaré complex [44] of
dimension n if there exists a fundamental homology class [X] ∈ Hn(X; Z)
such that cap product with [X] induces isomorphisms from cohomology to
homology with local coefficients,

Hn−∗(X; Z[π1(X)])
∼=−→ H∗(X; Z[π1(X)]).

This is obviously a necessary condition for X to have the homotopy type
of a closed n-dimensional manifold. A normal map or surgery problem

(f, b) : Mn → X

is a degree-one map f : M → X from a closed n-dimensional manifold to an
n-dimensional Poincaré complex X, together with a bundle map b : νM → η
so that

νM
b→ η

↓ ↓
M

f→ X

commutes.
Wall defined ([41], [W1]) the surgery obstruction groups L∗(A) for any

ring with involution A, using quadratic forms over A and their automor-
phisms. They are more elaborate versions of the Witt groups of fields
studied by algebraists.

Theorem 7.1 (Wall, [41], [W1]) A normal map (f, b) : M → X has a
surgery obstruction

σ∗(f, b) ∈ Ln(Z[π1(X)]),

and (f, b) is normally bordant to a homotopy equivalence if (and for n ≥ 5
only if) σ∗(f, b) = 0.

One of Wall’s accomplishments in this theorem, quite new at the time, was
to find a way to treat both even-dimensional and odd-dimensional mani-
folds in the same general framework. Another important accomplishment
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was the recognition that surgery obstructions live in groups depending on
the fundamental group, but not on any other aspect of X (except for the di-
mension modulo 4 and the orientation character w1. Here we have concen-
trated on the oriented case, w1 = 0). In general, the groups Ln(Z[π1(X)])
are not so easy to compute (more about this below and elsewhere in this
volume!), but in the simply-connected case, π1(X) = {1}, they are just the
Kervaire-Milnor groups, Ln(Z[{1}]) = Pn.

Wall formulated various relative version of Theorem 7.1 for manifolds
with boundary, and manifold n-ads. An important special case is often
quoted, which formalizes the idea that the “surgery obstruction groups
only depend on the fundamental group.” This is the celebrated:

Theorem 7.2 “π-π Theorem” ([W1], 3.3) Suppose one is given a surgery
problem (f, b) : Mn → X, where M and X each have connected non-empty
boundary, and suppose π1(∂X) → π1(X) is an isomorphism. Also assume
that n ≥ 6. Then (f, b) is normally cobordant to a homotopy equivalence
of pairs.

The most important consequence of Wall’s theory, which appeared for
the first time in Chapter 10 of [W1], is that it provides a “classification” of
the manifolds in a fixed homotopy type (in dimensions ≥ 5 in the absolute
case, ≥ 6 in the relative case). The formulation, in terms of the “surgery
exact sequence,” was based on the earlier work of Browder, Novikov, and
Sullivan in the simply connected case. The basic object of study is the
structure set S(X) of a Poincaré complex X. This is the set of all homo-
topy equivalences (or perhaps simple homotopy equivalences, depending

on the way one wants to formulate the theory) M
f−→ X, where M is a

manifold, modulo a certain equivalence relation: M
f−→ X and M ′ f ′−→ X

are considered equivalent if there is a diffeomorphism φ : M → M ′ such
that f ′ ◦ φ is homotopic to f . One should think of S(X) as “classifying all
manifold structures on the homotopy type of X.”

Theorem 7.3 (Wall [W1], Theorem 10.3 et seq.) Under the above di-
mension restrictions, the structure set S(X) of a Poincaré complex X is
non-empty if and only if there exists a normal map (f, b) : M → X with
surgery obstruction σ∗(f, b) = 0 ∈ Ln(Z[π1(X)]). If non-empty, S(X) fits
into an exact sequence (of sets)

Ln+1(Z[π1(X)]) → S(X) → T (X) → Ln(Z[π1(X)]),

where T (X) = [X, G/O] classifies “tangential data.”

Much of [W1] and many of Wall’s papers in the late 1960’s and early
1970’s were taken up with calculations and applications. We mention only
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a few of the applications: a new proof of the theorem of Kervaire char-
acterizing the fundamental groups of high-dimensional knot complements,
results on realization of Poincaré (i.e., homotopy-theoretic) embeddings in
manifolds by actual embeddings of submanifolds, classification of free ac-
tions of various types of discrete groups on manifolds (for example, free
involutions on spheres), the classification of “fake projective spaces,” “fake
lens spaces,” “fake tori,” and more. The work on the topological space
form problem (free actions on spheres) is particularly significant: the CW
complex version had already motivated the work of Swan and Wall on
the finiteness obstruction discussed above, while the manifold version was
one of the impulses for Wall’s (and others’) extensive calculations of the
L-groups of finite groups.

8 PL and topological manifolds

While surgery theory was originally developed in the context of smooth
manifolds, it was soon realized that it works equally well in the PL cat-
egory of combinatorial manifolds. Indeed, the book [W1] was written in
the language of PL manifolds. Wall’s theory has the same form in both
categories, and in fact the surgery obstruction groups are the same, regard-
less of whether one works in the smooth or in the PL category. The only
differences are that for the PL case, vector bundles must be replaced by
PL bundles, and in theorem 7.3, G/O should be replaced by G/PL.

Passage from the PL to the topological category was a much trickier
step (even though we now know that G/PL more closely resembles G/TOP
than G/O). Wall wrote in the introduction to [44]:

This paper was originally planned when the only known fact
about topological manifolds (of dimension > 3) was that they
were Poincaré complexes. Novikov’s proof of the topological
invariance of rational Pontrjagin classes and subsequent work
in the same direction has changed this . . . .

Novikov’s work introduced the torus Tn as an essential tool in the study
of topological manifolds. A fake torus is a manifold which is homotopy
equivalent to Tn. The surgery theoretic classification of PL fake tori in
dimensions ≥ 5 by Wall and by Hsiang and Shaneson [HS] was an essential
tool in the work of Kirby [K] and Kirby-Siebenmann [KS] on the structure
theory of topological manifolds. (See also [KSW].) This in turn made it
possible to extend surgery theory to the topological category.
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9 Invariance properties of the signature

Wall made good use of the signature invariants of quadratic forms and
manifolds. We pick out three particular cases:

1. One immediate (but non-trivial) consequence of the Hirzebruch sig-
nature theorem is that if M̃ is a k-fold covering of a closed manifold
M , then

signature (M̃) = k · signature (M) ∈ Z .

It is natural to ask whether this property is special to manifolds,
or whether it holds for Poincaré complexes in general. But in [44],
Wall constructed examples of 4-dimensional Poincaré complexes X
where this fails, and hence such X are not homotopy equivalent to
manifolds.

2. For finite groups π, Wall [W1] showed that the surgery obstruction
groups L∗(Z[π]) are finitely generated abelian groups, and that the
torsion-free part of these groups is determined by a collection of sig-
nature invariants called the multisignature. This work led to a series
of deep interactions between algebraic number theory and geometric
topology.

3. The Novikov additivity property of the signature is that the signa-
ture of the boundary-connected union of manifolds is the sum of the
signatures. In [54], Wall showed that this additivity fails for unions
of manifolds along parts of boundaries which are not components,
and obtained a homological expression for the non-additivity of the
signature (which is also known as the Maslov index).

10 Homological and combinatorial
group theory

Wall’s work on surgery theory led to him to several problems in combi-
natorial group theory. One of these was to determine what groups can
be the fundamental groups of aspherical Poincaré complexes. Such groups
are called Poincaré duality groups. There are evident connections with the
topology of manifolds:

([W2], problem G2, p. 391) Is every Poincaré duality group Γ
the fundamental group of a closed K(Γ, 1) manifold? Smooth
manifold? Manifold unique up to homeomorphism? (It will not
be unique up to diffeomorphism.)
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([W2], problem F16, p. 388) Let Γ be a Poincaré duality group
of dimension ≥ 3. Is the ‘fundamental group at infinity’ of
Γ necessarily trivial? This is known in many cases, e.g. if Γ
has a finitely presented normal subgroup Γ′ of infinite index
and either Γ′ or Γ/Γ′ has one end. In dimensions ≥ 5 it is
equivalent to having the universal cover of a compact K(Γ, 1)
manifold homeomorphic to euclidean space.

For more on the subsequent history of these problems, see [FRR] and [D].
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70. (with A. Fröhlich) Graded monoidal categories, Compositio Math.
28 (1974) 229–286.



C. T. C. Wall 21

71. (with F.E.A. Johnson) Groups satisfying Poincaré duality, Ann. of
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(1974) 241–260.

78. Norms of units in group rings, Proc. London Math. Soc. 29 (1974)
593–632.

79. Regular stratifications, pp. 332–344 in Dynamical systems — War-
wick 1974, ed. A. Manning, Lecture Notes in Math. 468, Springer
(1975)

80. Classification of Hermitian forms VI. Group rings, Ann. of Math.
103 (1976) 1–80.

81. Formulae for surgery obstructions, Topology 15 (1976) 189–210; cor-
rigendum ibid 16 (1977) 495–496.

82. (with C.B. Thomas and I. Madsen) The topological spherical space-
form problem II. Existence of free actions, Topology 15 (1976) 375–
382.

83. Nets of conics, Math. Proc. Camb. Phil. Soc. 81 (1977) 351–364.
84. Geometric properties of generic differentiable manifolds, pp. 707–774

in Geometry and topology: III Latin American school of mathematics
ed. J. Palis & M.P. do Carmo, Lecture Notes in Math. 597, Springer
(1977).

85. Free actions of finite groups on spheres, pp. 115–124 in Proc. Symp.
in Pure Math. 32i (Algebraic and Geometric Topology) (ed. J. Mil-
gram) Amer. Math. Soc. 1978.

86. Nets of quadrics and theta-characteristics of singular curves, Phil.
Trans. Roy. Soc. 289A (1978) 229–269.

87. Periodic projective resolutions, Proc. London Math. Soc. 39 (1979)
509–533.

88. Note on the invariant of plane cubics, Math. Proc. Camb. Phil. Soc.
85 (1979) 403–406.



22 Publication list

89. (with G.P. Scott) Topological methods in group theory, pp. 137–204
in Homological group theory, ed. C.T.C. Wall and D. Johnson, London
Math. Soc. Lecture Notes 36 (1979).

90. Affine cubic functions I. Functions on C2, Math. Proc. Camb. Phil.
Soc. 85 (1979) 387–401.

91. Are maps finitely determined in general? Bull. London Math. Soc.
11 (1979) 151–154.

92. Singularities of nets of quadrics, Compositio Math. 42 (1981) 187–
212.

93. (with J.W. Bruce) On the classification of cubic surfaces, Jour. Lon-
don Math. Soc. 19 (1979) 245–256.

94. Affine cubic functions II. Functions on C3 with a corank 2 critical
point, Topology 19 (1980) 89–98.

95. Affine cubic functions III. Functions on R2, Math. Proc. Camb. Phil.
Soc. 87 (1980) 1–14.

96. Relatively 1-dimensional complexes, Math. Zeits. 172 (1980) 77–79.
97. The first canonical stratum, Jour. London Math. Soc. 21 (1980)

419–433.
98. (omitted)

99.a A note on symmetry of singularities, Bull. London Math. Soc. 12
(1980) 169–175.

99.b A second note on symmetry of singularities, Bull. London Math. Soc.
12 (1980) 347–354.

100. Affine cubic functions IV. Functions on C3, nonsingular at infinity,
Phil. Trans. Roy. Soc. 302A (1981) 415–455.

101. Stability, pencils and polytopes, Bull. London Math. Soc. 12 (1980)
401–421.

102. Finite determinacy of smooth map-germs, Bull. London Math. Soc.
13 (1981) 481–539.

103. On finite Ck left determinacy, Invent. Math. 70 (1983) 399–405.
104. A splitting theorem for maps into R2, Math. Ann. 259 (1982) 443–

453.
105. Classification of unimodal isolated singularities of complete intersec-

tions, pp. 625–640 in Proc. Symp. in Pure Math. 40ii (Singularities)
(ed. P. Orlik) Amer. Math. Soc., 1983.

106. Topological invariance of the Milnor number mod 2, Topology 22
(1983) 345–350.

107. (with C.B. Thomas and I. Madsen) The topological spherical space-
form problem III. Dimensional bounds and smoothing, Pacific J.
Math. 106 (1983) 135–143.

108. Geometric invariant theory of linear systems, Math. Proc. Camb.
Phil. Soc. 93 (1983) 57–62.



C. T. C. Wall 23

109. Pencils of real binary cubics, Math. Proc. Camb. Phil. Soc. 93 (1983)
477–484.

110. Notes on the classification of singularities, Proc. London Math. Soc.
48 (1984) 461–513.

111. Periods of integrals and topology of algebraic varieties, Proc. Roy.
Soc. 391A (1984) 231–254.

112. (with W. Ebeling) Kodaira singularities and an extension of Arnol’d’s
strange duality, Compositio Math. 56 (1985) 3–77.

113. (with A.A. du Plessis) On C1-stability and A(1)-determinacy, Publ.
Math. I. H. E. S., 70 (1989) 5–46.

114. Equivariant jets, Math. Ann. 272 (1985) 41–65.
115. Infinite determinacy of equivariant map-germs, Math. Ann. 272

(1985) 67–82.
116. Determination of the semi-nice dimensions, Math. Proc. Camb. Phil.

Soc. 97 (1985) 79–88.
117. Survey of recent results on equivariant singularity theory, Banach

Centre Publ. 20 (1988) 457–474.
118. (with J.W. Bruce and A.A. du Plessis) Determinacy and unipotency,

Invent. Math. 88 (1987) 521–554.
119. (omitted)
120. Geometries and geometric structures in real dimension 4 and complex

dimension 2, pp. 268–292 in Geometry and topology. Proceedings,
University of Maryland 1983–1984 ed. J. Alexander and J. Harer,
Lecture Notes in Math. 1167, Springer (1985).

121. Geometric structures on compact complex analytic surfaces, Topol-
ogy 25 (1986) 119–153.

122. Real forms of cusp singularities, Math. Proc. Camb. Phil. Soc. 99
(1986) 213–232.

123. Real forms of smooth del Pezzo surfaces, J. reine und angew. Math.
375/376 (1987) 47–66.

124. Functions on quotient singularities, Phil. Trans. Roy. Soc. 324A
(1987) 1–45.

125. Exceptional deformations of quadrilateral singularities and singular
K3 surfaces, Bull. London Math. Soc. 19 (1987) 174–176.

126. Real forms of cusp singularities II., Math. Proc. Camb. Phil. Soc.
102 (1987) 193–201.

127. Deformations of real singularities, Topology 29 (1990) 441–460.
128. (with S. Edwards) Nets of quadrics and deformations of Σ3(3) singu-

larities, Math. Proc. Camb. Phil. Soc. 105 (1989) 109–115.
129. Elliptic complete intersection singularities, pp. 340–372 in Singularity

theory and its applications. Warwick, 1989, I., ed. D. Mond and J.
Montaldi, Lecture Notes in Math. 1462, Springer (1991).



24 Publication list

130. Pencils of cubics and rational elliptic surfaces, pp. 373–405 in Singu-
larity theory and its applications. Warwick, 1989, I., ed. D. Mond
and J. Montaldi, Lecture Notes in Math. 1462, Springer (1991).

131. Root systems, subsystems and singularities, Jour. Alg. Geom. 1
(1992) 597–638.

132. Is every quartic a conic of conics? Math. Proc. Camb. Phil. Soc. 109
(1991) 419–424.

133. (with A.A. du Plessis) Topological stability, pp. 351–362 in Singu-
larities, Lille 1991, ed. J.-P. Brasselet, London Math. Soc. Lecture
Notes 201, Cambridge University Press, 1994.

134. Weighted homogeneous complete intersections, pp. 277–300 in Alge-
braic geometry and singularities (proceedings of conference at La Ra-
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Classification of (n − 1)-connected
2n-dimensional manifolds

and the discovery of exotic spheres

John Milnor

At Princeton in the fifties I was very much interested in the fundamental
problem of understanding the topology of higher dimensional manifolds. In
particular, I focussed on the class of 2n-dimensional manifolds which are
(n− 1)-connected, since these seemed like the simplest examples for which
one had a reasonable hope of progress. (Of course the class of manifolds
with the homotopy type of a sphere is even simpler. However the general-
ized Poincaré problem of understanding such manifolds seemed much too
difficult: I had no idea how to get started.) For a closed 2n-dimensional
manifold M2n with no homotopy groups below the middle dimension, there
was a considerable body of techniques and available results to work with.
First, one could easily describe the homotopy type of such a manifold. It
can be built up (up to homotopy type) by taking a union of finitely many
n-spheres intersecting at a single point, and then attaching a 2n-cell e2n

by a mapping of the boundary ∂e2n to this union of spheres, so that

M2n ' (Sn ∨ · · · ∨ Sn) ∪f e2n .

Here the attaching map f represents a homotopy class in π2n−1(Sn ∨ · · · ∨
Sn), a homotopy group that one can work with effectively, at least in
low dimensions. Thus the homotopy theory of such manifolds is under
control. We can understand this even better by looking at cohomology.
The cohomology of such an M2n, using integer coefficients, is infinite cyclic
in dimension zero, free abelian in the middle dimension with one generator
for each of the spheres, and is infinite cyclic in the top dimension where we
have a cohomology class corresponding to this top dimensional cell; that is

H0(M2n) ∼= Z , Hn(M2n) ∼= Z⊕ · · · ⊕ Z , H2n(M2n) ∼= Z .

Taken from the lecture ‘Growing Up in the Old Fine Hall’ given on 20th March,
1996, as part of the Princeton 250th Anniversary Conference [9]. For accounts of exotic
spheres, see [1]–[4], [6]. The classification problem for (n− 1)-connected 2n-dimensional
manifolds was finally completed by Wall [10], making use of exotic spheres.
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The attaching map f determines a cup product operation: To any two co-
homology classes in the middle dimension we associate a top dimensional
cohomology class, or in other words (if the manifold is oriented) an integer.
This gives a bilinear pairing from Hn⊗Hn to the integers. This pairing is
symmetric if n is even, skew-symmetric if n is odd, and always has determi-
nant ±1 by Poincaré duality. For n odd this pairing is an extremely simple
algebraic object. However for n even such symmetric pairings, or equiva-
lently quadratic forms over the integers, form a difficult subject which has
been extensively studied. (See [7], and compare [5].) One basic invariant is
the signature, computed by diagonalizing the quadratic form over the real
numbers, and then taking the number of positive entries minus the number
of negative entries.

So far this has been pure homotopy theory, but if the manifold has a dif-
ferentiable structure, then we also have characteristic classes, in particular
the Pontrjagin classes in dimensions divisible by four,

(1) pi ∈ H4i(M) .

This was the setup for the manifolds that I was trying to understand as a
long term project during the 50’s. Let me try to describe the state of knowl-
edge of topology in this period. A number of basic tools were available. I
was very fortunate in learning about cohomology theory and the theory of
fiber bundles from Norman Steenrod, who was a leader in this area. These
two concepts are combined in the theory of characteristic classes [8], which
associates cohomology classes in the base space to certain fiber bundles.
Another basic tool is obstruction theory, which gives cohomology classes
with coefficients in appropriate homotopy groups. However, this was a big
sticking point in the early 50’s because although one knew very well how
to work with cohomology, no one had any idea how to compute homotopy
groups except in special cases: most of them were totally unknown. The
first big breakthrough came with Serre’s thesis, in which he developed an
algebraic machinery for understanding homotopy groups. A typical result
of Serre’s theory was that the stable homotopy groups of spheres

Πn = πn+k(Sk) (k > n + 1)

are always finite. Another breakthrough in the early 50’s came with Thom’s
cobordism theory. Here the basic objects were groups whose elements were
equivalence classes of manifolds. He showed that these groups could be
computed in terms of homotopy groups of appropriate spaces. As an im-
mediate consequence of his work, Hirzebruch was able to prove a formula
which he had conjectured relating the characteristic classes of manifolds to
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the signature. For any closed oriented 4m-dimensional manifold, we can
form the signature of the cup product pairing

H2m(M4m;R)⊗H2m(M4m;R) → H4m(M4m;R) ∼= R,

using real coefficients. If the manifold is differentiable, then it also has Pon-
trjagin classes (1). Taking products of Pontrjagin classes going up to the
top dimension we build up various Pontrjagin numbers. These are integers
which depend on the structure of the tangent bundle. Hirzebruch conjec-
tured a formula expressing the signature as a rational linear combination
of the Pontrjagin numbers. For example

(2) signature (M4) =
1
3
p1[M4]

and

(3) signature (M8) =
1
45

(7p2 − (p1)2)[M8] .

Everything needed for the proof was contained in Thom’s cobordism paper,
which treated these first two cases explicitly, and provided the machinery
to prove Hirzebruch’s more general formula.

These were the tools which I was trying to use in understanding the
structure of (n− 1)-connected manifolds of dimension 2n. In the simplest
case, where the middle Betti number is zero, these constructions are not
very helpful. However in the next simplest case, with just one generator
in the middle dimension and with n = 2m even, they provide quite a bit
of structure. If we try to build up such a manifold, as far as homotopy
theory is concerned we must start with a single 2m-dimensional sphere and
then attach a cell of dimension 4m. The result is supposed to be homotopy
equivalent to a manifold of dimension 4m:

S2m ∪ e4m ' M4m .

What can we say about such objects? There are certainly known examples;
the simplest is the complex projective plane in dimension four – we can
think of that as a 2-sphere (namely the complex projective line) with a
4-cell attached to it. Similarly in dimension eight there is the quaternionic
projective plane which we can think of as a 4-sphere with an 8-cell attached,
and in dimension sixteen there is the Cayley projective plane which has
similar properties. (We have since learned that such manifolds can exist
only in these particular dimensions.)
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Consider a smooth manifold M4m which is assumed to have a homotopy
type which can be described in this way. What can it be? We start with a
2m-dimensional sphere S2m, which is certainly well understood. According
to Whitney, this sphere can be smoothly embedded as a subset S2m ⊂ M4m

generating the middle dimensional homology, at least if m > 1. We look
at a tubular neighborhood of this embedded sphere, or equivalently at its
normal 2m-disk bundle E4m. In general this must be twisted as we go
around the sphere — it can’t be simply a product or the manifold wouldn’t
have the right properties. In terms of fiber bundle theory, we can look
at it in the following way: Cut the 2m-sphere into two hemispheres D2m

+

and D2m
− , intersecting along their common boundary S2m−1. Over each of

these hemispheres we must have a product bundle, and we must glue these
two products together to form

E4m = (D2m
+ ×D2m) ∪F (D2m

− ×D2m) .

Here the gluing map F (x, y) = (x, f(x)y) is determined by a mapping
f : S2m−1 → SO(2m) from the intersection D2m

+ ∩ D2m
− to the rotation

group of D2m. Thus the most general way of thickening the 2m-sphere can
be described by an element of the homotopy group π2m−1SO(2m). In low
dimensions, this group was well understood.

In the simplest case 4m = 4, we start with a D2-bundle over S2 deter-
mined by an element of π1SO(2) ∼= Z. It is not hard to check that the only
4-manifold which can be obtained from such a bundle by gluing on a 4-cell is
(up to orientation) the standard complex projective plane: This construc-
tion does not give anything new. The next case is much more interesting.
In dimension eight we have a D4-bundle over S4 which is described by an
element of π3(SO(4)). Up to a 2-fold covering, the group SO(4) is just a
Cartesian product of two 3-dimensional spheres, so that π3SO(4) ∼= Z⊕Z.
More explicitly, identify S3 with the unit 3-sphere in the quaternions. We
get one mapping from this 3-sphere to itself by left multiplying by an ar-
bitrarily unit quaternion and another mapping by right multiplying by an
arbitrary unit quaternion. Putting these two operations together, the most
general (f) ∈ π3(SO(4)) is represented by the map f(x)y = xiyxj , where
x and y are unit quaternions and where (i, j) ∈ Z⊕ Z is an arbitrary pair
of integers.

Thus to each pair of integers (i, j) we associate an explicit 4-disk bundle
over the 4-sphere. We want this to be a tubular neighborhood in a closed
8-dimensional manifold, which means that we want to be able to attach a
8-dimensional cell which fits on so as to give a smooth manifold. For that
to work, the boundary M7 = ∂E8 must be a 7-dimensional sphere S7. The
question now becomes this: For which i and j is this boundary isomorphic
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to S7? It is not difficult to decide when it has the right homotopy type: In
fact M7 has the homotopy type of S7 if and only if i + j is equal to ±1.
To fix our ideas, suppose that i + j = +1. This still gives infinitely many
choices of i. For each choice of i, note that j = 1 − i is determined, and
we get as boundary a manifold M7 = ∂E8 which is an S3-bundle over S4

having the homotopy type of S7. Is this manifold S7, or not?
Let us go back to the Hirzebruch-Thom signature formula (3) in di-

mension 8. It tells us that the signature of this hypothetical 8-manifold
can be computed from (p1)2 and p2. But the signature has to be ±1 (re-
member that the quadratic form always has determinant ±1), and we can
choose the orientation so that it is +1. Since the restriction homomor-
phism maps H4(M8) isomorphically onto H4(S4), the Pontrjagin class p1

is completely determined by the tangent bundle in a neighborhood of the
4-sphere, and hence by the integers i and j. In fact it turns out that
p1 is equal to 2(i − j) = 2(2i − 1) times a generator of H4(M8), so that
p2
1[M

8] = 4(2i−1)2. We have no direct way of computing p2, which depends
on the whole manifold. However, we can solve equation (3) for p2[M8], to
obtain the formula

(4) p2[M8] =
p 2
1 [M8] + 45

7
=

4(2i− 1)2 + 45
7

.

For i = 1 this yields p2[M8] = 7, which is the correct answer for the
quaternion projective plane. But for i = 2 we get p2[M8] = 81

7 , which is
impossible! Since p2 is a cohomology class with integer coefficients, this
Pontrjagin number p2[M8], whatever it is, must be an integer.

What can be wrong? If we choose p1 in such a way that (4) does not
give an integer value for p2[M8], then there can be no such differentiable
manifold. The manifold M7 = ∂E8 certainly exists and has the homotopy
type of a 7-sphere, yet we cannot glue an 8-cell onto E8 so as to obtain
a smooth manifold. What I believed at this point was that such an M7

must be a counterexample to the seven dimensional Poincaré hypothesis:
I thought that M7, which has the homotopy type of a 7-sphere, could not
be homeomorphic to the standard 7-sphere.

Then I investigated further and looked at the detailed geometry of M7.
This manifold is a fairly simple object: an S3-bundle over S4 constructed in
an explicit way using quaternionic multiplication. I found that I could actu-
ally prove that it was homeomorphic to the standard 7-sphere, which made
the situation seem even worse! On M7, I could find a smooth real-valued
function which had just two critical points: a non-degenerate maximum
point and a non-degenerate minimum point. The level sets for this func-
tion are 6-dimensional spheres, and by deforming in the normal direction
we obtain a homeomorphism between this manifold and the standard S7.
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(This is a theorem of Reeb: if a closed k-manifold possesses a Morse func-
tion with only two critical points, then it must be homeomorphic to the
k-sphere.) At this point it became clear that what I had was not a coun-
terexample to the Poincaré hypothesis as I had thought. This M7 really
was a topological sphere, but with a strange differentiable structure.

There was a further surprising conclusion. Suppose that we cut this
manifold open along one of the level sets, so that

M7 = D7
+ ∪f D7

− ,

where the D7
± are diffeomorphic to 7-disks . These are glued together along

their boundaries by some diffeomorphism g : S6 → S6. Thus this manifold
M7 can be constructed by taking two 7-dimensional disks and gluing the
boundaries together by a diffeomorphism. Therefore, at the same time,
the proof showed that there is a diffeomorphism from S6 to itself which
is essentially exotic: It cannot be deformed to the identity by a smooth
isotopy, because if it could then M7 would be diffeomorphic to the standard
7-sphere, contradicting the argument above.
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§1. Introduction

I began to learn topology in 1956, mostly from Mikhail Mikhailovich
Postnikov and Albert Solomonovich Schwartz (so by the end of 1957 I
already knew much topology). I remember very well how Schwartz an-
nounced a lecture in 1957 in the celebrated “Topological Circle” of Paul
Alexandrov entitled something like “On a differentiable manifold which
does not admit a differentiable homeomorphism to S7”. Some topologists
even regarded this title as announcing the discovery of non-differentiable
manifolds homeomorphic to S7. In particular, this happened in the pres-
ence of my late father, who remarked that such a result contradicted his
understanding of the basic definitions! I told him immediately that he was
right, and such an interpretation was nonsense. In fact, it was an exposi-
tion of the famous discovery of the exotic spheres by Milnor ([6], [8]). At
that time my interests were far from this subject. Until 1960 I worked
on the calculations of the homotopy and cobordism groups. Only in 1960
did I begin to learn the classification theory of exotic spheres, from the
recent preprint of Milnor [7] (which was probably given to me by Rochlin,
who had already become my great friend). I was also very impressed by
the new work of Smale [24] on the generalized Poincaré conjecture and the
h-cobordism theorem, which provided the foundation of the classification.
The beautiful work of Kervaire on a 10-dimensional manifold without a dif-
ferentiable structure [4] completed the list of papers which stimulated me
to work in this area. (Let me point out that the final work of Kervaire and
Milnor [5] appeared later, in 1963.) Milnor, Hirzebruch and Smale person-
ally influenced me when they visited the Soviet Union during the summer
of 1961. They already knew my name from my work on cobordism.
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§2. The diffeomorphism classification of simply
connected manifolds

I badly wanted to contribute to the diffeomorphism classification of man-
ifolds. The very first conclusion I drew from Milnor’s theory was that it was
necessary to work with h-cobordisms instead of diffeomorphisms. My sec-
ond guess was that there should exist some cobordism-type theory solving
the diffeomorphism (or h-cobordism) classification problem. In the specific
case of homotopy spheres these types of arguments had already been de-
veloped, using Pontrjagin’s framed cobordism, reducing the problem to the
calculation of the homotopy groups of spheres. However, it was not clear
how to extend this approach to more complicated manifolds. Some time
during the autumn of 1961, I observed some remarkable homotopy-theoretic
properties of the maps of closed n-dimensional manifolds f : M1 → M of
degree 1 : I saw that the manifold M1 is really homologically bigger than
M . The homology of M1 splits as

H∗(M1) = H∗(M)⊕K∗
with the kernel groups

K∗ = ker(f∗ : H∗(M1) → H∗(M))

satisfying ordinary Poincaré duality and a Hurewicz theorem connecting
it with ker(f∗ : π∗(M1) → π∗(M)) in the first non-trivial dimension. It
may well be that the idea of studying degree 1 maps came to me from
my connections with my friends who were learning algebraic geometry at
that time. Algebraic geometers call algebraic maps of degree 1 birational
equivalences. It is well known to them that the manifold M1 is bigger than
M in many senses. This kernel K∗ became geometrically analogous to an
almost parallelizable manifold in the case when the stable tangent bundles
τM ⊕ 1, τM1 ⊕ 1 of M, M1 are in the natural agreement generated by the
map f

f∗(τM ⊕ 1) = τM1 ⊕ 1 .

We call such maps (tangential) normal maps of degree 1. It is technically
better and geometrically more clear to work with the stable normal (N −
n)-bundles of manifolds embedded in high-dimensional Euclidean space
RN : M ⊂ E ⊂ RN ⊂ SN with E a small ε-neighbourhood of M in RN .
Then E is the total space of the normal bundle ν, and that collapsing the
complement of E in SN to a point gives a mapping SN to the so-called
Thom space

T (ν) = E/∂E = SN/(SN − E) .

Therefore, we have a preferred element of the homotopy group πN (T (ν))
associated with the manifold M . More generally, any normal map f :
M1 → M determines a specific element of the group πN (T (ν)) associated
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to M . This is a special case of the Thom construction. By Serre’s theorem
this homotopy group is

πN (T (ν)) = Z⊕A

where A is a finite abelian group. The set of preferred elements of all the
normal maps f : M1 → M is precisely the finite subset

{1} ⊕A ⊂ πN (T (ν)) = Z⊕A .

It turned out that Milnor’s surgery technique can be applied here. Instead
of killing all the homotopy groups like in the case of the exotic spheres, one
can try to kill just the kernels K∗. It worked well. Finally, I proved two
theorems [10] :

(i) For dimensions n ≥ 5 with n 6= 4k+2 any preferred element of πN (T (ν))
can be realized by a normal map f : M1 → M with M1 homotopy equiv-
alent to M , and that for n = 4k + 2 there is an obstruction (Pontrjagin
for n = 2, 6, 14, Kervaire-Arf invariant in general) and the realizable subset
might be either the full set of preferred elements or subset of index 2.

(ii) If two (tangential) normal maps f1 : M1 → M , f2 : M2 → M are
already homotopy equivalences and represent the same element in πN (T (ν))
then f1, f2 are normal bordant by an h-cobordism, and for n ≥ 5 the
corresponding manifolds M1, M2 are canonically diffeomorphic for n even,
and diffeomorphic modulo special exotic Milnor spheres (those which bound
parallelizable manifolds) for n odd. This difference in behaviour between
the odd and even dimensions disappears in the PL category.

This gave some kind of diffeomorphism classification of a class of simply-
connected manifolds normally homotopy equivalent to the given one. Of
course, the automorphism and inertia groups (and so on) have to be taken
into account, so the final classification will be given by the factorized set.
One of the most important general consequences of this result was that
the homotopy type and rational Pontrjagin classes determine the diffeo-
morphism class of a differentiable simply-connected manifold of dimension
≥ 5 up to a finite number of possibilities. This is also true in dimension 4,
replacing diffeomorphism by h-cobordism.

Soon afterwards I observed that it was not necessary to start with the
normal bundle of M ⊂ RN : this could have been replaced by any bundle
such that the fundamental class of the Thom space is spherical for n odd.
For n = 4k it is also necessary to ensure that the signature be given by
the L-genus, in accordance with the Hirzebruch formula expressing the
signature in terms of the Pontrjagin classes. As before, for n = 4k + 2 it is
necessary to deal with the Arf invariant, and such difficulties disappear in
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the PL category. This gave also a characterization of the normal bundles
of manifolds homotopy equivalent to the given one ([9]). It turned out
that completely independently, Bill Browder discovered the significance of
maps of degree 1 ([1]). He had obtained the same characterization of the
normal bundles of simply-connected manifolds, in a more general form.
In his theorem the original manifold was replaced by a Poincaré complex,
giving therefore the final solution to the problem of the recognition of the
homotopy types of differentiable simply-connected manifolds.

§3. The role of the fundamental group in
homeomorphism problems

For a long time I thought that algebraic topology cannot deal with con-
tinuous homeomorphisms : the quantities such as homology, homotopy
groups, Stiefel-Whitney classes whose topological invariance was already
established, were in fact homotopy invariants. The only exception was Rei-
demeister torsion, which was definitely not a homotopy invariant, not even
for 3-dimensional lens spaces. The topological invariance of Reidemeis-
ter torsion for 3-dimensional manifolds was obtained as a corollary of the
Hauptvermutung proved by Möıse: every homeomorphism of 3-dimensional
manifolds can be approximated by a piecewise linear homeomorphism, us-
ing an elementary approximating technique. It was unrealistic to expect
something like that in higher dimensions. Indeed, Rochlin pointed out
to me that he in fact had proved the topological invariance of the first
Pontrjagin class p1 of 5-dimensional manifolds in his work [22] preced-
ing the well-known result of Thom [25] and Rochlin-Schwartz [23] on the
combinatorial invariance of the rational Pontrjagin classes. I decided to
analyze the codimension 1 problem, with the intention of proving that
Rochlin’s theorem is inessential, and that p1 of a 5-dimensional manifold
is in fact a homotopy invariant. This program was successfully realized:
I found a beautiful formula for the codimension 1 Pontrjagin-Hirzebruch
class Lk(p1, . . . , pk) of a 4k + 1-dimensional manifold M involving the infi-
nite cyclic covering p : M̂z → M associated with an indivisible codimension
1 cycle z ∈ H4k(M) = H1(M). Let ẑ ∈ H4k(M̂z) be the canonical cycle
such that p∗(ẑ) = z. Consider the symmetric scalar product on the infinite
dimensional real vector space H2k(M̂z;R)

〈x, y〉 =
∫

ẑ

x ∧ y .

The radical of this form has finite codimension, and therefore the signature
τ(z) of this quadratic form is well-defined. The actual formula is

〈Lk(p1, . . . , pk), z〉 = τ(z) .

Let me point out that this expression made essential use of the funda-



Surgery in the 1960’s 35

mental group and coverings. After finishing this theorem, a strange idea
occurred to me, that a Grothendieck-type approach could be used in the
study of continuous homeomorphisms. I had in mind the famous idea of
Grothendieck defining the homology of algebraic varieties over fields of fi-
nite characteristic. He invented the important idea of the étale topology,
using category of coverings over open sets rather than just the open sets
themselves. I invented the specific category of toroidal open sets in the
closed differentiable manifold :

M4k × Tn−4k−1 × R ⊂ M4k × Rn−4k ⊂ Mn .

Changing the differentiable structure in the manifold we still have the same
open sets. However, I managed to prove that the rational Pontrjagin-
Hirzebruch classes can be completely defined through the homotopy struc-
ture of these toroidal open sets, studying sequences of infinite cyclic cover-
ings over them.

My first proof for codimension 2 was purely homological : it was al-
ready enough to establish the existence of homotopy equivalent but non-
homeomorphic simply-connected closed manifolds (the Hurewicz problem)
[11], [14]. I was not able to solve the general problem in this way : recently,
this idea was completely realized by M. Gromov who added a beautiful ho-
mological argument of a new type ([3]). I found the full proof of the topo-
logical invariance of the rational Pontrjagin classes based on the technique
of differential topology, including surgery theory, applied to non-simply-
connected manifolds ([12], [15], [20]). To be more specific, it was necessary
to deal with manifolds with a free abelian fundamental group, even for the
proof of the topological invariance of the rational Pontrjagin classes for
simply-connected manifolds.

It thus became clear for me that some special rational Pontrjagin classes
(the so-called Pontrjagin-Hirzebruch classes Lk) have a deep connection
with the homotopy structure of non-simply-connected manifolds. The
homeomorphism problems used only the specific case of the free abelian
fundamental group. (This approach was extended in 1968 by Kirby, lead-
ing to the final solution of several fundamental problems of continuous
topology.) This led to the so-called higher signature conjecture, elaborated
in the process of interaction with V. Rochlin and G. Kasparov – one of my
best students. (See [16], [17], [18]). The full formulation of the conjecture
was found during the period 1965–1970, classifying all the homotopy invari-
ant expressions from the Riemannian curvature tensor of a closed manifold
M :

if x ∈ H∗(M ;Q) is a cohomology class determined by the fundamental
group π1(M) in the sense of Hopf-Eilenberg-MacLane then the integral of
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the Pontrjagin-Hirzebruch class Lk(M) along the cycle D(x) is a homotopy
invariant for all closed manifolds M .

Important early results on this conjecture were obtained by Kasparov,
Lusztig and Mishchenko. Much work has been done since then ([2]).

It became clear that the surgery technique can also be applied to the clas-
sification theory for non-simply-connected manifolds, extending the simply-
connected case described in §1. However, in 1966 some important points
were still unclear, especially in the odd dimensions. A breakthrough in this
direction was made by C.T.C.Wall, whose preprint appeared in 1968 ([26]).
I combined his results with my own ideas on the higher signature and with
some algebraic and geometric material from the hamiltonian formalism of
classical mechanics. Using this combination I started to construct the her-
mitian K-theory over any ring with involution. Ignoring 2-torsion this
theory provided a nonstandard interpretation of Bott periodicity. My aim
was also to formulate the higher signatures as some kind of Chern charac-
ter in hermitian K-theory. It is interesting to point out that the standard
algebraic K-theory of Quillen and others does not have Bott periodicity
at all, and there are no analogs of the Chern character. This work was
published in [17], and completed and developed further by Ranicki [21].

As a final remark I would like to mention that many years later, in 1981, I
used my experience to work with free abelian coverings in the construction
of the Morse-type theory on manifolds with closed 1-forms ([19]).

Appendix

Smooth manifolds of the same homotopy type
(Short communication to 1962 Stockholm ICM)

Gladkie mnogoobrazi� obwego gomotopiqeskogo tipa.

Rassmatriva�ts� gladkie odnosv�znye mnogoobrazi� Mn, ime�-
wie obwiĭ gomotopiqeskiĭ tip i stabil~nyĭ normal~nyĭ puqok.
Ustanavlivaets� sv�z~ me�du �timi mnogoobrazi�mi i gomotopi-
qeskoĭ gruppoĭ ΠN+n(TN ), gde TN – prostranstvo Toma normal~-
nogo puqka k mnogoobrazi�. Izvleka�ts� kaqestvennye sledstvi�
(koneqnost~qisla takih mnogoobraziĭ) i razbiraets� r�d prime-
rov. Rezul~taty primen��ts� k sledu�wim zadaqam:

1. Kakoĭ SO(N)-puqok nad Mn �vl�ets� normal~nym dl� neko-
torogo Mn, gomotopiqeski �kvivalentnogo Mn i gladkogo (byt~
mo�et, Mn kombinatorno).
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2. V kakom sluqae sv�zna� summa Mn#S̃n diffeomorfna (so ste-
pen~� +1) mnogoobrazi� Mn, gde S̃n - nestandartna� sfera Mil-
nora.

Dl� ustanovleni� sv�zi me�du gomotopiqeskimi i differen-
ciruemymi zadaqami ispol~zu�ts�, s odnoĭ storony, algebrai-
qeskie metody, s drugoĭ storony – t-regul�rnost~, teori� pere-
stroek Morsa i rezul~taty Smeĭla-Uollesa. Pri razbore kon-
kretnyh primerov ispol~zuets� umno�enie v stabil~nyh gomo-
topiqeskih gruppah sfer.

English translation

Consider smooth simply-connected manifolds Mn, which have the same
homotopy type and stable normal bundle. We establish a connection be-
tween such manifolds and the homotopy groups πN+n(TN ), where TN is
the Thom space of the normal bundle of the manifold. Certain general
corollaries are obtained (e.g. the finiteness of such manifold types) and a
number of examples is discussed. The results are applied to the following
problems :

1. Which SO(N)-bundles over Mn (which could be combinatorial) come
from the normal bundle of a homotopy equivalent smooth manifold ?

2. In which case is the connected sum Mn#S̃n diffeomorphic to Mn (with
degree 1), with S̃n an exotic Milnor sphere ?

To establish the connection between homotopy theoretic and differen-
tiable problems we use on the one hand algebraic methods, and on the
other hand t-regularity, the theory of Morse surgery and the results of
Smale-Wallace. In considering concrete examples, we use the multiplica-
tion in the stable homotopy groups of spheres.
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Differential topology

of higher dimensional manifolds∗

William Browder

Colloquium Lectures, January 1977

Preface (written 1998)

These notes and the lectures they accompanied, were in no way intended
to be any sort of treatise, or even rough outline of the subject of surgery
theory at the time (1977). It was rather designed to give a little bit of the
flavor of the subject to as wide an audience as possible, while at the same
time giving an avenue, by way of the references, for someone to find their
way into the subject in a serious way.

The standard model for a colloquium lecture (or lecture series) in math-
ematics is that the first quarter is understandable by a general audience,
the second quarter by the specialists, the third quarter by only the speaker,
and the last quarter by absolutely no one.

While I have tried to avoid following this model too closely, there is
certainly an increasing level of technicality, as one proceeds through the
lectures. However, I hope that anyone with a first course in algebraic
topology under their belt, can follow the exposition and see the scenery, if
not the nuts and bolts of the detailed proofs (which are not given for the
most part).

In the first lecture, I gave proofs of very special cases of two theorems
from surgery theory, which are easy consequences of the general theorems
but have very simple direct proofs which illustrate much of the surgery
technique. In the second paragraph I tried to outline the contour of the
general machinery which had evolved, while in the third lecture I tried to
describe the important application to triangulation of manifolds, again in
the special simpler context of the Annulus Conjecture.

∗ These notes are a corrected reprinting of notes distributed in conjunction with the
Colloquium Lectures given at the 83rd annual meeting of the American Mathematical
Society, St. Louis, MO, January 26–30, 1977. Those notes were copyright c© by the
American Mathematical Society, 1977, and are reprinted by permission of the Society.
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My initial plan had been to use the final lecture for a discussion of the
applications of surgery to the theory of compact transformation groups,
but I did not write notes for this part. In the interim, between the writing
of these notes and the delivery of the lectures, the work of Edwards on the
“Double suspension theorem” took the limelight, and I devoted the last
lecture instead to an account of a very special case, using a very simple
argument found by Giffen, and of course no notes are given for this lecture.

The informal nature of these notes should not be forgotten, and let me
emphasize again that the references constituted my attempt to offer a more
detailed and formal picture of the subject.

I am very happy to be able to contribute this paper to a volume honoring
Terry Wall. His central contributions to the theory of surgery are well
known, and his name has justly found its way onto several of the most
important objects of the theory.

Introduction (written 1977)

The past twenty-five years have seen the birth and the flowering of the sub-
ject called “differential topology” which established a new point of view for
solving geometric problems about manifolds and similar spaces. The new
method reversed the point of view which had been so powerfully developed
in the previous twenty years, in which the algebraic topological implica-
tions of geometric properties had been intensively investigated. The latter
development had included the enormous development of homotopy theory,
the theory of fibre bundles and characteristic classes, the theory of White-
head torsion, and finally the cobordism theory of Thom, which marked the
transition between the two eras.

The work of Thom studied a difficult geometrical question: given a
closed manifold Mm, does there exist a manifold Wm+1 one dimension
higher, whose boundary is M , ∂W = M? Thom showed that an algebraic
condition on the characteristic classes in cohomology of the tangent bundle
of M was equivalent to the geometric condition, that one could pass from
algebraic topological information to get existence of manifolds with certain
properties. The principal geometric tool in his study was his Transversality
Theorem, which we will describe soon.

The beginning of differential topology, as I will discuss it here, probably
should be dated from the work of Milnor. In that work, on differential
structures on spheres or on homotopy spheres, he began to ask the questions
which created the point of view of this field, and introduced the methods
of surgery which play such a central role. These lectures will be devoted
to an outline of this point of view and method, with its applications to
diverse problems in topology, and we will not try to encompass many other
interesting developments in somewhat different directions, e.g., immersion
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theory and its developments, the Morse-Smale critical point theory and
Cerf theory, foliation theory, etc. In fact, in four lectures it will only be
possible to touch on a few chosen aspects of the surgery theory, and I hope
to at least give the flavor of the subject, and suggest its scope.

1 Surgery theory and “classification”
of manifolds

The objective of describing a complete set of invariants which determines
a manifold up to homeomorphism, or diffeomorphism, is easily attained in
dimensions less than three. For example, for closed 2-manifolds, the Eu-
ler Characteristic is a complete invariant. While this objective might still
seem plausible for 3-manifolds, for manifolds of dimension 4 or more, the
fundamental diversity of possibilities would make such a set of invariants in-
ordinately complex. For example any finitely presented group occurs as the
fundamental group of a 4-dimensional manifold, and the homeomorphism
or diffeomorphism problem is at least as complicated as the isomorphism
problem for such groups.

In fact let K be a finite simplicial complex of dimension k. If we embed
K simplicially in Rn, which is always possible for n > 2k, then a regular
neighborhood N of K (which is a naturally defined closed simplicial neigh-
borhood of K homotopy equivalent to K) is a manifold with boundary of
dimension n, and the homotopy groups of ∂N in dimensions < n − k are
the same as those of K. Thus the homotopy type of an n-manifold is quite
arbitrary in low dimensions, and it is reasonable to suppose that the “clas-
sification” of manifolds may be more difficult than homotopy classification
of finite complexes.

The basic premise of surgery theory is that we fix a homotopy type,
thus avoiding such questions, and study the manifolds of that homotopy
type. We get two basic questions.

1. Given a space X, when is X of the homotopy type of a manifold M
of dimension n?

2. How can one “classify” such manifolds M with the given homotopy
type?

The most obvious property of a compact closed oriented manifold from
the point of view of algebraic topology is the Poincaré Duality theorem,
and we make it into a definition.

Definition. Let X be a finite complex, and suppose Hn(X) ∼= Z with
generator [X] ∈ Hn(X). Also suppose [X] defines a natural isomorphism
P : Hq(X) → Hn−q(X) for all q (given by an algebraic map called “cap
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product”). We call such an X a Poincaré complex, the choice of [X] ∈
Hn(X) the orientation, n = the dimension of X.

The explicit definition of the cap product defining the isomorphism is
only relevant in the technical details so we omit it. Naturality is described
by:

If X, Y are Poincaré complexes of dimension n, f : X → Y a map such
that f∗([X]) = [Y ], the diagram

Hq(X)

P
²²

Hq(Y )
f∗oo

P
²²

Hn−q(X)
f∗ // Hn−q(Y )

commutes, i.e., P(y) = f∗Pf∗y for y ∈ Hq(Y ).
Besides Poincaré duality, another necessary condition on a space X to

be homotopy equivalent to a closed manifold is the existence of a bundle
which corresponds to the tangent bundle. It is more convenient to interpret
the existence of this bundle in a different way, through its inverse bundle,
that is, the normal bundle of an embedding of the manifold in Euclidean
space, or the sphere.

If Mm is a closed compact smooth manifold (dimension m), then Whit-
ney proved in the 1930’s an embedding theorem which implies that there is
a smooth embedding Mm ⊂ Sm+k (Sm+k is the (m+k)-sphere in Rm+k+1),
provided k ≥ m, and this embedding is unique up to isotopy if k > m. (An
isotopy is a smooth family of such embeddings.)

For such a smooth embedding Mm ⊂ Sm+k, we can consider the tangent
vectors to Sm+k at a point of Mm, which are normal to Mm in some chosen
Riemannian metric. These vectors form a vector bundle, called the normal
bundle of Mm in Sm+k, denoted by νM . If τM is the tangent bundle of
M , then τM ⊕ νM is the bundle of tangents to Sm+k at points of M , and
is thus the product bundle (since M ⊂ Sm+k − {∞} = Rm+k). Now the
set of normal vectors of length < ε (for some small ε > 0) is diffeomorphic
(using the exponential map) to an open neighborhood U of Mm in Sm+k.
We can thus consider U as the total space E(νM ) of the vector bundle
νM , since the set of vectors of length < ε is diffeomorphic to the set of
all vectors. If one takes the one-point compactification of E(νM ) we get
a space T (νM ) called the Thom complex of νM . On the other hand the
one-point compactification U∗ of U is homeomorphic to Sm+k/Sm+k − U
(i.e., identifying the subspace to one point). Thus we have a natural map
α:Sm+k → Sm+k/Sm+k − U ∼= T (νM ). One can calculate H∗(T (νM )),
and one sees that Hm+k(T (νM )) ∼= Z (if M is oriented), and that α∗ is an
isomorphism Hm+k(Sm+k) → Hm+k(T (νM )).

The existence of such a bundle ξ over X, with such a map α: Sm+k →
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T (ξ), is thus another necessary condition for X to have the homotopy type
of a smooth closed manifold.

These conditions are very close to being sufficient as well as necessary.
For example, we have the following propositions developed by S. P. Novikov
and myself:

Proposition 1.1 Let X be a 1-connected Poincaré complex of dimension
n, and ξk a k-dimensional vector bundle over X, k > n, with a map
α:Sn+k → T (ξ) of degree 1.1 If n is odd, n ≥ 5, then there is a homotopy
of α to β such that β−1(X) = Mm is a closed manifold, and β|M : M → X
is a homotopy equivalence, and the normal bundle νM is mapped linearly
into ξ by β. If n = 2k > 4, there is an obstruction to achieving this conclu-
sion, and if k is even, this obstruction is calculable from the characteristic
classes of ξ and the index2 of M .

Proposition 1.2 Suppose X is a 1-connected Poincaré complex of dimen-
sion n and ξk is a vector bundle over X, etc., as in Proposition 1.1. Then
X × Sk for k > 1 is the homotopy type of a smooth manifold (and in fact
the conclusion of Proposition 1.1 holds for X × Sk).

Examples of “uniqueness” theorems, analogous to these, can be easily
given.

Proposition 1.3 Let M , M ′ be closed simply connected manifolds of di-
mension n ≥ 5. Let f : M → M ′ be a homotopy equivalence, h: νM → νM ′ a
linear bundle map of the normal bundles of M , M ′ in Sn+k, such that h lies
over the map f of base spaces. Let α: Sn+k → T (νM ), α′: Sn+k → T (νM ′)
be the maps described above, and suppose T (h)α is homotopic to α′. If n is
even, f is homotopic to a diffeomorphism f ′:M → M ′, while if n is odd,
f is homotopic to f ′ which is a diffeomorphism on the complement of a
point.

Proposition 1.4 Let M , M ′ be as in Proposition 1.3. Then f × 1: M ×
Sk → M ′ × Sk is homotopic to a diffeomorphism for k > 1.

These four propositions give a hint of the quantities of geometric in-
formation contained in the normal bundle νM of M ⊂ Sn+k and the map
α:Sn+k → T (νM ), and we will later describe the comprehensive theory
that has emerged from this study. In the first lecture, I will outline some
of the geometric tools used in this development, and outline the proof of a
special case of Propositions 1.2 and 1.4.

1Editor’s note: Degree 1 means that α∗ sends the canonical generator of Hn+k(Sn+k)
to the generator of Hn+k(T (ξ)) corresponding to [X] ∈ Hn(X).

2Editor’s note: This is also known as the signature. Its role will be explained in
Lecture 2.
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Let us consider the situation of Propositions 1.1 and 1.2, where X is
simply connected and satisfies Poincaré duality, ξk is a k-plane bundle over
X, and α: Sn+k → T (ξ) is a map of degree 1. The first step is the:

Thom Transversality Theorem. Let η be a linear k-plane bundle over
a compact space X, let Wn+k be a smooth manifold and g: W → T (η).
Then g is homotopic (by an arbitrarily small homotopy) to a map g′ such
that g′ is transversal to X, i.e., g′−1(X) is a smooth submanifold Mn ⊂ W
with normal bundle ωk, and g′ restricted to a bundle neighborhood of X
is a linear bundle map of ω onto η. Further, if g|U is already transversal
to X for U an open neighborhood of A closed in W , the homotopy can be
taken fixed on A.

In our circumstances the theorem tells us that α: Sn+k → T (ξ) is homo-
topic to α′:Sn+k → T (ξ) such that α′−1(X) = Nn ⊂ Sn+k (with normal
bundle νN ) and α′|E(νN ) = b is a linear bundle map of νN into ξ covering
α′|N = f :N → X (where E(νN ) is a bundle neighborhood of N in Sn+k).

One can show, using Poincaré duality or the Thom isomorphism theo-

rem, that Hi(X)
ι∼= Hi+k(T (ξ)), and that f∗[N ] = ι[X] (N is oriented in a

natural way).
We take this to be a definition:
A smooth normal map is a pair of maps (f, b), f : M → X, M a smooth

closed manifold, X satisfying Poincaré duality, b: νM → ξ is a linear bundle
map lying over f , where νM is the normal bundle of M ⊂ Sn+q, q > n =
dimension M , ξ a linear q-plane bundle over X, and f∗[M ] = ι[X].

The map f : N → X created by the Thom Transversality Theorem is
far from being a homotopy equivalence, so starting from (f, b) we must
get closer to a homotopy equivalence, by a normal bordism: a pair (F,B)
where F : W → X × [0, 1], with ∂W = M0 ∪M1, F |Mi ⊂ X × {i}, B: ω →
ξ × [0, 1] (covering F ), a linear bundle map, where ω is the normal bundle
of W ⊂ Sn+q × [0, 1] with Mi ⊂ Sn+q × {i}. If (F, B)|(Mi, νi) = (fi, bi),
we say (F,B) is a normal bordism of (f0, b0) to (f1, b1).

The Thom Transversality Theorem shows that normal maps and normal
bordisms correspond to maps α: Sn+q → T (ξ) and homotopies of such
maps.

Now we try to construct a normal bordism of (f, b) to make a map
as close to a homotopy equivalence as possible. This construction is the
process called surgery :

Let Mm be a manifold (dimension m), and suppose we have an em-
bedding Sk ×Dm−k ⊂ interior M . Let M0 = M − (

interior Sk ×Dm−k
)

and define M ′ = M0 ∪
(
Dk+1 × Sm−k−1

)
with Sk × Sm−k−1 identified

together in M0 (as boundary of the embedded Sk × Dm−k ⊂ M) and in
Dk+1 × Sm−k−1 (as its boundary). The process of passing from M to M ′
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is called surgery.
We note that if we define W =

(
M×[0, 1]

)∪(
Dk+1×Dm−k

)
, identifying

the Sk × Dm−k ⊂ boundary
(
Dk+1 × Dm−k

)
with Sk × Dm−k × {1} ⊂

M×[0, 1], then W is a manifold with boundary ∂W = M∪M ′∪(∂M)×[0, 1],
and is a bordism from M to M ′ if M is closed (∂M = ∅). We call W the
trace of the surgery.

If M is smooth, and Sk×Dm−k is smoothly embedded, then W can be
made smooth, etc.

We note that shrinking the Dm−k down to a point in Dk+1 × Dm−k,
or shrinking M × [0, 1] down to M ×{0}, are deformation retractions, and
we get

Lemma 1.5 W is homotopy equivalent to M ∪Dk+1, with Dk+1 attached
along Sk × {0} ⊂ M .

Now M ′ has embedded in it Dk+1 × Sm−k−1 ⊂ ∂
(
Dk+1 × Dm−k

)
, so

that one could do a surgery on M ′ using this embedding, and clearly one
would arrive back at M (“the inverse surgery”). In fact it is not hard to
see that the trace of this surgery is the same W , only considered from the
opposite point of view, as a bordism from M ′ to M . Thus it is also clear
that

Lemma 1.6 W is homotopy equivalent to M ′ ∪Dm−k, etc.

Thus for surgery on a sphere of dimension k < m− k − 1, we get:

Lemma 1.7 Hi(M ′) ∼= Hi(W ) ∼= Hi(M)/(ϕ) for i ≤ k < m−k−1, where
(ϕ) is the subgroup of Hi(M) generated by the homology of the embedded
manifold Sk × {0}, so is non-zero only in dimension k. The same is true
in homotopy.

Thus surgery on low dimensional spheres produces bordisms which may
make homotopy and homology smaller. Now consider a normal map (f, b),
f :Mn → X, etc.

Lemma 1.8 If ϕ:Sk × Dn−k → Mn is a smooth embedding, the map
f :M → X extends to the bordism F : W → X× [0, 1] if and only if fϕ:Sk×
{0} → X extends to Dk+1.

This follows immediately from Lemma 1.5, and in that case it can be
arranged for F (M ′) ⊂ X × {1}, F (M) ⊂ X × {0}.

Similarly:

Lemma 1.9 An extension F : W → X × [0, 1], as in Lemma 1.8, can be
covered by a bundle map B: ω → ξ × [0, 1] if and only if b|(νM |Sk) extends
to ω|Dk+1, where ω is the normal bundle to W ⊂ Sn+q × [0, 1].
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Now the relative homotopy groups of the map f :M → X are repre-
sented by commutative diagrams:

Sk

∩
²²

α0 // Mn

f

²²
Dk+1

α1 // X.

The embedding theorem of Whitney tells us that if k < n
2 , α0 is homotopic

to an embedding, and f ∪ α1 defines a map g:M ∪Dk+1 → X. Then νM

extends to the pullback bundle g∗(ξ) over M ∪Dk+1, and the embedding
E(νM ) ⊂ Sn+q × {0} extends to an embedding of g∗(ξ) ⊂ Sn+q × [0, 1],
and the normal vectors to this bundle will define the trace W of a surgery
on Sk ⊂ M , which will define a normal bordism of (f, b).

Now we can prove:

Theorem 1.10 Let (f, b) be a normal map, f : M → X, dimension M = n.
Then (f, b) is normally bordant to (f ′, b′), where f ′ is

[
n
2

]
-connected (

[
n
2

]
=

greatest integer ≤ n
2 ). That is, f ′∗: πi(M ′) → πi(X) is an isomorphism for

i <
[

n
2

]
and onto for i =

[
n
2

]
.

Proof proceeds by induction on k <
[

n
2

]
, assuming f : M → X is k-

connected. Consider πk+1(f), which fits in the exact sequence

. . . → πk+1(M)
f∗→ πk+1(X) → πk+1(f) → πk(M)

f∗→ πk(X) → . . . ;

elements of πk+1(f) are represented by homotopy classes of commutative
diagrams:

Sk

∩
²²

α0 // M

f

²²
Dk+1

α1 // X.

By the Whitney embedding theorem and the above remarks we can find
a normal cobordism (F, B), F : W → X × [0, 1] of (f, b) with W homotopy
equivalent to M ∪α0 Dk+1 (Lemma 1.5). Then πk(M ′) ∼= πk(M)/(α0) and
one can easily show that πk+1(f ′) ∼= πk+1(f)/(α0, α1). From the fact that
X and M are finite complexes one may deduce that πk+1(f) is finitely
generated,3 and thus in a finite number of such surgeries we may reduce
πk+1(f) to 0.

3Editor’s note: The author is assuming here that X is simply connected. The problem
if this assumption is dropped is that there are finite complexes with homotopy groups
that are not finitely generated, e.g., S1 ∨ S2.
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We note that several things go wrong with this technique if k >
[

n
2

]−1.
First, the Whitney embedding theorem will fail in this form in case π1M 6=
0, and the relation between homology and homotopy of M and of M ′ is no
longer so simple. However, from Theorem 1.10, the most elementary result
of surgery, we can deduce Proposition 1.2 in the special case where n is
even.

First we note some consequences of Poincaré duality:

Lemma 1.11 Let f : M → X be a map of degree 1 (f∗[M ] = [X]), where
M , X satisfy Poincaré duality in dimension n. Then there are maps β∗ :
H∗(X) → H∗(M), β∗ : H∗(M) → H∗(X), such that f∗β∗ = 1H∗(X) and
β∗f∗ = 1H∗(X), so that

H∗(M) ∼= H∗(X)⊕K∗(f),
H∗(M) ∼= H∗(X)⊕K∗(f),

K∗(f) = ker f∗, K∗(f) = kerβ∗, Further, K∗ and K∗ satisfy Poincaré
duality algebraically.

This follows immediately from naturality of Poincaré duality, using the
commutative diagram:

H∗(M)

P
²²

H∗(X)
f∗oo

P
²²

H∗(M)
f∗ // H∗(X).

Define β∗ = Pf∗P−1, β∗ = P−1f∗P.
If (f, b) is a normal map, f :M → X, dimension = 2`, and f is `-

connected (which we may assume by Theorem 1.10), then Ki(f) = 0 for
i < `, so that Ki(f) = 0 for i > `, by Poincaré duality. Since H∗ and H∗

satisfy the Cohomology Universal Coefficient Theorem:

0 → Ext (Hi−1(X);Z) → Hi(X;Z) → Hom(Hi(X);Z) → 0,

it follows that Ki and Ki are related by such an exact sequence, so that
Ki = 0 for i = ` + 1 implies that Ext (K`;Z) = 0, which implies K` has
no torsion, and is a free Z-module. Similarly, we get Ki = 0 for i > `, so
Ki 6= 0 only for i = `, and is free over Z.

Lemma 1.12 Let (f, b), f :M → X, be a normal map, dim M = dim X =
n, M , X simply connected, and suppose Ki(f) 6= 0 only for i = q, n−q, and
Kq(f) is free, with q < n

2 . Then (f, b) is normally bordant to a homotopy
equivalence.
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Assume Lemma 1.12 for the moment and we will complete the proof of
Proposition 1.2 in case n = 2`. We have seen that Ki(f) = 0 for i 6= `, and
that K` is free. Multiplying by Sk, (f × 1, b× 1), f × 1:M ×Sk → X ×Sk

is a normal map, and now

Ki(f × 1Sk) ∼= Ki(f)⊗H0(Sk)⊕Ki−k(f)⊗Hk(Sk)

from the Künneth formula relating the homology of a product to the ho-
mologies of the factors. Thus Ki(f × 1Sk) 6= 0 only for i = ` and i = ` + k,
K`(f × 1Sk) ∼= K`(f) is free over Z, and ` < 1

2 (n + k) = 1
2 (2` + k) = ` + k

2 .
Then Lemma 1.12 applies provided X × Sk is still simply connected, i.e.,
k > 1, so that f ×1Sk is normally bordant to a homotopy equivalence, and
Proposition 1.2 is proved.

The case where n = 2` + 1 can be proved similarly with an extra step
involving the torsion in K`(f).

Proposition 1.4 can be proved in a similar way, starting from the normal
bordism W of f : M → M ′ to 1M : M ′ → M ′, which comes from applying
the Transversality Theorem to the homotopy of α to α′. One does surgery
on the interior of the normal bordism W to make F

[
n+1

2

]
-connected by

Theorem 1.10 (n = dim M = dim M ′, so n + 1 = dim W ), F : W → M ′ ×
[0, 1]. If n + 1 = 2`, we follow the above line of argument to get Ki(F ) = 0
for i 6= `, K`(F ) free, and again use Lemma 1.12 to get F ′: W ′ → M ′×Sk×
[0, 1] a homotopy equivalence, ∂W ′ = (M×Sk)∪(M ′×Sk), F |M = f×1Sk ,
F |M ′ = 1M ′×Sk . Now Proposition 1.4 follows from the

h-bordism Theorem of Smale. Let U be a compact manifold, simply
connected with dimension U ≥ 6, ∂U = N∪N ′. If the inclusion maps N →
U , N ′ → U are homotopy equivalences, then the identity map 1N : N → N
extends to a diffeomorphism e : N × [0, 1] → U , so in particular N × {1}
is diffeomorphic to N ′.

The theorem of Smale, and its generalization to non-simply connected
manifolds due to Barden, Mazur, and Stallings, is the key to translating
homotopy and bordism information into diffeomorphism information.

We end this lecture with a sketch proof of Lemma 1.12.
Note first that we have the homotopy exact sequence mapping into the

homology exact sequence by the Hurewicz homomorphism:

// πi(M)
f∗ //

²²

πi(X) //

²²

πi(f) //

²²

πi−1(M)
f∗ //

²²

πi−1(X) //

²²
// Hi(M)

f∗ // Hi(X) // Hi(f) // Hi−1(M)
f∗ // Hi−1(X) //

β∗

cc
.
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The splitting β∗ shows that Ki−1(f) ∼= Hi(f) and the relative Hurewicz
theorem implies πi(f) ∼= Hi(f) ∼= Ki−1(f) = 0 for i < q + 1 and πq+1(f) ∼=
Hq+1(f) ∼= Kq(f) is free over Z. Choose a basis for πq+1(f). We can do
surgery on an embedded sphere ϕ:Sq → M representing an element of this
basis. The exact sequence of the pair W , M (W = trace of the surgery)
gives

· · · // Hq+1(W,M) // Hq(M) // Hq(W ) // Hq(W,M) // · · ·

Hq+1(Dq+1, Sq)

j∗ ∼=
OO

∼= // Hq(Sq)
?Â

ϕ∗

OO

0 ,

where j∗ is an isomorphism by the Excision Theorem of homology (see
Lemma 1.5). Now ϕ∗ carries a generator of Hq(Sq) into a basis element of
Kq(f) ⊆ Hq(M), and it follows that Hq(W ) ∼= Hq(M)/(ϕ) and Hq+1(W ) ∼=
Hq+1(M). From Lemma 1.6 it follows that Hi(M ′) ∼= Hi(W ) for i <
n−q−1 so that if n−q−1 > q+1 (i.e., q < n

2−1), we get Ki(f ′) = 0 = Ki(f)
(where f ′:M ′ → X) for i 6= q, and Kq(f ′) ∼= Kq(f)/(ϕ), which is a free
module over Z with rank Kq(f ′) = rank Kq(f) − 1. Thus for q < n

2 − 1,
the proof follows by induction.

For n
2 − 1 ≤ q < n

2 , more use of Poincaré duality must be made to
calculate Kq(f ′).

Much of this lecture could have been done without the assumption of
simple connectivity (for example Theorem 1.10), but at the cost of using
homology with local coefficients, or considering some slightly more delicate
homological algebra over Zπ, the group ring of the fundamental group
π = π1(X). But if one removes the dimension restrictions, and tries to
do surgery in the middle dimension, a whole new set of difficulties arises,
which leads to a theory, in place of simple theorems.

2 Surgery invariants, classifying spaces,
and exact sequences

In this lecture I will try to describe the various parts of the theory of surgery
and the relations between them. This theory arises inevitably from trying
to refine theorems such as the rather elementary ones of the first lecture.

First recall the invariant of the index of a manifold or Poincaré space.
Let X satisfy Poincaré duality in dimension 4k, and consider the form

H2k(X)⊗H2k(X)
( , )−→ Z defined by (x, y) = (x∪ y)[X] for x, y ∈ H2k(X),

[X] ∈ H4k(X) the orientation class. This is a symmetric pairing and we
define

I(X) = signature ( , ) = n+ − n−,
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where n+ (n−) is the number of + (−) signs in a diagonal matrix repre-
senting ( , ) over the real numbers.

It follows from relative Poincaré duality that if M4k = ∂W 4k+1, W ori-
entable, then I(M) = 0. For any z ∈ H2k(W ), (i∗z, i∗z) = (i∗z∪i∗z)[M ] =
i∗(z2)[M ] = z2(i∗[M ]) = 0, so that i∗H2k(W ) is a self-annihilating sub-
space of H2k(X). Poincaré duality implies that with Q = rational coeffi-
cients, i∗H2k(W ;Q) has rank = 1

2 rank H2k(M ;Q), which implies signature
( , ) = 0.

Therefore, if F : W → X × [0, 1] is a bordism of f :M → X × {0} to
f ′: M ′ → X × {1}, it follows that I(∂W ) = I(M)− I(M ′) = 0 so I(M) =
I(M ′), and if f ′ is a rational homology equivalence, then I(M ′) = I(X).
Hence if (f, b), f :M → X, is a normal map and I(M) 6= I(X), then (f, b)
could not be bordant to a homotopy equivalence. In fact:

Theorem 2.1 Let (f, b), f : M → X, be a normal map, X simply con-
nected, f∗[M ] = [X] and dim M = dimX = n = 4k > 4. Then (f, b) is
normally bordant to a homotopy equivalence if and only if I(M) = I(X).
Furthermore, I(M)− I(X) is divisible by 8.

This description of a “surgery obstruction” in terms of index was first
found by Milnor in his initial paper on surgery, in the special context with
X a disk.

One first interprets I(M)− I(X) as the signature of ( , ) restricted to
K2k(f) ∼= coker f∗: H2k(X) → H2k(M) (see Lecture 1), and then shows
that the problem of finding embedded spheres S2k ⊂ M on which to do
surgery is related to (x, x), where x ∈ H2k(M) is Poincaré dual to [S2k] ∈
H2k(M). In particular, if X is 2k-connected and Px ∈ K2k(f), k > 1,
then Px is represented by an embedding S2k × D2k ⊂ M if and only
if (x, x) = 0. If one could find half a basis for K2k(f) which annihilated
itself under ( , ), then an induction argument could be carried out to “kill”
K2k(f) and obtain a homotopy equivalence. If sign ( , )|K2k(f) = 0, then
such a half-basis can be found.

Thus we can say in this case that the “surgery obstruction” is 1
8 (I(M)−

I(X)), and in fact all integer values are assumed for this obstruction for
various problems.

This situation is the first example and the prototype for the theory of
the “surgery obstruction” in general. We shall now describe the general
surgery theory as it has emerged and then show how it relates to algebraic
K-theory on the one hand, and to homotopy theory, bundle theory, etc.,
on the other.

Let us define a π-Poincaré space to be a finite complex X, connected,
with π1X = π, and such that Poincaré duality holds for all coefficient
systems (which is equivalent to holding for the coefficient system Zπ).

If fi:Mi → X, i = 0, 1 are homotopy equivalences, Mi a closed smooth
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manifold, we say that (M0, f0) is concordant to (M1, f1) if there is a smooth
manifold W with boundary ∂W = M0 ∪M1 and a homotopy equivalence
F :W → X × [0, 1] with F |M0 = (f0, 0), F |M1 = (f1, 1).

We note that a similar definition of concordance could be made for
other kinds of equivalences — e.g., replace homotopy equivalence in the
definition by simple homotopy equivalence, or by homology equivalence, or
by normal maps and normal bordism.

If X is a π-Poincaré space, define S(X) = {concordance classes of
pairs (M, f), M is a smooth closed manifold, f :M → X a homotopy
equivalence}. We call S(X) the set of homotopy smoothings of X. We
could define similar sets using simple homotopy equivalence, or other re-
lations, but the technical complication of the exposition would increase
greatly, so we will confine ourselves to homotopy equivalence in these lec-
tures.

If f : M → X is a homotopy equivalence, then we can make f into a
normal map by taking ξ = g∗(νM ), g a homotopy inverse to f , so that
there is a linear bundle map b: νM → ξ covering f . The choice of b is not
unique; we could compose it with any linear automorphism of ξ.

Let us then define N (X) = {normal bordism classes of normal maps
(f, b), f : M → X, b: νM → ξ, for all M , ξ, with the relation of identifying
(f, b) with (f, cb) if c: ξ → ξ is a linear automorphism}.

Then we have a natural map η : S(X) → N (X). Now the existence and
uniqueness questions of Lecture 1 can be interpreted as questions about the
map η. How big is the image of S(X)? How big is the inverse image η−1(x)
for x ∈ N (X)?

One of the central formulations of surgery theory is an exact sequence
in which η is embedded, with “surgery obstruction” groups on both sides.

Theorem 2.2 Let π be a finitely presented group and X a π-Poincaré
space of dimension n ≥ 5. There are abelian groups Ln(π), Ln+1(π), and
an exact sequence of sets:

Ln+1(π) ω // S(X)
η // N (X) σ // Ln(π).

More specifically, for x ∈ N (X), σ(x) = 0 if and only if x ∈ η(S(X)), and
ω denotes an action Ln+1(π) × S(X) → S(X) such that if a, b ∈ S(X),
η(a) = η(b) if and only if there is an n ∈ Ln+1(π) such that ω(n, a) = b.

Note that if ω were simply a map, that would imply S(X) is non-empty,
which is not always true.

The groups Ln(π) are called the surgery obstruction groups or Wall
groups, and they have many good properties.

Theorem 2.3 Li(π) is a covariant functor from finitely presented groups
to abelian groups, periodic of order 4 in i, i.e., Li+4(π) ∼= Li(π). Further,
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if ϕ:π → π′ is a homomorphism, we have another functor Li(ϕ), periodic
of order 4, and an exact sequence

· · · → Li(π)
ϕ∗→ Li(π′) → Li(ϕ) → Li−1(π) → · · · .

The groups Ln(ϕ) are associated to a sequence, similar to that of The-
orem 2.2, for the situation of manifolds with boundary, with π = π1(∂X),
π′ = π1(X).

The periodicity of Ln(π) can be represented geometrically by taking
the product with CP2, i.e.,

Ln+1(π) ω //

∼=
²²

S(X)
η //

×1CP2
²²

N (X) σ //

×1CP2
²²

Ln(π)

∼=
²²

Ln+5(π) ω // S(X × CP2)
η // N (X × CP2) σ // Ln+4(π).

This is an often used method for raising the dimension of surgery problems
to put calculations into higher dimension, where often more methods are
available. We will see examples of this later.

Replacing our general problems of Lecture 1, we may now set some
general problems involved in the calculation of S(X):

(A) Calculate Ln(π).

(B) Calculate N (X).

(C) Calculate the map σ.

(D) Calculate the image of η.

(E) Calculate the action ω.

None of these problems is completely understood in general, but im-
portant special cases lead to a very interesting variety of theorems.

In particular, if we take π = 1, the trivial group, we have the result of
Kervaire-Milnor:
Proposition 2.4

Ln(1) =





0 n odd
Z n = 4k
Z/2 n = 4k + 2.

The case n = 4k is Theorem 2.1 of this Lecture, and Propositions 1.1
and 1.3 of Lecture 1 follow readily from this proposition.

The group L4k(1) as we saw is simply detected by the index and is
a Grothendieck group of non-singular, symmetric, even-valued quadratic
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forms over Z. The group L4k+2(1) is interpreted as an analogous group of
Z/2-valued quadratic forms, detected by the so-called Kervaire-Arf invari-
ant, which is analogous to the index. The general Wall group Ln(π) has
a similar algebraic interpretation, where L4k(π) is a group of non-singular,
symmetric quadratic forms over the group ring Zπ, L4k+2(π) is a similar
group of antisymmetric forms over Zπ, while L2n+1(π) is a Grothendieck
group of automorphisms of the trivial class of forms in L2n(π).

Besides the case π = 1, the case π finite can be very effectively studied
by using this algebraic definition, which has been done by Wall, R. Lee,
H. Bass, A. Bak, and others. But even in this case the picture is not
complete.4

Another approach to the calculation of Ln(π) is based on using the
geometry of a manifold M with π1M = π, which gives a calculation for π
free abelian, or free, and many other cases.5 We will say more about this
in the next lecture.

The setN (X) of bordism classes of normal maps into X, modulo bundle
equivalences over X, can be interpreted as homotopy classes of sections of
a certain bundle over X, with fibre a space called G/O. This space is
essentially a homogeneous space, the quotient of G = limit as k → ∞ of
the space Gk of homotopy equivalences of Sk−1, by O = limit as k → ∞
of O(k), the orthogonal group. If N (X) 6= ∅, i.e., if there is one section
of this bundle, then as in the case of a principal bundle, the total space
is homotopy equivalent to X ×G/O, and homotopy classes of sections are
given by N (X) = [X, G/O], the set of homotopy classes of maps of X into
G/O.

From the form of G/O as a “homogeneous space” we get an exact
homotopy sequence:

· · · → πi(O) J→ πi(G) → πi(G/O) → πi−1(O) → · · · .

The periodicity theorem of Bott calculates

πi(O) =




Z/2 i = 0, 1 mod 8
Z i = 3, 7 mod 8
0 otherwise.

The homotopy groups of G are the stable homotopy groups of spheres
πi(G) ∼= πi+n(Sn), n large, which can be seen by using the fibration

ΩkSk → Gk+1
e→ Sk,

4Editor’s note: This was written in 1977. For the present understanding of the Wall
groups of finite groups, see the survey by Hambleton and Taylor in this volume.

5Editor’s note: Again, for the present status of this approach, see the surveys by J.
Davis and C. Stark in this volume.
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where e is the fibre map which evaluates the homotopy equivalence of Sk

at a fixed base point x0 ∈ Sk. The map J : πi(O) → πi(G) is the famous
J-homomorphism of G. W. Whitehead, which has now been calculated
completely, through the work of J. F. Adams and many others, and one
gets πi(G/O) = cokernel J ⊕Ai, where

Ai =
{

0 i 6≡ 0 mod 4
Z i ≡ 0 mod 4,

Ai
∼= kernel J on πi−1(O).
Putting together these facts with the surgery exact sequence (Theorem

2.2) we can get the results of Kervaire-Milnor: a long exact sequence in
which all terms are groups:

· · · → Ln+1(1) → S(Sn) → πn(G/O) → Ln(1) → · · · (n ≥ 5).

Using the relation of the surgery obstruction with the index if n = 4k and
the Hirzebruch Index Theorem to calculate the obstruction for elements
of πn(G/O), n = 4k, together with the results on J above, the sequence
breaks down into short exact sequences:

0 → bPn+1 → S(Sn) → Cn → 0,

where bPn+1 is a finite cyclic group which is 0 for n even, a subgroup of Z/2
is n = 4k + 1, and for n = 4k − 1 calculable from numerators of Bernoulli
numbers Bm.6 The group Cn ⊆ cokernel J : πn(O) → πn(G), and is the
kernel of a homomorphism coker J → Z/2, given by using the Kervaire
invariant. This homomorphism is trivial for n 6= 2i − 2, is non-trivial for
n = 6, 14, 30, 62, but is not known to be non-trivial for other values of n.7

The group of exotic spheres of Milnor, S(Sn) (denoted also by Θn or
Γn) is thus in fact S(Sn) = bPn+1 ⊕ coker J , for n 6= 2i − 2, where bPn+1

is finite cyclic and calculated for n 6= 2i − 3. (That the exact sequence
actually splits was shown by Brumfiel.)

3 Applications to topological manifolds

One of the most striking applications of surgery theory is in the applications
to the problems of existence and uniqueness of piecewise linear manifold
structures on topological manifolds, i.e., the triangulation problem and the
“Hauptvermutung”.

First we note that the surgery theory developed in Lectures 1 and 2 can
be developed also for piecewise linear manifolds instead of smooth mani-
folds. (A simplicial complex K is a piecewise linear (PL) manifold if each

6Editor’s note: See the paper by Lance in this volume for more details.
7Editor’s note: See the paper by E. Brown in this volume for more details.
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point has a neighborhood U which in some linear subdivision of K is lin-
early isomorphic to an open set in the linear space Rn.) For linear bundles,
one substitutes PL bundles or so-called “block bundles”. Transversality
theorems can be proved in this context, and with the aid of the smoothing
theory of PL manifolds, the surgery exact sequence of Lecture 2, Theorem
2.2 can be derived:

Ln+1(π) ω // SPL(X)
η // NPL(X) σ // Ln(π),

where X is a π-Poincaré space of dimension n ≥ 5, SPL, NPL are the
analogs of S and N using PL manifolds and bundles in place of smooth
manifolds and linear bundles, but Ln(π) are the same groups as in the
smooth case.

While the problem (A) of Lecture 2, that of calculating Ln(π), remains
identical, problem (B) becomes easier. If NPL(X) 6= ∅, then NPL(X) ∼=
[X, G/PL], and the space G/PL has much simpler properties. In particular

πi(G/PL) =





0 i odd
Z i = 4k
Z/2 i = 4k + 2,

and in fact Sullivan showed that except for a slight complication in di-
mension 4, [X, G/PL] can be calculated from H∗(X;Z(2)), H∗(X;Z/2)
and KO(X)(p), p odd, where the subscript (p) denotes localization at the
prime p. Thus NPL(X) is very calculable, when it is non-empty.

Sullivan, in his version of the “Hauptvermutung”, used this result to-
gether with a study of the map G/PL → G/Top.

The “generalized Poincaré conjecture” of Smale and Stallings tells us
that a PL manifold Mn of the homotopy type of Sn, n ≥ 5, is PL equivalent
to Sn. This shows that SPL(Sn) has exactly one element. One may then
interpret this in the surgery exact sequence to show that the action ω of
Ln+1(1) on SPL(X) is trivial, and one gets the statement:

If X is a 1-connected closed PL manifold of dimension ≥ 5, then
SPL(X) ∼= [X0, G/PL], where X0 = complement of a point in X.

Thus Sullivan’s result on the homotopy type of G/PL makes possible
extensive “classification” theorems for simply connected PL manifolds, or
manifolds whose fundamental group has relatively simple Wall groups. In
particular, for X = Tn a very beautiful PL classification theorem can be
proved, as we shall see.

Perhaps the most dramatic application of surgery theory has been to
the study of triangulations of topological manifolds developed by Kirby
and Siebenmann. We will describe in some detail the first step in this
development, Kirby’s proof of the Annulus Conjecture for dimensions > 4.

An equivalent form of this conjecture can be stated as follows:
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Conjecture Sn. If f :Rn → Rn is a homeomorphism, then there exist
homeomorphisms g, h:Rn → Rn and open sets U, V ⊂ Rn such that h is
PL, f |U = g|U and g|V = h|V . (Such a homeomorphism is called stable.
If f is stable and g = f on an open set, then g is stable.)

If two homeomorphisms of Rn agree on an open set, then they are iso-
topic, i.e., one can be deformed to the other through homeomorphisms.
Thus (Sn) implies any homeomorphism of Rn is isotopic to a PL homeo-
morphism, and this can be thought of as the 0-dimensional step in a proof
of the triangulability of topological manifolds.

One starts with Connell’s observation that if f :Rn → Rn is bounded,
i.e., if ‖f(x) − x‖ < K for all x ∈ Rn and fixed K, then f is stable. For,
if we treat Rn as interior Dn, the closed unit ball in Rn, then f bounded
implies f extends to f :Dn → Dn with f |Sn−1 = 1Sn−1 . The identification
of Rn with int Dn can be made to be the identity on a small ball, so the
result follows.

Kirby then observed that if f0: Tn → Tn is a homeomorphism of the
torus, Tn = S1 × · · · × S1 (n times), the induced homeomorphism of the
universal cover, f̃0:Rn → Rn, is the product of a linear homeomorphism
g1 ∈ GL(n, Z) (which gives the effect of f0 on homology) and g2 which
is periodic, preserving the integral lattice. Hence g2 is bounded by by
max ‖g2(x)−x‖, for x ∈ fundamental domain in Rn, and hence f̃0 is stable.

One then asks if one can show that a homeomorphism f :Rn → Rn

agrees on some open set with f̃0:Rn → Rn for some homeomorphism
f0: Tn → Tn.

Using the Smale-Hirsch immersion theory, or by a direct argument, one
can find an immersion u : Tn

0 → Rn, where Tn
0 = Tn − {point}. (u an

immersion means u is a smooth map of maximal rank everywhere.) One
can “pull back” the smooth structure on Rn by the composite fu to get
a new smooth structure T

n

0 on the topological manifold Tn
0 , so that T

n

0 is
immersed in Rn (by u). Then we have a commutative diagram

Rn
f // Rn

Tn
0

h0 //

u

OO

T
n

0 ,

u

OO

where h0 is the (identity) homeomorphism of the topological manifolds Tn
0

and T
n

0 . Note that on a small open ball in Tn
0 , fu agrees with uh0. Since u,

u are smooth immersions, if h0 were the restriction of a homeomorphism of
Tn to itself, the conjecture (Sn) would follow. But T

n

0 may not be smoothly
or PL equivalent to Tn

0 , so the argument must be more complicated.
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First extend h0 to h: Tn → T
n
, where T

n
is the one-point compactifi-

cation of T
n

0 . One shows that T
n

is a PL manifold by a codimension-one
surgery argument, which we will not elaborate. The map h is a homeomor-
phism. Now we have the result of Hsiang-Shaneson and Wall:

Theorem 3.1 Let f : Mn → Tn be a homotopy equivalence, M a PL
manifold, Tn the torus, n ≥ 5. Then a finite 2n-sheeted cover of f ,
fc: Mn

c → Tn
c = Tn, is homotopic to a PL equivalence.

This follows from a classification theorem for homotopy PL structures
on Tn, which we will discuss later.

Thus the 2n-fold cover T
n

c of T
n

is PL equivalent to Tn, and let g: T
n

c →
Tn be the equivalence. Now we describe Kirby’s “Main Diagram”:

Let Bn be an n-dimensional ball in Rn, so small that the inclusion
Bn ⊂ Rn can be factored though an embedding in Tn

0 and the immersion
u, and let B

n
be the image of Bn under h, which has similar properties,

and let h1 = f |Bn. Let π:Tn → Tn, π : T
n

c → T
n

be the 2n-fold covers
(2-fold along each S1 factor).
Main Diagram.

Rn
f // Rn

Bn
h1 //?Â

OO

Ä _

²²

¼¼

B
n

?Â

OO

Ä _

²²

vv

Tn
0

h0 //
Ä _

²²

T
n

0Ä _

²²
Tn h // T

n

Tn
hc //

π

OO

T
n

c

g //

π

OO

Tn

Rn k //

e

OO

Rn

e

OO

Rn

e′

OOÂ
Â
Â
Â
Â
Â

eg ;;vvvvvvv
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The balls Bn, B
n

are so small that the large curved arrows exist, lifting
the embeddings. Since g is PL, g̃ is PL, hence stable, and k is stable, as
the lift of a homeomorphism of Tn to itself, where k is the induced map
from ghc. Hence g̃−1k is stable and f agrees with g̃−1k on the small ball
Bn.

Now we return to a discussion of Theorem 3.1 and homotopy PL struc-
tures on Tn. The surgery exact sequence in that case gives us:

Ln+1(Zn) ω // SPL(Tn)
η // [Tn, G/PL] σ // Ln(Zn).

Note that we have identified NPL(Tn) with [Tn, G/PL] using the identity
Tn → Tn as the “base point” which determines the isomorphism of sets
NPL(Tn) → [Tn, G/PL].

First we will calculate Ln(Zn), then [Tn, G/PL], and show σ is an
injection. Then we show that the action of Ln+1(Zn) on SPL(Tn) is mostly
trivial, and that the non-trivial part of this action is through a number of
Z/2’s, which become trivial by taking the 2n-fold covers. The arguments
rely heavily on the fibering theorem of Farrell, generalizing the Browder-
Levine Theorem. We give a special case:

Theorem 3.2 Let Wn+1 → S1 be a fibre bundle (smooth or PL) with
fibre a closed manifold Mn, n ≥ 5, and suppose π1(W ) is free abelian. If
U

h→ W is a homotopy equivalence, then U is also a fibre bundle over S1,
and h is homotopic to a fibre-preserving homotopy equivalence. Similarly, if
∂M 6= ∅, and if ∂U → ∂W is already a homotopy equivalence of bundles, we
get the same result preserving the given structure on ∂U , i.e., the fibering
and the maps extend from ∂U to U .

The proof of Theorem 3.2 is another “codimension 1” surgery argument,
which we will not present.

Considering the iterated fibrations Tn → Tn+1 → S1, we could apply
Theorem 3.2 to a homotopy equivalence M → Tn+1 to get similar fibrations
for M over S1, provided that the dimensions were kept > 5. Multiplying
both sides by CP2 ×CP2 ensures that the dimensions involved will remain
large enough to apply Theorem 3.2, while the periodicity theorem of surgery
will show that the surgery obstruction information is preserved. Inductive
application of “cutting” along fibres will finally reduce a surgery problem
with range Tn+1×CP2×CP2 to a collection of simply connected problems.
For example for T 2, we consider T 2 as the identification space of [0, 1] ×
[0, 1], the rectangle with opposite sides identified:

V • a //• V

V • a //
b

OO

•
b

OO

V
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Using transversality to cut up a surgery problem

M → T 2 × CP2 × CP2

in a similar way, we get maps into V × CP2 × CP2, a × CP2 × CP2 and
b × CP2 × CP2, and if we can solve each surgery problem (inductively),
the solutions can be “glued” back together to solve the problem for M →
T 2 × CP2 × CP2. The fibering theorem (Theorem 3.2) shows that this is
the only way to solve this problem.

This enables us to interpret Ln(Zn) as the collection of simply connected
surgery obstructions along the pieces of the “cut up” torus, and enables us
to show that σ: [Tn, G/PL] → Ln(Zn) is injective.

The action ω: Ln+1(Zn) // SPL(Tn) can be similarly interpreted
after multiplying with CP2 × CP2, but to show the action is trivial, this
information is not adequate. Most of the action of Ln+1(Zn) can be inter-
preted on Tn itself, cut up, except for the part of Ln+1(Zn) which comes
from the 3-dimensional pieces of the carved Tn. This part of the action is
seen to be non-trivial as a consequence of Rohlin’s theorem on the index
of 4-dimensional spin manifolds, but this non-triviality is of order 2, and
disappears on taking 2-fold covers in each direction.
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topoloǵıa algebraica, Univ. Nacional Autónoma de México, Mexico
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Differentiable structures on manifolds
Timothy Lance

Prologue.

Suppose M is a closed smooth manifold. Is the “smoothness” of the
underlying topological manifold unique up to diffeomorphism?

The answer is no, and the first, stunningly simple examples of distinct
smooth structures were constructed for the 7-sphere by John Milnor as
3-sphere bundles over S4.

Theorem 1.1. (Milnor [52]) For any odd integer k = 2j +1 let M7
k be the

smooth 7-manifold obtained by gluing two copies of D4×S3 together via a

map of the boundaries S3 × S3 given by fj : (u, v) → (u, u1+jvu−j) where

the multiplication is quaternionic. Then M7
k is homeomorphic to S7 but,

if k2 6≡ 1 mod 7, is not diffeomorphic to S7.

This paper studies smooth structures on compact manifolds and the
role surgery plays in their calculation. Indeed, one could reasonably claim
that surgery was created in the effort to understand these structures.
Smooth manifolds homeomorphic to spheres, or homotopy spheres, are the
building blocks for understanding smoothings of arbitrary manifolds. Mil-
nor’s example already hints at surgery’s role. M7

k is the boundary of the
4-disk bundle over S4 constructed by gluing two copies of D4 ×D4 along
S3 × D4 using the same map fj . Computable invariants for the latter
manifold identify its boundary as distinct from S7.

Many homotopy spheres bound manifolds with trivial tangent bundles.
Surgery is used to simplify the bounding manifold so that invariants such
as Milnor’s identify the homotopy sphere which is its boundary. We will
encounter obstructions lying in one of the groups 0,Z/2, or Z (depending
on dimension), to simplifying the bounding manifold completely to a con-
tractible space, so that its boundary will be the usual sphere. We call these
groups the Wall groups for surgery on simply connected manifolds.

Except in the concluding §7, no advanced knowledge of topology is
required. Some basic definitions are given below, and concepts will be
introduced, intuitively or with precision, as needed, with many references
to the literature. Expanded presentations of some of this material are also
available, e.g. [40] or Levine’s classic paper [45].
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§1 Topological and smooth manifolds.

A topological n-manifold (perhaps with boundary) is a compact Haus-
dorff space M which can be covered by open sets Vα, called coordinate
neighborhoods, each of which is homeomorphic to Rn (or Rn−1 × [0,∞))
via some “coordinate map” ϕα : Vα → Rn, with any points of the bound-
ary ∂M carried to Rn−1×0 via the maps ϕα (M is closed if no such points
exist). M is a smooth manifold if it has an “atlas” of coordinate neighbor-
hoods and maps {(Vα, ϕα)} such that the composites ϕα ◦ϕ−1

α′ are smooth
bijections between subsets of Euclidean space where defined (i.e., on the
sets ϕα′(Vα

⋂
Vα′).)

Similarly, M is piecewise linear, or PL, if an atlas exists such that the
composites ϕα ◦ϕ−1

α′ , when defined, are piecewise linear. For any PL man-
ifold there is a polyhedron P ⊂ Rq for some large q and a homeomorphism
T : P → M , called a triangulation, such that each composite ϕα ◦ T is
piecewise linear. Any smooth manifold M may be triangulated and given
the structure of a PL manifold, and the underlying PL-manifold is unique
up to a PL-isomorphism.

The triangulation T may be chosen so that the restriction to each
simplex is a smooth map. Any PL manifold clearly has an underlying
topological structure. A deep result of Kirby and Siebenmann [39] (see
also §7) shows that most topological manifolds may be triangulated.

We assume that all manifolds are also orientable. If M is smooth this
means that coordinate maps ϕα can be chosen so that the derivatives of the
composites ϕα ◦ϕ−1

α′ have positive determinants at every point. The deter-
minant condition ensures the existence, for each coordinate neighborhood
Vα, of a coherent choice of orientation for ϕα(Vα) = Rn. Such a choice is
called an orientation for M , and the same manifold with the opposite ori-
entation we denote −M . Orient the boundary (if non-empty) by choosing
the orientation for each coordinate neighborhood of ∂M which, followed
by the inward normal vector, yields the orientation of M .

The sphere Sn, consisting of all vectors in Rn+1 of length 1, is an
example of an orientable smooth n-manifold. Sn has a smooth structure
with two coordinate neighborhoods Vn and Vs consisting of all but the
south (north) pole, with ϕn carrying a point x ∈ Vn to the intersection
with Rn × 0 of the line from the south pole to x, and similarly for ϕs. Sn

is the boundary of the smooth (n + 1)-manifold Dn+1.
If M is a closed, smooth, oriented manifold, then the question regard-

ing the uniqueness of “smoothness” means the following: given another set
of coordinate neighborhoods Uβ and maps ψβ , does there exist a homeo-
morphism Φ of M such that the composites ϕα ◦Φ◦ψ−1

β and their inverses



Differentiable structures on manifolds 75

are smooth bijections of open subsets of Rn which preserve the chosen
orientations?

One might also ask whether a topological or PL manifold has at least
one smooth structure. The answer is again no, with the first examples due
to Kervaire [37] and Milnor [52]. In this paper we assume that all manifolds
have a smooth structure. But we shall see in 4.5 and again in 4.8 examples
(including Kervaire’s and Milnor’s) of topological manifolds which have
smooth structures everywhere except a single point. If a neighborhood of
that point is removed, the smooth boundary is a homotopy sphere.

§2 The groups of homotopy spheres.

Milnor’s example inspired intensive study of the set Θn of h-cobordism
classes of manifolds homotopy equivalent to the n-sphere, culminating in
Kervaire and Milnor’s beautiful Groups of homotopy spheres: I [38]. Two
manifolds M and N are homotopy equivalent if there exist maps f : M →
N and g : N → M such that the composites g ◦ f and f ◦ g are homotopic
to the identity maps on M and N , respectively. They are h-cobordant if
each is a deformation retraction of an oriented (n + 1)-manifold W whose
boundary is the disjoint union M t (−N).

For small values of n 6= 3 the set Θn consists of the h-cobordism class
of Sn alone. This is clear for n = 1 and 2 where each topological manifold
has a unique smooth structure, uniquely determined by its homology. The
triviality of Θ4, due to Cerf [24], is much harder, requiring a meticulous
study of singularities. The structure of Θ3 is unknown, depending as it
does on the Poincaré conjecture. But each topological 3-manifold has a
unique differentiable structure ([65], [98]), so if a homotopy 3-sphere is
homeomorphic to S3 it is diffeomorphic to it. The vanishing of Θ5 and Θ6

will use surgery theory, but depends as well on the h-cobordism theorem
of Smale.

Theorem 2.1. (Smale [79]) Any n-dimensional simply connected h-cobor-

dism W , n > 5, with ∂W = M t (−N), is diffeomorphic to M × [0, 1].

Smale’s proof is a striking demonstration of reflecting geometrically the
algebraic simplicity of the triple (W,M,N), that is, H∗(W,M) ∼= H∗(W,N)
∼= 0. One can find a smooth real valued function f : (W,M,N) →
([a, b], {a}, {b}) such that, around each point x ∈ W where the deriva-
tive of f vanishes, there is a coordinate neighborhood (Vα, ϕα) such that
the composite f ◦ ϕ−1

α : Rn → R equals (x1, . . . xn) → −x2
1 − x2

2 − . . . −
x2

λ + x2
λ+1 + . . . + x2

n. We call x a non-degenerate singularity of index λ,
and f a Morse function for W . The singularities are necessarily isolated,
and f can be adjusted so that [a, b] = [−1/2, n + 1/2] and f(x) = λ for any
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singularity of index λ. Morse functions for W not only exist, but are plen-
tiful ([56], [57]). If f could be found with no singularities, then the integral
curves of this function (roughly, orthogonal trajectories to the level sets of
f , whose existence and uniqueness follow by standard differential equations
arguments) yield a diffeomorphism W ∼= M × [0, 1]. This is always possible
given the above assumptions about trivial homology of (W,M) and (W,N).

To check this, let Wλ = f−1((−∞, λ + 1/2]), and let Mλ−1 be the
level set f−1(λ−1/2) (the level set of any value between λ−1 and λ would
be equivalent). Let xα be an index λ critical point. Then xα together
with the union of all integral curves beginning in Mλ−1 and approaching
xα form a disk Dλ

α,L, called the left-hand disk of xα, with bounding left-
hand sphere Sλ−1

α,L ⊂ Mλ−1. Wλ is homotopy equivalent to the union of
Wλ−1 and all left hand disks associated to critical points of index λ, so that
Cλ = Hλ(Wλ, Wλ−1) is a free abelian group with a generator for each such
singularity. We can similarly define, for any index (λ− 1) critical point yβ ,
the right-hand disk Dn−λ+1

β,R and right-hand sphere Sn−λ
β,R ⊂ Mλ−1.

If the intersection number Sλ−1
α,L · Sn−λ

β,R = ±1, we can move Sλ−1
α,L by

a homotopy so that it intersects Sn−λ
β,R transversely in a single point, and

change f to a new Morse function g with the same critical points and the
newly positioned left hand sphere for xλ. (The dimension restriction n > 5
is critical here, providing enough room to slide Sλ−1

α,L around to remove
extraneous intersection points.) With this new Morse function there is a
single integral curve from yβ to xα. By a result of Morse, g can be further
altered in a neighborhood of this trajectory to eliminate both critical points
xα and yβ .

This cancellation theorem is the key tool in proving the h-cobordism
theorem. The groups Cλ form a chain complex with ∂λ : Cλ → Cλ−1,
the boundary map of the triple (Wλ,Wλ−1,Wλ−2), given explicitly by in-
tersection numbers: the yβ coefficient of ∂λ(xα) equals Sλ−1

α,L · Sn−λ
β,R . But

H∗(C) ∼= H∗(W,M) ∼= 0. Thus for each λ, kernel(∂λ) is the isomorphic
image under ∂λ+1 of some subgroup of Cλ+1. Thus the matrices for the
boundary maps ∂λ corresponding to bases given by critical points can, by
elementary operations, be changed to block matrices consisting of identity
and trivial matrices. These operations can be reflected by correspondingly
elementary changes in the Morse function. By the above cancellation the-
orem all critical points can thus be removed, and W ∼= M × [0, 1].

As an immediate consequence of 2.1, two homotopy spheres are h-
cobordant if and only if they are orientation preserving diffeomorphic. The
h-cobordism theorem also fixes the topological type of a homotopy sphere
in dimensions ≥ 6. If Σ is a homotopy n-sphere, n ≥ 6, and W equals Σ
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with the interiors of two disks removed, what remains is an h-cobordism
which, by 2.1, is diffeomorphic to Sn−1 × [0, 1]. Since this product may
be regarded as a boundary collar of one of the two disks, it follows that Σ
may be obtained by gluing two disks Dn via some diffeomorphism f of the
boundaries Sn−1 of the two disks. If Σ′ is constructed by gluing n-disks via
a diffeomorphism f ′ of Sn−1, we may try to construct a diffeomorphism
Σ → Σ′ by beginning with the identity map of the “first” disk in each
sphere. This map induces a diffeomorphism f ′ ◦ f−1 of the boundaries
of the second disks, which extends radially across those disks. Such an
extension is clearly a homeomorphism, and smooth except perhaps at the
origin. If n = 5 or 6, then Σ bounds a contractible 6- or 7-manifold [38],
and by the above argument is diffeomorphic to S5 or S6.

Corollary 2.2. ([79], [81], [100]) If n ≥ 5, any two homotopy n-spheres

are homeomorphic by a map which is a diffeomorphism except perhaps at

a single point.

Θn has a natural group operation #, called connected sum, defined as
follows. If Σ1 and Σ2 are homotopy n-spheres, choose points xi ∈ Σi, i =
1, 2, and let Di be a neighborhood of xi which maps to the disk Dn under
some coordinate map ϕi which we may assume carries xi to 0. Define
Σ1#Σ2 as the identification space of the disjoint union (Σ1−x1)t(Σ2−x2)
in which we identify ϕ−1

1 (tu) with ϕ−1
2 ((1 − t)u) for every u ∈ Sn−1 and

0 < t < 1.
Give Σ1#Σ2 an orientation agreeing with those given on Σ1 − x1 and

Σ2 − x2 (which is possible since the map of punctured disks tu → (1 −
t)u induced by the gluing is orientation preserving). Intuitively, we are
cutting out the interiors of small disks in Σ1 and Σ2 and gluing along the
boundaries, appropriately oriented.

Connected sum is well defined. By results of Cerf [23] and Palais [69],
given orientation preserving embeddings g1, g2 : Dn → M into an oriented
n-manifold, then g2 = f ◦ g1 for some diffeomorphism f of M . (One may
readily visualize independence of the choice of points xi. Given x1 and x′1 in
Σ1, there is an n-disk D ⊂ Σ1 containing these points in the interior and a
diffeomorphism carrying x1 to x′1 which is the identity on ∂D.) Connected
sum is clearly commutative and associative, and Sn itself is the identity.

The inverse of any homotopy sphere Σ is the oppositely oriented −Σ.
If we think of Σ#(−Σ) as two disks Dn glued along their common boundary
Sn−1, then we may intuitively visualize a contractible (n + 1)-manifold W

bounding Σ#(−Σ) by rotating one of the disks 180◦ around the boundary
Sn−1 till it meets the other — rather like opening an n-dimensional awning
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with Sn−1 as the hinge. Removing the interior of a disk from the interior
of W yields an h-cobordism from Σ#(−Σ) to Sn.

Theorem 2.3. (Kervaire, Milnor [38]) For n 6= 3 the group Θn is finite.

We shall see below that in almost all dimensions, Θn is a direct sum of
two groups: one is a cyclic group detected, much as in Milnor’s example,
from invariants of manifolds which the spheres bound; the second is a
quotient group of the stable nth homotopy of the sphere.

The above definition of # applies to arbitrary closed n-manifolds M1

and M2. Though not a group operation in this case, it does define a group
action of Θn on h-cobordism classes of n-manifolds. For bounded manifolds
the analogous operation, connected sum along the boundary, is defined as
follows.

Suppose Mi = ∂Wi, i = 1, 2. Choose a disk Dn+1 in Wi such that
the southern hemisphere of the bounding sphere lies in Mi. Remove the
interior of Dn+1 from Wi, and the interior of the southern hemisphere from
∂Wi = Mi, i = 1, 2. What remains of these (n + 1)-disks are the northern
hemispheres of their bounding spheres. Glue the two resulting manifolds
together along these hemispheres Dn to form W1#W2. Restricted to the
boundaries this operation agrees with # defined above, and again respects
h-cobordism classes.

§3 An exact sequence for smoothings.

To compute the group Θn, we consider the tangent bundles of homo-
topy spheres and the manifolds they bound. Let M be any compact smooth
m-manifold. We may suppose M is a differentiable submanifold of Rk via a
differentiable inclusion Φ : M → Rk for some k sufficiently large. (In fact,
this is a fairly direct consequence of the definition of smooth manifold).
For any x ∈ M , coordinate neighborhood Vα containing x, and coordinate
map ϕ : Vα → Rm, define the tangent space to M at x, τ(M)x, to be the
image of the derivative of Φ ◦ ϕ−1

α at ϕα(x). Change of variables in cal-
culus shows that the m-dimensional subspace τ(M)x of Rk is independent
of the choice of Vα and ϕα. Define the tangent bundle τ(M) to be the
set {(x, v) ∈ Rk ×Rk|v ∈ τ(M)x} together with the map p : τ(M) → M

induced by projection to the first coordinate. The fiber p−1(x) is the m-
dimensional vector space {x} × τ(M)x.

The tangent bundle is a special case of an n-dimensional vector bundle
ξ consisting of a total space E, base space B, and map p : E → B which
locally is a projection map of a product. Thus we assume there are open
sets Uβ covering B (or M in the case of τ(M)) and homeomorphisms :
ψβ : Uβ × Rn → p−1(Uβ) such that ψ−1

β ◦ ψβ′ is a linear isomorphisms
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on x ×Rn for every x ∈ Uβ ∩ Uβ′ , and p ◦ ψβ is the projection onto Uβ .
When the base space is a smooth manifold, we will assume the maps ψβ are
diffeomorphisms. Any operation on vector spaces defines a corresponding
operation on bundles. For example, using direct sum of spaces we define
the Whitney sum ⊕ as follows.

If ξ1 and ξ2 are m- and n-plane bundles, with total spaces E1 and E2

and common base B, then ξ1 ⊕ ξ2 is the (m + n)-plane bundle with base
B and total space the fiber product {(x1, x2)|p1(x1) = p2(x2)}. Bundles
over a manifold “stabilize” once the fiber dimension exceeds that of the
manifold. That is, if ξ1 and ξ2 are bundles over an m-manifold M of fiber
dimension k > m, and if ξ1⊕εj

M
∼= ξ2⊕εj

M , where εj
M is the product bundle

M ×Rj → M , then ξ1
∼= ξ2.

We will need other vector bundles associated with M . If M is em-
bedded as a submanifold of an n-dimensional smooth manifold N , where
for simplicity we assume both M and N are closed, contained in Rk for
some k, and m < n, the (n −m)-dimensional normal bundle of M in N ,
ν(M,N), has as fiber at x ∈ M the elements of τ(N)x which are orthogonal
to τ(M)x. Here orthogonality can be defined using dot product in Rk. We
denote the normal bundle of M in Rk by ν(M).

We call a manifold M parallelizable if τ(M) is trivial, that is, isomor-
phic to M ×Rm → M . The sphere Sn is parallelizable precisely when n

equals 1, 3, or 7, a magical fact proved by Bott and Milnor [10] (and inde-
pendently by Kervaire) who also show that these are the only spheres which
support multiplications (complex, quaternionic, and Cayley). Recall that
Milnor used the quaternionic multiplication on S3 in his first construction
of homotopy spheres.

A somewhat weaker condition on τ(M) is stable parallelizability, that
is, the bundle τ(M) ⊕ ε1M

∼= εn+1
M . More generally, two vector bundles ξ1

and ξ2 over a base B are stably isomorphic if ξ1⊕εj
B
∼= ξ2⊕εk

B where, if B is
a complex of dimension r, the total fiber dimension of these Whitney sums
exceeds r. Such bundles are said to be in the “stable range”. A connected,
compact m-manifold M with non-trivial boundary is parallelizable iff it is
stably parallelizable, since it has the homotopy type of an (m−1)-complex
and thus τ(M) is already in the stable range.

Though few spheres are parallelizable, all are stably parallelizable. In
fact, if we envision the fiber of ν(Sn) at x, in the usual embedding of
Sn ⊂ Rn+1, as generated by x, then ν(Sn) ∼= Sn×R. Thus τ(Sn)⊕ ε1Sn is
isomorphic to the restriction of the trivial tangent bundle of Rn+1 to Sn.
Far less obvious is the following result of Kervaire and Milnor ([38], 3.1),
which follows from obstruction theory and deep computations of Adams
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about the J-homomorphism:

Theorem 3.1. Every homotopy sphere Σn is stably parallelizable.

As an immediate corollary, if Σn is embedded in Rk where k > 2n+1,
then ν(Σn) ∼= εk−n

Σn . For τ(Σn) ⊕ ε1Σn ⊕ ν(Σn) equals the restriction of
Rk⊕ ε1Rk restricted to Σn. But τ(Σn)⊕ ε1 ∼= εn+1

Σn since the tangent bundle
is stably parallelizable, so ν(Σn) is trivial by stability.

Given an isomorphism ϕ : ν(Σn) ∼= Σ×Rk−n we define a continuous
map Sk → Sk−n as follows. Regard Σ × Rk−n as a subset of Sk, and
Sk−n as the disk Dk−n with its boundary identified to a point ∗. Then
send the pair ϕ−1(x, y), where (x, y) ∈ Σ × Dk−n to the point in Sk−n

corresponding to y, and send all other points of Sk to ∗. Following [38],
let p(Σn, ϕ) denote the homotopy class of this map in the stable homotopy
group of the sphere Πn(S) = πk(Sk−n).

Generally, if (M,ϕ) is any n-manifold with framing ϕ : ν(M)
∼=→

(M × Rk−n) of the normal bundle in Rk, the same definition yields a
map p(M, ϕ) ∈ Πn(S). This is the Pontrjagin-Thom construction. If
(M1, ϕ1)t(M2, ϕ2) ⊂ Rk form the framed boundary of an (n+1)-manifold
(W,∂W, Φ) ⊂ (Rk×[0,∞),Rk×0), we say that they are framed cobordant.

Theorem 3.2. (Pontrjagin [72], Thom [89]) For any manifold M with

stably trivial normal bundle with framing ϕ, there is a homotopy class

p(M, ϕ) dependent on the framed cobordism class of (M, ϕ). If p(M) ⊂
Πn(S) is the set of all p(M, ϕ) where ϕ ranges over framings of the normal

bundle, it follows that 0 ∈ p(M) iff M bounds a parallelizable manifold.

The set p(Sn) has an explicit description. Any map α : Sn → SO(r)
induces a map J(α) : Sn+r → Sr by writing Sn+r = (Sn ×Dr) ∪ (Dn+1 ×
Sr−1), sending (x, y) ∈ Sn × Dr to the equivalence class of α(x)y in
Dr/∂Dr = Sr, and sending Dn+1 × Sr−1 to the (collapsed) ∂Dr. Let
J : πn(SO) → Πn(S) be the stable limit of these maps as r → ∞. Then
p(Sn) = image(J(πn(SO)) ⊆ Πn(S).

Let bPn+1 denote the set of those h-cobordism classes of homotopy
spheres which bound parallelizable manifolds. In fact, bPn+1 is a subgroup
of Θn. If Σ1,Σ2 ∈ bPn+1, with bounding parallelizable manifolds W1,W2,
then Σ1#Σ2 bounds the parallelizable manifold W1#W2 where the latter
operation is connected sum along the boundary.

Theorem 3.3. For n 6= 3, there is a split short exact sequence

0 → bPn+1 → Θn → Θn/bPn+1 → 0
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where the left hand group is finite cyclic and Θn/bPn+1 injects into

Πn(S)/J(πn(SO))

via the Pontrjagin-Thom construction. The right hand group is isomorphic

to Πn(S)/J(πn(SO)) when n 6= 2j − 2.

Injectivity of Θn/bPn+1 → Πn(S)/J(πn(SO)) follows from 3.2; see [38]
for details. Since the stable homotopy groups are finite, so is Θn/bPn+1.
In the next two sections we examine how surgery is used to calculate bPn+1

and show that the sequence splits. In particular, we will get an exact order
for the group bPn+1 for most n, and verify the finiteness asserted in 2.1.

§4 Computing bPn+1 using surgery.

Suppose Σn ∈ bPn+1 bounds a parallelizable manifold W whose ho-
motopy groups πi(W ) vanish below dimension j for some j < n/2. With
this latter restriction, any element of πj(W ) may be represented by an
embedding f : Sj → interior(W ). Since W is parallelizable, the restric-
tion of τ(W ) to f(Sj) is trivial and hence, by stability, so is the normal
bundle ν(f(Sj), W ). Let F : Sj × Dn+1−j → interior(W ) be an embed-
ding which extends f and frames the normal bundle. Let W (F ) denote
the quotient space of the disjoint union (W × [0, 1]) t (Dj+1 ×Dn+1−j) in
which (x, y) ∈ Sj ×Dn+1−j is identified with (F (x, y), 1) ∈ W × 1. Think
of the (n + 2)-manifold W (F ) as obtained from W × [0, 1] by attaching a
(j + 1)-handle Dj+1 × Dn+1−j via F . This manifold seems to have non-
smooth corners near the gluing points Sj × Sn−j , but a straightforward
argument shows how to smoothly straighten the angle on this set. The
resulting manifold has boundary (W ×{0})∪ (Σn× [0, 1])∪W ′ where W ′,
the “upper boundary” of W (F ), is obtained by cutting out the interior
of F (Sj × Dn+1−j), leaving a boundary equal to Sj × Sn−j , and gluing
Dj+1 × Sn−j to it along its boundary.

We say that W ′ is obtained from W by doing surgery via the framed
embedding F . Since this process attaches a (j +1)-disk via f and j < n/2,
it follows that πi(W ′) ∼= πi(W ) for i < j, and πj(W ′) ∼= πj(W )/Λ for some
group Λ containing the homotopy class of f . The surgery can be done in
such a way that the tangent bundle τ(W ′) is again trivial. The restriction
of τ(W (F )) to the image of f has two trivializations, one coming from
the parallelizability of W × [0, 1], the other from the triviality of any bun-
dle over Dj+1 × Dn+1−j , a contractible space. Comparing them gives a
map α : Sj → SO(n + 2). Since j < n − j, this factors as a composite

Sj β→ SO(j + 1) ⊂→ SO(n + 2), where the second map is the natural in-
clusion. (This is an elementary argument using exact homotopy sequences
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of fibrations SO(r) → SO(r + 1) → Sr for r ≥ j.) It follows that the
(n + 2)-manifold W (Fβ−1) is parallelizable, where β−1 : Sj → SO(n − j)
carries x to (β(x))−1, and Fβ−1(x, y) = F (x, β−1(x)y). The restriction
of the tangent bundle of the “upper boundary” W ′

β−1 of W (Fβ−1) is iso-
morphic to τ(W ′

β−1) ⊕ ε1W ′
β−1

, with the trivial subbundle ε1W ′
β−1

generated

by the inward normal vectors along the boundary. Thus W ′
β−1 is stably

parallelizable and, since ∂W ′
β−1 = Σ 6= ∅, parallelizable.

Though surgery kills the homotopy class represented by f , it opens
up an (n − j)-dimensional “hole” represented by the homotopy class of
F |x×Sn−j for any x ∈ Dj+1. But no matter. Our strategy is to start with
a generator g of the lowest non-zero homotopy group πj(W ). As long as
j < n/2 we can do surgery to kill g, adding no new homotopy in dimension
j or lower, and leaving ∂M = Σ fixed. Thus working inductively on the
finite number of generators in a given dimension j, and on the dimension,
we obtain:

Proposition 4.1. If Σn bounds a parallelizable manifold, it bounds a

parallelizable manifold W such that πj(W ) = 0 for j < n/2.

Suppose that n = 2k. The first possible non-zero homotopy (and
hence homology) group of the manifold W of 4.1 occurs in dimension k.
By Poincaré duality, all homology and cohomology of W is concentrated
in dimensions k and k + 1. If by surgery we can kill πk(W ), the resulting
manifold W ′ will have trivial homology. Removing a disk from the interior
of W ′ thus yields an h-cobordism between Σ and Sn.

But if we do surgery on W using a framed embedding F : Sk×Dk+1 →
interior(W ) to kill the homotopy class of f = F |Sk×0, it is possible that
the homotopy class of f ′ = F |0×Sk might be a “new” non-zero element of
πk(W ′). If there were an embedding g : Sk+1 → W whose image intersected
that of f transversely in a single point, then f ′ would be null-homotopic.
For we may suppose that image(g) ∩ image(F ) = F (x × Dk+1) for some
x ∈ Sk. Then f ′ is homotopic to f̃ = F |x×Sk , and f̃ deforms to a constant
in the disk formed by the image of g lying outside F (Sn × int(Dn+1)).

By moving to homology, we get criteria which are easier to fulfill and
insure the triviality of f ′. Let λ ∈ Hk(W ) and λ′ ∈ Hk(W ′) be the homol-
ogy classes corresponding to f and f ′ under the Hurewicz isomorphism,
and suppose also that λ generates a free summand in Hk(W ). By Poincaré
duality there is µ ∈ Hk+1(M) such that λ · µ = 1 where · denotes inter-
section number. The element µ plays the role of the transverse sphere. A
straightforward argument involving homology exact sequences of the pairs
(W,W0) and (W ′, W0), where W0 = W\int(F (Sk × Dk+1)) shows that
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λ′ = 0, even when the framing F is replaced by Fβ−1 to ensure paralleliz-
ability. Thus, by a sequence of surgeries, we can reduce Hk(W ) to a torsion
group T .

Here the argument becomes more technical and delicate. Kervaire
and Milnor show that if k is even, surgery always changes the free rank of
Hk(W ), so if λ is a generator of T , surgery on λ reduces |T | at the cost
of introducing non-zero Z summands, which are then killed by subsequent
surgeries. If k is odd, special care must be taken to choose a framing which
both reduces the size of T and preserves parallelizability. In both cases,
Hk(W ) can be eliminated by surgery and we obtain:

Theorem 4.2. (Kervaire-Milnor [38]) For any k ≥ 1, bP2k+1 = 0.

§5 The groups bP2k.

Suppose W is a parallelizable 2k-manifold with boundary the homo-
topy sphere Σ2k−1, k > 2. As in §4, we may assume, after performing
surgery on W leaving ∂W fixed, that W is (k− 1)-connected. By Poincaré
duality the homology of W is free and concentrated in dimension k. Once
again, the homotopy class of an embedding f : Sk → W can be killed by
surgery without adding new non-trivial homotopy classes if the geometry
near it is nice — i.e., if f(Sk) has a trivial normal bundle and there is an
embedding g : Sk → W whose image intersects f(Sk) transversely in a
single point. Of course, we have no assurance that such transverse spheres
exists and, since ν(f(Sk),W ) is just below the stable range, parallelizabil-
ity of W does not guarantee triviality of this normal bundle. But there
is a simple criterion for ensuring homological intersection conditions which
enable elimination of Hk(W ) by surgery.

Let k = 2m. The intersection number defines a symmetric bilinear
map H2m(W )×H2m(W ) → Z. Since ∂W is homeomorphic to a sphere, we
can view W as a topologically closed manifold and hence, by Poincaré du-
ality, the intersection pairing is non-singular. If this pairing is diagonalized
over R, define the signature σ(W ) to be the number of positive diagonal
entries minus the number of negative ones.

Theorem 5.1. ([38], [54]) The homotopy (and hence homology) groups of

W can be killed by surgery if and only if σ(W ) = 0.

The intersection form is also even (for any homology class λ∈H2m(W ),
the self-intersection number λ·λ is an even integer), and hence the signature
must be divisible by 8 ([15], [76]). A (2m−1)-connected parallelizable 4m-
manifold W 4m

0 with boundary a homotopy sphere and signature σ(W 4m
0 )

precisely equal to 8 can be constructed as follows. Let E1, E2, . . . , E8 be
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disjoint copies of the subset of τ(S2m) of vectors of length ≤ 1. We glue
E1 to E2 as follows. The restriction of Ei to a 2m-disk in the base is
diffeomorphic to D2m

b,i ×D2m
f,i where the subscripts b and f denote base and

fiber (i.e., for x ∈ D2m
b,i , an element of the base of Ei, x×D2m

f,i is the fiber
over x). Then we identify (x, y) ∈ D2m

b,1 ×D2m
f,1 with (y, x) ∈ D2m

b,2 ×D2m
f,2 .

Thus the disk in the base of E1 maps onto a fiber in E2, transversely
crossing the base in a single point. We say that we have attached these
disks by “plumbing”. As before, there are corners, but these can be easily
smoothed by straightening the angle. We similarly attach E2 to E3, E3

to E4, . . ., E6 to E7, and E8 to E5. The resulting manifold W 4m
0 has

boundary a homotopy sphere Σ4m−1
0 and homology intersection form given

by the following matrix with determinant 1 and signature 8 (see [15] or [60]
for nice expositions):

A =




2 1
1 2 1

1 2 1
1 2 1

1 2 1 0 1
1 2 1 0
0 1 2 0
1 0 0 2




where all omitted entries are 0. The 2’s on the main diagonal are the
self-intersections of the 0-section of τ(S2m) in E1, . . . E8. Note that even
though the 0-section of each Ei has a sphere intersecting transversely in a
single point, it cannot be killed by surgery since its normal bundle in W 4m

0

is non-trivial.
By taking connected sums along the boundary (as described in §2) we

obtain, for any j, a parallelizable manifold with signature 8j and boundary
a homotopy sphere. If (W 4m

0 )#j equals the j-fold sum W0# . . . #W0 if j >

0, and the (−j)-fold sum (−W0)# . . . #(−W0) if j < 0, then σ((W 4m
0 )#j) =

8j. By 2.2, the boundary (Σ4m−1
0 )#j is a homotopy sphere, homeomorphic

to S4m−1. We use this construction to compute the cyclic group bP4m.

Theorem 5.2. For m > 1 the homomorphism σ : Z → bP4m given by

σ(j) = ∂(W 4m
0 )#j = (Σ4m−1

0 )#j

is a surjection with kernel all multiples of

σm = am22m−2(22m−1 − 1)numerator(Bm/4m)
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Here am = 2 or 1 depending on whether m is odd or even, and the
rational Bernoulli numbers Bm are defined by the power series

z

ez − 1
= 1− z

2
+

B1

2!
z2 − B2

4!
z4 +

B3

6!
z6 −+ . . .

This lovely result, announced in Groups of Homotopy Spheres I , is a con-
fluence of earlier work of Kervaire and Milnor, the signature theorem of
Hirzebruch ([31], [62]) and J-homomorphism computations of Adams ([1]
– [4]). We sketch a proof.

Suppose W 4m is an oriented, closed, smooth manifold with a framing ϕ

of the stable tangent bundle in the complement of a disc. By the signature
theorem,

σ(W ) =
〈22m(22m−1 − 1)Bm

(2m)!
pm(W ), [W ]

〉

where pm(W ) is the mth Pontrjagin class and [W ] ∈ H4m(W ) is the ori-
entation class. There is an obstruction O(W,ϕ) ∈ π4m−1(SO) ∼= Z to
extending to all W the given framing on W less a disk. Milnor and Ker-
vaire [61] showed that the Pontrjagin number 〈pm(W ), [W ]〉 ∈ Z corre-
sponds to ±am(2m − 1)!O(W,ϕ) under this identification of groups. This
shows that O(W,ϕ) is independent of the choice of ϕ, and that an almost
parallelizable W is stably parallelizable iff σ(W ) = 0. A straightforward
argument using the Pontrjagin-Thom construction shows that an element
γ ∈ πj−1(SO) occurs as an obstruction O(W ) to framing an almost par-
allelizable W j iff J(γ) = 0. A hard computation of Adams [4] showed
that the order(J(π4m−1(SO))) = denominator(Bm/4m), up to (perhaps)
multiplication by 2 in half the dimensions. In their solutions to the Adams
conjecture, Quillen [73] and Sullivan [87] showed that this multiplication
by 2 is unnecessary, completing the proof.

Corollary 5.3. Let Ŵ 4m
j denote the space obtained from (W 4m

0 )#j by

attaching a cone on the boundary. If j 6≡ 0 mod σm, then Ŵ 4m
j is a closed

topological 4m-manifold with a smooth structure in the complement of a

point, but no smooth structure overall.

A second application of Adams’ J-homomorphism computation yields
the exact order of Θ4n−1. By the Pontrjagin-Thom construction, any el-
ement of the stable homotopy group Π4n−1(S) corresponds uniquely to a
framed cobordism class of (4n − 1)-manifolds. From the same argument
that showed that bP4m−1 = 0, any such class is represented by a homotopy
sphere. Thus the injection of Θ4m−1/p(S4m−1)→Π4n−1(S)/J(π4m−1(SO))
of 3.3 is a bijection and we have:
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Theorem 5.4. [38] For m > 1, Θ4m−1 has order

am22m−4(22m−1 − 1)Bm(order(Π4m−1(S)))/m.

Brieskorn ([11], [12]), Hirzebruch [33], and others ([34], [71]) have stud-
ied these homotopy spheres and their bounding manifolds in a very different
context. Let a = (a0, a1, . . . , an) be an (n + 1)-tuple of integers aj ≥ 2,
n ≥ 3. Define a complex polynomial fa(z0, . . . , zn) = za0

0 + . . . + zan
n .

The intersection f−1
a (0) ∩ S2n+1 of the affine variety f−1

a (0) ⊂ Cn+1 with
the sphere is a smooth (2n − 1)-manifold Ma. For small ε > 0, Ma

is diffeomorphic to f−1
a (ε) ∩ S2n+1, and this in turn bounds the paral-

lelizable 2n-manifold f−1
a (ε) ∩ D2n+2. Brieskorn [12] shows that if a =

(3, 6j − 1, 2, . . . , 2), with 2 repeated 2m − 1 times (so that n = 2m),
then σ(f−1

a (ε) ∩ D2n+2) = (−1)m8j. In particular, Ma is diffeomorphic
to (Σ4m−1

0 )#(−1)mj . It follows from the work above, and is shown directly
in [12] or [34], that σ(f−1

a (ε) ∩D2n+2) is diffeomorphic to (W 4m
0 )#(−1)mj .

Finally, we consider bPn+1 when n = 4m + 1, even more delicate and
still not computed for all m. Suppose Σ = ∂W 4m+2 where W is paral-
lelizable with framing ϕ. By surgery, we may assume W is 2m-connected.
The obstruction to continuing this framed surgery to obtain a contractible
space, the Kervaire invariant c(W,ϕ) ∈ Z/2, derives from the Arf-invariant
for non-singular Z/2 quadratic forms. If V is a Z/2 vector space, we say
that ξ : V → Z/2 is a quadratic form if ξ(x + y) − ξ(x) − ξ(y) = (x, y) is
bilinear, and ξ is non-singular if the associated bilinear form is. Suppose
V is finite dimensional, and choose a symplectic basis {αi, βi|i = 1 . . . r}
where (αi, αi) = (βi, βi) = 0 and (αi, βj) = δi,j . Define the Arf invariant of
ξ by A(ξ) =

∑r
i=1 ξ(αi)ξ(βi) ∈ Z/2. A theorem of Arf [6] (see also [15], pp

54-55) states that two non-singular quadratic forms on a finite dimensional
Z/2 vector space are equivalent iff their Arf invariants agree. The Arf in-
variant has been used by Kervaire [37], Kervaire and Milnor [38], Browder
[16], Brown [17], Brown and Peterson [18], and others to study surgery of
spheres and other simply-connected (4m+2)-manifolds, and by Wall ([95],
[96]) to extend this work to the non-simply connected case.

Theorem 5.5. There is a non-singular quadratic form

ψ : H2k+1(W,∂W ;Z/2) → Z/2

with associated quadratic form (x, y) → 〈x ∪ y, [W ]〉. Let c([W,∂W ], ϕ),
the Kervaire invariant, be the Arf invariant of ψ, which depends on the
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framed cobordism class of ([W,∂W ], ϕ). Then ([W,∂W ], ϕ) is framed co-

bordant to a contractible manifold iff c([W,∂W ], ϕ) = 0. In particular,

bP4k+2 is isomorphic to Z/2 or 0.

In [38], ψ is defined as a cohomology operation which detects [ ι, ι](x∪
y), where [ , ] is the Whitehead product; Browder [16] defines ψ using func-
tional cohomology operations. Using the Poincaré duality isomorphism
H2k+1(W,∂W ;Z/2) ∼= H2k+1(W ;Z/2), an alternative description of ψ may
be given using homology. From the Hurewicz theorem, any integral homol-
ogy class reducing to w ∈ H2k+1(W,Z/2) can be represented by a map
ω : S2k+1 → W . By [28] or [77], this map is homotopic to a framed im-
mersion. Define ψ0(ω) to be the self-intersection number of this immersion
mod 2. Then A(ψ) = A(ψ0) = c(W,ϕ).

If dim(W ) = 6 or 14, we can find a symplectic basis represented
by framed embeddings, and bP6 = bP14 = 0. Thus we suppose that
m 6= 1, 3, and that W 4m+2 is a framed manifold with boundary a ho-
motopy sphere. As in the case of the signature, c(W,ϕ) is independent of
the choice of framing. We write c(W ) for the Kervaire invariant, which
vanishes iff the quadratic form vanishes on more than half the elements
of H2m+1(W,∂W ;Z/2) (see, e.g. [15]). But computing this invariant has
proved extraordinarily hard.

By plumbing together two copies of τ(S2m+1), we obtain a (4m + 2)-
manifold W0 with c(W0) = 1 and ∂W0 a homotopy sphere. If ∂W0 =
S4m+1, then by attaching a disk we obtain a closed, almost framed (4m+2)-
manifold of Kervaire invariant 1. Adams [2] showed that if m 6≡ 3 mod 4,
the J-homomorphism πm(SO) → Πm(S) is injective, so the almost framed
manifold can be framed. Thus bP4m+2 = Z/2 precisely when the Kervaire
invariant vanishes for framed, closed (4m + 2)-manifolds — that is, when
∂W 4m+2

0 is non-trivial. Kervaire [37] showed this for dimensions 10 and 18,
Brown and Peterson [18] in dimensions 8k + 2. Browder extended this to
show that the Kervaire invariant vanishes in all dimensions 6= 2i−2, and is
non-zero in one of those dimensions precisely when a certain element in the
Adams spectral sequence survives to E∞. Combining this with calculations
of Mahowald and Tangora [48], and of Barratt, Jones, and Mahowald [8],
we have:

Theorem 5.6. bP4m+2 = Z/2 if 4m+2 6= 2i−2, and vanishes if 4m+2 =
6, 14, 30, and 62.

It is interesting to compare the results of this section with the h-
cobordism theorem. Suppose, for example, that j > 0 is chosen so that
∂((W 4m

0 )#j) is the usual sphere S4m−1. Removing a disk from the interior,
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we obtain a cobordism W of S4m−1 to itself. Giving W a Morse function f

and following the proof of 2.1, it is possible to replace f with a new Morse
function f ′ on W with critical points of index 2m only, with each left hand
disk corresponding to one of the 2m-spheres used to construct (W 4m

0 )#j .
These disks are embedded in W , but their bounding spheres S2m−1 in the
“lower” boundary component S4m−1 link according to the same rules for
intersections of the spheres plumbed together in constructing (W 4m

0 )#j .

§6 Computation of Θn and number theory.

Let Ωframed
k denote the family of framed cobordism classes of k-mani-

folds with a framing ϕ of the stable trivial normal bundle in Euclidean
space. The Pontrjagin-Thom construction gives an equivalence Ωframed

k
∼=

Πk(S) which generates the injection Θn/bPn+1 → Πn(S)/J(πn(SO)) of
§3. In particular, Ωframed

k is finite group, with disjoint union as the group
operation.

By placing different restrictions on the normal bundle, we obtain other
cobordism groups. For example, ΩU

k denotes the class of manifold where the
stable normal bundle has the structure of a complex vector bundle. Milnor
[53] showed that the groups ΩU

k are torsion free, so that the canonical map
Ωframed

k → ΩU
k must be trivial. Thus for any Σ ∈ Θk there is a U -manifold

W k with ∂W = Σ, even though Σ may not bound a parallelizable manifold.
When k = 4m − 1, Brumfiel [19] shows that W 4m may be chosen with
all decomposable Chern numbers vanishing. In this case, σ(W ) is again
divisible by 8, and independent mod 8σm of the choice of such W . Define
a homomorphism αm : Θ4m−1 → Z/σm by sending the h-cobordism class
of Σ4m−1 to σ(W )/8 mod σm. Then αm is a splitting map for the exact
sequence 3.3 in dimension n = 4m − 1. By similar arguments, Brumfiel
([20], [21]) defines splittings in all dimensions n = 4m + 1 not equal to
2j −3. Combining this, the bijection Θn/bPn+1 → Πn(S)/J(πn(SO)), and
the calculations of bPn for n even we obtain:

Theorem 6.1. If n = 4m + 1 6= 2j − 3, then

Θ4m+1
∼= Z/2⊕Π4n+1/J(π4m+1(SO)).

If n = 4m − 1 ≥ 7, then Θ4m−1
∼= Z/σm ⊕ Π4n+1/J(π4m+1(SO)),

where σm = am22m−2(22m−1 − 1)numerator(Bm/4m).

The calculation of Θn is thus reduced to determination of

Πn(S)/J(πn(SO)),

the cokernel of the J-homomorphism, a hard open problem in stable ho-
motopy theory, and calculating bPn+1. Surgery techniques yield bPn+1 = 0
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when n is even, Z/2 most of the time when n + 1 ≡ 2 mod 4 (and a hard
open homotopy theory problem if n + 1 = 2j − 2), and the explicit formula
bP4m = Z/σm for m > 1.

Even for the latter, there are intricacies and surprises. For any given
m, it is possible (with patience) to display bP4m explicitly. When m = 25,
for example, we get a cyclic group of order

62,514,094,149,084,022,945,360,663,993,469,995,647,144,254,828,014,731,264,

generated by the boundary of the parallelizable manifold W 100
0 of signature

8.
The integer σm increases very rapidly with m, with the fastest growing

contribution made by numerator(Bm)/m. For all m > πe,

numerator(
Bm

m
) >

Bm

m
>

4√
e

( m

πe

)2m− 1
2 > 1

where the first three terms are asymptotically equal as m → ∞ (see [62],
Appendix B, or [66]). As noted in §5, denominator(Bm/4m) equals the
image of the J-homomorphism ([4], [47]). Unlike the numerator, it is read-
ily computable. In 1840 Clausen [26] and von Staudt [83] showed that
denominator(Bm) is the product of all primes p with (p− 1) dividing 2m,
and the next year von Staudt showed that p divides the denominator of
Bm/m iff it divides the denominator of Bm. Thus for any such prime p,
if pµ is the highest power dividing m, then pµ+1 is the highest power of p

dividing the denominator of Bm/m.
Such results suggest that it might be better to compute one prime p

at a time. Let Z(p), the integers localized at p, denote the set of rational
numbers with denominators prime to p. Then for any finite abelian group
G, G⊗Z(p) is the p-torsion of G. We investigate the p-group bP4m ⊗Z(p).

Let p be a fixed odd prime (the only 2-contribution in σm comes from
the factor am22m−4), and suppose k ∈ Z generate the units in Z/p2. Define
sequences {ηm}, {ζm}, {σ̃m}, and {βm} by ηm = (−1)m+1(k2m−1)Bm/4m,
ζm = 22m−1 − 1, σ̃m = (−1)m22m(k2m − 1)(22m−1 − 1)Bm/2m, and
βm = (−1)mBm/m if m 6≡ 0 mod (p − 1)/2 and 0 otherwise. The first
three are sequences in Z(p) since, for any generator k of the units in Z/p2,
νp(k2m − 1) = νp(denominator(Bm/4m)), where νp(x) denotes the expo-
nent p in a prime decomposition of the numerator of x ∈ Q ([2], §2 or
[62], Appendix B). The last sequence lies in Z(p) from Clausen’s and von
Staudt’s description of the denominator of Bm/m.

The sequence η isolates p-divisibility in the numerator of Bm/m:
νp(ηm) = νp(numerator(Bm/m)), and one is a unit in Z(p) times the other.
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Similarly, νp(σm) = νp(σ̃m) where σm from 5.2 is the order of bP4m. These
sequences come from maps, described in §7, of the classifying space BO for
stable bundles. The homology of these maps yields congruences between
terms of the sequences, and descriptions of the growth of p-divisibility of
those terms satisfied for many primes p :

Theorem 6.2. [42] Let λ = (λ1, λ2, . . .), denote any of the above se-

quences.

1) λm ≡ λn mod pk+1 whenever m ≡ n mod pk(p− 1)/2.

2) Suppose m ≡ n mod (p − 1)/2 are prime to p, and j is minimal such

that νp(λmpj ) ≤ j. Then νp(npi) = j for all i ≥ j.

For the sequence β, the congruences are the familiar congruences of
Kummer: (−1)mBm/m ≡ (−1)nBn/n mod pk+1 if m ≡ n mod pk(p − 1)
and m,n 6≡ 0 mod (p− 1)/2.

For λ = η, ζ, or σ̃, 6.2 gives tools for mapping out the p-torsion in
the groups bPm. If νp(λm) = 0, that is, λm is a unit in Z(p), the same
is true for any λn where n ≡ m mod (p − 1)/2. Applying this to σ̃, it
follows that a given group bP4m has p-torsion iff bP4n does for every n ≡ m

mod (p − 1)/2. Thus to map out where all p-torsion occurs, it suffices to
check p-divisibility of the coefficients σ̃1, σ̃2, . . . , σ̃(p−1)/2 Furthermore, the
growth of p-torsion is likely quite well behaved.

Conjectures 6.3. Let λ = η, ζ, or σ̃, and suppose m0 ∈ {1, 2, . . . (p −
1)/2} is such that p divides λm0 (there could be several such m0).

1. For any n ≡ m0 mod (p−1)/2 which is prime to p, the exponents of p in

the subsequence λn, λpn, λp2n, . . . are given by j, νp(λm0), νp(λm0), . . .,
where j may be any integer ≥ νp(λm0).

2. νp(λm0 − λm0+(p−1)/2) = νp(λm0).
3. ηm0 and ηpm0 are non-zero mod p2.

These have been verified by computer for many primes. By the congru-
ences in 6.2, conjectures 1 and 2 are actually equivalent. When λ = ζ, 1 and
2 are not conjectures but true globally and easily proved. The statement
for ζ analogous to 3 fails, however. There exist primes p, albeit not many,
such that p2 divides 2p−1− 1. For primes less than a million, p = 1093 and
3511 satisfy this. However, there is no 1093 torsion in the groups bP4m,
since 2j 6≡ 1 mod 1093 for any odd exponent j. The prime 3511 is more
interesting, with possible values of m0 equal to 708 and 862 (where 3511
but not 35112 divides ηm0 and σ̃m0), and m0 = 878 (where 35112 but not
35113 divides 21755 − 1 and σ̃m0).
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The p-divisibility of these sequences have long been of interest because
of their relationship to Fermat’s Last Theorem, recently proved by Andrew
Wiles ([99], [88]).

Theorem 6.4. 1. (Kummer [41]) If p does not divide the numerator of

Bm/m for m = 1, 2, . . . , (p − 3)/2, then there is no integral solution to

xp + yp = zp.

2. (Wieferich [97]) If 2p−1 6≡ 1 mod p2, then there is no integral

solution to xp + yp = zp where xyz is prime to p.

A prime p satisfying the condition in 1 is said to be regular. Thus p is
regular iff it is prime to the sequence η. The smallest irregular prime is 37,
which divides the numerator of B16. There are infinitely many irregular
primes, with the same statement unknown for regular primes. Extensive
computations suggest rough parity in the number of each (about 40% are
irregular).

The condition in 2 is almost equivalent to p2 not dividing the sequence
ζ — almost, but not quite. The prime p = 1093 is prime to ζ even though
10932 divides (21092 − 1) because 2j 6≡ 1 mod 1093 for any odd factor of
1092. Vandiver [91], Miramanoff [63], and others (see [92] for an extensive
summary) have shown that for primes r ≤ 43, rp−1 6≡ 1 mod p2 implies
that xp + yp = zp has no integral solutions with xyz prime to p.

All this work attempted to verify Fermat’s last theorem. It would
be wonderful to know whether Wiles’s result could be used to establish
any of the conjectures 6.3, potentially giving complete information about
the p-torsion in the groups bP4m. Other fairly recent algebraic results
have yielded partial information. For example, by translating Ferrero and
Washington’s proof of the vanishing of the Iwasawa invariant [27] into the
equivalent formulation using Bernoulli numbers [36], it follows that p2 does
not divide (Bn/n)−Bn+(p−1)/2/(n + (p− 1)/2).

§7 Classifying spaces and smoothings of manifolds.
By comparing the linear structures on a “piecewise linear” bundle

(discussed below), we are able to define a space PL/O whose homotopy
groups equal Θn. Specifically, PL/O is the fiber of a map BO → BPL

where BO and BPL, the spaces which classify these bundle structures, are
defined as follows.

For any positive integers n and k, let Gn(Rn+k) be the compact
Grassmann nk-manifold O(n + k)/O(n)×O(k) where O(j) is the orthog-
onal group. We may think of this as the space of n-planes in (n + k)-
space. There are natural maps Gn(Rn+k) → Gn(Rn+k+1), and we write
BO(n) = limk→∞Gn(Rn+k). The elements of the individual n-planes in
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Gn(Rn+k) form the fibers of a canonical Rn-bundle γn, and given any n-
bundle ξ over a compact base B, there is a map g : B → BO(n) unique up
to homotopy such that ξ is isomorphic to the pullback bundle f∗(γn). Set
BO = limn→∞BO(n) ∼= limn→∞Gn(R2n). The set of homotopy classes
[M,BO(n)] and [M,BO] then correspond to n-dimensional and stable bun-
dles over the compact manifold M .

For PL manifolds the object corresponding to the vector bundle is
the block bundle [74]. (Alternatively, one may use Milnor’s microbundles
[55]). We omit the definition, but note that the vector bundle tools used for
surgery on a smooth manifold are also available for block bundles. Given
any embedding M → N of PL manifolds, for example, there is a normal
block bundle of M in N . One may construct a classifying space BPL(n) for
n-dimensional block bundles, which is the base space for a universal block
bundle γn

PL. (We abuse notation slightly; BPL is often denoted BP̃L

in the literature, with BPL used for its equivalent in the semisimplicial
category.)

Set BPL = limn→∞BPL(n). Piecewise differentiable triangulation
of the canonical vector bundles γn yields γn

PL, classifying maps BO(n) →
BPL(n), and the limit map BO → BPL. Regarding this map as a fibra-
tion, we define PL/O to be its fiber.

Products and Whitney sums of block bundles are defined analogously
to × and ⊕ for vector bundles. Using these constructions, we obtain com-
mutative H-space structures µ⊕ : BO × BO → BO and µ⊕PL : BPL ×
BPL → BPL under which the map BO → BPL is an H-map, and defines
an H-space structure on the fiber PL/O as well.

Let S(M) denote the set of concordance classes of smoothings of a
PL manifold M , where two smoothings of M are concordant if there is a
smoothing of M × [0, 1] which restricts to the given smoothings on M × 0
and M ×1. If M is the smooth triangulation of a smooth manifold Mα, we
think of S(Mα) as the concordance classes of smoothings of M with a given
preferred smoothing Mα. Note that S(Sn) = Θn except for n = 3. The
unique smooth and PL structure on a topological S3 dictates that S(S3)
consists of a single element.

If a PL manifold M has a smooth structure, then the normal block
bundle of the diagonal ∆ in M×M is actually the normal vector bundle. In
fact, such a linearization is sufficient for existence of a smoothing. For any
PL manifold M and submanifold K ⊂ M , a linearization of (M, K) is a
piecewise differentiable vector bundle p : E → K where E is a neighborhood
of K in M , and M induces a compatible PL structure on E. Let L(M, K)
denote the set of all equivalence classes of such linearizations, and Ls(M, K)
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the classes of stable linearizations (i.e., the direct limit of L(M, K) →
L(M × R1,K) → L(M × R2,K) → . . ., where the maps are defined by
Whitney sum with a trivial bundle).

Theorem 7.1. ([55], [30], [44]) A closed PL-manifold M has a smooth

structure iff L(M × M, ∆) 6= ∅ iff Ls(M × M, ∆) 6= ∅, and there is a

bijection S(M) → Ls(M ×M, ∆).

This description uses block bundles and follows the notation of [30],
but essentially identical results using microbundles are true. The theorem
suggests that “smoothability” is a stable phenomenon. This is true; the
natural map S(M) → S(M×Rm) is a bijection (see [29], [50] for smoothing
products with R, or [90], [65] for the M × [0, 1] analogue). By 7.1, a PL

manifold M supports a smooth structure iff the classifying map M → BPL

for the stable normal block bundle of the diagonal ∆ ⊂ M×M lifts to BO.
But the homotopy classes of such lifts are in turn classified by maps into
the fiber of BO → BPL:

Theorem 7.2. ([30], [44]) Let M be closed PL-manifold which can be

smoothed, and let Mα be some fixed smooth structure on it. Then there is

a bijection Ψα : S(M) → [M, PL/O] which carries the concordance class

of Mα to the trivial homotopy class.

Despite apparent dependence on a particular smooth structure and,
given Mα, on a choice of smooth triangulation, there is a great deal of
naturality in the bijection Ψα. If N is another smoothable PL manifold
with chosen smooth structure Nβ , and if f : Mα → Nβ is both a dif-
feomorphism and PL-homeomorphism, then Ψβ ◦ f∗ = f# ◦ Ψα where
f∗ : S(N) → S(M) and f# : [N,PL/O] → [M,PL/O] are the natural
maps. The bijections Ψα can be used to reformulate 7.2 as a well defined
homotopy functor defined on “resmoothings” of a smooth manifold [30].

The H-multiplication PL/O × PL/O → PL/O gives [M, PL/O] the
structure of an abelian group. Given a smoothing Mα of M , the bijection
Ψα gives S(M) the structure of a group, which we denote S(Mα). For
any smoothing Mβ of M , let [Mβ ] denote its concordance class, a group
element of S(Mα)

Theorem 7.3. The group operation ∗ in S(Mα) is given by [Mβ ]∗ [Mγ ] =
[Mω] where Mω is the unique (up to concordance) smoothing such that the

germ of the smooth manifold Mα ×Mω along the diagonal equals that of

Mβ ×Mγ . In particular, [Mα] is the identity element. If M = Sn
0 denotes

the n-sphere regarded as a PL manifold given the usual smoothing, the

resulting bijection Ψ0 is a group isomorphism Θn → πn(PL/O) for n 6= 3.
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Using 7.2, the H-space structure on PL/O, induced by Whitney sum
of vector- and block-bundles, allowed us to define (isomorphic) group struc-
tures on S(M) via the bijections Ψα.

It is interesting to note that the finite group structures on Θn (with
0 substituted for the unknown Θ3) can in turn be used to describe the H-
multiplication on PL/O. See [30] for a proof. Theorem 7.2 also provides a
homotopy theoretic description of smoothings for an arbitrary smoothable
PL manifold, one which recasts the obstruction theories for smoothings of
Munkres [65] and Hirsch [29] in terms of classical obstruction theory.

We examine the homotopy theory of PL/O, studying it one prime
at a time, just as we did for the coefficients in §6. For any prime p and
well-behaved space X (for example, any CW complex or any H-space),
there is a space X(p), the localization of X at p, and map X → X(p) which
on homotopy groups is the algebraic localization πn(X) → πn(X) ⊗ Z(p).
Similarly, H∗(X(p)) ∼= H∗(X)⊗Z(p). We will see below that the localization
PL/O(p) is a product, reflecting homotopy theoretically the splitting of the
exact sequence of 3.3.

Suppose first that p is an odd prime. The sequences η, ζ, σ̃, and β of §6
all arise from self-maps of the p-localizations of BO and BU (the analogue
of BO which classifies stable complex vector bundles) which are reflections
of geometric operations on bundles. An important example is the Adams
map ψk : BU(p) → BU(p), which arises from the K-theory operation

ψk(x) =
∑

w(α)=k

(−1)|α|+k(k/|α|){α}(∧1(x)α1 . . . ∧j (x)αj ) ,

where x ∈ K(X), ∧i is the exterior power, the sum is taken over all j-tuples
of non-negative integers α = (α1, . . . , αj) of weight w(α) = α1 +2α2 + . . .+
jαj = k, and {α} is the multinomial coefficient (α1 + . . . + αj)!/α1! . . . αj !.
The reader may recognize this as the Newton polynomial applied to exterior
operators. The induced map on the homotopy group π2m(BU(p)) = Z(p) is
multiplication by km. The Adams map on BU(p) induces one on BO(p) by
the following:

Theorem 7.4. (Adams [5], Peterson [70]). There are H-space equiva-

lences

BU(p) → W ×Ω2W × . . . Ω2p−4W and BO(p) → W ×Ω4W × . . . Ω2p−6W

where π2j(p−1)(W ) = Z(p), j = 1, 2, . . ., and πi(W ) = 0 otherwise. In

particular, BU(p)
∼= BO(p) × Ω2BO(p). Any H-map f : BO(p) → BO(p)
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induces H-maps f4j of Ω4jW , and under this equivalence f becomes a

product f0 × f4 × . . . × f2p−6, with an analogous decomposition for a self

H-map of BU(p).

In fact, these are infinite loop space equivalences. Peterson constructs
W as the bottom space of a spectrum associated to a bordism theory with
singularities. The maps f4j allow us to write the fiber F of f as a product
F0 × F4 × . . . × F2p−6, where F4j can be seen to be indecomposable by
examining the action of the Steenrod algebra on it.

Returning to the Adams map, associated to the K-theory operation
x → ψk(x)−x is an H-map ψk− 1 of BU(p) and, by 7.4, ψk− 1 : BO(p) →
BO(p). The induced homomorphism on π4m(BO(p)) ∼= Z(p) is multiplica-
tion by k2m − 1. If k generates the units in Z/p2, the fiber J of ψk − 1
(sometimes called “Image J”) is independent, up to infinite loop space
equivalence, of the choice of k, and has homotopy groups equal to the p

component of the image of the J-homomorphism. Since k2j 6≡ 1 mod p

unless j ≡ 0 mod (p− 1)/2, using 7.4 we may also describe J as the fiber
of (ψk − 1)0 : W → W.

The numbers k2j − 1 are an example of a “characteristic sequence”. If
f : BO(p) → BO(p) induces multiplication by λj ∈ Z(p) on π4m(BO(p)), it is
determined up to homotopy by the characteristic sequence λ = (λ1, λ2, . . .)
(with a similar statement for self-maps of BU). The elements of λ sat-
isfy the congruences and p-divisibility conditions of 6.2 for any self-map
of BO(p), and analogous statements for almost any map (including all H-
maps) of BU(p) ([42], [25]).

We can use the Adams map and other bundle operations to realize the
sequences of §6 as characteristic sequences. To construct these maps we
must depart from the more self-contained material of the first six sections,
and in particular require p-local versions of oriented bundle theory and the
Thom isomorphism Φ. We refer the reader to May [49] or the Adams J(X)
papers [1] - [4] for beautiful presentations of this material, and present the
constructions without greater detail simply to show that these sequences,
so rich with number theoretic information, all arise geometrically.

ζ. Since p is an odd prime, ψ2 is a homotopy equivalence. Then

(1/2)(ψ2)−1 ◦ (ψ4 − 2ψ2) : BO(p) → BO(p)

has characteristic sequence ζ, where ζm = 22m−1 − 1.
η. For an oriented bundle ξ define ρk(ξ) = (Φ)−1ψkΦ(1) ∈ KO(B) where

B is the base of the bundle ξ and k generates the units in Z/p2 as above.
The resulting H-map ρk : BO⊕

(p) → BO⊗
(p), the so called Adams-Bott
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cannibalistic class ([2], [9], [49]), has characteristic sequence η given by
ηm = (−1)m+1(k2m − 1)Bm/4m. The superscripts ⊕ and ⊗ indicate
that BO(p) carries the H-multiplication coming from Whitney sum
and tensor product, respectively.

σ̃. In the J(X) papers ([1] to [4]) Adams conjectured, and Sullivan [87]
and Quillen [73] proved, that for any x ∈ K(X), where X is a finite
complex, the underlying spherical fiber space of kq(ψk(x)− x) is sta-
bly trivial for large enough q. Localized at p, this means that the map

BO(p)
ψk−1−→ BO(p) → BG(p) is null-homotopic, where BG is the classi-

fying space for stable spherical fiber spaces. (Its loop space G = ΩBG

has homotopy equal to the stable homotopy of spheres.) Thus ψk − 1
lifts to a map γk : BO(p) → (G/O)(p), where G/O is the fiber of
BO → BG. In his thesis [84] Sullivan showed that, when localized
at an odd prime p, the fiber G/PL of BPL → BG is H-space equiv-

alent to BO⊗
(p). Let θk denote the composite BO⊕

(p)

γk

→ (G/O)(p) →
(G/PL)(p)

≈→ BO⊗
(p). Then θk has characteristic sequence σ̃ where

σ̃m = (−1)m22m(k2m − 1)(22m−1 − 1)Bm/2m.
β. For j = 1, 2, . . . , (p− 3)/2, define bj : Ω4jW → Ω4jW to be ρk ◦ (ψk −

1)−1, and let b0 be the constant map on W . Taking the product of
these maps and applying 7.4, the resulting map b : BO(p) → BO(p)

has characteristic sequence β where βm = (−1)mBm/m.

Let bP denote the fiber of θk. Clearly there a map ι : bP → (PL/O)(p).
There is also a p-local space C, the so-called “cokernel of J”, whose homo-
topy is the p-component of the cokernel of the J-homomorphism in Π∗(S)
(see e.g. [49]). These spaces yield a p-local splitting of PL/O (see [49] for
a beautiful presentation).

Theorem 7.5. There is a map κ : C → (PL/O)(p) such that the compos-

ite

bP × C
ι×κ−→ (PL/O)(p) × (PL/O)(p)

mult−→ (PL/O)(p)

is an equivalence of H-spaces (indeed, of infinite loop spaces).

The homotopy equivalence (PL/O)(p) ≈ bP × C now yields a p-local
isomorphism Θn

∼= bPn+1 ⊕ Πn(S)/J(πn(SO)), not just when n = 4m −
1 (6.1), but in all dimensions 6= 3 (where π3(PL/O) vanishes). Hidden
in this is the representability of framed cobordism classes by homotopy
spheres. In dimension 4m this is a consequence of the signature theorem
and finiteness of Π∗(S). In dimension 4m + 2 there may be a Kervaire
invariant obstructions to such a representative, but the obstruction lies in
Z/2 and hence vanishes when localized at odd p.
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Let L and M denote the (p-local) fibers of the maps 2ψ2 − ψ4 and
ρ. Comparing characteristic sequences, it follows that θk is homotopic to
ρk ◦ (2ψ2−ψ4), and there is a fibration L → bP → M . If the factor spaces
L4j and M4j are both non-trivial for some j = 1, . . . , (p−3)/2, the induced
fibration L4j → bP4j → M4j cannot be a product. Otherwise, we do have
a homotopy equivalence bP ≈ L×M by 7.4.

This is usually the case; bP can be written this way, for example,
for all primes p < 8000 except p = 631. When p = 631, both ρk

452 and
(2ψ2 − ψ4

452) are non-trivial, and the indecomposable space bP452 cannot
be written as a product.

In sections 4 and 5, we saw that it was possible to kill a framed homo-
topy class x by surgery with no new homotopy introduced if there was a
framed sphere crossing a representing sphere for x transversely at a single
point. The same kind of criterion provides a tool for computing the group
[M, bP ] of smoothings classified by bP . Suppose M is a smoothable PL n-
manifold, with smooth handle decomposition ∅ ⊆ M0 ⊆ M1 ⊆ . . . ⊆ Mn =
M , where each Mj is obtained from Mj−1 by attaching handles Dj×Dn−j

via embeddings ϕα : Sj−1 ×Dn−j → ∂Mj−1. Thus with each attachment
of a j-handle hj

α we are performing surgery on a homotopy class in ∂Mj−1.
For any j-handle, we refer to the image of Dj × 0 as the left hand disk of
the handle.

Handles give us a way of trying to build new smoothings. Given a
j-handle hj

α, and a homotopy j-sphere Σ regarded as the union of two j-
disks attached by a diffeomorphism fj,β : Sj−1 → Sj−1, form a new smooth
manifold Mj#Σ by attaching the handle using the map ϕα ◦ (fj,β×1). We
describe circumstances under which such resmoothings extend to all of M

and give a tool for explicitly calculating smoothings.
Suppose that the homology of M and of its suspension ΣM is p-locally

Steenrod representable. Thus given any x in the p-local homology of M or
of ΣM , there is an orientable smooth manifold X and map X → M which
carries the orientation class of X to x. Suppose in addition that the odd
prime p satisfies the conjecture 6.3. Then there is a set of manifolds {Xα},
and maps Xα → M with the top handle Djα of Xα mapped homeomor-
phically onto the left hand disk of some jα-handle hjα

α (the rest mapping
to Mjα−1) satisfying the following: any resmoothing of M corresponding
to a homotopy class in [M, bP ] is formed by extensions to M of smooth-
ings of Mjα of the form Mjα#Σjα

β . This is a sort of “characteristic variety
theorem” for smoothings classified by bP . See [43] for details.

We conclude with a few remarks about the prime 2, where life is very
different. At the outset we have the problem posed by Kervaire in 1960, and
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still not completely settled, on the existence of a framed, closed (4m + 2)-
manifolds W with Kervaire invariant 1. This prevents the algebraic split-
ting Θ4m+1

∼= Z/2 ⊕ Θ4m+1/bP4m+2 for some values of m. Furthermore,
not all parallelizable manifolds are representable by homotopy spheres, so
we may not in general identify Θ4m+1/bP4m+2 with the cokernel of the
J-homomorphism.

Many of the results above at odd primes depend on the solution of
the Adams conjecture — a lift γk : BSO(2) → (G/O)(2) of ψk − 1. Such a
solution exists at 2, but cannot be an H-map, a condition needed to define
the H-space structure for bP .

Finally, at odd p Sullivan defined an equivalence of H-spaces

(G/PL)(p) → (BO⊗)(p).

At 2, G/PL is equivalent to a product

S ×
∏

j≥1

(K(Z/2, 4j + 2)×K(Z(2), 4j + 4)),

where K(G,n) denotes the Eilenberg-Maclane space with a single homo-
topy group G in dimension n, and where S is a space with two non-zero
homotopy groups, Z/2 in dimension 2, and Z(2) in dimension 4. There is
a non-trivial obstruction in Z/2 to S being a product, the first k-invariant
of S. For the 2-localization of the analogous space G/TOP (the fiber of
BTOP → BG) that obstruction vanishes. This is a consequence of the
extraordinary work of Kirby and Siebenmann:

Theorem 7.6. [39] The fiber TOP/PL of the fibration G/PL → G/TOP

is an Eilenberg-MacLane space K(Z/2, 3), and the following homotopy

exact sequence does not split:

0 → π4(G/PL) → π4(G/TOP ) → π3(TOP/PL) → 0 .

Epilogue.

Surgery techniques, first developed to study smooth structures on
spheres, have proved fruitful in an extraordinary array of topological prob-
lems. The Browder-Novikov theory of surgery on normal maps of simply
connected spaces, for example, attacked the problem of finding a smooth
manifold within a homotopy type. This was extended by Wall to the non-
simply connected space. Surgery theory has been used to study knots and
links, to describe manifolds with special restrictions on their structure (e.g.,
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almost complex manifolds, or highly connected manifolds), and to under-
stand group actions on manifolds. The articles in this volume expand on
some of these topics and more, and further attest to the rich legacy of
surgery theory.
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The Kervaire invariant and surgery theory

Edgar H. Brown, Jr.

Abstract. We give an expository account of the development of the Ker-
vaire invariant and its generalizations with emphasis on its applications to
surgery and, in particular, to the existence of stably parallelizable manifolds
with Kervaire invariant one.

1. Introduction

As an expository device we describe the development of this subject
in chronological order beginning with Kervaire’s original paper ([10]) and
Kervaire-Milnor’s Groups of Homotopy Spheres ([11]) followed by Frank
Peterson’s and my work using Spin Cobordism ([5], [7]), Browder’s applica-
tion of the Adams spectral sequence to the Kervaire invariant one problem
([3]), Browder-Novikov surgery ([16]) and finally an overall generalization
of mine ([6]). In a final section we describe, with no detail, other work and
references for these areas. We do not give any serious proofs until we get
to the “overall generalization” sections where we prove the results about
the generalized Kervaire invariant and Browder’s Kervaire invariant one
results.

2. Cobordism Preliminaries.

We make RN ⊂ RN+1 by identifying x ∈ RN with (x, 0). Then BOk =⋃
Gk,l, where Gk,l is the space of k dimensional linear subspaces of Rk+l

and the universal bundle ζk → BOk is the space of all pairs (P, v), where
v ∈ P ∈ Gk,l for some l. A vector bundle is assumed to have a metric on
its fibres. Hence if ξ is a k-plane bundle over X, it has associated disc and
sphere bundles, Dξ and Sξ, a Thom space Tξ = Dξ/Sξ, and a Thom class
Uk ∈ Hk(Tξ) (coefficients Z or Z/2Z as appropriate).

Throughout this paper “m-manifold” means a smooth, compact man-
ifold of dimension m, equipped with a smooth embedding into Euclidean
space, Rm+k, k large (k > 2m + 1). If M is such a manifold, its tangent
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and normal bundles are given by

τ(M) = {(x, v) ∈ M×Rm+k | v is tangent to M at x},
ν(M) = {(x, v) ∈ M×Rm+k | v is perpendicular to M at x}.

One associates to M a map t : Sm+k = Rm+k ∪ {∞}−→T (ν), the Thom
construction, as follows: For ε > 0 sufficiently small, e : Dε(ν(M)) →
Rm+k, given by e(x, v) = x + v, is an embedding. Let t(u) = (x, v/ε) if
u = e(x, v) and = {S(ν(M))} otherwise. If ξ is a k-plane bundle over X, a
ξ-structure on a manifold M is a bundle map f : ν(M)−→ξ; fM : M−→X
denotes the underlying map.

We define the mth ξ-cobordism group, Ωm(ξ), to be the set of pairs
(M, f), where M is a closed m-manifold with a ξ-structure f , modulo
the equivalence relation generated by the following to relations. If i : M ⊂
Rm+k and j : Rm+k ⊂ Rm+k+1 are their given inclusions, then M equipped
with i is equivalent to M equipped with ji. Also (M1, f1) and (M2, f2) are
equivalent if they are ξ-cobordant, that is, there is a (m + 1)-manifold
N with a ξ-structure F and an embedding N ⊂ Rm+k×[0, 1] such that
∂N = M1∪M2, N is perpendicular to Rm+k×{0, 1}, (N,F ) ∩ Rm+k×{i −
1} = (Mi, fi). Disjoint union of pairs (M1, f1) and (M2, f2) makes Ωm(ξ)
into an abelian group.

Theorem 2.1 (Thom [21]). Sending (M, f) to T (f)t : Sm+k−→T (ξ)
induces an isomorphism, Ψ : Ωm(ξ)−→πm+k(T (ξ)).

Sometimes when ξ is a bundle over a particular X, we denote Tξ by TX
and Ωm(ξ) by Ωm(X), or when X = BGk by Ωm(G).

3. Groups of Homotopy Spheres

Kervaire and Milnor ([11]) defined the group of homotopy m-spheres,
θm, to be the set of closed, oriented m-manifolds homotopy equivalent to
Sm (for m > 4, by Smale’s Theorem, homeomorphic to Sm) modulo the
relation of h-cobordism (for a cobordism N between M1 and M2, the in-
clusions of Mi into N are required to be homotopy equivalences). Addition
is defined using the connected sum operation. Using Bott’s computation
of π∗(BO) and results of Adams concerning the J-homomorphism, they
prove:

Theorem 3.1. If M is a homotopy m-sphere, ν(M) is trivial (k large).

For the remainder of this section we assume m > 4. Let 0k denote
the vector bundle Rk−→pt. Thus an 0k-structure on M is a framing of
ν(M). If M is a homotopy m-sphere, choosing a framing of ν(M) gives an
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element of Ωm(0k)≈πm+k(Sk) and a simple argument shows that changing
the framing adds to this element an element in the image of J . Thus we have
an induced map Ψ : θm−→πm+k(Sk)/ Im J . The Kervaire-Milnor paper is
mainly devoted to computing the kernel and cokernel of this map, both of
which turn out to be finite cyclic groups; the kernel is denoted by bPm+1

= homotopy spheres bounded by stably parallelizable (m + 1)-manifolds.

4. Surgery

The process of doing surgery on an m-manifold with respect to an em-
bedding g : Sn×Dm−n−→M (Sq−1 and Dq are the unit sphere and disc
in Rq) consists of producing a new manifold M ′ and a cobordism N be-
tween M and M ′ as follows. Let N be a smoothed version of the iden-
tification space formed from M×I∪Dn+1×Dm−n by identifying (x, y) ∈
Sn×Dm−n with (g(x, y), 1). The boundary of N consists of three parts,
M = M×{0},M − g(Sn×Dm−n)∪Dn+1×Sm−n−1 and (∂M)×I. In what
follows M is closed or its boundary is a homotopy (m−1)-sphere which we
can cone off to form a topological closed manifold. Henceforth we ignore
∂M . Note M ′ has an embedding Dn+1×Sm−n−1−→M ′, namely the inclu-
sion, and applying surgery to it gives M . We define a ξ-surgery to be one in
which M, M ′ and N have ξ-structures making a ξ-cobordism. For our appli-
cations to bPm+1 we use ξ = 0k. The change in homology going from M to
M ′ can be easily computed from the homology exact sequences of the pairs
(N, M) and (N, M ′) and the observation that Hq(N, M)≈Hq(Dn+1, Sn).
If 2n < m − 1, Hq(M)≈Hq(M ′) for q < n and Hn(M ′)≈Hn(M)/{u},
where u is the homology class represented by g(Sn, 0). If 2n = m − 1
or m the outcome is more complicated. If m = 2n, M is oriented and if
there is a v ∈ Hn(M) such that the intersection number u·v = 1, then
Hn(M ′)≈Hn(M)/{u, v}.

Suppose M has a ξ-structure f and u is in the kernel of

(fM )∗ : Hn(M)−→Hn(X)

(X is the base of ξ). If X is simply connected, M can be made simply con-
nected by a sequence of n = 0 and 1 ξ-surgeries. The standard procedure
for killing u by ξ-surgery proceeds through the following steps:

(i) Represent u by a map g : Sn−→M such that fMg : Sn−→X is
homotopic to zero. If M and X are simply connected and πq(X,M)
is zero for q ≤ n, g exists. (If X = {pt}, M is (n− 1) -connected.)

(ii) Choose g so that it is a smooth embedding. If 2n < m or M is
simply connected and 2n = m, such a g exists.

(iii) Extend g to an embedding g : Sn×Dm−n−→M . Such an extension
exists if the normal bundle of Sn in M , ν, is trivial. Since fMg is



108 Edgar H. Brown, Jr.

homotopic to zero, ν is stably trivial. Hence ν is trivial if 2n < m,
or 2n = m = 4a and the Euler class of ν is zero, or 2n = m = 4a+2
and from the two possibilities for ν, trivial or τ(Sn), it is trivial.
This last case is what this paper is all about.

(iv) Extend the ξ structure over the cobordism N . This follows from
the hypotheses in (ii), except when m = 2n and n = 1, 3, 7.

5. Application of surgery to the calculation of bPm

Suppose M has an 0k-structure and the boundary of M is null or a
homotopy sphere. Starting in dimension zero, one can make it ([m/2]−1)-
connected by a sequence of 0k-surgeries. When m = 2n + 1, delicate
arguments show that 0k-surgery can be applied to produce an n-connected
manifold and hence, by Poincaré duality, an (m − 1)-connected manifold
which is either an m-disc or a homotopy m-sphere. Hence bP2n+1 = 0 and
coker Ψ = 0 in odd dimensions.

Suppose m = 2n and M is (n−1)-connected. We first consider the case n
even, which provides techniques and results which one tries to mimic when
n is odd. As we described above, we can kill u ∈ Hn(M ;Z) by 0k-surgery
if there is a class u ∈ Hn(M) such that u·v = 1 and, when u is represented
by an embedded n-sphere, its normal bundle, ν, is trivial; ν is trivial if
and only if its Euler class is zero if and only if u·u = 0. Thus one can kill
Hn(M) by surgery if and only if Hn(M) has a basis ui, vi, i = 1, 2, . . . , r,
such that ui·uj = vi·vj = 0 and ui·vj = δi,j , that is, a symplectic basis.
From this one can deduce that M can be made n-connected (and hence
m − 1 connected) if and only if the index of M , that is, the signature of
the quadratic form on Hn(M ;Z) given by the intersection pairing, is zero
([15]). For M closed, the Hirzebruch index theorem expresses the index
of M as polynomial in the Pontrjagin classes. But since M has an 0k-
structure, the Pontrjagin classes are zero. Thus the cokernel of Ψ is zero
in dimensions 4a, a > 1. Kervaire-Milnor also use the Hirzebruch index
theorem to calculate bP4a.

Now suppose M is as above with n odd, n 6= 1, 3 or 7. In the 1, 3, 7 cases
there is an obstruction to extending the 0k-structure over the cobordism
N . Although our function φ measures this obstruction, we do not treat
this case because of the difficulty of the surgery details required. Suppose
M is (n − 1)-connected. Let φ : Hn(M ;Z)−→Z2 = Z/2Z be defined as
follows: For u ∈ Hn(M ;Z), represent u by an embedded n-sphere and let
νu be its normal bundle in M . Let φ(u) = 0 or 1 according as νu is trivial
or isomorphic to τ(Sn) (the only two possibilities for νu).

Lemma 5.1. φ is well defined and satisfies:

φ(u + v) = φ(u) + φ(v) + u·v.
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Since n is odd, u·u = 0, and therefore φ(2u) = 0. Hence we do not
lose anything by taking u in Hn(M ;Z2). For the remainder of this paper
Hn(M) = Hn(M ;Z2). As above, we may make M (m − 1)-connected by
0k-surgery if Hn(M) has a symplectic basis ui, vi such that φ(ui) = 0 for
all i. Arf associated to quadratic functions such as φ a Z2 invariant given
by

A(φ) =
∑

φ(ui)φ(vi).

He also proved that given the pairing, A(φ) classifies such quadratic func-
tions and Hn(M) has a symplectic basis ui, vi such that φ(ui) = 0, for all
i, if and only if A(φ) = 0. Thus, if A(φ) = 0, M can be made (2n − 1)-
connected. Starting with a closed 2n-manifold, n odd 6= 1, 3, 7 and 0k-
structure f on M , by a sequence of surgeries one can produce an (n − 1)
connected (M ′, f ′) and then a φM ′ . Then A(φM ′) is the Kervaire invariant
of M and the following was proved in [10]:

Theorem 5.2. Sending (M, f) to A(φM ′) induces a homomorphism

α : Ω2n(0k)−→Z2 .

An element z ∈ Ω2n(0k) can be represented by a homotopy sphere, if and
only if α(z) = 0.

Corollary 5.3. In dimensions 4a + 2, the kernel and cokernel of Ψ are 0
or Z2; ker Ψ = 0 if and only if α = 0 and coker Ψ = 0 if and only if α 6= 0.

The present state of knowledge on α is:

Theorem 5.4. α 6= 0 for 2n = 2, 6, 14 ([11]), 30 ([24]), 62 ([2]) and α = 0
for 2n = 10 ([10]), 8a + 2 ([7]), 6= 2j − 2 ([3]). α 6= 0 if and only if h2

j

lives to E∞ in the Adams spectral sequence for stable homotopy groups of
spheres. ([3]) (Should such an element exist it is called θj.)

We prove Browder’s results in section 8.
An (n− 1)-connected 2n-manifold M with 0k-structure, boundary a ho-

motopy sphere and A(φM ) = 1 may be constructed as follows: One plumbs
together two copies of Dτ(Sn) as follows: Let h : Dn−→Sn be a homeo-
morphism onto the upper hemisphere of Sn given by h(x) = (x,

√
1− |x|2)

and r : Dn×Dn−→τ(Sn) be a bundle map covering h. Let M be a
smoothed version of Dτ(Sn)×{0}∪Dτ(Sn)×{1} with (h(x, y), 0) identi-
fied with (h(y, x), 1) for all x, y. An easy cell decomposition of M shows
that its boundary is two n-discs glued together along their boundaries and
hence the boundary of M is a homotopy sphere Σ. Let N be M with Σ
coned off.
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Theorem 5.5. If Σ is diffeomorphic to S2n−1, N is smoothable and has
Kervaire invariant one; otherwise N is a topological manifold which does
not admit a differentiable structure ([10]) and Σ generates bP2n ≈ Z2.

The proofs of the results cited in theorem 5.4 follow a very orderly
path which we now outline. We switch from homology to cohomology,
Hn(M) = Hn(M ;Z2). Composing with Poincaré duality, φ becomes φ :
Hn(M)−→Z2. One wants to associate to a closed 2n-manifold M , n odd,
φ satisfying:

(5.6) φ(u + v) = φ(u) + φ(v) + uv([M ]) where uv denotes cup product.
(5.7) If the Poincaré dual of u can be represented by an embedded n-

sphere with stably trivial normal bundle ν and n 6= 1, 3, 7, then φ(u) = 0
if and only if ν is trivial.

In [10] Kervaire defines φ for an (n− 1)-connected M as follows. Recall
the loop space Ω = Ω(Sn+1) has cohomology generators ei in dimensions
ni and under the multiplication Ω×Ω−→Ω, e1 goes to e1⊗1+1⊗e1 and e2

goes to e2⊗1+1⊗e2 +e1⊗e1. For u ∈ Hn(M) there is a map fu : M−→Ω
such that f∗u(e1) = u; φ is then defined by φ(u) = f∗u(e2) and satisfies 5.6
and 5.7. Then it is shown that α : π2n+k(Sk) = Ω2n−→Z2, as above, is a
well defined homomorphism. Kervaire proves that α is zero for n = 5 using
knowledge of π10+k(Sk), namely, this group has a unique element a of order
two and a = bc, b ∈ πk+1(Sk) which represents a manifold S1 ×M ′ which
then can be surgered to a homotopy sphere. We remark that an equivalent
way of defining φ would be to represent u by a map F : SM −→ Sn+1

(S= suspension) and define φ(u) to be the functional squaring operation
Sqn+1

F (sn+1), sn+1 the cohomology generator.
In [5] α : Ω8a+2(Spin) −→ Z2 was defined as follows: Ωm(Spin) = Ωm(ξ),

where ξ −→ BSpink is the universal Spink vector bundle. For n = 4a + 1,
the Adem relation,

Sqn+1 = Sq2Sqn−1 + Sq1Sq2Sqn−2

gives a relation on Hn(M),

Sq2Sqn−1 + Sq1Sq2Sqn−2 = 0

which in turn gives a secondary cohomology operation on M with a Spin
structure,

φ′ : Hn(M) −→ H2n(M) .

Define φ(u) = φ′(u)(M). The Spin structure is used to ensure that φ′

is defined on all of Hn(M) with zero indeterminacy. For example, Sq1 :
H2n−1(M) −→ H2n(M) is given by Sq1(v) = w1v. Then φ satisfies 5.6
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and 5.7 and defines α. In [7] we showed that α was zero on the image of
Ω8k+2(0k) (framed cobordism) in Ω8a+2(Spin) using the result of Conner
and Floyd and Lashof and Rothenberg that if A ∈ Ω8k+2(SU) goes to zero
in Ω8k+2(U), then A = B2C, B ∈ Ω8k(SU).

In [3] Browder developed α : Ω2n(ξ) −→ Z2, n even or odd, ξ −→ X, as
follows: One may assume that X is a smooth closed N -manifold, N large,
with normal bundle in RN+k equal to ξ. Suppose M is a smooth closed
2n-manifold with ξ-structure f . One may assume fM is an embedding.
Then the normal bundle of M in X is trivial and trivializing and using the
Thom construction one obtains a map F : X −→ SkM (SkM , the k-fold
suspension of M). Then φ is defined by

φ(u) = Sqn+1
F (Sku).

In order for φ(u) to be defined, F ∗(Sku) must equal zero, and for there
to be no indeterminacy, Sqn+1 : HN−n−1(X) −→ HN (X) must be zero.
Sqn+1(w) = vn+1w for w ∈ HN−n−1(X), where vn+1 is the Wu class of ξ.
One restricts the choice of ξ to bundles with vn+1 = 0. Then φ : P −→ Z2

where P = {u ∈ Hn(M)|F ∗(Sku) = 0}. Where defined φ satisfies 5.6 and
5.7. One restricts α to those (M,f) such that φ is zero on all u ∈ P such
that uv(M) = 0 for all v ∈ P . The Arf invariant algebra then works to give
an integer mod 2. Then α is related to the Adams spectral sequence by
computing a Postnikov system, up to the relevant dimension of MO[vn+1].
We give the details in section 8.

6. Generalized Groups of Homotopy Spheres

Several people, most notably Novikov, discovered that the Groups of
Homotopy Spheres paper ([11]) could be generalized by the following two
step process. Replace 0k, the bundle Rk −→ pt, by Ok

m the bundle Sm ×
Rk −→ Sm. Then the coker Ψ question asks: “Which elements {M, f},
where fM has degree one, can be represented by {M,f}, where fM is a
homotopy equivalence?” (For there to be an (M, f) with fM of degree one,
the top homology class of T (ξ) must be spherical.) The bPm+1 question
asks, “If {M,f} = {Sm, id}, can the cobordism between them be chosen
to be an h-cobordism?” Now replace all occurrences of Ok

m with ξ −→
X, where X is a simply connected CW complex of finite type satisfying
Poincaré duality in dimension m, that is there a class x ∈ Hm(X;Z) such
that cap product with x gives an isomorphism, Hn(X) −→ Hm−n(X) for
all n. Then everything in Kervaire-Milnor goes through. Suppose {M, f} ∈
Ωm(ξ) and fM has degree one. The trick is to consider the commutative
diagram:
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Hn(M) ←−−−−
fM

∗
Hn(X)

y[M ]∩
yx∩

Hm−n(M)
fM∗−−−−→ Hm−n(X)

By Poincaré duality fM ∗ is an epimorphism and fM
∗ is a monomor-

phism. For 2n < m one can kill elements in the kernel of fM ∗ just as in
[11]. This material is thoroughly described in Browder’s book “Surgery on
Simply Connected Manifolds” ([4]). This material, when X is not simply
connected, is the subject of Wall’s book “Surgery on Compact Manifolds”
([22]), where the general pattern of the above is followed but surgery in
the middle dimensions is much more complicated and leads to Wall’s L-
groups, in which the obstructions to doing the middle dimension surgery lie.
Ranicki develops in “Exact Sequences in the Algebraic Theory of Surgery”
([19]) a completely algebraic approach to these surgery obstructions, replac-
ing manifolds by their chain complex analogs. Michael Weiss refines this
algebraic approach to surgery obstructions and makes it more calculable
([23], [24]).

7. A Further Generalization of φ

We state the main theorems of this section and then prove them.
In the remainder of this section most spaces have base points, M+ is M

with a disjoint base point, [X, Y ] is the homotopy classes of maps from X
to Y , {X, Y } = lim[SkX,SkY ] and η : [X,Y ] −→ {X, Y } sends [f ] to {f}.
Let s : Sn −→ Kn be the π∗ generator.

Lemma 7.1. The Hopf construction h(λ) : S2n+1 −→ SKn on

λ : Sn × Sn s×s−−→ Kn ×Kn
µ−→ Kn

with µ the multiplication, gives a generator of {S2n,Kn}≈Z2.

Suppose M is a closed 2n-manifold (n even or odd). We form an abelian
group G(M) = Hn(M)×H2n(M) with addition

(u, v) + (u′, v′) = (u + u′, v + v′ + uu′).

Let j : Z2 −→ Z4 be the homomorphism sending 1 to 2. Then functions
φ : Hn(M) −→ Z4 satisfying φ(u + v) = φ(u) + φ(v) + j(uv([M ])) are in
one to one correspondence with homomorphisms h : G(M) −→ Z4 such
that h(0, v) = j(v([M ])). We will see that such functions occur in nature.
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Theorem 7.2. Let F : G(M) −→ {M+,Kn}, given by F (u, v) = η(u) +
h(λ)gv, where gv −→ S2n has degree one. Then F is an isomorphism.

Let ν be the normal bundle of M in R2n+k and ∆ : Tν −→ Tν ∧M+

be the diagonal map sending v to (v, p(v)), p : ν −→ M . Then S2n+k t−→
Tν

∆−→ Tν ∧ M+ is an S (Spanier-Whitehead) duality map ([20]). Then
{M+,Kn} ≈ {S2n, Tν ∧Kn} under the map sending SlM −→ SlKn to

S2n+k+l −→ SlTν −→ Sl(Tν ∧M+) = Tν ∧ SlM+ −→ Tν ∧ SlKn .

Let q(λ) ∈ {S2n, T ν ∧Kn} be the image of h(λ) under this map.

Lemma 7.3. If f : ν −→ ξ, the image of f∗(q(λ)) is non-zero if and only
if vn+1(ξ) = 0 and it is at most divisible by 2.

We call ξ a Wu-n spectrum if vn+1(ξ) = 0 in which case we can choose a
homomorphism ω : {S2n, T ξ∧Kn} −→ Z4 such that ω((f∗(q(λ))) = 2. Let
φ = φ(M, f, ω) be the composition Hn(M) = [M+,Kn] −→ {M+,Kn} −→
{S2n, T ν ∧Kn} −→ {S2n, T ξ ∧Kn} −→ Z4. Hence,

Theorem 7.4. φ = φ(M, f, ω) satisfies

φ(u + v) = φ(u) + φ(v) + j(uv([M ])).

Let BOk[vn+1] −→ BOk be the fibration with fibre Kn and k-invariant
vn+1 and let ξ[vn+1] be the pull back of the universal bundle over BOk.
Suppose M has a ξ[vn+1]-structure, Sn ⊂ M has normal bundle µ and
ν|Sn is trivial. Then Sn −→ M −→ BOk[vn+1] factors through Kn. Let
ε1 = 0 or 1 = degree of this map. Let ε2 = 0 or 1 according to whether
µ is trivial or τ(Sn). Let u be the Poincaré dual of the homology class
represented by Sn −→ M .

Lemma 7.5. If n is odd and 6= 1, 3, 7, then φ(u) = 2(ε1 + ε2).

Remark. If n is even, ε2 = Euler number of µ mod 4. If n = 1, 3, or 7 and
ε2 = 0, the element in π2n+k(Tξ ∧Kn) involves a map g : S2n+k −→ Sk

such that ε1 =Hopf invariant of g.

Let Sn × Sn −→ BOk[vn+1] be the composition of Kn −→ BOk[vn+1]
and s⊗ 1 + 1⊗ s. This lifts to a ξ[vn+1]-structure q. Then 7.5 gives

Lemma 7.6. The φ associated to (Sn × Sn, q). satisfies φ(s⊗ 1) = φ(1⊗
s) = 2.

The following gives an analog of the Arf invariant for these quadratic
functions.
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Definition 7.7. Let V be a finite dimensional vector space over Z2. A
function φ : V −→ Z4 is a (nonsingular) quadratic if it satisfies φ(u +
v) = φ(u) + φ(v) + jt(u, v) where j : Z2 −→ Z4 sends 1 to 2 and t is a
nonsingular bilinear pairing. If φi : Vi −→ Z4, i = 1, 2, are such functions
φ1 ≈ φ2 if there is an isomorphism T : V1 ≈ V2 such that φ1 = φ2T .
(φ1 + φ2) : V1 + V2 −→ Z4,−φ and (φ1φ2) : V1 ⊗ V2 −→ Z4 are defined
by (φ1 + φ2)(u, v) = φ1(u) + φ2(v), (−φ)(u) = −φ(u) and (φ1φ2)(u⊗ v) =
φ1(u)φ2(v).

A proof of the following appears in [6] and is straightforward. The first
part of the theorem is proved by showing that the Grothendieck group of
these functions is cyclic of order eight.

Theorem 7.8. There is a unique function σ from quadratic functions as
in 7.1 to Z8 satisfying:

(i) If φ1 ≈ φ2 , then σ(φ1) = σ(φ2)
(ii) σ(φ1 + φ2) = σ(φ1) + σ(φ2)
(iii) σ(−φ) = −σ(φ)
(iv) σ(γ) = 1, where γ : Z2 −→ Z4 by γ(0) = 0 and γ(1) = 1.

Furthermore σ satisfies:
(v) If φ = jφ′, σ(φ) = 4 Arf(φ′).
(vi) If φ : V −→ Z4, σ(φ) = dim V mod 2.
(vii) σ(φ1φ2) = σ(φ1)σ(φ2).
(viii) If U is a finitely generated abelian group, τ : U ⊗ U −→ Z is a

symmetric unimodular form, Ψ(u) = τ(u, u) and φ : U/2U −→ Z4

is defined by φ(u) = Ψ(u) mod 4, then φ is quadratic and σ(φ) =
(signatureΨ) mod 8.

(ix) Suppose t is the bilinear form of φ : V −→ Z4, V1
ν−→ νV

δ−→ V2 is
an exact sequence and t′ : V1 ⊗ V2 −→ Z2 is a nonsingular bilinear
form such that t′(u, δv) = t(νu, v). If φν = 0, then σ(φ) = 0.

(x) With i =
√−1,

σ(φ) = (4i/π) ln(2(dim V )/2/(
∑

u∈V

iφ(u))).

Theorem 7.9. Sending (M,f) to σ(φ(M,f, ω)) induces a homomorphism
σω : Ω2n(ξ[vn+1]) −→ Z8 such that σω composed with

Ω2n(0k) −→ Ω2n(ξ[vn+1])

gives the Kervaire invariant.

We can apply σω to the general, simply connected surgery problem as
follows.
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Definition 7.10. For n odd, a 2n-Poincaré quadruple (X, ξ, β, ω) is a
connected finite CW complex X, a k-plane bundle ξ over X, ω a homo-
morphism as above and β ∈ πm+k(Tξ) such that

Sm+k β−→ Tξ
∆−→ Tξ ∧X+

is an S duality (which makes ξ a Wu bundle).

Theorem 7.10. Then by the Thom Theorem, β gives a 2n-manifold M
with a ξ-structure f such that fM has degree one and the surgery obstruction
to making fM a homotopy equivalence is σ(φ(X, idX , ω))− σ(φ(M, f, ω)).

Proof of 7.1 and 7.2. Let ι be the generator of Hn(Kn). Let E −→ Kn+1

be the fibration with fibre K2n+1 and k-invariant ι2n+1. Then Sιn −→ Kn+1

lifts g : Sιn −→ E and on homotopy groups πi πi(g) is an isomorphism
for i ≤ 2n + 1. Then since M is 2n dimensional {M, Kn} = [SM,SKn] ≈
[SM, E] ≈ [M, ΩE] = [M,Kn × K2n] = Hn(M) × H2n(M). The addi-
tive structure comes from the fact that under multiplication ΩE×ΩE −→
ΩE, ι2n goes to ι2n ⊗ 1 + 1⊗ ι2n + ιn ⊗ ιn. Applying this to M = Sn × Sn

gives 7.1.

Proof of 7.3. Let V (X) = {S2n+k+l, X ∧ Sl(Kn)}. We want to know the
image of V (Sk) in V (Tξ) and how divisible it is. We can assume Tξ is a
finite (k − 1)-connected CW complex and Sl(Kn) −→ Kn+l is a fibration
with fiber K2n+l and k-invariant Sqn+1ιn+l. Applying {S2n+k+l, T ξ∧( )},
this gives an exact sequence

−→ Hk+n+1(Tξ)
Sqn+1

−−−−→ Hk(Tξ) −→ V (Tξ) −→ Hk+n(Tξ) −→

and the same with Tξ replaced by Sk. For x ∈ Hk+n+1(Tξ) and U the
Thom class,

U(Sqn+1(x)) = χ(Sqn+1)(U)(x) = vn+1U(x) .

The two exact sequences make a ladder from which the desired result can
be read off.

Proof of 7.5. Note, applying the Thom construction and the Thom class
give maps Sn × Sn −→ Tτ(Sn) −→ Kn and the Hopf construction gives
S2n+1 −→ STτ(Sn) −→ SKn. Also the element a ∈ π2n+k(Tξ ∧Kn) such
that φ(u) comes from it is given by S2n+k −→ TνSn −→ Sk(Sn+)∧Tµ −→
Sk(Kn) ∧Kn = SkKn ∨ SkKn ∧Kn −→ Tξ ∧Kn. Combining these two
gives the desired result.
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Proof of 7.9. To show that σ(ω) is well defined suppose (M, f) = ∂(N, F ).
By virtue of 7.8(ix) and the exact sequence

Hn(N)
j∗−→ Hn(M) −→ Hn+1(N, M),

it is sufficient to show that φ(j∗(u) = 0. The element a ∈ π2n+k(Tξ ∧Kn)
such that φ(j∗(u) = ω(a) is

S2n+k+1 −→TνN/TνM −→ TνN ∧ (N/M) −→
TνN ∧ SM+ −→ TνN ∧ SN+ −→ Tξ ∧ SKn

But this is zero because N/M −→ SM+ −→ SN+ is zero.

8. Proof of Theorem 5.4

Let B = BOk, Kn = K(Z2, n), vn+1 : B −→ Kn+1 represent the (n+1)-
th Wu class, C = {(b, a) ∈ B ×KI

n+1 | a(1) = vn+1(b)}, D = BOk[vn+1] =
{(b, a) ∈ C | a(0) = ∗}, i : B −→ C by i(b) = (b, ab) where ab(t) = vn+1(b)
and π : (C,D) −→ (B × Kn+1, B × {∗}) and π′ : C −→ B × Kn+1 by
(b, a) → (b, a(0)). The following is easily verified:

Lemma 8.1. The map i is a homotopy equivalence. π is a fibre map with
fibre Kn and in the Serre cohomology spectral sequence for π, Ep,q

2 = 0 for
q > 0 and p+q ≤ 2n+2 except En+1,n

2 ≈ Z2. Hence π∗ : Hp(B×Kn+1, B×
{∗}) ≈ Hp(C, D) for p ≤ 2n + 2 except it may have a kernel isomorphic to
Z2 for p = 2n + 2.

Lemma 8.2. The kernel of

π∗ : H2n+2(B ×Kn+1, B × {∗}) −→ H2n+2(C, D)

is generated by vn+1 ⊗ ιn+1 + 1⊗ ι2n+1.

Proof. Recall that via the inclusion map j : X −→ (X, A), H∗(X) acts
on H∗(X, A), and for u ∈ H∗(X, A), u2 = j∗(u)u. Note iπ′ sends b to
(b, vn+1(b)) and hence (iπ′)∗(1 ⊗ ιn+1) = vn+1. Thinking of 1 ⊗ ιn+1 ∈
Hn+1(B ×Kn+1, B × {∗}),

π∗(1⊗ ι2n+1) = π′∗j∗(1⊗ ιn+1)(1⊗ ιn+1)

= π∗(vn+1 ⊗ 1)(1⊗ ιn+1)

= π∗(vn+1 ⊗ ιn+1).

Under the map C −→ B sending (b, a) to b, the universal bundle over B
pulls back to bundles over C and D whose Thom spaces we denote by
TD, TC, and TB and whose Thom classes we denote by U . The map π
induces a map Tπ : TC ∧ TD −→ TB ∧Kn+1. And,



The Kervaire invariant and surgery theory 117

Lemma 8.3. The kernel of Hq(Tπ) for q ≤ 2n + 2 + k is generated by

vn+1U ⊗ ιn+1 + U ⊗ ι2n+1 = χ(Sqn+1)U ⊗ ιn+1 + 1⊗ ι2n+1

=
∑

i>0

χ(Sqi)(U ⊗ Sqn+1−iιn+1).

The same Steenrod square manipulations yield:

Lemma 8.4. For j < n + 1, TB −→ TC −→ TC/TB −→ TC ∧ Kn+1

sends (U ⊗ Sqjιn+1) to

∑

k>0

(Sqk(vn+1vj−kU) + χ(Sqk)((Sqj+1−kvj)U)).

We very briefly describe the portion of Adams’ work on cohomology
operations ([1]) relevant to this proof. All the spaces we will deal with
will be approximately k-connected, and the results we state will be correct
in a range of dimensions up to about 2k. Suppose L and K are spaces
and F : L −→ K is a map, E is the space of paths in L starting at a
base point and P : E −→ L sends a path to its end point. Note E is
contractible and P is a fibre map with fibre the loops on K, Ω(K). Let
p : EF = F ∗E −→ L be the induced fibration. Suppose G1 : L1 ←− L2 is
an inclusion and F : L2 −→ L2/L1 is the quotient map. Then L1 = EF

and p = G. Suppose G2 : L2 −→ L3 and G2G1 is homotopic to the
constant map. Then G1 lifts to G′1 : L1 −→ EG2 and we form EG′1 .
There is a map G′2 : EG1 −→ Ω(L2) such that EG′2 = EG′1 . Call this
space E(G1, G2). We apply this to our situation by taking L1 = TB,
L2 = TB ∧ Kn+1, L3 = K2n+2+k, G1 : TB −→ TC/TD −→ TB ∧ Kn+1

and G2 : TB ∧ Kn+1 −→ K2n+2+k representing the cohomology element
in Lemma 8.3. The map TD = T (BOk[vn+1]) −→ T (BOk) = TB lifts to
h : TD −→ E(G1, G2), and

Lemma 8.5. πq(h) is an isomorphism for q ≤ 2n + k.

Proof. TC/TD −→ TB ∧ Kn+1 lifts to r : TC/TD −→ EG2 . Hq(r) is
an isomorphism for q ≤ 2n + 2 + k, hence πq(r) is an isomorphism for
q ≤ 2n + 1 + k and hence πq(h) is as an isomorphism for q ≤ 2n + k.

The cohomology of both TC = TB and TB∧Kn+1 are free modules over
the mod two Steenrod algebra A. If {ui} is a basis for H∗(TB) over A and
{vi} is a basis for H∗(Kn+1), {ui⊗vj} is a free A-basis for H∗(TB∧Kn+1).
Up to homotopy type TB =

∏
K|ui| and similarly for TB ∧Kn+1.

Let s : Sk −→ TD represent the generator of πk(TD). Then the map
of 2n-framed cobordism to 2nBOk[vn+1] cobordism corresponds to s∗ :
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π2n+k(Sk) −→ π2n+k(TD) ≈ π2n+k(E(G1, G2)). Let V : Kk −→ TB be
the map such that U , the Thom class pulls back to ιk. Then Sk −→ TD −→
TB factors through V : Kk −→ TB and hence Sk −→ TD −→ E(G1, G2)
factors through E(G1V, G2) giving a map t : Sk −→ E(G1V,G2). In [1]
Adams (with some refinements) that one may of viewing E(G1V, G2) is as
the beginning of a tower building Sk. This tower gives a spectral sequence
with E2 = ExtA(Z2,Z2) and a map S2n+k −→ E(G1V,G2) representing
an element of E2 is said to live to E∞ if it lifts all the way up the tower
giving a map S2n+k −→ Sk (more or less). At this two stage level, the
relevant elements of E2 have names “hihj”, i ≤ j. Adams proves that
if a map S2n+k −→ Sk −→ E(G1V,G2) is non zero, then G1V and G2

satisfy the following condition: The algebra A is generated by elements
Sq2i

. Let hi : A −→ Z2 be the linear map which is zero on decomposables
and hi(Sq2j

= δi,j . Let x, {yi} and z be A generators of H∗(Kk),H∗(TB∧
Kn+1) and H∗(Kk+2n+2). Then G∗2(z) =

∑
aiyi, and G∗1(yi) = bix. (Since

G2G1V is homotopic to zero,
∑

aibi = 0.)

Theorem 8.6 (Adams). If a map S2n+k −→ Sk −→ E(G1V, G2) is
non-zero, then for some s and t ≤ s,

∑
hs(ai)ht(bi) = 0.

Using the fact that χ(Sq2i

) = Sq2i

+ decomposables, and inspecting the
elements in 8.2 and 8.4, one sees that the condition in 8.6 is satisfied exactly
when n is of the form 2i−1. If a framed 2n-manifold has Kervaire invariant
one, it will be non-zero in Ω2n(BO[vn+1]). Conversely, if h2

i lives to E∞,
there is a non-zero map s : S2i−2+k −→ Sk −→ E(G1, G2). By an easy
Hopf invariant one type argument, it goes to zero in EG1 and hence must
be the π∗ generator of the fiber of E(G1, G2) −→ EG1 ,K2i−2+k. But this
generator corresponds to (S2i−1 × S2i−1, q) since by 7.6 this manifold has
Kervaire invariant one and the underlying map of q factors through Kn.
Hence,

Corollary 8.7 (Browder). There is a framed 2n-manifold with Kervaire
invariant one, if and only if n = 2i − 1 and h2

i lives to E∞ in the Adams
spectral sequence for π∗(S0).

9. Other Work

An amusing low dimensional application of the generalized Kervaire in-
variant is afforded by immersions of surfaces = closed, compact smooth
2-manifolds in R3. If f : S −→ R3 is such an immersion, associate to it
φ : H1(S) = H1(S;Z2) −→ Z4 as follows. Represent u ∈ H1(S) by an
embedded circle and let T be a tubular neighborhood in S of this circle.
Define φ(u) to be the number of half twists (by 180◦) of the twisted strip
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f(T ). This makes sense mod 4 and φ has the quadratic property with re-
spect to the intersection pairing on H1(S). Then the quadratic functions
associated to the intersection pairing are in one to one correspondence with
the regular homotopy classes of immersion of S in R3 and the Kervaire in-
variant gives an isomorphism of the cobordism group of such immersions
onto Z8 ([6]).

Ochanine has generalized the above to surfaces immersed in 3- manifolds
and to a (8a + 2)-manifold V immersed in a (8a + 4)-manifold and dual
to w2(M). He also related KO characteristic classes for Spin (8a + 2)-
manifolds to these issues ([18]).

A variant of the above is to take S with boundary S1 and f : S −→ R3

an embedding. Then f(∂S) is a knot. In this connection the Kervaire
invariant appears in a number of knot and link theory papers. For example,
Levine expresses the Kervaire invariant of a knot in terms of its Alexander
polynomial ([12]).

There are a number of papers in homotopy theory studying the existence
of framed manifolds having Kervaire invariant one, for example [13]. The
existence of such manifolds in dimensions 30 and 62 was first proved by
homotopy groups of spheres calculations ([2], [14]). In [8] Jones constructed
a stably framed 30-manifold with Kervaire invariant one and also proved
that a similar construction does not work in dimension 62. In [9] Browder’s
results for 2n 6= 2j − 2 are deduced from the Kahn-Priddy theorem.
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A guide to the classification of manifolds

Matthias Kreck

1. Introduction

The purpose of this note is to recall and to compare three methods for
classifying manifolds of dimension ≥ 5.

The author has the impression that these methods are only known to a
rather small group of insiders. This is related to the fact that the litera-
ture is not in good shape. If somebody gets interested in the classification
problem, he has to go through a vast amount of literature until he per-
haps finds out that the literature he has studied does not solve his specific
problem. By presenting the basic principles of classification methods, the
author hopes to provide a little guide addressing non-experts in the field.

The first method shows that a smooth manifold M is diffeomorphic
to a certain explicit model M by decomposing the model into pieces Pi:
M =

⋃
Pi and decomposing the manifold M into diffeomorphic pieces by

embedding them appropriately. Then M is also the union of the same
pieces but perhaps glued together in a different way. The final step is to
study the different glueing diffeomorphisms. Wall has in the early sixties
applied this method to classify highly connected manifolds at least up to
homeomorphism, in particular (n− 1)-connected 2n-manifolds [W1].

The second method is the surgery program which classifies manifolds
together with a homotopy equivalence to a given Poincaré complex. The
first important application of this method is the classification of homotopy
spheres, or better, its reduction to the stable homotopy groups of spheres
by Kervaire and Milnor [KM]. A systematic treatment of the theory in
the 1-connected case was independently developed by Browder [B1] and
Novikov [N]. The much harder general case was done by Wall in his fa-
mous book [W2]. This book contains also a lot of applications. Later on,
together with Madsen and Thomas, he solved the famous spherical space
form problem, asking for those fundamental groups of smooth manifolds
whose universal coverings are spheres [MTW]. Other fundamental results
and problems dealt by Wall’s surgery theory include the study of mani-
folds which are K(π, 1)-complexes. The key words here are the Novikov
and Borel conjectures.
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The third method is a modification of the second. In both cases one
tries to find an s-cobordism between two given manifolds. For this, one
assumes the existence of some cobordism between the given manifolds and
tries to replace it via a sequence of surgeries by an s-cobordism. Then,
for dimension of the given manifolds ≥ 5, the s-cobordism theorem implies
that the manifolds are diffeomorphic [Ke]. To carry the surgeries out, one
needs some control. In the classical surgery theory, the control comes from
assuming that the homotopy equivalences from the manifolds to a given
Poincaré complex extend to the bordism in such a way that an appropriate
stable vector bundle over the Poincaré complex pulls back to the normal
bundle of the cobordism. In the early eighties the author modified this the-
ory by replacing the Poincaré complex by something weaker, which roughly
controls the homotopy type of the given manifolds up to half the dimension.
This allows one sometimes to classify manifolds where the homotopy types
are unknown or manifolds where the passage from the diffeomorphism types
of pairs (M, f) of manifolds M together with a homotopy equivalence f to
a given Poincaré complex X to the diffeomorphism types of the manifolds
M homotopy equivalent to X alone is not known. This theory was suc-
cessfully applied to classify certain complete intersections [K], [T], and to
many 7-dimensional homogeneous spaces [KS1], [KS2].

We don’t say anything about the classification problem in dimensions
3 and 4. For the homeomorphism classification of 4-manifolds one can
(thanks to Freedman’s s-cobordism theorem) apply similar surgery meth-
ods, if the fundamental groups are for example finite. Results in this
direction are contained in [HK1], [HK2]. For the diffeomorphism classi-
fication of 4-manifolds the picture is completely different, as follows from
the breakthroughs of Donaldson and later on the Seiberg-Witten theory.
In dimension 3, again the surgery methods don’t help. There Thurston’s
geometrization program is the most promising method.

2. The embedding method

I will explain this method by discussing a simple example. Consider
the problem of how to decide if a smooth manifold M is diffeomorphic to
Sn × Sn for n ≥ 3. The starting point is to observe that Sn × Sn can
be decomposed into a regular neighbourhood of the two factors Sn × {∗}
and {∗} × Sn and D2n = Dn × Dn. The regular neighbourhood of the
union of the factors can itself be constructed by a plumbing construction
from two copies of Sn × Dn identified along Dn × Dn where Dn × Dn is
embedded into the first copy as Sn

+ × Dn, Sn
+ the upper hemisphere, and
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into the second copy as Dn × Sn
+:

If we call the result of this glueing of two copies of Dn×Dn by X, then
Sn×Sn = X ∪S2n−1 D2n. For this, note that the boundary of the plumbed
manifold X is Dn × Sn−1 ∪ Sn−1 ×Dn = S2n−1.

Now one can decide if M is diffeomorphic to Sn × Sn by trying to re-
construct M as X ∪S2n−1 D2n. For this, one first tries to embed two copies
of Sn into M meeting in one point transversally. This can be achieved if
M is 1-connected and there are two maps α : Sn → M and β : Sn → M
with homological intersection number 1. For then by Whitney’s embed-
ding theorem [H] one can approximate α and β by embeddings and then
by the Whitney trick [Mi1] choose these embeddings such that they meet
transversally in one point.

The next step is to look at a thickening of the union of these two embed-
ded n-spheres and to decide if it is diffeomorphic to the plumbed manifold
X. For this, it is enough to check if the normal bundles of the two embedded
spheres are trivial, since then the union of small tubular neighbourhoods
is X. The normal bundles are n-dimensional vector bundles over Sn. For
n ≡ 0 mod 4, an n-dimensional vector bundle E over Sn is by Bott peri-
odicity stably trivial if and only if its Pontrjagin class pn/4 (E) = 0. If n
is even a stably trivial bundle E over Sn is trivial if and only if its Euler
class e(E) = 0. This is in turn equivalent to the vanishing of the homo-
logical self intersection number of the zero section in E. Recall that the
hyperbolic plane H over Z is the symmetric bilinear form S over Z2 with
S(a, a) = S(b, b) = 0 and S(a, b) = S(b, a) = 1, where a and b are a basis.
Thus, if H : πn(M) → Hn(M ;Z) denotes the Hurewicz homomorphism,
the existence of α and β with the desired properties is equivalent to the
existence of an isometric embedding of the hyperbolic plane H into the
image of H in Hn(M ;Z) equipped with the intersection form, such that for
each element x ∈ H, the following holds:

〈pn/4(TM), x〉 = 0.

Thus we have proved:

Lemma 1. For n ≡ 0 mod 4 and M a 1-connected smooth manifold of
dimension 2n, X can be embedded into M if and only if there is an isometric
embedding of the hyperbolic plane H into the image of H in Hn(M ;Z)
equipped with the intersection form, such that for each element x ∈ H, the
following relation holds: 〈pn/4(TM), x〉 = 0.
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With this information one can proceed (for n ≡ 0 mod 4) with the
embedding method as follows. Once one knows that X can be embedded
into M , one has as a next step to decide if the complement M − X◦ is
diffeomorphic to the ball D2n. By Smale’s h-cobordism theorem [S] this is
for n ≥ 3 equivalent to: M −X◦ is 1-connected and H̃i (M −X◦;Z) = 0
for all i.

A simple exercise in algebraic topology shows that this condition is for
n ≥ 3 equivalent to: M is (n−1)-connected and Hn (X;Z) → Hn (M ;Z) is
an isomorphism. Summarizing the conditions of Lemma 1 and these con-
siderations, we see that for n ≡ 0 mod 4 M is diffeomorphic to X∪fD2n for
some diffeomorphism f if and only if M is (n− 1)-connected, pn/4(M) = 0
and the intersection form S on Hn(M ;Z) is isometric to the hyperbolic
plane H. Every diffeomorphism f : ∂X = S2n−1 → ∂D2n = S2n−1 de-
termines a homotopy sphere Σf = D2n∪fD2n and X∪fD2n is diffeomor-
phic to X∪IdD

2n#Σf or to Sn × Sn#Σf . Thus M is diffeomorphic to
Sn × Sn#Σ for some homotopy sphere Σ. In particular, M is homeomor-
phic to Sn × Sn.

The remaining question is to decide when Sn × Sn#Σ is diffeomorphic
to Sn × Sn. This question has no simple answer. It turns out that this is
equivalent to the question of when Σ is diffeomorphic to S2n. Using the
results of Kervaire-Milnor on the classification of homotopy spheres, one
knows that Σ is diffeomorphic to S2n if and only if Σ bounds a parallelizable
manifold [KM]. Combining this with the considerations above leads to the
following result.

Theorem 1. Assume n ≡ 0 mod 4. A 2n-dimensional smooth manifold
M is homeomorphic to Sn × Sn if and only if M is (n − 1)-connected,
pn/4(M) = 0 and the intersection form S on Hn(M ;Z) is isometric to the
hyperbolic plane H.

M is diffeomorphic to Sn×Sn if, in addition, M bounds a parallelizable
manifold.

It is not difficult to generalize the homeomorphism classification to ar-
bitrary (n − 1)-connected 2n-manifolds M , n > 2. The Pontrjagin class
which measures the stable normal bundle of embedded n-spheres in M has
to be replaced by a more complicated invariant and, for n odd and n not
equal to 3 or 7, the intersection form has to be refined by a quadratic form
q with values in Z/2 defined on those homology classes which can be rep-
resented by spheres with stably trivial normal bundle. All this is carried
out in [W1]. There is also some strong information by S. Stolz [St] about
the passage to the diffeomorphism classification, which again boils down to
the question of when M#Σ is diffeomorphic to M for a homotopy sphere
Σ.
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How far can one further generalize the embedding method? If one looks
closer at the case Sn×Sn, one observes that the decomposition as X∪D2n

is a special case of a handle body decomposition:

M = Dk ∪H1 ∪H2 ∪ . . .

where Hi are handles of the form Ds ×Dk−s.
Thus there is a chance only if one can (in principle) decide if for an em-

bedding of Dk ∪H1 · · · ∪Hr into M one can extend this to an embedding
of Dk ∪ H1 · · · ∪ Hr ∪ Hr+1 into M . There are general results reducing
this question to homotopy theory, which work rather nicely in the so called
metastable range, i.e., if M is roughly k/3-connected. Thus for such man-
ifolds one can, if the homological picture is not too complicated, try to
apply the embedding methods.

3. The surgery program

The starting point here is a finite connected Poincaré complex X. For
simplicity we assume it to be oriented and π1(X) finite. Then by definition,
X is a finite CW -complex together with a class [X] ∈ Hn (X;Z) such that
if we call [X̃] the transfer of [X] in Hn (X̃;Z), X̃ the universal covering,
we assume that [X̃]∩ : Hk (X̃;Z) → Hn−k (X̃;Z) is an isomorphism. Each
closed (oriented with finite fundamental group) smooth manifold has a
CW -structure, and Poincaré duality implies that it is a Poincaré complex.

Wall reserves the name finite Poincaré complex for the case where the
map induced by [X̃]∩ on the chain level,

Ck (X̃) → Cn−k (X̃),

is a simple homotopy equivalence, i.e., its Whitehead torsion [W2] vanishes.
Here Ck(X̃) and Ck(X̃) mean the cellular chain complexes with respect to
the CW -composition of X (pulled back to X̃), and the Whitehead tor-
sion is taken with respect to the basis given by the cells. Again, a closed
smooth manifold (oriented with finite fundamental group) is a simple finite
Poincaré complex, and for those who are not used to Poincaré complexes,
it is convenient to think of this case.

The surgery program aims to classify all smooth manifolds simply homo-
topy equivalent to a given finite simple Poincaré complex X of dimension
≥ 5. Unfortunately, it studies something even more complicated, the set
of so called homotopy smoothings S (X). S (X) consists of diffeomorphism
classes of pairs (M, f), where f : M → X is a simple (again with respect
to the cellular basis) homotopy equivalence of a smooth closed manifold
M to X. Two such homotopy smoothings are diffeomorphic if there is a
diffeomorphism between the manifolds commuting up to homotopy with
the simple homotopy equivalences.
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The group of homotopy classes of simple self equivalences of X, Auts (X),
acts on S (X) by composition, and the orbit space is what we are looking
for, the set of diffeomorphism classes of manifolds simply homotopy equiv-
alent to X. We denote this set by M(X). Then

M(X) = S(X)/Auts (X).

One can make similar definitions in the topological category, replacing
smooth manifolds by topological ones and looking for classification up to
homeomorphisms. The whole program can be carried out in this context
and the answers are in a certain sense even simpler. But there are deep
facts behind this, the smoothing theory of Kirby and Siebenmann [KS].
On the other hand, the smooth surgery theory of Wall played an important
role in smoothing theory, in particular in connection with the classification
of homotopy tori. I decided to concentrate in this article on the smooth
category and refer to the literature for the topological case.

Now, if one wants to classify the manifolds simply homotopy equivalent
to X, one has to compute S(X), Auts (X) and the action of Auts (X) on
S(X). None of these steps is simple. The group Auts (X) fits into an exact
sequence

1 → Auts (X) → Aut (X) → Wh (π1(X))
The middle term is the group of homotopy classes of self equivalences,

an object of classical homotopy theory. Although there are general meth-
ods for attacking this group, typically based on obstruction theory, its
computation is in general hopeless. The map Aut (X) → Wh (π1(X)) is
Whitehead torsion and the kernel is Auts (X).

For S (X) has to distinguish the case where S (X) is empty, i.e. there
is no smooth manifold homotopy equivalent to X, from the other case, on
which we want to concentrate. Then S (X) can also be computed in terms
of an exact sequence. We can assume that X is itself a manifold. In this
situation there is a fundamental invariant on S (X), the normal invariant.
Let f : M → X be a simple homotopy equivalence. Let g be a homotopy
inverse of f . Then E : = g?ν (M), ν (M) the stable normal bundle of M ,
is a stable vector bundle over X, and there is an isomorphism α between
ν (M) and f?E. The set of bordism classes of quadruples (M,f, E, α),
where f : M → X is a degree 1 map, E a stable vector bundle over X and
α an isomorphism between ν (M) and f?E, is denoted by Ωd (X), and the
normal invariant is given by the quadruple defined above, giving a map

η : S (X) → Ωd (X).

The next step in computing S (X) is the determination of the fibres
of η. This is the central result of [W2]. The basic idea is to look at a
bordism between (M, f, E, α) and (M ′, f ′, E′, α′) and to ask if this bor-
dism is itself bordant rel. boundary to an s-cobordism between M and M ′.
If this is the case, the s-cobordism theorem implies that (M, f, E, α) and
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(M ′, f ′, E′, α′) are diffeomorphic (assuming dim M greater than 4). Since
the s-cobordism theorem is so central for the classification of manifolds, let
me say a few words about it. Let’s first assume that all manifolds are sim-
ply connected. An h-cobordism is a bordism such that the inclusions from
the two boundary components to the bordism is a homotopy equivalence.
Thus, up to homotopy, the bordism is a cylinder. The surprising deep result
of Smale [S] states that the bordism is actually diffeomorphic to a cylinder.
If the manifolds are not simply connected, this is not always true. There
is an additional obstruction to be taken care of, the Whitehead torsion,
which assigns to a homotopy equivalences between finite CW-complexes
(e.g., compact manifolds) an invariant in the Whitehead group of the fun-
damental group. This is how algebraic K-theory (the Whitehead group is
essentially the algebraic K-group K1) comes naturally into the game.

Let’s return to the surgery program. Wall defines, in a purely algebraic
way, groups denoted Lm(π1 (X)), depending on π1 (X) and the dimension
m of X (modulo 4). The groups are quadratic form analogs of algebraic K-
groups. For m even they are roughly Grothendieck groups of unimodular
symmetric, if m ≡ 0 mod 4, and antisymmetric, if m ≡ 2 mod 4, hermitian
forms over free Z[π1(X)]-modules. For details I refer to [W2]. Then Wall
defines a map

θ : Ωd (X) → Lm(π1(X)),

where m is the dimension of the smooth manifold X, and an action

Lm+1(π1 (X))× S (X) → S (X)

such that the orbit space injects under θ into the “kernel” of η. This is the
content of the famous surgery exact sequence.

Theorem 2. Let X be a closed smooth manifold of dimension m ≥ 5.
There is an exact sequence (in the sense described above)

Lm+1(π1 (X))
η→ S (X) → Ωd (X) θ→ Lm(π1 (X)).

Thus, to determine S (X), one has as a first step to compute the group
Lm(+1) (π1(X)) and the set Ωd (X). For the first, Wall [W3] has devel-
oped deep algebraic techniques which allow very powerful computations.
For trivial fundamental groups, Kervaire and Milnor, without having the
language of L-groups available, indirectly compute these groups in [KM].
For an overview of computation of Wall groups compare [HT]. Although
Ωd (X) has — as described — no group structure, there is another inter-
pretation by Sullivan which not only gives a group structure (where θ is
in general not a homomorphism) but, in addition, shows that the functor
Ωd(X) is a generalized cohomology theory. Let G be the limit as k goes
to infinity of the monoid of self equivalences on Sk. The homomorphism
O → G induces a map between classifying spaces BO → BG whose fibre
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is denoted G/O. Sullivan identifies:

Ωd(X) ∼= [X,G/O]

and proves several deep facts concerning G/O and the topological analogue
G/TOP . Using this determination of Ωd leads to the final form of the
surgery exact sequence:

Theorem 3. Let X be a closed smooth manifold of dimension m ≥ 5.
Then there is an exact sequence

[ΣX,G/O]
ψ→ Lm+1(π1(X)) → S (X)
η→ [X, G/O] θ→ Lm(π1 (X)).

Here ψ is the analog of θ on the manifold X × I (rel. boundary). ΣX
is the suspension of X. It turns out that, in contrast to θ, the map ψ is
a homomorphism. Thus, up to an extension problem, the computation of
S (X) is reduced to the computation of Lm(+1) (π1 (X)), of [(Σ)X, G/O],
and of the maps ψ and θ. The computation of [X,G/O] and of [ΣX,G/O]
is very much simplified by the fact that X 7→ [X,G/O] is a generalized
cohomology theory.

To make use of the fact that [X, G/O] is a generalized cohomology the-
ory, one has to understand the coefficients [Sn, G/O] = πn(G/O). For this
one uses the homotopy exact sequence of the fibering BO → BG:

πn+1(BO) → πn+1 (BG) → πn (G/O) → πn (BO) → πn (BG).

Then one uses the standard isomorphisms πn (BO) ∼= πn−1(O) and

πn (BG) ∼= πn−1(G) ∼= πs
n−1 ,

the stable (n−1)-stem. It turns out the map πn (BO) → πn (BG) translates
into the J-homomorphism Jn, implying a short exact sequence:

0 → cok Jn → πn (G/O) → kerJn−1 → 0 .

According to [A], kerJn−1 is zero unless n ≡ 0 mod 4, when it is isomorphic
to Z. Thus we obtain

πn (G/O) ∼=
{
Z× cok Jn n ≡ 0 mod 4,
cok Jn n 6≡ 0 mod 4.

We want to apply Theorem 2 to compute the group of homotopy spheres
of dimension n, which is denoted by Θn. We first note that Auts (Sn) = 1,
since the degree determines the homotopy class, and the Whitehead torsion
is trivial for 1-connected spaces. Thus Θn

∼= S (Sn).
Using the computation of the L-groups of a trivial fundamental group

[W2] (Theorem 13 A.1) (indirectly contained in [KM]):
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L2k+1{1} = {0}

L4k{1} ∼= Z

L4k+2{1} ∼= Z/2,

the fact that for n = 0 mod 4 the map from πn(G/O) to Ln({1}) ∼= Z is
given by the signature and thus injective, and that by construction [W2]
the map Lm+1{1} → S (Sn) maps to those pairs (Σ, f) where Σ bounds a
parallelizable manifold, one obtains the result originally proved by Kervaire
and Milnor [KM]:

Theorem 4. There is an exact sequence of groups

0 → bPn+1 → Θn → cok Jn,

where bPn+1 is the group of homotopy spheres which bound a parallelizable
manifold.

Kervaire and Milnor prove in addition that bPn+1 is a cyclic group and
determine its order, and show that the map Θn → cok Jn is surjective, un-
less perhaps n ≡ 2 mod 4, where its cokernel is either trivial or isomorphic
to Z/2. This is equivalent to studying the map ψ in Theorem 3. To decide
when the map Θn → cok Jn is surjective is the famous Arf-invariant 1 man-
ifold problem: It is surjective if and only if there is no closed parallelizable
manifold of Arf invariant 1. By work of Browder, if such a manifold exists,
n is of the form 2i − 2 [B2].

There are not many other homotopy types of manifolds X where a sim-
ilar computation for M(X) is known. Wall himself studies the case where
X is a lens space and calls it “the best example for application of our tech-
niques” [W2]. To my knowledge, even for lens spaces a complete answer
analogous to the case for Sn is up to now not known.

We have concentrated on the case where the Poincaré complex is ho-
motopy equivalent to a manifold, i.e. S (X) 6= ∅. Wall’s techniques also
deal with the question of when S (X) 6= ∅. As mentioned in the intro-
duction, he, together with Madsen and Thomas, solves with his techniques
and a lot of computational work on L-groups the famous spherical space
form problem. I consider this the best application of Wall’s surgery the-
ory. Of course, there is a vast literature making use of Wall’s book. In
particular, the computation of L-groups leads in many cases to a reduction
of the computation of S (X) to stable homotopy (i.e. the computation of
[X, G/O]). My impression is that the final step, the investigation of the
action of Auts (X) on S (X), is almost never studied. One has best chances
if the manifolds are K(π, 1)’s or at least close to such spaces. This is one of
the reasons why the method was so successfully applied to such important
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problems like the space form problem, the Novikov and Borel conjectures.
To make surgery theory accessible to some other natural contexts where
the action of Auts (X) on S (X) is too difficult is one of the motivations
for the third classification method described below. Of course, this is only
a modification of Wall’s method.

4. Surgery and Duality

This is the name of a program which is a modification of the surgery
program. The idea is to weaken the homotopy theoretical input, hoping
that Poincaré duality or stronger duality forces allow one to obtain full
classification results. I will demonstrate the method by an example, the
diffeomorphism classification of complete intersections. Let f1, · · · , fr be
homogeneous polynomials on CPn+r of degrees d1, · · · , dr. If the gradients
of these polynomials are linearly independent, the set of common zeros
is a smooth complex manifold of dimension n, a non-singular complete
intersection. As was noted by Thom, the diffeomorphism type of non-
singular complete intersections depends only on the unordered tuple δ =
(d1, · · · , dr), called the multidegree. We denote this diffeomorphism type
by Xn

δ . It is natural to ask for a diffeomorphism classification of this very
interesting class of algebraic manifolds.

Except under some restrictive assumptions ([LW1], [LW2]), even the
homotopy classification of the Xn

δ ’s, which is the first step in the ordinary
surgery theory, is unknown. On the other hand the topology of Xn

δ up to
half the dimension is known. According to Lefschetz the inclusion

i : Xn
δ −→ CP∞

is an n-equivalence.
Moreover, it is easy to see that the normal bundle of Xn

δ is isomorphic
to

ν(Xn
δ ) ∼= i∗(ν(CPn+r)⊕Hd1 ⊕ · · · ⊕Hdr )
∼= i∗(−(n + r + 1) ·H ⊕Hd1 ⊕ · · · ⊕Hdr )

where H is the Hopf bundle and Hdi means the di-fold tensor product.
Denote −(n + r + 1) ·H ⊕Hd1 ⊕ · · · ⊕Hdr by ξ(n, δ).

To obtain numerical invariants we choose a generator

x ∈ H2 (Xn
δ ;Z).

Then the Pontrjagin classes are expressed as pi(Xn
δ ) = αi(n, δ)·x2i. We say

that two complete intersections Xn
δ and Xn

δ′ have equal Pontrjagin classes
if αi (n, δ) = α(n, δ′) for all i ≤ 2n. Obviously diffeomorphic complete
intersections have equal Pontrjagin classes.

Now we are looking for a space B in which we can compare two com-
plete intersections. B will play the role of the Poincaré complex X in the
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standard surgery theory. As topological space B will be CP∞×BO〈n+1〉,
where the second factor denotes the (n+1)-connected cover over BO. This
is a space admitting a fibration over BO whose homotopy groups vanish
up to dimension n + 1 and are mapped isomorphically in higher dimen-
sions. For n = 0 one obtains of course the usual universal cover. Denote
by E → BO〈n + 1〉 the stable vector bundle obtained as pullback of the
universal bundle over BO. Then ξ (n, δ)×E is a stable vector bundle over
B. Obviously the inclusion into the first factor gives a map f : Xn

δ → B
under which ξ (n, δ)×E pulls back to the normal bundle of Xn

δ . This map
is an n-equivalence. If Xn

δ′ is a second complete intersection with equal
Pontrjagin classes, an easy obstruction theory argument shows that there
is another n-equivalence f ′ = Xn

δ′ → B under which ξ (n, δ)×E pulls back
to the normal bundle of Xn

δ′ .
Then we are in a similar situation as in the surgery program. The only

difference is that the space B in which we compare our two manifolds is
not a Poincaré complex.

At this point we generalize for a moment from complete intersection to
arbitrary manifolds. Let B be a CW -complex and E a stable vector bundle
over B. Let (M,f, α) be a triple of a closed oriented smooth manifold M
of dimension k = 2n or 2n + 1 together with an n-equivalence f : M → B
and an isomorphism α between f∗E and ν (M). This is called a normal
n-smoothing. Denote the bordism group of such triples, where we do not
require that f is an n-equivalence, by Ωk(B, E). Denote the set of dif-
feomorphism classes of normal n-smoothings (M, f, α) by Sk (B,E). The
main result of [K] is the construction of a monoid lk+1(π1(B)) and of an
invariant θ(W, g, β) ∈ lk+1(π1(B)). Here (W, g, β) is a bordism between
two normal n-smoothings (M, f, α) and (M ′, f ′, α′), and (W, g, β) is bor-
dant rel. boundary to an s-cobordism if and only if θ(W, g, β) is elementary,
which is a purely algebraic property of elements in lk+1 (π1(B)).

Theorem 5. ([K], Theorem B) Assume k ≥ 5. The forgetful map Sk(B, E)
→ Ωk(B,E) is surjective. If (W, g, β) is a bordism between two elements
in Sk(B, E) with the same Euler characteristic, then this is bordant to an
s-cobordism if and only if θ(W, g, β) ∈ lk+1(π1(B)) is elementary.

The obstruction l-monoids are very complicated and algebraically — in
contrast to the L-groups — not understood. Thus it is a surprise that for
k even, at least for finite fundamental groups, one can under some mild
conditions forget the obstruction.

Theorem 6. ([K], Theorem 5) Let (W, g, β) be a bordism between two nor-
mal n-smoothings of 2n-dimensional manifolds M and M ′ with same Euler
characteristic. Then there is another bordism (W ′, g′, β′) between the same
manifolds such that θ(W ′, g′, β′) ∈ l2n+1 (π1(B)) is elementary if one of
the following conditions is fulfilled:
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i): q odd and B 1-connected
ii): q even, B 1-connected and ker(πq(M) → πq(B))/rad splits off H.
iii): π1(B) is finite and ker(πq(M) → πq(B))/rad splits off Hε(Λ2).

Here Λ is the group ring Z[π1(B)] and Hε(Λ2) is the hyperbolic form over
Λ2.

In §2 we have found necessary and sufficient conditions for fulfilling ii).
One can show that these conditions are fulfilled for all complete intersec-
tions (of complex dimension ≥ 3) except for Xn

1 , Xn
2 , Xn

(2,2), in which case
the total degree d =

∏
di and the Pontrjagin class determine the di’s and

thus the diffeomorphism type.
Furthermore one can show that up to homotopy the map f : Xn

δ → B is
unique, and thus we obtain from Theorems 5 and 6:

Theorem 7. Given αi (1 ≤ 2i ≤ n), the set of diffeomorphism types
of complete intersections with Pontrjagin classes given by αi injects into
Ω2n(B, ξ)× Z.

Here B = CP∞ × BO〈n + 1〉, ξ = ξ1 × E with ξ1 the bundle over
CPn pulling back to the normal bundle of the complete intersections under
the map inducing an isomorphism on second cohomology (this bundle is
determined by the αi’s). The map into the first factor is given by the
bordism class of the (unique) normal n-smoothing. The map to Z is given
by the Euler characteristic.

This reduces the classification of complete intersections to a bordism
invariant. Unfortunately the corresponding bordism groups are not ex-
plicitly known. But perhaps one can decide if the complete intersections
are bordant without computing the bordism group. Under conditions on
the total degree this is actually possible, a program which was carried out
in the Diplomarbeit of Claudia Traving [T]. This leads to the following
result. If d = d1 · · · · · dr is the total degree of a complete intersection
Xn

d1,··· ,dr
of complex dimension n, then we assume that for all primes p

with p(p− 1) ≤ n + 1, the total degree d is divisible by p[(2n+1)/(2p−1)]+1.

Theorem 8. Two complete intersections Xn
δ and Xn

δ′ of complex dimen-
sion n > 2 fulfilling the assumption above for the total degree are diffeomor-
phic if and only if the total degrees, the Pontrjagin classes and the Euler
characteristics agree.

It is an open and very interesting problem to determine if this theorem
holds without assumptions on the total degree.

5. Comments

All three methods have their specific strength and weakness. The embed-
ding method, if applicable, is very straightforward and not only classifies
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manifolds but also identifies them with explicit models. The disadvantage
is that except for highly connected manifolds there are very few cases when
this method works.

The advantage of the surgery program over both other methods is that
— in principle — it answers a very natural and general problem: The classi-
fication of diffeomorphism classes of manifolds simply homotopy equivalent
to a given manifold. But the actual computation is very hard. In particular,
the last step, passing from the homotopy smoothings to the diffeomorphism
types, is a difficult problem. Of similar type is the question of when two
manifolds are (simply) homotopy equivalent.

The third method can sometimes avoid the latter difficulty since the
homotopy type is replaced by the (n/2)-type, n the dimension of the man-
ifold. And also the problem of the action of Auts (X) on S(X) can become
easier or disappear. The latter case can be demonstrated by classifica-
tion of certain 1-connected 7-dimensional homogeneous spaces containing
the Aloff-Wallach spaces. In joint work with Stephan Stolz [KS2] we give
a diffeomorphism classification based on Theorem 5. In contrast to the
even-dimensional case of complete intersections, here one has to analyze
the obstructions in the monoid l8. The homotopy type of these homoge-
neous spaces (and some generalizations) was determined later, by Kruggel
[Kr] and Milgram [M] independently. Here it is not difficult to determine
S (X), but to my knowledge nobody has computed the action of Aut (X)
on S (X). Concerning the Witten spaces classified in [KS1] most of these
results were obtained shorty after our proof by Ib Madsen using a different
approach. Recently I heard that Christine Escher [E] found a new way to
classify these Witten spaces, confirming the results from [KS1], and some
generalized spaces.
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Poincaré duality spaces

John R. Klein

Introduction

At the end of the last century, Poincaré discovered that the Betti num-
bers of a closed oriented triangulated topological n-manifold Xn

bi(X) := dimRHi(X;R)

satisfy the relation
bi(X) = bn−i(X)

(see e.g., [Di, pp. 21–22]). In modern language, we would say that there
exists a chain map C∗(X) −→ Cn−∗(X) which in every degree induces an
isomorphism

H∗(X) ∼= Hn−∗(X) .

The original proof used the dual cell decomposition of the triangulation
of X. As algebraic topology developed in the course of the century, it
became possible to extend the Poincaré duality theorem to non-triangulable
topological manifolds, and also to homology manifolds.

In 1961, Browder [Br1] proved that a finite H-space satisfies Poincaré
duality. This result led him to question whether or not every finite H-space
has the homotopy type of a closed smooth (= differentiable) manifold.
Abstracting further, one asks:

Which finite complexes have the homotopy type of closed topological mani-
folds? of closed smooth manifolds?

To give these questions more perspective, recall that Milnor had already
shown in 1956 that there exist several distinct smooth structures on the 7-
sphere [Mi1]. Furthermore, Kervaire [Ke] constructed a 10-dimensional PL
manifold with no smooth structure. It is therefore necessary to distinguish
between the homotopy types of topological and smooth manifolds. Kervaire
and Milnor [K-M] systematically studied groups of the h-cobordism classes
of homotopy spheres, where the group structure is induced by connected
sum. They showed that these groups are always finite. In dimensions ≥ 5
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the h-cobordism equivalence relation is just diffeomorphism, by Smale’s
h-cobordism theorem [Sm]).

Since topological manifolds satisfy Poincaré duality (with respect to
suitable coefficients), the existence of a Poincaré duality isomorphism is
a necessary condition for a space to have the homotopy type of a closed
manifold. Such a space is called a Poincaré duality space, or a Poincaré
complex for a finite CW complex.

Poincaré complexes were to play a crucial role in the Browder-Novikov-
Sullivan-Wall surgery theory classification of manifolds. We can view the
surgery machine as a kind of descent theory for the forgetful functor from
manifolds to Poincaré complexes:

• Given a problem involving manifolds, it is often the case that it has
an analogue in the Poincaré category.

• One then tries to solve the problem in the Poincaré category, where
there is more freedom. In the latter, one has techniques (e.g., ho-
motopy theory) that weren’t available to begin with.

• Supposing that there is a solution to the problem in the Poincaré
category, the last step is to lift it back to a manifold solution. It
is here that the surgery machine applies. Except in low (co)dimen-
sions, the only obstruction to finding the lifting is given by the
triviality of certain element of an L-group Ln(π).

Thus surgery theory gives an approach for solving manifold classification
problems, modulo the solution of the corresponding problem for Poincaré
complexes.

In general, a Poincaré duality space is not homotopy equivalent to a
topological manifold. Thus Poincaré duality spaces fall into more homo-
topy types than topological manifolds. In 1965, Gitler and Stasheff [G-S]
constructed an example of a simply connected finite complex X which sat-
isfies 5-dimensional Poincaré duality, but which isn’t the homotopy type of
a closed topological manifold. This example has the homotopy type of a
complex of the form (S2∨S3)∪e5, with respect to a suitable attaching map
S4 −→ S2∨S3. More specifically, X is the total space of a spherical fibration
S2 −→ X −→ S3 which admits a section. By the clutching construction, such
a fibration is classified by an element of π2(Aut∗(S2)) ∼= π4(S2) = Z/2. We
take X to correspond to the generator of this group.

Returning to Browder’s original question about finite H-spaces, it is
worth remarking that at the present time there is no known example of a
finite H-space which isn’t the homotopy type of a closed smooth manifold.

Outline. §1 concerns homology manifolds, which are mentioned more-or-
less for their historical interest. In §2 we define Poincaré complexes, follow-
ing Wall. I then mention the various ways Poincaré complexes can arise.



Poincaré duality spaces 137

§3 is an ode to the Spivak normal fibration. I give two proofs of its ex-
istence. The first essentially follows Spivak, and the second is due to me
(probably). In §4 I outline some classification results about Poincaré com-
plexes in low dimensions, and I also give an outline as to what happens in
general dimensions in the highly connected case. In §5 I describe some re-
sults in Poincaré embedding theory and further connections to embeddings
of manifolds. §6 is a (slightly impious) discussion of the Poincaré surgery
programs which have been on the market for the last twenty five years or
so. I’ve also included a short appendix on the status of the finite H-space
problem. The bibliography has been extended to include related works not
mentioned in the text.

Acknowledgement. I am much indebted to Andrew Ranicki for help in re-
searching this paper. Thanks also to Teimuraz Pirashvili for help with
translation from the Russian.

1. Forerunners of Poincaré duality spaces

Spaces having the homological properties of manifolds have a history
which dates back to the 1930s, and are to be found in the work of Čech,
Lefschetz, Alexandroff, Wilder, Pontryagin, Smith and Begle. These ‘gen-
eralized n-manifolds’ (nowadays called homology manifolds) were defined
using the local homology structure at a point. The philosophy at the time
of their introduction was that these spaces were supposedly easier to work
with than smooth or combinatorial manifolds.

We recall the following very special case of the definition (for the general
definition and the relevant historical background see [Di, pp 210–213]). An
(ANR) homology n-manifold X is a compact ANR with local homology
groups

H∗(X, X \ {x}) = H∗(Rn,Rn \ {0}) =
{ Z if ∗ = n

0 if ∗ 6= 0
(x ∈ X) .

Now, if our ultimate goal is to study the homotopy properties of mani-
folds, this definition has an obvious disadvantage: it isn’t homotopy invari-
ant. It is easy to construct a homotopy equivalence of spaces X

'−→ Y such
that X is a homology manifold but Y is not a homology manifold. The
notion of Poincaré duality space is homotopy invariant, offering a remedy
for the problem by ignoring the local homology structure at each point.
Any space homotopy equivalent to a Poincaré duality space is a Poincaré
duality space.
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2. The definitions

There are several different flavors of Poincaré complex in the literature
[Wa3], [Wa4], [Le1], [Spi]. We shall be using Wall’s definition in the finite
case, without a Whitehead torsion restriction.

Suppose that X is a connected finite CW complex whose fundamental
group π = π1(X) comes equipped with a homomorphism w : π −→ { ± 1},
which we shall call an orientation character. Let Λ = Z[π] denote the
integral group ring. Define an involution on Λ by the correspondence g 7→ ḡ,
where ḡ = w(g)g−1 for g ∈ π. This involution will enable us to convert
right modules to left modules and vice-versa. For a right module M , let
wM denote the corresponding left module. For a left module N , we let Nw

denote the corresponding right module.
Let C∗(X̃) denote the cellular chain complex of the universal covering

space X̃ of X. Since π acts on X̃ by means of deck transformations, it
follows that C∗(X̃) is a (finitely generated, free) chain complex of right
Λ-modules.

For a right Λ-module M , we may therefore define

H∗(X;M) := H−∗(HomΛ(C∗(X̃),M))

H∗(X;M) := H∗(C∗(X̃)⊗Λ
wM) .

Given another right Λ-module N , and a class [X] ∈ Hn(X; wN) we also
have a cap product homomorphism

H∗(X; M)
∩[X]−−−→ Hn−∗(X;M ⊗Z wN)

where the tensor product M ⊗Z wN is given the left Λ-module structure
via

g · (x⊗ y) := xg−1 ⊗ gy (g ∈ π, x⊗ y ∈ M ⊗ wN) .

With respect to these conventions, there is a canonical isomorphism of left
modules wΛ ∼= Λ⊗Z wZ.

2.1. Definition. The space X is called a Poincaré complex of formal
dimension n if there is a class [X] ∈ Hn(X; wZ) such that cap product
with it induces an isomorphism

∩[X] : H∗(X; Λ)
∼=−→ Hn−∗(X; wΛ) .

More generally, a disconnected space X is a Poincaré complex of formal
dimension n if each of its connected components is.
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We abbreviate the terminology and refer to X as a Poincaré n-complex.
For the rest of the paper, we shall be implicitly assuming that X is con-
nected. If the orientation character is trivial, we say that X is orientable,
and a choice of fundamental class [X] in this case is called an orientation
for X.

2.2. Remarks. (1). Wall proved that the definition is equivalent to the
assertion that the cap product map

H∗(X;M)
∩[X]−−−→ Hn−∗(X; wM)

is an isomorphism for all left Λ-modules M . In particular, taking M = Z,
we obtain the isomorphism ∩[X] : H∗(X,Z) ∼= Hn−∗(X; wZ) as a special
case, which amounts to the statement of the classical Poincaré duality
isomorphism when w is the trivial orientation character.

(2). Every compact n-manifold X satisfies this form of Poincaré duality.1

A vector bundle η over S1 is trivializable if and only if

w1(η) = +1 ∈ H1(S1;Z2) = Z2 = {±1}.

The homomorphism w : π −→ {±1} is defined by mapping a loop ` : S1 −→ X
to +1 if the pullback of the tangent bundle of X along ` is trivializable and
−1 otherwise.

(3). In Wall’s treatment of surgery theory [Wa4], the above definition
of Poincaré complex is extended to include simple homotopy information.
This is done as follows: the cap product homomorphism is represented
by a chain map C∗(X̃; Λ) −→ Cn−∗(X̃; wΛ) of finite degreewise free chain
complexes of right Λ-modules. One requires the Whitehead torsion of this
chain map to be trivial. In this instance, one says that X is a simple
Poincaré n-complex. It is known that every compact manifold has the
structure of a simple Poincaré complex.

2.3. Poincaré pairs. Let (X, A) be a finite CW pair. Assume that X
is connected. We assume that X comes equipped with a homomorphism
w : π1(X) −→ {±1}. We say that (X, A) is a Poincaré n-pair if there is a
class

[X] ∈ Hn(X, A; wZ)

1The standard picture of a handle in a manifold, with its core and co-core intersecting
in a point, has led Bruce Williams to the following one word proof of Poincaré duality:
BEHOLD!
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such that cap product with it induces an isomorphism

∩[X] : H∗(X; Λ)
∼=−→ Hn−∗(X, A; wΛ) .

Moreover, it is required that ∂∗([X]) ∈ Hn−1(A; wZ) equips A with the
structure of a Poincaré complex, where the orientation character on A is
the one induced by the orientation character on X. Note, however, that in
many important examples, A is not connected, even though X is.

2.4. Examples. We mention some ways of building Poincaré complexes.

Gluing. If (M, ∂M) and (N, ∂N) are n-manifolds with boundary or, more
generally, Poincaré pairs, and h : ∂M −→ ∂N is a homotopy equivalence,
then the amalgamated union M ∪h N is a Poincaré n-complex.

A special case of this is the connected sum X#Y of two Poincaré com-
plexes Xn and Y n. To define it, we need to cite a result of Wall: every
Poincaré n-complex X has the form K∪Dn, where K is a CW complex and
dim K < n; this decomposition is unique up to homotopy (see 4.9 below).
Converting the attaching map Sn−1 → K into an inclusion Sn−1 ⊂ K̄, we
see that (K̄, Sn−1) is a Poincaré n-pair. Similarly, with Y = L ∪ Dn, we
may define the connected sum X#Y to be K̄ ∪Sn−1 L̄.

Fibrations. Suppose that F → E → B is a fibration with F , E and B
having the homotopy type of finite complexes. Quinn [Qu2] has asserted
that E is a Poincaré complex if and only if F and B are. A proof using
manifold techniques can be found in a paper of Gottlieb [Got].

This result is important because it explains a wide class of the known
examples of Poincaré complexes:

(1) The total space of a spherical fibration over a manifold.
(2) The quotient of a Poincaré complex by a free action of a finite

group.
In a somewhat different direction, if a group G acts on a Poincaré com-
plex M , then the orbit space M/G satisfies Poincaré duality with rational
coefficients. This includes for example the case of orbifolds.

S-duality. Let K and C be based spaces, and suppose that

d : Sn−2 −→ K ∧ C

is an S-duality map, meaning that slant product with the homology class
d∗([Sn−2]) ∈ H̃n−2(K ∧ C) induces an isomorphism in all degrees f :
H̃∗(K) ∼= H̃n−∗−2(C).

Let P : Σ(K∧C) −→ ΣK∨ΣC denote the generalized Whitehead product
map, whose adjoint K ∧ C −→ ΩΣ(K ∨ C) is defined by taking the loop
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commutator [iK , iC ] (Samelson product), where iK : K → ΩΣ(K ∨C) and
iC : C → ΩΣ(K ∨ C) are adjoint to the inclusions (see [B-S, p. 192]).

The CW complex

X := (ΣK ∨ΣC) ∪P◦Σd Dn

is a Poincaré n-complex, with

∩[X] =
(

0 ±f∗

f 0

)
: Hn−∗(X) = H̃n−∗−1(K)⊕ H̃n−∗−1(C)

∼= H∗(X) = H̃∗−1(K)⊕ H̃∗−1(C) (∗ 6= 0, n) .

(The proof uses [B-S, 4.6, 5.14]; see also 4.10 below). Spaces of this kind
arise in high dimensional knot theory, where X is the boundary of a tubular
neighborhood of a Seifert surface V n ⊂ Sn+1 (i.e., the double V ∪∂V V of
(V, ∂V )) of a knot Sn−1 ⊂ Sn+1.

Given Xn as above, we can form a Poincaré (n+2)-complex Y n+2 by ap-
plying the same construction to the doubly suspended S-duality Σ2d : Sn→
ΣK ∧ΣC. Thus iterated application of the operation

(K,C, d) 7→ (ΣK, ΣC,Σ2d)

gives rise to a periodic family of Poincaré complexes. This type of phenom-
enon is related to the periodicity of the high-dimensional knot cobordism
groups.

3. The Spivak fibration

A compact smooth manifold Mn comes equipped with a tangent bundle
τM , whose fibres are n-dimensional vector spaces. Embedding M in a high
dimensional euclidean space Rn+k, we can define the stable normal bundle
ν, which is characterized by the equation

τM ⊕ νM = 0

in the reduced Grothendieck group of stable vector bundles over M . By
identifying a closed tubular neighborhood of Mn in Rn+k with the normal
disk bundle D(ν), and collapsing its complement to a point (the Thom-
Pontryagin construction), we obtain the normal invariant2

α : Sn+k = (Rn+k)+
collapse−−−−−→ Rn+k/(Rn+k − intD(νM )) excision−−−−−→∼=

T (νM ),

2The use of this term in the literature tends to vary; here we have chosen to follow
Williams [Wi1].
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in which T (ν) = D(νM )/S(νM ) is the Thom space of ν (here, S(νM ) de-
notes the normal sphere bundle of νM ). The map α satisfies

U ∩ α∗([Sn+k]) = [M ] ,

where U ∈ Hk(D(νM ), S(νM );Zt) denotes a Thom class for νM , in which
the latter cohomology group is taken with respect to the local coefficient
system defined by the first Stiefel-Whitney class of νM (i.e., the orientation
character of M).

The above relation between the normal invariant, the Thom class and
the fundamental class is reflected in an observation made by Atiyah. If
p : D(νM ) → M denotes the bundle projection, then the assignment v 7→
(v, p(v)) defines a map of pairs

(D(νM ), S(νM )) −→ (D(νM )×M, S(νM )×M)

which induces a map of associated quotients

T (νM ) −→ T (νM ) ∧M+ ,

where M+ denotes M with the addition of a disjoint basepoint. Composing
this map with the normal invariant, we obtain a map

Sn+k d−→ T (νM ) ∧M+ .

3.1. Theorem. (Atiyah Duality [At]). The map d is a Spanier-Whitehead
duality map, i.e., slant product with the class d∗([Sn+k]) ∈ H̃n+k(T (νM ) ∧
M+) yields an isomorphism

H̃∗(T (νM )) ∼= H̃n+k−∗(M+) .

With respect to this isomorphism (or rather, taking a version of it with
twisted coefficients), we see that a Thom class U maps to a fundamental
class [M ] and the map is given by cap product with α∗([Sn+k]). Thus, the
relation U ∩α∗([Sn+k]) = [M ] is a manifestation of the statement that the
Thom complex T (νM ) is a Spanier-Whitehead dual of M+.

The above discussion was intended to motivate the following:

3.2. Definition. Let X be a Poincaré n-complex with orientation char-
acter w. By a Spivak normal fibration for X, we mean

• a (k−1)-spherical fibration p : E −→ X, and
• a map

Sn+k α−→ T (p) ,

where T (p) = X ∪ CE denotes the mapping cone of p.
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Moreover, we require that

U ∩ α∗([Sn+k]) = [X] ,

where U ∈ Hk(p;Zw) is a Thom class for the spherical fibration p (here we
are taking the cohomology group of the pair (X ∪p E× I, E×0) defined by
the mapping cylinder of p and the coefficients are given by the local system
on X defined by the orientation character w).

The map α : Sn+k −→ T (p) is called a normal invariant.

3.3. Theorem. (Spivak). Every Poincaré n-complex X admits a Spivak
normal fibration with fibre Sk−1, provided that k À n. Moreover, it is
unique in the following sense: given two Spivak fibrations (E0, p0, α0) and
(E1, p1, α1) with respect to the same integer k, then there exists a stable
fibre homotopy equivalence

h : E1
'−→ E2

such that the induced map T (h) : T (p0) −→ T (p1) composed with α0 is ho-
motopic to α1.

Actually, Spivak only proves this in the 1-connected case, but a little
care shows how to extend to result to the non-simply connected case.

Let me now give Spivak’s construction. As X is a finite complex, we
can identify it up to homotopy with a closed regular neighborhood N of a
finite polyhedron in euclidean space Rn+k. Let p : E −→ X be the result of
converting the composite

∂N −→ N ' X

into a fibration. One now argues that the homotopy fibre of p is homo-
topy equivalent to a (k−1)-sphere. To see this, we combine n-dimensional
Poincaré duality for X together with the (n+k)-dimensional Poincaré dual-
ity for (N, ∂N) (the latter having trivial orientation character) to conclude
that

H∗(X; Λ) ∼= Hn−∗(X; wΛ)
∼= Hn−∗(N ; wΛ)
∼= Hk+∗(N, ∂N ; (wΛ)e)
∼= Hk+∗(p; (wΛ)e) ,

where (wΛ)e denotes the effect of converting wΛ to a right module by means
of the trivial orientation character e(g) := 1.

Now, it is straightforward to check that this isomorphism is induced by
cup product with a class U ∈ Hk(p;Zw), so it follows that the fibration
p : E −→ X satisfies the Thom isomorphism with respect to twisted coeffi-
cients. However, by the following, such fibrations are spherical fibrations.
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3.4. Lemma. (Spivak [Spi, 4.4], Browder [Br4, I.4.3]). Suppose that
p : E → B is a fibration of connected spaces whose fibre F is 1-connected.
Then F ' Sk−1, k ≥ 2, if and only if the generalized Thom isomorphism
holds, i.e., there exists a class U ∈ Hk(p;Zw) (with respect to some choice
of orientation character w : π1(B) −→ {±1}) such that cup product induces
an isomorphism

U∪ : H∗(B; Λ) −→ H∗+k(p; (wΛ)e) .

(The original proof of this lemma involves an intricate argument with
spectral sequences. For an alternative, non-computational proof see Klein
[Kl1].)

To complete the proof of the existence of the normal fibration, we need
to construct a normal invariant α : Sn+k −→ T (p). By definition, T (p)
is homotopy equivalent to N/∂N , and the latter comes equipped with a
degree one map

Sn+k −→ N/∂N

given by collapsing the exterior of N to a point. This defines α.

Observe that when X is a smooth manifold then the Spivak fibration
E −→ X admits a reduction to a k-plane bundle with structure group O(k),
i.e., the stable normal bundle of X. Similar remarks apply to PL and
topological manifolds. This observation gives the first order obstruction
to a finding a closed (TOP, PL or DIFF) manifold which is homotopy
equivalent to a given Poincaré complex: the normal fibration should admit
a (TOP, PL or DIFF) reduction.

We illustrate the utility of this by citing a result from surgery theory.

3.5. Theorem. (Browder, cf. [Ra4, p. 210]). If X is a 1-connected
Poincaré complex of dimension ≥ 5, then X is homotopy equivalent to a
closed topological manifold if and only if the normal fibration for X admits
a TOP-reduction.

As a corollary, we see that every finite 1-connected H-space of dimension
≥ 5 is homotopy equivalent to a topological manifold: the Spivak fibration
in this case is trivializable (cf. Browder and Spanier [Br-Sp]), so we may
take the trivial reduction.

3.6. An alternative approach. The above construction of the Spivak
normal fibration required us to identify the Poincaré complex X with a
regular neighborhood of a finite polyhedron in Rn. From an aesthetic point
of view, it is desirable to have a construction which altogether avoids the
theory of regular neighborhoods. The following, which was discovered by
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the author, achieves this. To simplify the exposition, we shall only consider
the case when π1(X) is trivial, and refer the reader to [Kl5] for the general
case.

Let G be a topological group (which to avoid pathology, we assume is a
CW complex). Consider based G-spaces built up inductively from a point
by attaching free G-cells Dj×G along their boundaries Sj−1×G. Such
G-spaces are the based G-CW complexes which are free away from the
basepoint. We shall call such G-spaces cofibrant .

Given a cofibrant G-space Y , define the equivariant cohomology of Y by

H̃∗
G(Y ) := H̃∗(Y/G;Z)

where the groups on the right are given by taking reduced singular coho-
mology.

Similarly, we have the equivariant homology of Y

H̃G
∗ (Y ) := H̃∗(Y/G;Z) .

Given two cofibrant G-spaces Y and Z, we can form their smash product
Y ∧Z. Give this the diagonal G-action, and let Y ∧GZ denote the resulting
orbit space.

3.7. Definition. Assume that π0(G) is trivial. A based map d : Sm −→
Y ∧G Z is said to be an equivariant duality map if the correspondence
x 7→ x/d∗([Sm]) defines an isomorphism

H̃∗
G(Y )

∼=−→ H̃G
m−∗(Z) .

3.8. Remarks. (1). Another way of saying this is that the evident compos-
ite

Sm −→ Y ∧G Z −→ (Y/G) ∧ (Z/G)

is an S-duality map.

(2). Our definition is a dual variation of one given by Vogell [Vo], and the
set-up is similar to Ranicki [Ra1, §3] who defines an analogue for discrete
groups. If G is not connected, then the definition is slightly more technical
in that we have to take cohomology with Λ = Z[π0(G)]-coefficients.

Now, using a cell-by-cell induction (basically, Spanier’s exercises [Spa,
pp. 462–463] made equivariant), one verifies that every finite cofibrant G-
space Y (i.e., which is built up from a point by a finite number of G-cells)
has the property that there exists a finite G-space Z and an equivariant
duality map Sm −→ Y ∧G Z for some choice of m À 0.
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It is well-known that any connected based CW complex X comes e-
quipped with a homotopy equivalence BG

'−→ X, where G is a suitable
topological group model for the loop space of X (e.g., take G to be the
geometric realization of the underlying simplicial set of the Kan loop group
of the total singular complex of X). Here, BG denotes the classifying space
of X. Let EG be the total space of a universal bundle over X. Then EG is
a free contractible G-space. Let EG+ be the effect of adjoining a basepoint
to EG. Since BG is homotopy finite, it follows that EG+ is the equivariant
type of a finite cofibrant G-space. Hence, there exists an equivariant duality
map

Sm d−→ EG+ ∧G Z := ZhG

for suitably large m, where ZhG := (EG×G Z)/(EG×G ∗) is the reduced
Borel construction of G acting on Z (note in fact that ZhG is homotopy
equivalent to Z/G since Z is assumed to be cofibrant).

In what follows, we assume that m À n =: dimX.

3.9. Claim. If BG has the structure of an n-dimensional Poincaré com-
plex, then Z is unequivariantly homotopy equivalent to a sphere of dimen-
sion m−n−1.

Proof. Combining Poincaré duality with equivariant duality, we obtain an
isomorphism

H̃m−n+∗(ZhG) ∼= H̃n−∗(BG+) ∼= H̃∗(BG+) .

One checks that this isomorphism is induced by cap product with a suitable
class U ∈ H̃m−n(ZhG). Now observe that up to a suspension, ZhG is the
mapping cone of the evident map

EG×G Z −→ BG

and it follows that ZhG amounts to the Thom complex for this map con-
verted into a fibration. It follows that the Thom isomorphism is satisfied,
and we conclude by 3.4 above that its fibre Z has the homotopy type of an
(m−n−1)-sphere.

To complete our alternative construction of the Spivak fibration, we
need to specify a normal invariant α. This is given by the duality map
d : Sm −→ ZhG.

4. The classification of Poincaré complexes

We outline the classification theory of Poincaré complexes in two in-
stances: (i) low dimensions, and (ii) the highly connected case. In (i), we
shall see that the main invariants are of Postnikov and tangential type, and
ones derived from them. In (ii), the Hopf invariant is the main tool.
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4.1. Dimension 2. Every orientable Poincaré 2-complex is a homotopy
equivalent to a closed surface (see Eckmann-Linnell [E-L] and Eckmann-
Müller [E-M]). Surprisingly, this is a somewhat recent result.

4.2. Dimension 3. Clearly, Poincaré duality implies that a 1-connected
Poincaré 3-complex X is necessarily homotopy equivalent to S3.

Wall [Wa3] studied Poincaré 3-complexes X in terms of the fundamental
group π = π1(X), the number of ends e of π and the second homotopy
group G = π2(X). The condition that e = 0 is the same as requiring π to
be finite. It follows that the universal cover of X is homotopy equivalent
to S3, so G is trivial in this instance.

It turns out in this case that π is a group period 4, meaning that Z
admits a periodic projective resolution of Z[π] modules of period length 4.
Wall showed that the first k-invariant of X is a generator g of H4(π;Z)
(the latter which is a group of order |π|). The assignment X 7→ (π1(X), g)
was proved to induce a bijection between the set of homotopy types of
Poincaré complexes and the set of pairs (π, g) with π finite of period 4
and g ∈ H4(π;Z) a generator, modulo the equivalence relation given by
identifying (π, g) with (π′, g′) if there exists an isomorphism π −→ π′ whose
induced map on cohomology maps g′ to g.

In the case when e 6= 0, then π is infinite and X̃ is non-compact. If
e = 1, homological algebra shows that X̃ is contractible in this case, so X
is a K(π, 1).

If e = 2, the Wall shows that X is homotopy equivalent to one of
RP3#RP3, S1 × RP2 or to one of the two possible S2-bundles over S1.
This summarizes the classification results of Wall for groups for π in which
e ≤ 2.

In 1977, Hendriks [He] showed that the homotopy type of a connected
Poincaré 3-complex X is completely determined by three invariants:

• the fundamental group π = π1(X),
• the orientation character w ∈ Hom(π,Z/2), and
• the element τ := u∗([X]) ∈ H3(Bπ; wZ) given by taking the im-

age of the fundamental class with respect to the homomorphism
H3(X; wZ) −→ H3(Bπ1(X); wZ) induced by the classifying map
u : X −→ Bπ for the universal cover of X.

Call such data a Hendriks triple.
Shortly thereafter, Turaev [Tu] characterized those Hendriks triples (π,

w, τ) which are realized by Poincaré complexes, thereby completing the
classification. For a ring Λ, let ho-modΛ be the category of fractions
associated to the category of right Λ-modules given by formally inverting
the class of morphisms 0 → P , where P varies over the finitely generated
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projective modules. Call a homomorphism M → N of right Λ-modules a
P -isomorphism if it induces an isomorphism in ho-modΛ.

Set Λ = Z[π], where π is a finitely presented group which comes equipped
with an orientation character w : π −→ {±1}. Let I ⊂ Λ denote the aug-
mentation ideal, given by taking the kernel of the ring map Λ −→ Z defined
on group elements by g 7→ 1. In particular, I is right Λ-module.

Choose a free right Λ-resolution

· · · d3−→ C2
d2−→ C1 −→ I −→ 0

of I, with C1 and C2 finitely generated. Let C∗ := homΛ(Ci, Λ) denote the
corresponding complex of dual (left) modules. Let J be the right module
given by taking the cokernel of the map

(C∗1 )w (d∗2)w

−−−→ (C∗2 )w .

Then Turaev shows that there is an isomorphism of abelian groups

A : homho-modΛ(J, I)
∼=−→ H3(π; wZ) .

4.3. Theorem. (Turaev). A Hendriks triple x := (π, w, τ) is realized
by a Poincaré 3-complex if in only if τ = A(t) for some P -isomorphism
t : J → I.

4.4. Dimension 4. Milnor [Mi2] proved that the intersection form

H2(X4)⊗H2(X4) −→ Z

(or equivalently, the cup product pairing on 2-dimensional cohomology)
determines the homotopy type of a simply connected Poincaré 4-complex,
and that every unimodular symmetric bilinear form over Z is realizable. We
should perhaps also mention here the much deeper theorem of Freedman,
which says that the homeomorphism type of a closed topological 4-manifold
is determined by its intersection form and its Kirby-Siebenmann invariant
(the latter is a Z/2-valued obstruction to triangulation).

We may therefore move on to the non-simply connected case. It is well-
known that any group is realizable as the fundamental group of a closed 4-
manifold, and hence of a Poincaré 4-complex. Given a Poincaré 4-complex
X with fundamental group π, the obvious invariants which come to mind
are G := π2(X) and the intersection form on the universal cover, which
can be rewritten as φ : G × G −→ Z (since π2(X) = H2(X̃)); the group π
acts via isometries on the latter.
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Wall [Wa3] studied oriented Poincaré 4-complexes X4 whose fundamen-
tal group is a cyclic group of prime order p 6= 2. Wall showed under these
assumptions that the homotopy type of X is determined by G and the
intersection form G × G −→ Z. However, when π is the group of order 2,
this intersection form is too weak to detect the homotopy type of X (see
[H-K, 4.5]).

Hambleton and Kreck [H-K] extended Wall’s work to the case when π
is a finite group with periodic cohomology of order 4. To a given oriented
X4, they associate a 4-tuple

(π, G, φ, k)

where π = π1(M), G = π2(M), φ : G × G −→ Z denotes the intersection
form and k ∈ H3(π; G) denotes the first Postnikov invariant of X. Such
a system is called the quadratic 2-type of X. Moreover generally, one can
consider all such 4-tuples, and define isometry (π, G, φ, k) −→ (π′, G′, φ′, k′)
consist of isomorphisms π ∼= π′ and G ∼= G′ which map φ to φ′ and k to k′.

4.5. Theorem. (Hambleton-Kreck). Let X4 be a closed oriented Poincaré
complex with π = π1(X) a finite group having 4-periodic cohomology. Then
the homotopy type of X is detected by the isometry class of its quadratic
2-type.

Notice that the result fails to identify the possible quadratic 2-types
which occur for Poincaré complexes. Bauer [Bauer] extended this to fi-
nite groups π whose Sylow subgroups are 4-periodic. Teichner [Te] ex-
tended it to the non-orientable case where a certain additional secondary
obstruction appears. Teichner also realizes the obstruction by exhibiting
a non-orientable Poincaré 4-complex having the same quadratic 2-type as
RP4#CP2, but the two spaces have different homotopy types. Thus Te-
ichner’s secondary obstruction may be non-trivial. Other examples in the
non-orientable case were constructed by Ho, Kojima, and Raymond [H-K-
R].

Another approach to classification in dimension 4 is to be found in the
works of Hillman (see e.g., [Hill]).

We should also mention here the work of Baues [Baues] which a pro-
vides a (rather unwieldy but) complete set of algebraic invariants for all
4-dimensional CW complexes.

4.6. Dimension 5. The main results in this dimension assume that the
fundamental group is trivial. Madsen and Milgram [M-M, 2.8] determined
all Poincaré 5-complexes with 4-skeleton homotopy equivalent to S2 ∨ S3.
They show that such a space is homotopy equivalent to one of the following:

(1) S2 × S3,
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(2) S(η ⊕ ε2) = the total space of the spherical fibration that is given
by taking the fibrewise join of the Hopf fibration S3 η−→ S2 with the
trivial fibration ε2 : S2 × S1 −→ S2, or

(3) the space given by attaching a 5-cell to S2∨S3 by means of the map
S4 −→ S2 ∨ S3 given by [ι2, ι3] + η2ι2, where [ι2, ι3] : S4 → S2 ∨ S3

denotes the attaching map for the top cell of the cartesian product
S2 × S3 (= the Whitehead product), η2 : S4 −→ S2 denotes the
composite Ση : S4 −→ S3 followed by η, and ι2 : S2 → S2 ∨ S3

denotes the inclusion.
The last of these cases is the Gitler-Stasheff example mentioned in the
introduction, and hence fails to have the homotopy type of a closed smooth
5-manifold. This can be seen by showing that the Thom space of the
associated Spivak normal bundle fails to be the Thom space of a smooth
vector bundle.

Stöcker has completely classified 1-connected Poincaré 5-complexes up
to oriented homotopy type. To a given oriented X5, we may associate the
system of invariants

I(X) := (G, b, w2, e)

where
• G = H2(X),
• b : T (G)×T (G) −→ Q/Z is the linking form for the torsion subgroup

T (G) ⊂ G,
• w2 ∈ Hom(G,Z/2) is the second Stiefel-Whitney class for the Spi-

vak fibration of X (which makes sense since Hom(π2(BSG),Z/2) =
Z/2, where the space BSG classifies oriented stable spherical fibra-
tions), and

• e ∈ H3(X;Z/2) ∼= G⊗ Z/2 denotes the obstruction linearizing the
Spivak-fibration over the 3-skeleton of X (we are using here that
the map BSO → BSG is 2-connected, so a linearization always
exists over the 2-skeleton).

We remark that the first three of these invariants was used by Barden [Bar]
to classify 1-connected smooth 5-manifolds.

More generally, one can consider tuples (G, b, w2, e) in which G is a
finitely generated abelian group, b : T (G)× T (G) −→ Q/Z is a nonsingular
skew symmetric form, w2 : G −→ Z/2 is a homomorphism and e ∈ G⊗ Z/2
is an element. The data are required to satisfy w2(x) = b(x, x) for all
x ∈ T (G) and (w2⊗ id)(e) = 0. It is straightforward to define isomorphism
and direct sums of these data, so we may define J to be the semi-group of
isomorphism classes of such tuples.

4.7. Theorem. (Stöcker [Sto]). The assignment X5 7→ I(X5) defines an
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isomorphism between J and the semigroup of oriented homotopy types of
1-connected Poincaré 5-complexes, where addition in the latter is defined
by connected sum.

Using a slightly different version of this, it is possible to write down
a complete list of oriented homotopy types of 1-connected Poincaré 5-
complexes in terms of ‘atomic’ ones and the connected sum operation (see
[loc. cit., 10.1]).

4.8. The highly connected case. In “Poincaré Complexes: I”, Wall
announces that the classification of ‘highly connected’ Poincaré complexes
will appear in the forthcoming part II. Unfortunately, part II never did ap-
pear. We shall recall some of the homotopy theory which would presumably
enter into a hypothetical classification in the metastable range.

To begin with, it is well-known that a closed n-manifold can be given
the structure of a finite n-dimensional CW complex with one n-cell. The
analogue of this for Poincaré complexes was proved by Wall [Wa3, 2.4],
[Wa4, 2.9] and is called the disk theorem:

4.9. Theorem. (Wall). Let X be a finite Poincaré n-complex. Then X
is homotopy equivalent to a CW complex of the form L ∪α Dn. If n 6= 3
then L can be chosen as a complex with dim L ≤ n−1 (when n = 3, L can
be chosen as finitely dominated by a 2-complex ). Moreover, the pair (L, α)
is unique up to homotopy and orientation.

Suppose that X is a n-dimensional CW complex of the form (ΣK) ∪α

Dn, with K connected. We want to determine which attaching maps
α : Sn−1 −→ ΣK give X the structure of a Poincaré complex. To this
end, we recall the James-Hopf invariant

πn−1(ΣK) H−→ πn−1(ΣK ∧K)

which is defined using the using the well-known homotopy equivalence
J(K) '−→ ΩΣK, where J(K) denotes the free monoid on the points of K.
In terms of this identification, H is induced by the map J(K) → J(K ∧K)
given by mapping a word

∏
i xi to the word

∏
i<j xi ∧ xj .

4.10. Theorem. (Boardman-Steer [B-S, 5.14]). Up to homotopy, the
reduced diagonal ∆: X → X ∧X factors as

X
pinch−−−→ Sn ΣH(α)−−−−→ ΣK ∧ΣK

⊂−→ X ∧X ,

where the first map in this factorization is given by collapsing ΣK ⊂ X to
a point.

Since the slant product is induced by the reduced diagonal, we obtain,
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4.11. Corollary. A map α : Sn−1 −→ ΣK gives rise to a Poincaré n-
complex X = (ΣK) ∪α Dn if and only if its Hopf invariant

H(α) : Sn−1 −→ ΣK ∧K

is a Spanier-Whitehead duality.

In particular, this result says that the complex K is self-dual whenever
X is a Poincaré complex (compare [Wa1, 3.8]).

Suppose now that we are given CW complex X = L∪α Dn which (r−1)-
connected. If X is to be a Poincaré complex, then it would follow by duality
that L is homotopy equivalent to a CW complex of dimension ≤ n−r, so
we may as well assume this is the case to begin with. If we assume moreover
that n ≤ 3r − 1 then the Freudenthal suspension theorem implies that L
desuspends, so we may write L ' ΣK, and X is then of the form ΣK∪αDn

up to homotopy. Hence the corollary applies in this instance. Lastly, if we
assume that n ≤ 3r − 2, then K is unique up to homotopy.

The above result shows that it would be too optimistic to expect an
algebraic classification of Poincaré complexes in the metastable range (in-
deed, the classification of self-dual CW complexes in the stable range would
probably have to appear in any such classification). However, if we assume
that we are at the very beginning of the metastable range, i.e., n = 2r,
then ΣK is homotopy equivalent a wedge of r-spheres, say

ΣK =
t∨

Sr .

The Hilton decomposition [Hilt] can be used to write the homotopy class
of α in terms of summands and basic Whitehead products, i.e,

α =
t∑

j=1

βjιj ⊕
∑

1≤i<j≤t

γij [ιi, ιj ] ,

where ιj : Sr → ΣK denotes the (homotopy class of) the inclusion into the
j-th summand, βj ∈ πn−1(Sr) is an element, [ιi, ιj ] ∈ πn−1(Sr∨Sr) denotes
the basic Whitehead product (= the attaching map S2r−1 → Sr ∨ Sr for
the top cell of Sr × Sr) and γij is an integer. Higher order Whitehead
products do not appear in this formula for dimensional reasons.

It follows that the data (βi, γij) give a complete list of invariants for X.
If ej denotes the Kronecker dual to the cohomology class defined by ιj ,
then the cohomology ring for X is given by

ei ∪ ej :=





γij if i < j,

(−1)rγij if j < i,

H(βi) ∈ πn−1(Sn−1) = Z if i = j .
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Therefore, the obstruction to X satisfying Poincaré duality is given by the
demanding that matrix (ei ∪ ej) be invertible.

For the classification (of manifolds) in the odd dimensional case n =
2r + 1, see [Wa3].

5. Poincaré embeddings

The notion of Poincaré embedding is a homotopy-theoretic imperson-
ation of what one obtains from an embedding of actual manifolds. If a
manifold X is decomposed as a union

X = K ∪A C

where K, C ⊂ X are codimension zero submanifolds with common bound-
ary A := K∩C, then X stratifies into two pieces, with A as the codimension
one stratum and int(KqC) as the codimension zero stratum. By replac-
ing the above amalgamation with its homotopy invariant analogue, i.e.,
the homotopy colimit of K ←− A −→ C, we may recover X up to homotopy
equivalence.

A Poincaré embedding amounts to essentially these data, except that we
do not decree the spaces to be smooth manifolds: the manifold condition
is weakened to the constraint that Poincaré duality is satisfied.

Specifically, suppose that we are given a connected based finite CW
complex Kk of dimension k, a Poincaré n-complex Xn and a map f : K −→
X. The definition of Poincaré embedding which we give is essentially due
to Levitt [Le1].

5.1. Definition. We say that f Poincaré embeds if there exists a commu-
tative diagram of based spaces

A −−−−→ C

i

y
y

K −−−−→
f

X

such that
• the diagram is a homotopy pushout, i.e., the evident map from the

double mapping cylinder K×0∪A×[0, 1]∪C×1 to X is a homotopy
equivalence.

• The image of [X] under Hn(X; wZ) −→ Hn(i; f∗wZ) induced by
the boundary map in Mayer-Vietoris sequence of the diagram gives
(K̄, A) the structure of an n-dimensional Poincaré pair, where K̄ :=
K ∪A×0 A× [0, 1] denotes the mapping cylinder of i. Similarly, [X]
induces a Poincaré pair structure on (C̄, A).

• The map i is (n−k−1)-connected.
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The space C is called the complement.
The above definition applies when X has no boundary. If (X, ∂X) is a

Poincaré n-pair, then the definition is analogous, except: (i) we require the
map ∂X −→ X to factor as ∂X −→ C −→ X, and (ii) the Poincaré boundary
for C is given by ∂X qA.

The first condition of the definition says that X is homotopy theoreti-
cally a union of K with its complement. The second condition says that the
‘stratification’ of X is ‘Poincaré’. The last condition is essentially technical.
In the smooth category, it would be an automatic consequence of transver-
sality (a closed regular neighborhood N a k-dimensional subcomplex of an
n-manifold has the property that ∂N ⊂ N is (n−k−1)-connected), so the
condition that i be (n−k−1)-connected is imposed to repair the lack of
transversality in the Poincaré case. However, note when k ≤ n−3 that i
is 2-connected if and only if i is (n−k−1)-connected, by duality and the
relative Hurewicz theorem.

We will assume throughout that we are in codimension ≥ 3, i.e., k ≤
n−3.

5.2. Remark. Suppose additionally that Kk has the structure of a Poincaré
k-complex. Then application of 3.4 above shows that the homotopy fibre
of i is homotopy equivalent to an (n−k−1)-sphere. Hence the map i in
the definition may be replaced by a spherical fibration. This recovers the
notion of Poincaré embedding given by Wall [Wa2, p. 113].

The following result, which has a ‘folk’ co-authorship, says that the
descent problem for finding locally flat PL-manifold embeddings can always
be solved in codimension ≥ 3. Moreover, the smooth version can always
be solved in the metastable range.

5.3. Theorem. (Browder-Casson-Sullivan-Wall [Wa2, 11.3.1]).
(1 ). Suppose that Kk and Xn are PL manifolds and that k ≤ n−3. Then
f is homotopic to a locally flat PL embedding if and only if f Poincaré
embeds.

(2 ). If Kk, Xn are smooth manifolds with k ≤ n−3, then f : Kk −→ Xn

is homotopic to a smooth embedding if and only if f Poincaré embeds
and, additionally, one of the following holds: (i) 2n ≥ 3(k+1), or (ii)
the (n−k−1)-spherical fibration A −→ K (cf. 5.2 ) admits a vector bundle
reduction of rank n−k.

Thus, the problem of finding an embedding of PL-manifolds in codimen-
sion ≥ 3 has been reduced to a problem in homotopy theory. When can
this homotopy problem be solved?
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A map Mm → Nn of manifolds with n ≥ 2m+1 is always homotopic
to an embedding, by transversality. It is natural to ask whether a sim-
ilar result holds in the Poincaré case. Fix a map f : Kk −→ Xn, where
Kk is a k-dimensional CW complex, Xn is a Poincaré complex (possibly
with boundary) and k ≤ n−3. According to Levitt [Le1], f Poincaré em-
beds when n ≥ 2k + 2 . One would expect that the result holds in one
codimension less, in analogy with manifolds, but this isn’t known in gen-
eral. However, Hodgson [Ho1] asserts that f will Poincaré embed when
n ≥ 2k + 1, with the additional assumptions that K is a Poincaré complex
and X is 1-connected. Both Hodgson and Levitt used manifold engulfing
techniques to arrive at these results.

Recently, the author [Kl2] proved a general result about Poincaré em-
beddings which implies the Levitt and Hodgson theorems as special cases:

5.4. Theorem. Let f : Kk −→ Xn be an r-connected map with k ≤ n−3.
Then f Poincaré embeds whenever

r ≥ 2k − n + 2 .

Moreover, the Poincaré embedding is ‘unique up to concordance’ if strict
inequality holds.

(Two Poincaré embedding diagrams for f are called concordant if they
are isomorphic in the homotopy category of such diagrams.)

In contrast with the engulfing methods of Levitt and Hodgson, the au-
thor proves this result using purely homotopy theoretic techniques (a main
ingredient of the proof is the Blakers-Massey theorem for cubical diagrams
of spaces, as to be found in [Good]).

An old question about Poincaré complexes is whether or not the diagonal
X → X ×X Poincaré embeds. As an application of the above, we have

5.5. Corollary. Let Xn be a 2-connected Poincaré n-complex.3 Then
the diagonal X → X ×X Poincaré embeds. Moreover, any two Poincaré
embeddings of the diagonal are concordance whenever X is 3-connected.

It would be interesting to know whether or not the corollary holds
without the connectivity hypothesis. Clearly, the diagonal of a manifold
Poincaré embeds, by the tubular neighborhood theorem, so the existence
of a diagonal Poincaré embedding for a Poincaré complex is an obstruction
to finding a smoothing.

3Additional Note: The existence part of the corollary holds when X is 1-connected
(see [Kl4]).
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5.6. Example. Let X be a finite H-space with multiplication µ : X×X →
X. Write X = X0 ∪ Dn using the disk theorem, and let α : Dn −→ X be
the characteristic map for the top cell of X. Consider the commutative
diagram

X × Sn−1 id×α−−−−→ X ×X0

∩
y

ys

X ×Dn d−−−−→ X ×X

where the map s is given by (x, y) 7→ (x, µ(x, y)), and the map d is given
by (x, v) 7→ (x, µ(x, α(v))). Then the diagram is a homotopy pushout
and, moreover, the restriction of d to X × ∗ ⊂ X ×Dn coincides with the
diagonal. Hence, the diagram amounts to a Poincaré embedding of the
diagonal.

5.7. Poincaré embeddings and unstable normal invariants. Ano-
ther type of question which naturally arises concerns the relationship be-
tween the Spivak normal fibration and Poincaré embeddings in the sphere.
Suppose that Kk is a Poincaré complex equipped with a choice of spherical
fibration p : S(p) −→ K with fibre Sj−1. One can ask whether Kk Poincaré
embeds in the sphere Sk+j with normal data p. That is, when does there
exist a space W and an inclusion S(p) ⊂ W such that K ∪S(p) W is homo-
topy equivalent to Sk+j? Obviously, if p isn’t a Spivak fibration then there
aren’t any such Poincaré embeddings. So the first obstruction is given by
the existence of a normal invariant Sk+j −→ T (p).

More generally, let Kk be a k-dimensional CW complex which is e-
quipped with a map g : A −→ K. Let K̄ be the mapping cylinder of g and
assume that (K̄, A) is an oriented Poincaré n-pair. We want to know when
there exists a Poincaré embedding of K in Sn with normal data A −→ K,
i.e., when does there exist an inclusion of spaces A ⊂ W such that K ∪A W
is homotopy equivalent to Sn? This problem specializes to the previous
one by taking g to be a spherical fibration.

Now, if the problem could be solved, then a choice of homotopy equiva-
lence Sn '−→ K ∪A W gives rise to a ‘collapse’ map

Sn '−→ K ∪A W ' K̄ ∪A W −→ K̄ ∪A ∗ = T (g)

where T (g) denotes the mapping cone of g : A −→ K. By correctly choosing
our orientation for (K̄, A), we may assume that this map is of degree one.
This prompts the following more general notion of normal invariant.

5.8. Definition. Given g : A −→ K as above together with an orientation
for (K̄, A), we call the homotopy class of any degree one map Sn −→ T (g)
a normal invariant.
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The following result says that there is a bijective correspondence between
normal invariants and concordance classes of Poincaré embeddings in the
sphere with given normal data in the metastable range. It was first proven
by Williams [Wi1], using manifold methods. A homotopy theoretic proof
has been recently given by Richter [Ri1].

5.9. Theorem. Suppose that 3(k+1) ≤ 2n and n ≥ 6. Then Kk Poincaré
embeds in Sn with normal data g : A −→ K if and only if there exists a nor-
mal invariant Sn −→ T (g). Moreover, any two such Poincaré embeddings
of K which induce the same normal invariants are isotopic provided that
3(k + 1) < 2n.

Richter [Ri2] has found some interesting applications of this result. For
example, he has shown how it implies that the isotopy class of a knot
Sn ⊂ Sn+2 is determined by its complement X, whenever π∗(X) = π∗(S1)
for ∗ ≤ 1/3(n + 2); this extends a theorem of Farber by one dimension.
For an extension of Theorem 5.9 to the case when the ambient space an
arbitrary Poincaré complex, see [Kl4].

6. Poincaré Surgery

Controversy seems to be one of the highlights of this subject, so to avoid
potential crossfire I’ll begin this section with a quote from Chris Stark’s
mathematical review [Stk] of the book Geometry on Poincaré spaces, by
Hausmann and Vogel [H-V]:

The considerable body of work on these matters is usually re-
ferred to as “Poincaré surgery” although other fundamental issues
such as transversality are involved. These efforts involve several
points of view and a number of mathematicians—the authors of
the present notes identify three main streams of prior scholarship
in their introduction and include a useful bibliography. Because of
technical difficulties and unfinished research programs, Poincaré
surgery has not become the useful tool proponents of the subject
once hoped to deliver.

For the sake of simplicity, I shall only discuss the results found in [H-
V], which is now the standard reference for Poincaré surgery. We begin
by explaining the fundamental problem of Poincaré surgery. To keep the
exposition simple, we only consider the oriented case.

6.1. Surgery. Quinn [Qu2] defines a normal space to be a CW complex
X equipped with an (oriented) (k−1)-spherical fibration pX : E −→ X and
a degree one map αX : Sn+k −→ T (pX), where T (pX) denotes the mapping
cone = Thom space of pX (here the integer k is allowed to vary). We define
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the formal dimension of X to be n. Similarly, we have the notion of normal
pair (X, A).

A normal map of normal spaces from X to Y consists of a map f : X −→
Y and an oriented fibre equivalence of fibrations b : pX

'−→ pY covering f
such that the composite

Sn+k αX−−→ T (pX)
T (b)−−−→ T (pY )

coincides with αY . Note that the mapping cylinder of f has the structure
of a normal pair whose boundary is X q Y . Similarly, there is an evident
notion of normal cobordism for normal maps.

The obvious example of a normal space is given by a Poincaré complex
equipped with Spivak fibration. The central problem of Poincaré surgery
is to decide when a given normal map f : X −→ Y of Poincaré complexes
is normally cobordant to a homotopy equivalence. Analogously, in the
language of normal pairs, one wants to know when a normal pair (X,A),
with A Poincaré, is normally cobordant to a Poincaré pair.

The algebraic theory of surgery of Ranicki [Ra1-2], [Ra3] associates to a
normal map of Poincaré complexes f : X −→ Y a surgery obstruction σ(f) ∈
Ln(π1(Y )) which coincides with the classical one if the given normal map
comes from a manifold surgery problem. The principal result of Poincaré
surgery says that this is the only obstruction to finding such a normal
cobordism, i.e., that the manifold and Poincaré surgery obstructions are
the same. According to Hausmann and Vogel, there are to date three basic
approaches to Poincaré surgery obstruction theory.

The first is to use thickening theory to replace a Poincaré complex with
manifold with boundary, so that we can avail ourselves of manifold tech-
niques, such as engulfing. This is the embodied in approach of several
authors, including Levitt [Le2], Hodgson [Ho6] and Lannes-Latour-Morlet
[L-L-M]. One philosophical disadvantage of this approach is that, in the
words of Browder, “a problem in homotopy theory should have a homo-
topy theoretical solution” [Qu1].

The second approach, undertaken by Jones [Jo1], also uses sophisticated
manifold theory. The idea here is to equip Poincaré complexes with the
structure of a patch space, which a space having an ‘atlas’ of manifolds
whose transition maps are homotopy equivalences, and having suitable
transversality properties.

Lastly, we have the direct homotopy theoretic assault, which was first
outlined by Browder and which was undertaken by Quinn [Qu1-3]. If a
map β : Sj −→ Xn is an element on which one wants to do surgery, then
the homotopy cofiber X ∪β Dj+1 has the homotopy type of an elementary
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cobordism, i.e., the trace of the would-be surgery. Moreover, as Quinn
observes, if the surgery can be done then there is a cofibration sequence
X ′ −→ X ∪β Dj+1 −→ Sn−j where X ′ is the ‘other end’ of the cobordism.
The composite map X ⊂ X ∪β Dj+1 −→ Sn−j is a geometric representative
for a cohomology class which is Poincaré dual to the homology class defined
by β. Quinn’s idea [Qu3] is to find homotopy theoretic criteria (involving
Poincaré duality) to decide when a map X ∪β Dj+1 −→ Sn−j extends to
the left as a cofibration sequence, thus yielding X ′.

Hausmann and Vogel point out that these three approaches are imbued
with a great deal of technical difficulty and none of them were completely
overcome. We pigeonhole the book of Hausmann and Vogel by placing it
within the first of these schools.

6.2. Poincaré bordism. Under this title belong the fundamental ex-
act sequences of Poincaré bordism found by Levitt [Le2], Jones [Jo1] and
Quinn [Qu2]. Given a normal space X, we can let ΩP

n (X) denote the
bordism group of normal maps (f, b) : Y −→ X with X a normal space of
formal dimension n and Y a Poincaré n-complex, and where cobordisms
are understood in the Poincaré sense. Similarly, we can define ΩN

n (X) to
be the bordism group of normal maps (f, b) : Y −→ X. Then there is an
exact sequence

· · · −→ Ln(π1(X)) −→ ΩP
n (X) incl−−→ ΩN

n (X) −→ Ln−1(π1(X)) −→ · · ·

and moreover, an isomorphism ΩN
n (X) ∼= Hn(X; MSG), where the latter

denotes the homology of X with coefficients in the Thom spectrum MSG
whose n-th space is the Thom space of the oriented spherical fibration with
fibre Sn−1 over the classifying space BSGn.

6.3. Transversality. Let A be a finite CW complex and suppose that
(D,S) is a connected CW pair such that A includes in D as a deformation
retract. We also assume that the homotopy fibre of S ⊂ D is (k−1)-
spherical. Given an inclusion S ⊂ C, let Y denote the union D ∪S C.
Roughly, we are thinking of the Y as containing a ‘neighborhood thickening’
D of A in such a way that the ‘link’ S of A in Y is a spherical fibration
(up to homotopy).

Let X be a Poincaré n-complex and let f : X −→ Y be a map. We say
that f is Poincaré transverse to A when (f−1(D), f−1(S)) and (f−1(C),
f−1(S)) have the structure of Poincaré n-pairs, and moreover, we require
that the homotopy fibre of the map

f−1(S) −→ f−1(D)
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is also (k−1)-spherical.
Hence, if f is Poincaré transverse to A, we obtain a stratification of

X as a union of f−1(D) with f−1(C) along a common Poincaré bound-
ary f−1(S). Moreover, it follows from the definition that f−1(A) has
the structure of a Poincaré (n−k)-complex, so we infer that the inclusion
f−1(A) ⊂ X Poincaré embeds (with normal data f−1(S)).

The main issue now is to decide when a map f : X −→ Y can be ‘de-
formed’ (bordant, h-cobordant) so that it becomes Poincaré transverse to
the given A. The philosophy is that although one can always deform a map
in the smooth case to make it transverse, there are obstructions in the Wall
L-groups for the Poincaré case, and the vanishing of these obstructions are
both necessary and sufficient for Poincaré transversality up to bordism.

The algebraic L-theory codimension k Poincaré transversality obstruc-
tions for k = 1, 2 are discussed in Ranicki [Ra3, Chap. 7]. Supposing in
what follows that k ≥ 3, Hausmann and Vogel provide a criterion for de-
ciding when f can be made (oriented) Poincaré bordant to a map which is
transverse to A [H-V, 7.11]. They define an invariant t(f) ∈ Ln−k(π1(A))
whose vanishing is necessary and sufficient to finding the desired bordism.
If in addition f is 2-connected, then t(f) is the complete obstruction to
making f transverse to A up to homotopy equivalence (i.e., Poincaré h-
cobordism) [loc. cit., 7.23]). Assertions of this kind can be found in the
papers of Levitt [Le2],[Le4],[Le5], Jones [Jo1], and Quinn [Qu2]. For a
general formulation, see [H-V, 7.11, 7.14].

6.4. Handle decompositions. Given a Poincaré n-pair (Y, ∂Y ), and a
Poincaré embedding diagram

Sk−1 × Sn−k−1 −−−−→ C

∩
y

y
Sk−1 ×Dn−k −−−−→ ∂Y

we can form the Poincaré n-pair

(Z, ∂Z) := (Y ∪Dk ×Dn−k, C ∪Dk × Sn−k−1) ,

where Dk × Dn−k is attached to Y by means of the composite Sk−1 ×
Dn−k −→ ∂Y ⊂ Y and Dk × Sn−k−1 is attached to ∂Y by means of the
map Sk−1 × Sn−k−1 −→ C. Call this operation the effect of attaching a
k-handle to (Y, ∂Y ). Note that there is an evident map Y −→ Z.

A handle decomposition for a Poincaré complex Xn consists of a sequence
of spaces

W−1 −→ W0 −→ · · · −→ Wn
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(with W−1 = ∅) and a homotopy equivalence Wn
'−→ X. Moreover, each

Wj is the underlying space of a Poincaré n-pair with boundary ∂Wj in such
a way that Wj is obtained from Wj−1 a a finite number of j-handle attach-
ments. Handle decompositions are special cases of Jones’ patch spaces
[Jo1].

6.5. Theorem. ([H-V, 6.1]). If X is a Poincaré n-complex with n ≥ 5,
then X admits a handle decomposition.

6.6. Appendix: a quick update on the finite H-space problem

When Browder posed his question: Does every finite H-space have the
homotopy type of a closed smooth manifold?, it wasn’t known that there
exist 1-connected finite H-spaces which are not the homotopy type of com-
pact Lie groups (except for products with S7 or quotients thereof; see
Hilton-Roitberg [H-R] and Stasheff [Sta, p. 22] for examples).

We remarked in §3 that every 1-connected finite H-space Xn has the
homotopy type of a closed topological n-manifold. Browder [Br5] has noted
in fact that the manifold can be chosen as smooth and stably parallelizable
if n isn’t of the form 4k+2.

Using Zabrodsky mixing [Z] and surgery methods, Pedersen [Pe] was
able to extend Browder’s theorem to show that certain classes of finite
H-spaces (some with non-trivial fundamental group) have the homotopy
type of smooth manifolds. Recall that spaces Y and Z are said to have
the same genus if Y(p) ' Z(p) for all primes p, where Y(p) denotes the
Sullivan localization of Y at p. Among other things, Pedersen proved that
when a finite H-space X happens to be 1-connected and has the genus
of a 1-connected Lie group, then X has the homotopy type of a smooth,
parallelizable manifold.

Weinberger [We] has settled the ‘local’ version of the problem: if P
denotes a finite set of primes, then a finite H-space is P -locally homotopy
equivalent to a closed topological manifold.

Using localization techniques and surgery theory, Cappell and Wein-
berger [CW1] have shown that a finite H-space X has the homotopy type
of a closed topological manifold when π1(X) is either an odd p-group or
infinite with at most cyclic 2-torsion. In another paper [CW2] they show
that X has the homotopy type of a closed smooth parallelizable manifold
whenever X(2) contains a factor which is S7 or a Lie group at the prime
2, and moreover, π1(X) is either trivial, an odd p-group or infinite with no
2-torsion.
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Proc. AMS 35 (1972), 263–268.



Poincaré duality spaces 163

[Ho2] , General position in the Poincaré duality category, Invent. Math. 24
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[Sto] R. Stöcker, The structure of 5-dimensional Poincaré duality spaces, Comm.
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[Wa3] , Poincaré complexes: I, Ann. Math. 86 (1970), 213–245.

[Wa4] , Surgery on Compact Manifolds, Academic Press, 1970.
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Poincaré duality groups

Michael W. Davis

§1. Introduction

A space X is aspherical if πi(X) = 0 for all i > 1. For a space of the
homotopy type of a CW -complex this is equivalent to the condition that
its universal covering space is contractible.

Given any group Γ, there is an aspherical CW -complex BΓ (also de-
noted by K(Γ, 1)) with fundamental group Γ; moreover, BΓ is unique up
to homotopy equivalence (cf. [Hu]). BΓ is called the classifying space of
Γ. (BΓ is also called an Eilenberg-MacLane space for Γ.) So, the theory of
aspherical CW -complexes, up to homotopy, is identical with the theory of
groups. This point of view led to the notion of the (co)homology of a group
Γ: it is simply the (co)homology of the space BΓ.

Many interesting examples of aspherical spaces are manifolds. A prin-
cipal feature of a manifold is that it satisfies Poincaré duality. Thus, one
is led to define an n-dimensional Poincaré duality group Γ to be a group
such that Hi(Γ;A) ∼= Hn−i(Γ;A) for an arbitrary ZΓ-module A. (There is
also a version of this with twisted coefficients in the nonorientable case.)
So, the fundamental group of a closed, aspherical n-dimensional manifold
M is an n-dimensional Poincaré duality group Γ = π1(M). The question
of whether or not the converse is true was posed by Wall as Problem G2
in [W3]. As stated it is false: as we shall see in Theorem 7.15, Poincaré
duality groups need not be finitely presented, while fundamental groups of
closed manifolds must be. However, if we add the requirement that the
Poincaré duality group be finitely presented, then the question of whether
it must be the fundamental group of an aspherical closed manifold is still
the main problem in this area.

* Partially supported by NSF grant DMS-9505003
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Examples of aspherical closed manifolds

1) Low dimensional manifolds.

• Dimension 1: The circle is aspherical.

• Dimension 2: Any surface other than S2 or RP 2 is aspherical.

• Dimension 3: Any irreducible closed 3-manifold with infinite funda-
mental group is aspherical. (This follows from Papakyriakopoulos’
Sphere Theorem.)

2) Lie groups. Suppose G is a Lie group and that K is a maximal com-
pact subgroup. Then G/K is diffeomorphic to Euclidean space. If Γ is
a discrete, torsion-free subgroup of G, then Γ acts freely on G/K and
G/K −→ Γ\G/K is a covering projection. Hence, Γ\G/K is an aspher-
ical manifold. For example, if G = Rn and Γ = Zn, we get the n-torus.
If G = O(n, 1), then K = O(n) × O(1), G/K is hyperbolic n-space and
Γ\G/K is a hyperbolic manifold. One can also obtain closed infranil-
manifolds or closed infrasolvmanifolds in this fashion by taking G to be a
virtually nilpotent Lie group or a virtually solvable Lie group. (A group
virtually has a property if a subgroup of finite index has that property.)

3) Riemannian manifolds of nonpositive curvature. Suppose Mn is a closed
Riemannian manifold with sectional curvature ≤ 0. The Cartan-Hadamard
Theorem then states that the exponential map, exp : TxMn → Mn, at
any point x in Mn, is a covering projection. Hence, the universal covering
space of Mn is diffeomorphic to Rn (∼= TxMn) and consequently, Mn is
aspherical.

During the last fifteen years we have witnessed a great increase in our
fund of examples of aspherical manifolds and spaces. In many of these
new examples the manifold is tessellated by cubes or some other convex
polytope. Some of these examples occur in nature in contexts other than
1), 2) or 3) above, for instance, as the closure of an (R∗)n -orbit in a flag
manifold or as a blowup of RPn along certain arrangements of subspaces.
(See [DJS].) Some of these new techniques are discussed below.

4) Reflection groups. Associated to any Coxeter group W there is a con-
tractible simplicial complex Σ on which W acts properly and cocompactly
as a group generated by reflections ([D1], [D3], [Mo]). It is easy to arrange
that Σ is a manifold (or a homology manifold), so if Γ is a torsion-free
subgroup of finite index in W , then Σ/Γ is an aspherical closed manifold.
Such examples are discussed in detail in §7.
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5) Nonpositively curved polyhedral manifolds. Many new techniques for
constructing examples are described in Gromov’s paper [G1]. As Aleksan-
drov showed, the concept of nonpositive curvature often makes sense for a
singular metric on a space X. One first requires that any two points in X
can be connected by a geodesic segment. Then X is nonpositively curved
if any small triangle (i.e., a configuration of three geodesic segments) in X
is “thinner” than the corresponding comparison triangle in the Euclidean
plane. (“Thinner” means that the triangle satisfies the CAT (0)-inequality
of [G1].) The generalization of the Cartan-Hadamard Theorem holds for
a nonpositively curved space X: its universal cover is contractible. Gro-
mov pointed out that there are many polyhedral examples of such spaces
equipped with piecewise Euclidean metrics (this means that each cell is
locally isometric to a convex cell in Euclidean space). Here are two of
Gromov’s techniques.

• Hyperbolization: In Section 3.4 of [G1] Gromov describes several dif-
ferent techniques for converting a polyhedron into a nonpositively
curved space. In all of these hyperbolization techniques the global
topology of the polyhedron is changed, but its local topology is pre-
served. So, if the input is a manifold, then the output is an aspherical
manifold. (Expositions and applications of hyperbolization can be
found in [CD3] and [DJ].)

• Branched covers: Let M be a nonpositively curved Riemannian man-
ifold and Y a union of codimension-two, totally geodesic submani-
folds which intersect orthogonally. Then the induced (singular) met-
ric on a branched cover of M along Y will be nonpositively curved.
(See Section 4.4 of [G1], as well as, [CD1].) Sometimes the metrics
can be smoothed to get Riemannian examples as in [GT]. As Gromov
points out (on pp.125-126 of [G1]) there is a large class of examples
where Mn is n-torus and Y is a configuration of codimension-two
subtori (see also Section 7 of [CD1]).

Using either the reflection group technique or hyperbolization, one can
show that there are examples of aspherical closed (topological) n- mani-
folds Mn, n ≥ 4, such that a) the universal covering space of Mn is not
homeomorphic to Rn ([D1], [DJ]) or b) Mn is not homotopy equivalent to
a smooth (in [DH]) or piecewise linear manifold (in [DJ]).

My thanks go to Tadeusz Januszkiewicz, Guido Mislin, Andrew Ranicki
and the referee for their suggestions for improving earlier versions of this
survey.
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§2. Finiteness conditions

The classifying space BΓ of an n-dimensional Poincaré duality group Γ is
(homotopy equivalent to) an n-dimensional CW complex. If BΓ is a closed
manifold, then it is homotopy equivalent to a finite CW complex. We
now investigate the cohomological versions for a group Γ (not necessarily
satisfying Poincaré duality) of the conditions that BΓ is either a) finite
dimensional or b) a finite CW -complex. A good reference for this material
is Chapter VIII of [Br3].

Suppose that R is a nonzero commutative ring and that RΓ denotes the
group ring of Γ. Regard R as a RΓ-module with trivial Γ-action.

The cohomological dimension of Γ over R, denoted cdR(Γ), is the projec-
tive dimension of R over RΓ. In other words, cdR(Γ) is the smallest integer
n such there is a resolution of R of length n by projective RΓ-modules:

0 → Pn → · · · → P1 → P0 → R → 0.

Our convention, from now on, will be that if we omit reference to R,
then R = Z. For example, cd(Γ) means the cohomological dimension of Γ
over Z.

If Γ acts freely, properly and cellularly on an n-dimensional CW -complex
E and if E is acyclic over R, then cdR(Γ) ≤ n. (Proof: consider the chain
complex of cellular chains with coefficients in R:

0 → Cn(E;R) → . . . C0(E;R) ε→R → 0,

where ε is the augmentation.) In particular, if BΓ is (homotopy equivalent
to) an n-dimensional CW -complex, then cd(Γ) ≤ n.

The geometric dimension of Γ, denoted gd(Γ), is the smallest dimension
of a K(Γ, 1) complex (i.e., of any CW -complex homotopy equivalent to
BΓ). We have just seen that cd(Γ) ≤ gd(Γ). Conversely, Eilenberg and
Ganea proved in [EG] that gd(Γ) ≤ max{cd(Γ), 3}. Also, it follows from
Stallings’ Theorem [St] (that a group of cohomological dimension one is
free) that cd(Γ) = 1 implies gd(Γ) = 1. The possibility that there exists a
group Γ with cd(Γ) = 2 and gd(Γ) = 3 remains open.

A group of finite cohomological dimension is automatically torsion-free.
(Proof: a finite cyclic subgroup has nonzero cohomology in every even
dimension.) Similarly, if cdR(Γ) < ∞, the order of any torsion element of
Γ must be invertible in R.
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A group Γ is of type F if BΓ is homotopy equivalent to a finite complex.
Γ is of type FPR (respectively, of type FLR) if there is a resolution of R of
finite length by finitely generated RΓ-modules:

0 → Pn → · · · → P0 → R → 0,

where each Pi is projective (respectively, free). (The key phrase here is
“finitely generated.”)

If Γ acts freely, properly, cellularly and cocompactly on an R-acyclic
CW -complex E, then Γ is of type FLR. (Consider the cellular chain com-
plex again.) So, a group of type F is of type FL. Similarly, if BΓ is
dominated by a finite complex, then Γ is of type FP. Conversely, Wall
[W1] proved that if a finitely presented group is of type FL, then it must
be of type F.

There is no known example of a group which is of type FP but not of
type FL. In fact, it has been conjectured that for any torsion-free group
Γ, the reduced projective class group, K̃0(ZΓ), is zero, that is, that every
finitely generated projective ZΓ- module is stably free.

A group Γ is finitely generated if and only if the augmentation ideal is
finitely generated as a ZΓ-module (Exercise 1, page 12 in [Br3]). Hence,
any group of type FP is finitely generated. However, it does not follow
that such a group is finitely presented (i.e., that it admits a presentation
with a finite number of generators and a finite number of relations). In fact,
Bestvina and Brady [BB] have constructed examples of type FL which are
not finitely presented. These examples will be discussed further in §7.

§3. Poincaré duality groups

If Γ is the fundamental group of an aspherical, closed n-manifold, M ,
then it satisfies Poincaré duality:

Hi(Γ; A) ∼= Hn−i(Γ;D ⊗A)

where D is the orientation module and where the coefficients can be any
ZΓ-module A.

Since the universal covering space M̃n of an aspherical Mn is con-
tractible, it follows from Poincaré duality (in the noncompact case) that
the cohomology with compact supports of M̃n is the same as that of Rn,
i.e.,

Hi
c(M̃

n) ∼=
{

0 , for i 6= n

Z , for i = n.
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On the other hand, if Γ acts freely, properly and cocompactly on an acyclic
space E, then Hi(Γ;ZΓ) ∼= Hi

c(E) (by Prop. 7.5, p. 209 in [Br3]). Hence,
for Γ = π1(Mn),

Hi(Γ;ZΓ) ∼=
{

0 , for i 6= n

Z , for i = n.

These considerations led Johnson and Wall [JW] and, independently Bieri
[Bi] to the following two equivalent definitions.

Definition 3.1. ([Bi]) A group Γ is a Poincaré duality group of dimension
n over a commutative ring R (in short, a PDn

R-group) if there is an RΓ-
module D, which is isomorphic to R as an R-module, and a homology class
µ ∈ Hn(Γ;D) (called the fundamental class) so that for any RΓ-module A,
cap product with µ defines an isomorphism: Hi(Γ; A) ∼= Hn−i(Γ;D ⊗ A).
D is called the orientation module (or dualizing module) for Γ. If Γ acts
trivially on D, then it is an orientable PDn

R-group.

Definition 3.2. ([JW]). A group Γ is a Poincaré duality group of dimen-
sion n over R if the following two conditions hold:

(i) Γ is of type FPR, and

(ii) Hi(Γ; RΓ) =
{

0 , for i 6= n

R , for i = n

We note that if R = Z, then (i) implies that Γ is torsion-free and (ii)
implies that cd(Γ) = n.

Theorem 3.3. ([BE2], [Br1], [Br3]). Definitions 3.1 and 3.2 are equiva-
lent.

On pages 220 and 221 of [Br3] one can find three different proofs that
the conditions in Definition 3.2 imply those in Definition 3.1. The dualizing
module D is Hn(Γ; RΓ). Conversely, suppose Γ satisfies the conditions of
Definition 3.1. Since D ⊗ RΓ is free (by Cor. 5.7, page 69 of [Br3]),
it is acyclic. Hence, Hi(Γ; RΓ) ∼= Hn−i(Γ;D ⊗ RΓ) vanishes for i 6= n
and is isomorphic to R for i = n. The main content of Theorem 3.3 is
that Definition 3.1 forces Γ to be of type FPR. The reason for this is
that the statement that Γ is of type FPR is equivalent to the statement
that cdR(Γ) < ∞ and that for each i, the functor on RΓ-modules A −→
Hi(Γ; A) commutes with direct limits (see [Br3]). By naturality of cap
products and by Poincaré duality, this functor can be identified with A →
D ⊗A → Hn−i(Γ; D ⊗A) and this clearly commutes with direct limits.
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In line with our convention from §2, for R = Z, denote PDn
R by PDn.

As Johnson and Wall observed, if Γ is a finitely presented PDn- group,
then BΓ is a Poincaré complex in the sense of [W2]. In particular, BΓ is
finitely dominated.

The principal question in this area (as well as the most obvious one)
is if every PDn-group is the fundamental group of an aspherical closed
manifold. As stated the answer is no. For, as we shall see in §7, the
Bestvina-Brady examples can be promoted to examples of PDn-groups,
n ≥ 4, which are not finitely presented. (Kirby and Siebenmann proved
that any compact topological manifold is homotopy equivalent to a finite
CW -complex; hence, its fundamental group is finitely presented.) So, the
correct question is the following.

Question 3.4. Is every finitely presented PDn-group the fundamental
group of an aspherical closed manifold?

This is closely related to Borel’s Question: are any two aspherical closed
manifolds with the same fundamental group homeomorphic? (See [FJ] for
a discussion of Borel’s Question.) Thus, Question 3.4 asks if any finitely
presented PDn-group corresponds to an aspherical closed manifold and
Borel’s Question asks if this manifold is unique up to homeomorphism.

A space X is a homology manifold of dimension n over R if for each
point x in X, H∗(X, X − x; R) ∼= H∗(Rn,Rn − 0; R), i.e., if

Hi(X, X − x; R) ∼=
{

0 , for i 6= n

R , for i = n.

The usual proof that manifolds satisfy Poincaré duality also works for ho-
mology manifolds. As we shall see in Example 7.4 there are aspherical
polyhedra which are homology manifolds over some ring R but not over
Z. The fundamental groups of these examples are Poincaré duality groups
over R but not over Z. So, when R 6= Z the appropriate version of Question
3.4 is the following.

Question 3.5. Is every torsion-free, finitely presented, PDn
R-group the

fundamental group of an aspherical closed R-homology manifold?

In fact this question is relevant even when R = Z. The reason is this.
While it is true that every closed polyhedral homology manifold is homo-
topy equivalent to a closed manifold, Bryant, Ferry, Mio and Weinberger
have shown in [BFMW] that there exist homology manifolds which are
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compact ANRs and which are not homotopy equivalent to closed mani-
folds. Thus, there is the intriguing possibility that some of these exotic
“near manifolds” of [BFMW] could be aspherical.

Ranicki has shown (in Chapter 17 of [R]) that, for Γ of type F , Question
3.4 has an affirmative answer if and only if the “total surgery obstruction”
s(BΓ) ∈ Sn(BΓ) is 0 (where S∗ means the relative homotopy groups of the
assembly map in algebraic L-theory). A similar remark applies to Question
3.5 using the “4-periodic total surgery obstruction” in Chapter 25 of [R].
In fact, as explained on page 275 of [R], the strongest form of the Novikov
Conjecture is equivalent (in dimensions ≥ 5) to the conjecture that both
Question 3.4 and Borel’s Question have affirmative answers. As explained
on page 298 of [R], a slightly weaker version of the Novikov Conjecture
(that the assembly map is an isomorphism) is equivalent to allowing the
possibility that there exist aspherical ANR homology manifolds which are
not homotopy equivalent to manifolds, as in [BFMW].

Duality groups. There are many interesting groups which satisfy Defini-
tion 3.1 except for the requirement that D be isomorphic to R. The proof
of Theorem 3.3 also gives the following result.

Theorem 3.6. (Bieri-Eckmann [BE2], Brown [Br1]). The following two
conditions are equivalent.

(i) There exists an RΓ-module D and a positive integer n such that for
any RΓ-module A there is a natural isomorphism (i.e., induced by
cap product with a fundamental class): Hi(Γ;A) ∼= Hn−i(Γ;D⊗A).

(ii) Γ is of type FPR and

Hi(Γ; RΓ) ∼=
{

0 , for i 6= n

D , for i = n.

If either of these conditions hold, then Γ is a duality group of dimension
n over R (in short, a Dn

R-group).

Theorem 3.7. (Farrell [F]). Suppose R is a field and that Γ is a Dn
R-

group. If dimR(D) < ∞, then dimR(D) = 1 (and consequently Γ is a
PDn

R-group).

It follows that if Γ is a duality group over Z, then either D ∼= Z or D is
of infinite rank. Conjecturally, D must be free abelian.
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Examples of duality groups

1) Finitely generated free groups are duality groups of dimension 1.

2) Suppose that M is a compact aspherical n-manifold with nonempty
boundary. Let ∂1M, . . . , ∂mM denote the components of of ∂M and sup-
pose that each ∂jM is aspherical and that π1(∂jM) → π1(M) is injective.
Then π1(M) is a duality group of dimension n− 1. For example, any knot
group (that is, the fundamental group of the complement of a nontrivial
knot in S3) is a duality group of dimension two.

3) Let Γ be a torsion-free arithmetic group and G/K the associated
symmetric space. Then Γ is a duality group of dimension n − `, where
n = dim(G/K) and ` is the Q-rank of Γ. (See [BS].)

4) Let Sg denote the closed surface of genus g > 1. The group of outer
automorphisms Out(π1(Sg)) is the mapping class group of Sg. It is a virtual
duality group of dimension 4g − 5 (i.e., any torsion-free subgroup of finite
index in Out(π1(Sg)) is a duality group). (See [Ha].)

§4. Subgroups, extensions and amalgamations

We have the following constructions for manifolds:

1) Any covering space of a manifold is a manifold.

2) If F → E → B is a fiber bundle and if F and B are manifolds, then
so is E.

3) Suppose M is a manifold with boundary and that the boundary con-
sists of two components ∂1M and ∂2M which are homeomorphic. Then the
result of gluing M together along ∂1M and ∂2M via a homeomorphism is
a manifold. (In this construction one usually has one of two situations in
mind: either a) M is connected or b) M consists of two components with
∂1M and ∂2M their respective boundaries.)

In this section we consider the analogous constructions for Poincaré du-
ality groups.

Subgroups. The following analog of construction 1), is proved as Theorem
2 in [JW]. It follows fairly directly from Definition 3.2.

Theorem 4.1. ([Bi], [JW]). Suppose that Γ is a torsion -free group and
that Γ′ is a subgroup of finite index in Γ. Then Γ is a PDn

R-group (R a
commutative ring) if and only if Γ′ is.
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By way of contrast, there is the following result of Strebel [Str].

Theorem 4.2. ([Str]). If Γ is a PDn-group and Γ′ is a subgroup of infinite
index, then cd(Γ′) < n.

Extensions. The next result, the analog of construction 2), is Theorem 3
of [JW].

Theorem 4.3. ([Bi], [JW]). Suppose that Γ is an extension of Γ′′ by Γ′:

1 → Γ′ → Γ → Γ′′ → 1

If both Γ′ and Γ′′ are Poincaré duality groups over R, then so is Γ. Con-
versely, if Γ is a Poincaré duality group over R and if both Γ′ and Γ′′ are
of type FPR, then Γ′ and Γ′′ are both Poincaré duality groups over R.

The corresponding result for Poincaré spaces was stated in [Q] and
proved in [Go].

Theorem 4.4. ([Go], [Q]). Suppose that F → E → B is a fibration and
that F and B are dominated by finite complexes. Then E is dominated by
a finite complex and E satisfies Poincaré duality if and only if both F and
B do.

Corollary 4.5. Suppose that Γ is a finitely presented, torsion-free group
of type FP and that Γ acts freely, properly and cocompactly on a manifold
M. If M is dominated by a finite complex, then Γ is a Poincaré duality
group.

Proof. Consider the fibration M → M ×Γ EΓ → BΓ, where EΓ denotes
the universal covering space of BΓ. Since M ×Γ EΓ is homotopy equivalent
to the closed manifold M/Γ, it satisfies Poincaré duality. ¤

For example the corollary applies to the case where M ∼= Sk ×Rn. (See
[CoP].)

Amalgamations. Suppose that M is a compact manifold with boundary,
with boundary components (∂jM)j∈I , that M , as well as each boundary
component is aspherical, and that for each j ∈ I the inclusion ∂jM ⊂ M
induces a monomorphism π1(∂jM) → π1(M). Set Γ = π1(M), let Sj de-
note the image of π1(∂jM) in Γ, and let SSS denote the family of subgroups
(Sj)j∈I . Then, following [BE3] and [E], the fact that (M, ∂M) satisfies
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Poincaré-Lefschetz duality can be reformulated in terms of group cohomol-
ogy as follows.

Let Γ be a group and SSS = (Sj)j∈I a finite family of subgroups. For
any subgroup H of Γ let Z(Γ/H) denote the free abelian group on Γ/H
with ZΓ-module structure induced from left multiplication. Let ∆ =
ker(

⊕
Z(Γ/Sj)

ε−→ Z), where ε is defined by ε(γSj) = 1 for all j ∈ I
and γ ∈ Γ. Set

Hi(Γ,SSS; A) = Hi−1(Γ;∆⊗A)

Hi(Γ,SSS; A) = Hi−1(Γ;Hom(∆, A)).

Definition 4.6. ([BE3], [E]). The pair (Γ,SSS) is a Poincaré duality pair of
dimension n (in short a PDn-pair) with orientation module D (where D is
isomorphic to Z as an abelian group) if there are natural isomorphisms:

Hi(Γ; A) ∼= Hn−i(Γ,SSS;D ⊗A)

Hi(Γ,SSS; A) ∼= Hn−i(Γ; D ⊗A).

(It follows that each Sj is a PDn−1-group.)

As observed in [JW] one can then use Mayer-Vietoris sequences to prove
the analogs of construction 3). For example, suppose that (Γ1,H) and
(Γ2,H) are PDn-pairs. (Here SSS consists of a single subgroup H.) Then
the amalgamated product Γ1 ∗H Γ2 is a PDn-group. Similarly, suppose
(Γ,SSS) is a PDn-pair where SSS consists of two subgroups S1 and S2 and
that θ : S1 → S2 is an isomorphism. Then the HNN -extension Γ∗θ is
a PDn-group. If a group can be written as an amalgamated product or
HNN -extension over a subgroup H, then it is said to split over H.) From
these two constructions and induction one can prove the following more
general statement.

Theorem 4.7. Suppose that Γ is the fundamental group of a finite graph
of groups. Let Γv denote the group associated to a vertex v and Se the
group associated to an edge e. For each vertex v, let E(v) denote the set of
edges incident to v and let SSSv = (Se)e∈E(v) be the corresponding family of
subgroups of Γv. If (Γv,SSSv) is a PDn-pair for each vertex v, then Γ is a
PDn-group.

For the definition of a “graph of groups” and its “fundamental group”,
see [Se2] or [SW].

Kropholler and Roller in [KR1,2,3] have made an extensive study of
when a PDn-group can split over a subgroup H which is a PDn−1-group.
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If a PDn-group Γ splits over a subgroup H, there is no reason that
H must be a PDn−1-group. (We shall give examples where it is not in
Example 7.3.) However, it follows from the Mayer-Vietoris sequence that
cd(H) = n − 1. In particular, for n ≥ 3, a PDn-group cannot split over
a trivial subgroup or an infinite cyclic subgroup. We restate this as the
following lemma, which we will need in §6.

Lemma 4.8. For n ≥ 3, a PDn-group is not the fundamental group of a
graph of groups with all edge groups trivial or infinite cyclic.

§5. Dimensions one and two

Question 3.4 has been answered affirmatively in dimensions ≤ 2.

A PD1-group is infinite cyclic. (Since H1(Γ;ZΓ) = Z, Γ has two ends
and since Γ is torsion-free, a result of Hopf [H] implies that Γ ∼= Z.)

The affirmative answer to Question 3.4 in dimension two is the culmi-
nation of several papers by Eckmann and his collaborators, Bieri, Linnell
and Müller, see [BE1], [BE2], [EL], [EM], [M] and especially [E].

Theorem 5.1. A PD2-group is isomorphic to the fundamental group of a
closed surface.

A summary of the proof can be found in [E]. In outline, it goes as follows:
1) using a theorem of [M] one shows that if a PD2-group splits as an amal-
gamated product or HNN extension over a finitely generated subgroup,
then the theorem holds and then 2) using the Hattori-Stallings rank, it is
proved in [EL] that any PD2-group has positive first Betti number and
hence, that it splits.

Combining Theorem 5.1 with Theorem 4.1 we get the following.

Corollary 5.2. Suppose that a torsion-free group Γ contains a surface
group Γ′ as a subgroup of finite index. Then Γ is a surface group.

For a discussion of the situation in dimension three see Thomas’ article
[T].

§6. Hyperbolic groups

Any finitely generated group Γ can be given a “word metric,” d : Γ×Γ →
N, as follows. Fix a finite set of generators T. Then d(γ, γ′) is the smallest
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integer k such that γ−1γ′ can be written as a word of length k in T ∪T−1. If
Γ is a discrete group of isometries of a metric space Y and Y/Γ is compact,
then the word metric on Γ is quasi-isometric to the induced metric on any
Γ-orbit in Y.

Rips defined the notion of a “hyperbolic group” in terms of the word
metric (For the definition, see [G1].) This idea was then developed into
a vast and beautiful theory in Gromov’s seminal paper [G1]. It is proved
in [G1] that the property of being hyperbolic depends only on the quasi-
isometry type of the word metric, in particular, it is independent of the
choice of generating set. The idea behind the definition is this: in the
large, Γ should behave like a discrete, cocompact group of isometries of a
metric space Y which is simply connected and “negatively curved” in some
sense (for example, a space Y which satisfies the CAT(ε)-inequality for
some ε < 0). In particular, the fundamental group of a closed Riemannian
manifold of (strictly) negative sectional curvature is hyperbolic. Many more
examples can be found in [G1].

Rips proved that given a hyperbolic group Γ there is a contractible
simplicial complex E on which Γ acts properly and cocompactly, see [G1].
In particular, if Γ is torsion-free, then E/Γ is a K(Γ, 1) complex. So,
torsion-free hyperbolic groups are automatically of type F.

Associated to any hyperbolic group Γ, there is a space ∂Γ, called the
“ideal boundary” of Γ. The points in ∂Γ are certain equivalence classes of
sequences (γi)iεN in Γ which go to infinity in an appropriate sense. (The
definition of ∂Γ can be found on page 98 of [G1].) If Γ is the fundamental
group of a negatively curved, closed Riemannian n-manifold, then ∂Γ is
homeomorphic to Sn−1 (in this case, ∂Γ can be identified with the space
of all geodesic rays in the universal covering space emanating from some
base point).

In [BM] Bestvina and Mess proved that the Rips complex E can be
compactified to a space E by adding ∂Γ as the space at infinity; moreover,
∂Γ is homotopically inessential in E in a strong sense. (In technical terms,
E is a Euclidean retract and ∂Γ is a Z-set in E.) It follows that H∗

c (E) ∼=
Ȟ∗−1(∂Γ), where Ȟ∗−1(∂Γ) denotes the reduced Cěch cohomology of ∂Γ.
Since we also have H∗(Γ;ZΓ) ∼= H∗

c (E), this gives the following theorem.

Theorem 6.1. (Bestvina-Mess [BM]). Let Γ be a torsion-free hyperbolic
group and R a commutative ring. Then H∗(Γ;RΓ) ∼= Ȟ∗−1(∂Γ;R).

Remark. Suppose Γ is a (not necessarily hyperbolic) group of type F (so
that BΓ is a finite complex). Then Γ has a Z-set compactification if EΓ
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can be compactified to a Euclidean retract EΓ so that ∂EΓ(= EΓ − EΓ)
is a Z-set in EΓ. It is quite possible that every group of type F admits a
Z-set compactification. (The Novikov Conjecture is known to hold for such
groups, see [CaP].) We note that Theorem 6.1 holds for any such group.
Thus, such a group Γ is a Dn-group if and only if the Cěch cohomology of
∂EΓ is concentrated in dimension n − 1; it is a PDn-group if and only if
∂EΓ has the same Cěch cohomology as Sn−1.

Theorem 6.2. (Bestvina [Be]). Suppose that a hyperbolic group Γ is a
PDn

R-group. Then ∂Γ is a homology (n − 1)-manifold over R (with the
same R-homology as Sn−1).

However, as shown in [DJ], even when R = Z, for n ≥ 4, there are
examples where ∂Γ is not homeomorphic to Sn−1; ∂Γ need not be simply
connected or locally simply connected (so, in these examples ∂Γ is not even
an ANR). In dimension three Theorem 6.2 has the following corollary.

Corollary 6.3. (Bestvina-Mess [BM]). If Γ is a hyperbolic PD3- group,
then ∂Γ is homeomorphic to S2.

In this context, Cannon has proposed the following version of Thurston’s
Geometrization Conjecture.

Conjecture 6.4. If a PD3-group is hyperbolic (in the sense of Rips and
Gromov), then it is isomorphic to the fundamental group of a closed hyper-
bolic 3-manifold (i.e., a 3-manifold of constant curvature −1).

A proof of this would constitute a proof of a major portion of the Ge-
ometrization Conjecture. The issue is to show that the action of the group
Γ on ∂Γ(= S2) is conjugate to an action by conformal transformations.
Cannon and his collaborators seem to have made progress on an elaborate
program for proving this (see [C]).

The group of outer automorphisms of a hyperbolic PDn-group.
A proof of the following theorem is outlined on page 146 of [G1]. A different
argument using work of Paulin [P] and Rips [Ri] can be found in [BF].

Theorem 6.6. (Gromov). Let Γ be a hyperbolic PDn-group with n ≥ 3.
Then Out(Γ), its group of outer automorphisms, is finite.

Sketch of Proof. (See [BF].) Paulin [P] proved that if Γ is hyperbolic and
Out(Γ) is infinite, then Γ acts on an R-tree with all edge stabilizers either
virtually trivial or virtually infinite cyclic. A theorem of Rips [R] then
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implies that there is a Γ-action on a simplicial tree with the same type
of edge stabilizers. Since Γ is torsion-free this implies that Γ splits as an
amalgamated free product or HNN extension over a trivial group or an
infinite cyclic group. By Lemma 4.8 such a group cannot satisfy Poincaré
duality if n ≥ 3. ¤

Remarks. i) The theorem is false for n = 2, i.e., for surface groups.

ii) The theorem is also false in the presence of 0 curvature. For example,
Out(Zn) = GL(n,Z), which is infinite if n > 1.

iii) Suppose M1 and M2 are two aspherical manifolds with boundary
with ∂M1 = ∂M2 = Tn−1. Let M be the result of gluing M1 to M2 along
Tn−1 and let Γ = π1(M). (If n ≥ 3, then Γ is not hyperbolic.) The
homotopy class of any closed loop in Tn−1 then defines a Dehn twist about
Tn−1. In this way we get a monomorphism Zn−1 → Out(Γ), so the outer
automorphism group is infinite.

iv) When Γ is the fundamental group of a closed hyperbolic manifold
(either a real, complex or quaternionic hyperbolic manifold) of dimension
> 2, then Theorem 6.6 follows from the Mostow Rigidity Theorem.

§7. Examples

Right-angled Coxeter groups. Given a simplicial complex L, we shall
describe a simple construction of a cubical cell complex PL so that the link
of each vertex in PL is isomorphic to L. If L satisfies a simple combinatorial
condition (that it is a “flag complex”), then PL is aspherical.

Let S denote the vertex set of L and for each simplex σ in L let S(σ)
denote its vertex set. Define PL to be the subcomplex of the cube [−1, 1]S

consisting of all faces parallel to RS(σ) for some simplex σ in L (such a
face is defined by equations of the form: xs = εs, where s ∈ S − S(σ)
and εs ∈ {±1}). There are 2S vertices in PL and the link of each of
them is naturally identified with L. Hence, if L is homeomorphic to Sn−1,
then PL is a closed n-manifold. Similarly, if L is an (n − 1)-dimensional
homology manifold over R with the same R-homology as Sn−1, then PL is
a R-homology n-manifold.

For each s in S let rs be the linear reflection on [−1, 1]S which sends the
standard basis vector es to −es and which fixes es′ for s′ 6= s. The group
generated by these reflections is isomorphic to (Z/2)S . The subcomplex
PL is (Z/2)S- stable. A fundamental domain for the action on [−1, 1]S

is [0, 1]S ; moreover, the orbit space [−1, 1]S/(Z/2)S is naturally identified
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with this subspace. Set K = PL ∩ [0, 1]S and for each s in S let Ks be the
subset of K defined by xs = 0. (Ks is called the mirror associated to rs.)
The cell complex K is homeomorphic to the cone on L; the subcomplex
Ks is the closed star of the vertex s in the barycentric subdivision of L. In
order to describe the universal covering space ΣL of PL, we first need to
discuss Coxeter groups.

A Coxeter matrix M on a set S is a symmetric S × S matrix (mst)
with entries in N ∪ {∞} such that mst = 1 if s = t and mst ≥ 2 if s 6= t.
Associated to M there is a Coxeter group W defined by the presentation

W = 〈S | (st)mst = 1, (s, t) ∈ S × S〉

A Coxeter matrix is right-angled if all of its off-diagonal entries are 2 or ∞.
Similarly, a Coxeter group is right-angled if its Coxeter matrix is.

One can associate to L a right-angled Coxeter matrix ML and a right-
angled Coxeter group WL as follows. ML is defined by

mst =





1, if s = t

2, if {s, t} spans an edge in L

∞, otherwise.

WL is the associated Coxeter group. Let Θ : WL → (Z/2)S be the epi-
morphism which sends s to rs and let ΓL be the kernel of Θ. Then ΓL is
torsion-free. (ΓL is the commutator subgroup of WL.)

The complex ΣL can be defined as (WL × K)/ v. The equivalence
relation v on WL ×K is defined by: (w, x) v (w′, x′) if and only if x = x′

and w−1w′ ∈ Wx, where Wx is the subgroup generated by {s ∈ S | x ∈ Ks}.
It is easy to see that PL

∼= ((Z/2)S×K)/ v, where the equivalence relation
is defined similarly. The natural Θ-equivariant map ΣL → PL is a covering
projection. Moreover, ΣL is simply connected (by Corollary 10.2 in [D1]).
Consequently, ΣL is the universal covering space of PL and π1(PL) = ΓL.

We now turn to the question of when ΣL is contractible. A simplicial
complex L with vertex set S is a flag complex if given any finite set of
vertices S′, which are pairwise joined by edges, there is a simplex σ in L
spanned by S′ (i.e., S(σ) = S′). For example, the derived complex (also
called the “order complex”) of any poset is a flag complex. In particular, the
barycentric subdivision of any simplicial complex is a flag complex. Hence,
the condition that L is a flag complex does not restrict its topological type;
it can be any polyhedron.
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Theorem 7.1. ([D1], [D3]). The complex ΣL is contractible if and only if
L is a flag complex.

Gromov gave a different proof from that of [D1] for the above theorem
(in Section 4 of [G1]); he showed that the natural piecewise Euclidean
metric on a cubical complex is nonpositively curved if and only if the link
of each vertex is a flag complex. Since ΣL is a cubical complex with the
link of each vertex isomorphic to L, the theorem follows. (An exposition
of this method is given in [D3].)

Example 7.2. (Topological reflection groups on Rn). Suppose that L is
a PL triangulation of the sphere Sn−1 as a flag complex. (To insure that
L is a flag complex we could take it to be the barycentric subdivision of an
arbitrary PL triangulation of Sn−1.) Then K is homeomorphic to the n-
disk (since it is homeomorphic to the cone on L). The Ks are the dual cells
to the vertices of L. If L is the boundary complex of a convex polytope,
then K is the dual polytope. In fact this is the correct picture to keep
in mind: K closely resembles a convex polytope. In various special cases
WL can be represented as a group generated by reflections on Euclidean
n-space or hyperbolic n-space so that K is a fundamental domain. The
right-angledness hypothesis on the Coxeter group should be thought of as
the requirement that the hyperplanes of reflection intersect orthogonally,
i.e., that if two of the Ks intersect, then their intersection is orthogonal. For
example, suppose L is a subdivision of the circle into m edges. L is a flag
complex if and only if m ≥ 4. K is an m-gon; we should view it as a right-
angled m-gon in the Euclidean plane (if m = 4) or the hyperbolic plane (if
m > 4). PL is the orientable surface of Euler characteristic 2m−2(4 −m);
its universal cover ΣL is the Euclidean or hyperbolic plane as m = 4 or
m > 4. For another example, suppose that L is the boundary complex
of an n-dimensional octahedron (the n-fold join of S0 with itself). Then
K is an n-cube, the Ks are its codimension-one faces, PL is an n-torus,
ΣL is Rn and its tiling by copies of K is the standard cubical tessellation
of Rn. If L is a more random PL triangulation of Sn−1, then we may
no longer have such a nice geometric interpretation; however, the basic
topological picture is the same ([D1]): K is an n-cell, the Ks are (n − 1)-
cells and they give a cellulation of the boundary of K, PL is a closed PL
n-manifold and its universal cover ΣL is homeomorphic to Rn. (The proof
that ΣL is homeomorphic to Rn uses the fact that the triangulation L is
PL; otherwise, it need not be, cf., Remark (5b.2) in [DJ].) We can think
of K as an orbifold; each point has a neighborhood which can be identified
with the quotient space of Rn = Rk × Rn−k by the action of (Z/2)k × 1,
for some k ≤ n. Its orbifoldal fundamental group is WL and its orbifoldal
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universal cover is ΣL.

Example 7.3. (Splittings). Suppose that L is triangulation of Sn−1 as
a flag complex and that L0, L1 and L2 are full subcomplexes such that
L1 ∪ L2 = L and L1 ∩ L2 = L0. Then PL is an aspherical n-manifold,
PL1 ∪PL2 = PL, and PL1 ∩PL2 = PL0 . Thus, ΓL splits as an amalgamated
product of ΓL1 and ΓL2 along ΓL0 . It follows from Theorem B in [D4] that
ΓL0 is a PDn−1-group if and only if L0 is a homology (n − 2)-manifold
with the same homology as Sn−2, and if this is the case, then PL0 is an
aspherical homology (n− 1)- manifold. On the other hand, the complexes
L0, L1 and L2 can be fairly arbitrary. For example, we could choose L0

to be a triangulation of any piecewise linear submanifold of codimension
one in Sn−1. (L0 then separates the sphere into two pieces L1 and L2.)
By Theorem A in [D4], for 1 < i < n, Hi(ΓL0 ;ZΓL0) is an infinite sum
of copies of Hi−1(L0). So, if L0 is not a homology sphere, then ΓL0 will
not be a PDn−1-group and (ΓL1 , ΓL0) and (ΓL2 , ΓL0) will not be PDn-
pairs. Hence, there are many examples of splittings of PDn-groups over
subgroups which do not satisfy Poincaré duality.

By allowing L to be a homology sphere we can use Theorem 7.1 to get
many examples of aspherical homology manifolds PL over various rings R.

Example 7.4. (The fundamental group at infinity, [D1]). Suppose L is
a triangulation of a homology (n − 1)-sphere as a flag complex. Then PL

is an aspherical homology n-manifold and hence, ΓL is a PDn-group. For
n ≥ 4, there are homology (n−1)-spheres which are not simply connected.
If we choose L to be such a homology sphere, then it is proved in [D1] that
ΣL is not simply connected at infinity; its fundamental group at infinity
(an invariant of ΓL) is the inverse limit of k-fold free products of π1(L).
(This answered Question F16 of [W3] in the negative.)

Example 7.5. (Nonintegral Poincaré duality groups, [D3], [D4], [DL]).
Suppose that R = Z[ 1

m ] and that L is a triangulation of a lens space,
S2k−1/(Z/m) as a flag complex. With coefficients in R, L has the same
homology as does S2k−1. Hence, PL is an aspherical R-homology manifold
of dimension 2k and consequently ΓL is a PDn

R-group, for n = 2k. Further-
more, one can show (as in Example 11.9 of [D3] or Example 5.4 of [D4])
that Hn(ΓL;ZΓL) ∼= Hn

c (ΣL;Z) ∼= Z, while for 1 < i < n, Hi(ΓL;ZΓL) is a
countably infinite sum of Hi−1(L;Z) which is m-torsion whenever i is odd
and i ≥ 3. So, ΓL is not a Poincaré duality group over Z. By taking L to
be the suspension of a lens space we obtain a similar example for n odd.
Therefore, we have proved the following.
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Theorem 7.6. For R = Z[ 1
m ] and for any n ≥ 4 there are PDn

R-groups
which are not PDn-groups.

The construction in Example 7.5 suggests the following.

Question 7.7. If Γ is a PDn
R-group for a nonzero ring R, then is Hn(Γ;

ZΓ) = Z?

There is also the following weaker version of this question.

Question 7.8. For any PDn
R group Γ, is it true that the image of the

orientation character w1 : Γ → Aut(R) (defined by the action of Γ on
Hn(Γ;RΓ)) is contained in {±1}?

The Bestvina-Brady example. There is a similar construction to the
one given above involving “right-angled Artin groups” (also called “graph
groups”). Given a flag complex L with vertex set S, let QL be the subcom-
plex of the torus TS consisting of all subtori TS(σ), where σ is a simplex
in L. Then, as shown in [CD4], [D3], QL is aspherical and its fundamental
group is the right-angled Artin group defined by the presentation:

AL = 〈S | [s, t] = 1, if {s, t} spans an edge of L〉.

Let ρ : AL → Z be the homomorphism defined by ρ(s) = 1, for all s ∈ S
(or ρ could be any other “generic” homomorphism). Denote the kernel of
ρ by HL.

The universal covering space Q̃L of QL is naturally a cubical complex.
One can find a ρ-equivariant map f : Q̃L → R, such that its restriction to
each cube is an affine map. Choose a real number λ and let Ỹ denote the
level set f−1(λ), and Y = Ỹ /HL. Then Y is a finite CW -complex of the
same dimension as L.

Bestvina and Brady prove in [BB] that (i) if L is acyclic, then so is Ỹ
and (ii) if L is not simply connected, then HL is not finitely presented. So,
if L is any complex which is acyclic and not simply connected, then HL is
a group of type FL which is not finitely presented.

Theorem 7.9. (Bestvina-Brady [BB]). There are groups of type FL which
are not finitely presented.

Remark. In fact, the right angled Artin group AL is a subgroup of finite
index in a right-angled Coxeter group W. To see this, for each s ∈ S,
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introduce new generators rs and ts and new relations: (rs)2 = 1 = (ts)2

and whenever s 6= s′, (rsrs′)2 = 1, (rsts′)2 = 1, and (tsts′)2 = 1 if {s, s′}
spans an edge in L. Let W be the right-angled Coxeter group generated
by the rs and ts and let θ : W → (Z/2)S be the epimorphism which, for
each s ∈ S, sends both rs and ts to the corresponding generator of (Z/2)S .
Then AL is the kernel of θ. The generators of AL can be identified with
{rsts}s∈S .

The reflection group trick. Example 7.2 can be generalized as follows.
Suppose that X is an n-dimensional manifold with boundary and that L
is a PL triangulation of its boundary. The cellulation of ∂X which is dual
to L gives X the structure of an orbifold. (For example, think of X as a
solid torus with ∂X being cellulated by polygons, three meeting at each
vertex.) As in Example 7.2 each point in X has a neighborhood of the form
Rk/(Z/2)k×Rn−k for some k ≤ n. The orbifoldal fundamental group G of
X is an extension of the right-angled Coxeter group WL defined previously.
The epimorphism G → WL → (Z/2)S defines an orbifoldal covering space
P of X and an action of (Z/2)S on P as a group generated by reflections.
Since X is an orbifold, P is a closed n-manifold. Its fundamental group
Γ is the kernel of G → (Z/2)S . It is not hard to see (cf., Remark 15.9 in
[D1]) that if X is aspherical and if L is a flag complex, then P is aspherical.
Hence, its fundamental group Γ is a PDn-group.

Example 7.10. (The reflection group trick, first version). Suppose that
π is a group of type F . “Thicken” the finite complex Bπ into a compact
manifold with boundary X (e.g., embed Bπ in Euclidean space and take X
to be a regular neighborhood). Let L be a PL triangulation of ∂X as a flag
complex. Then P is an aspherical closed manifold with fundamental group
Γ. Since X is a fundamental domain for the (Z/2)S-action on P , the orbit
map P → X is a retraction. Hence, on the level of fundamental groups,
there is a retraction from Γ onto π. If π has some property which holds for
any group that retracts onto it, then Γ will be a PDn-group with the same
property. In [Me], Mess used this construction to show that PDn-groups
need not be residually finite (answering Wall’s Question F6 of [W3] in the
negative).

Theorem 7.11. (Mess [Me]). There are aspherical closed n-manifolds,
n ≥ 4, the fundamental groups of which are not residually finite.

Next we want to give some more detail about the reflection group trick
and at the same time weaken the hypotheses in two ways. First, we will
not require X to be a manifold with boundary. Second, we will not require
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X to be aspherical, but, rather, only that it has a covering space X̃ which
is acyclic. So, suppose we are given the following data:

(i) a finite CW -complex X,

(ii) a group π and an epimorphism ϕ : π1(X) → π so that the induced
covering space X̃ → X is acyclic,

(iii) a subcomplex of X and a triangulation of it by a flag complex L.

From this data we will construct a virtually torsion-free group G and an
action of it on an acyclic complex Ω with quotient space X.

Let L̃ denote the inverse image of L in X̃ and let S̃ be its vertex set. Let
WL̃ be the right-angled Coxeter group defined by L̃. The group π acts on S̃
(by deck transformations) and hence, on WL̃ (by automorphisms). Define
G to be the semidirect product, WL̃ o π. There is a natural epimorphism
θ : G → WL. Set Γ = θ−1(ΓL). Then Γ is torsion-free (since ΓL and π
are) and of finite index in G. Since G is a semidirect product, so is Γ. In
particular, the natural map Γ → π is a retraction.

For each s in S̃ let X̃s denote the closed star of s in the barycentric
subdivision of L̃ and define Ω = (WL̃ × X̃)/ v as in the first part of this
section. The groups WL̃ and π act on Ω. (WL̃ acts by left multiplication
on the first factor; π acts by automorphisms on the first factor and deck
transformations on the second.) These actions fit together to define a G-
action on Ω. This G-action is proper and cellular and Ω/G = X. Let
P = Ω/Γ. As in [D1] or [DL], it can be shown that Ω is acyclic. (Ω is
constructed by gluing together copies of X̃, one for each element of WL̃. If
we order the elements of WL̃ compatibly with word length, then each copy
of X̃ will be glued to the union of the previous ones along a contractible
subspace.) The above discussion gives the following result.

Proposition 7.12. ([D4]).

(i) Γ is of type FL.

(ii) If π1(X) = π and ϕ is the identity (so that X = Bπ), then Ω is
contractible and hence, Γ is of type F .

The next proposition, which is stated in [DH], follows easily from the
results of [D1].

Proposition 7.13.

(i) If X is a compact n-manifold with L = ∂X, then Ω/Γ is a closed
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n-manifold.

(ii) If X is a compact homology n-manifold with boundary over a ring
R and if L = ∂X, then Ω/Γ is a closed R-homology n-manifold.

(iii) If (X,L) is a Poincaré pair and if L is a homology (n−1)-manifold,
then Ω/Γ is a Poincaré space.

Example 7.14. (The Bestvina-Brady example continued). This example
is similar to Example 7.10. Let π be one of the Bestvina-Brady examples
associated to a finite acyclic 2-complex. So there is a finite 2-complex Y
and an epimorphism ϕ : π1(Y ) → π so that the induced covering space Ỹ is
acyclic. Thicken Y to X, a compact manifold with boundary, (X can be of
any dimension n ≥ 4) and let L be a triangulation of ∂X as a flag complex.
Since Ω is then an acyclic manifold and since H∗(Γ;ZΓ) = H∗

c (Ω), we
see that Γ is a PDn-group. Since π is not finitely presented and since Γ
retracts onto π, Γ is not finitely presented (Lemma 1.3 in [W1]). So, we
have proved the following result (which answers Question F10 of [W3]).

Theorem 7.15. ([D4]). In each dimension n ≥ 4, there are PDn-groups
which cannot be finitely presented.

§8. Three more questions

Many open questions about aspherical manifolds make sense for Poincaré
duality groups. Here are three such.

For any group Γ of type FP one can define its Euler characteristic χ(Γ),
as in [Br2], [Br3]. If Γ is a PDn-group and n is odd, then Poincaré duality
implies that χ(Γ) = 0. For n even, we have the following.

Question 8.1. If Γ is a Poincaré duality group of dimension 2m, then is

(−1)mχ(Γ) ≥ 0?

In the context of nonpositively curved Riemannian manifolds, the con-
jecture that this be so is due to Hopf. Thurston asked the question for
aspherical manifolds. A discussion of this conjecture in the context of non-
positively curved polyhedral manifolds can be found in [CD2].

If Γ is orientable and of dimension divisible by 4, then its signature σ(Γ)
can be defined as the signature of the middle dimensional cup product
pairing. Its absolute value is independent of the choice of orientation class.
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Suppose that BΓ is a finite complex and that EΓ denotes its universal
covering space. As in Section 8 of [G2], one can then define L2-cochains on
EΓ and the corresponding cohomology groups `2H

k(EΓ) (the so-called “re-
duced” L2-cohomology). When nonzero, these Hilbert spaces will generally
be infinite dimensional. However, following [A], there is a well-defined von
Neumann dimension or `2-Betti number hk(Γ), which is a nonnegative real
number and an invariant of `2H

k(EΓ) with its unitary Γ-action. Atiyah
proved in [A] that χ(Γ) is the alternating sum of the `2-Betti numbers. He
also showed that when Γ is the fundamental group of a closed aspherical
4m-dimensional manifold then its middle dimensional L2-cohomology is a
sum of two subspaces and σ(Γ) is the difference of their von Neumann
dimensions. Singer then observed that Question 8.1 would be answered
affirmatively if the following question is answered affirmatively.

Question 8.2. Suppose that Γ is a PD2m-group of type F . Is it true that
`2H

i(EΓ) = 0 for i 6= m? In other words, is hi(Γ) = 0 for i 6= m?

Similarly, in dimensions divisible by 4, an affirmative answer to this
question implies an affirmative answer to the following stronger version of
Question 8.1.

Question 8.3. If Γ is an orientable Poincaré duality group of dimension
4m, then is

χ(Γ) ≥ |σ(Γ)|?

Further questions of this type can be found in Section 8 of [G2].
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Math. Z. 197 (1988), 421–428.
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Manifold aspects of the Novikov Conjecture

James F. Davis∗

Let LM ∈ H4∗(M ;Q) be the Hirzebruch L-class of an oriented manifold
M . Let Bπ (or K(π, 1)) denote any aspherical space with fundamental
group π. (A space is aspherical if it has a contractible universal cover.) In
1970 Novikov made the following conjecture.

Novikov Conjecture. Let h : M ′ → M be an orientation-preserving ho-
motopy equivalence between closed, oriented manifolds.1 For any discrete
group π and any map f : M → Bπ,

f∗ ◦ h∗(LM ′ ∩ [M ′]) = f∗(LM ∩ [M ]) ∈ H∗(Bπ;Q)

Many surveys have been written on the Novikov Conjecture. The goal
here is to give an old-fashioned point of view, and emphasize connections
with characteristic classes and the topology of manifolds. For more on the
topology of manifolds and the Novikov Conjecture see [58], [47], [17]. This
article ignores completely connections with C∗-algebras (see the articles of
Mishchenko, Kasparov, and Rosenberg in [15]), applications of the Novikov
conjecture (see [58],[9]), and most sadly, the beautiful work and mathemat-
ical ideas uncovered in proving the Novikov Conjecture in special cases (see
[14]).

The level of exposition in this survey starts at the level of a reader
of Milnor-Stasheff’s book Characteristic Classes, but by the end demands
more topological prerequisites. Here is a table of contents:

∗ Partially supported by the NSF. This survey is based on lectures given in Mainz,
Germany in the Fall of 1993. The author wishes to thank the seminar participants as well
as Paul Kirk, Chuck McGibbon, and Shmuel Weinberger for clarifying conversations.

1Does this refer to smooth, PL, or topological manifolds? Well, here it doesn’t really
matter. If the Novikov Conjecture is true for all smooth manifolds mapping to Bπ, then
it is true for all PL and topological manifolds mapping to Bπ. However, the definition
of L-classes for topological manifolds depends on topological transversality [25], which is
orders of magnitude more difficult than transversality for smooth or PL-manifolds. The
proper category of manifolds will be a problem of exposition throughout this survey.
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1. Hirzebruch L-classes
2. Novikov Conjecture for π = Z
3. Topological rigidity
4. Oriented bordism
5. A crash course in surgery theory
6. Surgery and characteristic classes
7. Assembly maps
8. Isomorphism conjectures

1 Hirzebruch L-classes

The signature σ(M) of a closed, oriented manifold M of dimension 4k is
the signature of its intersection form

φM : H2kM ×H2kM → Z
(α, β) 7→ 〈α ∪ β, [M ]〉

For a manifold whose dimension is not divisible by 4, we define σ(M) = 0.
The key property of the signature is its bordism invariance: σ(∂W ) = 0
where W is a compact, oriented manifold. The signature of a manifold2

can be used to define the Hirzebruch L-class, whose main properties are
given by the theorem below.

Theorem 1.1. Associated to a linear, PL, or topological Rn-bundle3 ξ are
characteristic classes

Li(ξ) ∈ H4i(B(ξ);Q) i = 1, 2, 3, . . .

satisfying

1. Li = 0 for a trivial bundle.

2. For a closed, oriented 4k-manifold M ,

〈Lk(τm), [M ]〉 = σ(M)

3. Properties 1. and 2. are axioms characterizing the L-classes.

4. Let L = 1 + L1 + L2 + L3 + . . . be the total L-class. Then

L(ξ ⊕ η) = L(ξ)L(η).

2Gromov [17] says that the signature “is not just ‘an invariant’ but the invariant
which can be matched in beauty and power only by the Euler characteristic.”

3We require that these bundles have 0-sections, i.e. the structure group preserves the
origin. We also assume that the base spaces have the homotopy type of a CW -complex.
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5. Let B = BO,BPL, or BTOP be the classifying spaces for stable
linear, PL, or topological Euclidean bundles, respectively. Then

H∗(B;Q) = Q[L1, L2, L3, . . . ]

where Li denotes the i-th L-class of the universal bundle.

We write LM = L(τM ) and call property 2. the Hirzebruch signature
formula.

Properties 1.-4. are formal consequences of transversality and Serre’s
theorem on the finiteness of stable homotopy groups; this is due to Thom-
Milnor [32], Kahn [22], and Rochlin-Svarc. Property 5 is not formal. One
checks that L1, L2, L3, . . . are algebraically independent by applying the
Hirzebruch signature formula to products of complex projective spaces and
shows that H∗(BO;Q) is a polynomial ring with a generator in every fourth
dimension by computing H∗(BO(n);Q) inductively. That BO, BPL and
BTOP have isomorphic rational cohomology is indicated by Novikov’s re-
sult [38] that two homeomorphic smooth manifolds have the same ratio-
nal L-class, but also depends on the result of Kervaire-Milnor [24] of the
finiteness of exotic spheres and the topological transversality of Kirby and
Siebenmann [25].

We indicate briefly how the properties above can be used to define the L-
classes, because this provides some motivation for the Novikov Conjecture.
By approximating a CW -complex by its finite skeleta, a finite complex
by its regular neighborhood, and a compact manifold by the orientation
double cover of its double, it suffices to define LM for a closed, oriented n-
manifold. The idea is that this is determined by signatures of submanifolds
with trivial normal bundle. Given a map f : M → Sn−4i, the meaning of
σ(f−1(∗)) is to perturb f so that it is transverse to ∗ ∈ Sn−4i and take the
signature of the inverse image. This is independent of the perturbation by
cobordism invariance of the signature. Given such a map, one can show

〈LM ∪ f∗u, [M ]〉 = σ(f−1(∗))
where u ∈ Hn−4i(Sn−4i) is a generator. Using Serre’s result that

πn−4i(M)⊗Q→ Hn−4i(M ;Q)

is an isomorphism when 4i < (n − 1)/2, one sees that the above formula
defines the 4i-dimensional component of LM when 4i is small. To de-
fine the high-dimensional components of LM one uses the low-dimensional
components of LM×Sm for m large.

It is more typical to define Pontryagin classes for linear vector bundles,
then define the L-classes of linear bundles as polynomials in the Pontryagin
classes, then prove the Hirzebruch signature theorem, then define the L-
classes for PL and topological bundles (as above), and finally define the
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Pontryagin classes as polynomials in the L-classes. But L-classes, which
are more closely connected with the topology of manifolds, can be defined
without mentioning Pontryagin classes. The Pontryagin classes are more
closely tied with the group theory of SO, and arise in Chern-Weil theory
and the Atiyah-Singer index theorem. They are useful for computations,
and their integrality can give many subtle properties of smooth manifolds
(e.g. the existence of exotic spheres).

We conclude this section with some remarks on the statement of the
Novikov Conjecture. Given a map f : M → Bπ, the 0-dimensional compo-
nent of f∗(LM∩[M ]) is just the signature of M , and its homotopy invariance
provides some justification of the Novikov Conjecture. If one proves the
Novikov Conjecture for a map f : M → Bπ1M inducing an isomorphism
on the fundamental group, then one can deduce the Novikov Conjecture
for all maps M → Bπ. But the more general statement is useful, because
it may be the case that one can prove it for π but not for the fundamental
group.

Definition 1.2. For f : M → Bπ and for u ∈ H∗(Bπ;Q), define the
higher signature

σu(M, f) = 〈LM ∪ f∗u, [M ]〉 ∈ Q
When u = 1 ∈ H0, the higher signature is just the signature of M . The
higher signature can often be given a geometric interpretation. If the
Poincaré dual of f∗u can be represented by a submanifold with trivial
normal bundle, the higher signature is the signature of that submanifold.
Better yet, if Bπ is a closed, oriented manifold and the Poincaré dual of
u in Bπ can be represented by a submanifold K with trivial normal bun-
dle, the higher signature is the signature of the transverse inverse image of
K. The Novikov Conjecture implies that all such signatures are homotopy
invariant.

Henceforth, we will assume all homotopy equivalences between oriented
manifolds are orientation-preserving and will often leave out mention of
the homotopy equivalence. With this convention we give an equivalent
formulation of the Novikov Conjecture.

Novikov Conjecture. For a closed, oriented manifold M , for a discrete
group π, for any u ∈ H∗(Bπ), for any map f : M → Bπ, the higher
signature σu(M, f) is an invariant of the oriented homotopy type of M .
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2 Novikov Conjecture for π = Z
We wish to outline the proof (cf. [17]) of the following theorem of Novikov
[37].

Theorem 2.1. Let M be a closed, oriented manifold with a map f : M →
S1. Then f∗(LM ∩ [M ]) ∈ H∗(S1;Q) is homotopy invariant.

Since 〈1, f∗(LM∩[M ])〉 = σ(M), the degree-zero component of f∗(LM∩
[M ]) is homotopy invariant. Let u ∈ H1(S1) be a generator; it suffices to
show 〈u, f∗(LM ∩ [M ])〉 is a homotopy invariant, where dim M = 4k + 1.
Let K4k = f−1(∗) be the transverse inverse image of a point. (Note: any
closed, oriented, codimension 1 submanifold of M arises as f−1(∗) for some
map f .) Let i : K ↪→ M be the inclusion. Then the Poincaré dual of i∗[K]
is f∗u, since the Poincaré dual of an embedded submanifold is the image of
the Thom class of its normal bundle. Thus we need to show the homotopy
invariance of

〈u, f∗(LM ∩ [M ])〉 = 〈f∗u, LM ∩ [M ]〉
= 〈LM , f∗u ∩ [M ]〉
= 〈LM , i∗[K]〉
= 〈i∗LM , [K]〉
= 〈LK , [K]〉
= σ(K).

Definition 2.2. If K4k is a closed, oriented manifold which is a subspace
i : K ↪→ X of a topological space X, let

φK⊂X : H2k(X;Q)×H2k(X;Q) → Q

be the symmetric bilinear form defined by

φK⊂X(a, b) = 〈a ∪ b, i∗[K]〉 = 〈i∗a ∪ i∗b, [K]〉 .

If X = K, we write φK .

Remark 2.3. 1. Note that

σ(φK⊂X) = σ(φK : i∗H2k(X;Q)× i∗H2k(X;Q) → Q) ,

so that the signature is defined even when X is not compact.

2. If h : X ′ → X is a proper, orientation-preserving homotopy equiva-
lence between manifolds of the same dimension, and K ′ is the trans-
verse inverse image of a closed, oriented submanifold K of X, then
h∗i′∗[K ′] = i∗[K], so

σ(φK′⊂X′) = σ(φK⊂X) .
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The Novikov conjecture for π = Z follows from:

Theorem 2.4. Let M4k+1 be a closed, oriented manifold with a map f :
M → S1. Let K = f−1(∗) be the transverse inverse image of a point. Then
the signature of K is homotopy invariant. In fact, σ(K) = σ(φK0⊂M∞)
where M∞ → M is the infinite cyclic cover induced by the universal cover
of the circle and K0 = f̃−1(∗̃) ⊂ M∞ is a lift of K.

There are two key lemmas in the proof.

Lemma 2.5. Let K4k be a closed, oriented manifold which is a subspace
i : K ↪→ X of a CW -complex X. Suppose X is filtered by subcomplexes

X0 ⊂ X1 ⊂ X2 ⊂ · · · ⊂ Xn ⊂ · · · ⊂ X =
⋃
n

Xn .

Then there exists an N so that for all n ≥ N ,

σ(φK⊂X) = σ(φK⊂Xn)

Proof. Since K is compact, K ⊂ Xn for n sufficiently large; so without
loss of generality in : K ↪→ Xn for all n. Let in∗ and i∗ (in∗ and i∗) be
the maps induced by in and i on rational (co)-homology in dimension 2k.
The surjections Jn,n+1 : im in∗ → im in+1∗ must be isomorphisms for n
sufficiently large (say for n ≥ N) since H2k(K;Q) is finite dimensional. We
claim

Jn : im in∗ → im i∗

is also an isomorphism for n ≥ N . Surjectivity is clear. To see it is
injective, suppose [α] ∈ H2k(K;Q) and i∗[α] = 0. On the singular chain
level α = ∂β, where β ∈ S2k+1(X;Q) = ∪n S2k+1(Xn;Q). Thus in∗[α] = 0
for n sufficiently large, and hence for n ≥ N since the maps Jn,n+1 are
isomorphisms.

Dualizing by applying Hom( ;Q) we see that

im i∗ → im in
∗

is also an isomorphism for n ≥ N , and hence

σ(φK⊂Xn) = σ(im in
∗ × im in

∗ → Q)
= σ(im i∗ × im i∗ → Q)
= σ(φK⊂X)
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Lemma 2.6. Let X4k+1 be a manifold with compact boundary. (Note X
may be non-compact.)

1. Let L = (im i∗ : H2k(X;Q) → H2k(∂X;Q)) and

L⊥ = {a ∈ H2k(∂X;Q) | φ∂X(a, L) = 0} .

Then L⊥ ⊂ L.

2. σ(φ∂X⊂X) = σ(∂X).

Remark 2.7. In the case of X compact, part 2. above gives the cobordism
invariance of the signature. Indeed

φ∂X⊂X(a, b) = 〈i∗a ∪ i∗b, [∂X]〉
= 〈i∗a, i∗b ∩ ∂∗[X]〉
= 〈i∗a, ∂∗(b ∩ [X])〉
= 〈δ∗i∗a, b ∩ [X]〉
= 0

Proof of Lemma. 1. Poincaré-Lefschetz duality gives a non-singular pairing

φX : H2k+1
c (X, ∂X;Q)×H2k(X;Q) → Q

Let δ∗ be the coboundary map and δ∗c be the coboundary with compact
supports. Now 0 = φ∂X(L⊥, i∗H2k(X;Q)) = φX(δ∗cL⊥,H2k(X;Q)), so
δ∗cL⊥ = 0, and hence L⊥ ⊂ ker δ∗c ⊂ ker δ∗ = L.

2. By 1., φ∂X(L⊥, L⊥) = 0. Choose a basis e1, . . . en for L⊥, then find
f1, . . . fn ∈ H2k(∂X;Q) so that φ∂X(ei, fj) = δi,j and φ∂X(fi, fj) = 0.
The form φ∂X restricted to H(L⊥) = Span(e1, . . . , en, f1, . . . , fn) is non-
singular and has zero signature. There is an orthogonal direct sum of vector
spaces

H2k(∂X;Q) = H(L⊥)⊕H(L⊥)⊥

The inclusion of L in H2k(∂X;Q) followed by the projection onto H(L⊥)⊥

induces an isometry between the form restricted to H(L⊥)⊥ and

φ∂X : L/L⊥ × L/L⊥ → Q

Thus

σ(∂X) = σ(L/L⊥ × L/L⊥ → Q) = σ(L× L → Q) = σ(φ∂X⊂X).
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Proof of Theorem. One has the pull-back diagram

M̃
f̃−−−−→ R

y
yexp

M
f−−−−→ S1

Suppose f is transverse to ∗ = 1 ∈ S1 ⊂ C. Let K = f−1(∗) and,
abusing notation slightly, also let K denote f̃−1(0) ⊂ M∞. Let M+ =
f̃−1[0,∞) and Xn = f̃−1[−n, n]. Let t : M∞ → M∞ be the generator of
the deck transformations corresponding to x 7→ x + 1 in R. Then

σ(K) = σ(φK⊂M+) (by Lemma 2.6)
= σ(φK⊂tN XN

) (for N À 0 by Lemma 2.5)

= σ(φt−N K⊂XN
) (tN is a homeomorphism)

= σ(φK⊂XN
) (since K and t−NK are bordant in XN )

= σ(φK⊂M∞) (for N À 0 by Lemma 2.5 again)

This beautiful proof of Novikov should be useful elsewhere in geometric
topology, perhaps in the study of signatures of knots. The modern proof
of the Novikov Conjecture is by computing the L-theory of Z[Z] as in [49];
further techniques are indicated by Remark 4.2 in [47]. Later Farrell-Hsiang
[19], [12] and Novikov [39] showed that the Novikov Conjecture for π = Zn

is true, although additional techniques are needed to prove it. Lusztig [27]
gave an analytic proof of this result.

3 Topological rigidity

Given a homotopy equivalence

h : M ′n → Mn

between two closed manifolds, one could ask if h is homotopic to a home-
omorphism or a diffeomorphism. A naive conjecture would be that the
answer is always yes, after all M ′ and M have the same global topology
(since h is a homotopy equivalence) and the same local topology (since they
are both locally Euclidean). At any rate, any invariant which answers the
question in the negative must be subtle indeed.

Here is one idea for attacking this question. Let Kk ⊂ Mn be a closed
submanifold and perturb h so that it is transverse to K. Then we have
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M ′ h−−−−→ M
x

x
h−1K −−−−→ K

If k is divisible by 4 and M and K are oriented, then the difference of
signatures

σ(h,K) = σ(h−1K)− σ(K) ∈ Z

is an invariant of the homotopy class of h which vanishes if h is homotopic
to a homeomorphism. If n−k = 1, then σ(h,K) is always zero; this follows
from the Novikov conjecture for π = Z.

Example 3.1. This is basically taken from [32, Section 20]. Other exam-
ples are given in [47] and [17]. Let R5 ↪→ E → S4 be the 5-plane bundle
given by the Whitney sum of the quaternionic Hopf bundle and a trivial line
bundle. Then it represents the generator of π4(BSO(5)) = π3(SO(5)) ∼= Z
and p1(E) = 2u, where u ∈ H4(S4) is a generator. Let R5 ↪→ E′ → S4

be a bundle with p1(E′) = 48u, say the pullback of E over a degree 24
map S4 → S4. Then E′ is fiber homotopically trivial (by using the J-
homomorphism J : π3(SO(5)) → π8(S5) ∼= Z/24, see [20] for details).
Thus there is a homotopy equivalence

h : S(E′) → S4 × S4

commuting with the bundle map to S4 in the domain and projecting on the
second factor in the target. It is left as an exercise to show σ(h, pt×S4) = 16
and hence h is not homotopic to a homeomorphism. It would be interesting
to construct h and h−1(pt × S4) explicitly (maybe in terms of algebraic
varieties and the K3 surface).

The Novikov conjecture for a group π implies that if h : M ′ → M is
a homotopy equivalence of closed, oriented manifolds and if K ⊂ M is a
closed, oriented submanifold with trivial normal bundle which is Poincaré
dual to f∗ρ for some f : M → Bπ and some ρ ∈ H∗(Bπ), then

σ(h,K) = 0

In particular if M is aspherical, then M = Bπ and σ(h, K) = 0 for all
such submanifolds of M . Note that any two aspherical manifolds with
isomorphic fundamental group are homotopy equivalent. In this case there
is a conjecture much stronger that the Novikov conjecture.
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Borel Conjecture. 4 Any homotopy equivalence between closed aspherical
manifolds is homotopic to a homeomorphism.

See [1] for more on the Borel Conjecture and [9] for applications to the
topology of 4-manifolds.

We conclude this section with a historical discussion of the distinction
between closed manifolds being homotopy equivalent, homeomorphic, PL-
homeomorphic, or diffeomorphic. It is classical that all the notions co-
incide for 2-manifolds. For 3-manifolds, homeomorphic is equivalent to
diffeomorphic ([33], [35]). Poincaré conjectured that a closed manifold ho-
motopy equivalent to S3 is homeomorphic to S3; this question is still open.
In 1935, Reidemeister, Franz, and DeRham showed that there are homo-
topy equivalent 3-dimensional lens spaces L(7; 1, 1) and L(7; 1, 2) which are
not simple homotopy equivalent (see [31], [7]), and hence not diffeomor-
phic. However, this was behavior based on the algebraic K-theory of the
fundamental group. Hurewicz asked whether simply-connected homotopy
equivalent closed manifolds are homeomorphic. Milnor [29] constructed ex-
otic 7-spheres, smooth manifolds which are (PL-) homeomorphic but not
diffeomorphic to the standard 7-sphere. Thom, Tamura, and Shimada gave
examples in the spirit of Example 3.1, which together with Novikov’s proof
of the topological invariance of the rational L-classes showed that simply-
connected homotopy equivalent manifolds need not be homeomorphic. Fi-
nally, Kirby and Siebenmann [25] gave examples of homeomorphic PL-
manifolds which are not PL-homeomorphic. Thus all phenomena are real-
ized. We will return frequently to the question of when homotopy equiva-
lent manifolds are homeomorphic.

4 Oriented bordism

Let Ωn be the oriented bordism group of smooth n-manifolds. Ω∗ is a
graded ring under disjoint union and cartesian product. Thom [53] com-
bined his own foundational work in differential topology and with then

4A. Borel conjectured this in 1953, long before the Novikov conjecture. The mo-
tivation was not from geometric topology, but rather from rigidity theory for discrete
subgroups of Lie groups.

The choice of category is important; the connected sum of an n-torus and an exotic
sphere need not be diffeomorphic to the n-torus.
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recent work of Serre [48] to show5

Ω∗ ⊗Q = Q[CP 2,CP 4,CP 6,CP 8, . . . ]

A map f : M → X where M is a closed, oriented n-manifold and X is a
topological space is called a singular n-manifold over X. Let Ωn(X) be the
oriented bordism group of singular n-manifolds over X, see [8]. Then Ω∗(X)
is a graded module over Ω∗. The map H : ΩnX ⊗Q→ Hn(X;Q) defined
by H(f : M → X) = f∗[M ] is onto. Ω∗X ⊗Q is a free module over Ω∗⊗Q
with a basis given by any set of singular manifolds {(fα : Mα → X) ⊗ 1}
such that {(fα)∗[Mα]} is a basis of H∗(M ;Q). The Conner-Floyd map is

Ω∗X ⊗Ω∗ Q → H∗(X;Q)
(f : M → X)⊗ r → rf∗(LM ∩ [M ])

Here Q is an Ω∗-module via the signature homomorphism. The domain
of the Conner-Floyd map is Z4-graded, and the Conner-Floyd map is a
Z4-graded isomorphism, i.e. for i = 0, 1, 2, or 3

Ω4∗+iX ⊗Ω∗ Q ∼=
⊕

n≡i(4)

Hn(X;Q) .

All of these statements are easy consequences of the material in the previous
footnote.

Definition 4.1. Let M be a closed, smooth manifold. An element of the
structure set S(M) of homotopy smoothings is represented by a homotopy
equivalence h : M ′ → M where M ′ is also a closed, smooth manifold.
Another such homotopy equivalence g : M ′′ → M represents the same
element of the structure set if there is an h-cobordism W from M ′ to M ′′

and a map H : W → M which restricts to h and g on the boundary.
5The modern point of view on Thom’s work is:

Ω∗ ⊗ Q ∼= π∗(MSO)⊗ Q ∼= H∗(MSO;Q) ∼= H∗(BSO;Q).

Here MSO is the oriented bordism Thom spectrum, whose n-th space is the Thom
space of the universal Rn-bundle over BSO(n). The isomorphism Ω∗ ∼= π∗(MSO) fol-
lows from transversality and is called the Pontryagin-Thom construction. From Serre’s
computations, the Hurewicz map for an Eilenberg-MacLane spectrum is an rational iso-
morphism in all dimensions. It follows that the Hurewicz map is a rational isomorphism
for all spectra, and that the rational localization of any spectrum is a wedge of Eilenberg-
MacLane spectrum. The Thom isomorphism theorem shows H∗(MSO) ∼= H∗(BSO).
After tracing through the above isomorphisms one obtains a non-singular pairing

H∗(BSO;Q)× (Ω∗ ⊗ Q) → Q (α, M) 7→ α[M ]

A computation of L-numbers of even-dimensional complex projective spaces shows that
they freely generate Ω∗ ⊗ Q as a polynomial algebra. References on bordism theory
include [8], [50], and [28].
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In particular, if h : M ′ → M and g : M ′′ → M are homotopy equiva-
lences, then [h] = [g] ∈ S(M) if there is a diffeomorphism f : M ′ → M ′′ so
that g ' h◦f . The converse holds true if all h-cobordisms are products, for
example if the manifolds are simply-connected and have dimension greater
than 4.

Given a map f : Mn → Bπ, there is a function

S(M) → Ωn(Bπ)
(M ′ → M) 7→ [M ′ → Bπ]− [M → Bπ]

It is an interesting question, not unrelated to the Novikov Conjecture, to
determine the image of this map, but we will not pursue this.

There are parallel theories for PL and topological manifolds, and all
of our above statements are valid for these theories. There are variant
bordism theories ΩPL, ΩTOP and variant structure sets SPL and STOP .
The bordism theories are rationally the same, but the integrality conditions
comparing the theories are quite subtle.

5 A crash course in surgery theory

The purpose of surgery theory is the classification of manifolds up to home-
omorphism, PL-homeomorphism, or diffeomorphism; perhaps a more de-
scriptive name would be manifold theory. There are two main goals: exis-
tence, the determination of the homotopy types of manifolds and unique-
ness, the classification of manifolds up to diffeomorphism (or whatever)
within a homotopy type. For the uniqueness question, the technique is
due to Kervaire-Milnor [24] for spheres, to Browder [5], Novikov [36], and
Sullivan [51] for simply-connected manifolds, to Wall [55] for non-simply-
connected manifolds of dimension ≥ 5, and to Freedman-Quinn [16] for
4-manifolds. Surgery works best for manifolds of dimension ≥ 5 due to the
Whitney trick, but surgery theory also provides information about mani-
folds of dimension 3 and 4.

The key result of the uniqueness part of surgery theory is the surgery
exact sequence6

· · · θ−→ Ln+1(Zπ1M) ∂−→ S(M)
η−→ N (M) θ−→ Ln(Zπ1M)

for a closed, smooth, oriented manifold Mn with n ≥ 5. The L-groups are
abelian groups, algebraically defined in terms of the group ring. They are
4-periodic Ln

∼= Ln+4. For the trivial group, Ln(Z) ∼= Z, 0,Z2, 0 for n ≡
0, 1, 2, 3 (mod 4). The L-groups are Witt groups of quadratic forms (see

6This is given in [55, §10], although note that Wall deals with the Ls- and Ss-theory,
while we work with the Lh and Sh-theory, see [55, §17D].
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Wall [55]), or, better yet, bordism groups of algebraic Poincaré complexes
(see Ranicki [45]). The structure set S(M) and the normal invariant set
N (M) are pointed sets, and the surgery exact sequence is an exact sequence
of pointed sets. Furthermore, Ln+1(Zπ1M) acts on S(M) so that two
elements are in the same orbit if and only if that have the same image
under η.

Elements of the normal invariant set N (M) are represented by degree
one normal maps

νM ′ −→ ξ

↓ ↓
M ′ g−→ M

that is, a map g of closed, smooth, oriented7 manifolds with g∗[M ′] = [M ],
together with normal data: a stable vector bundle ξ over M which pulls
back to the stable normal bundle of M ′; more precisely, the data includes
a stable trivialization of g∗ξ ⊕ T (M ′). There is a notion of two such maps
to M being bordant; we say the maps are normally bordant or that one can
do surgery to obtain one map from the other. The normal invariant set
N (M) is the set of normal bordism classes. The map η : S(M) → N (M)
sends a homotopy equivalence to itself where the bundle ξ is the pullback of
the stable normal bundle of the domain under the homotopy inverse. The
map θ : N (M) → Ln(Zπ1M) is called the surgery obstruction map, and
is defined for manifolds of any dimension, however when the dimension is
greater than or equal to five, θ(g) = 0 if and only if g is normally bordant
to a homotopy equivalence.

Sullivan computed the normal invariant set using homotopy theory; it
is closely connected with characteristic classes, see [28]. In fact there is a
Pontryagin-Thom type construction which identifies

N (M) ∼= [M, G/O]

Here G(k) is the topological monoid of self-homotopy equivalences of Sk−1

and G = colim G(k). There is a fibration

G/O
ψ
↪→ BO → BG

BG(k) classifies topological Rk-bundles up to proper fiber homotopy equiv-
alence and so G/O classifies proper fiber homotopy equivalences between
vector bundles. A map M → G/O corresponds to a proper fiber ho-
motopy equivalence between vector bundles over M , and the transverse
inverse image of the 0-section gives rise to the degree one normal map. If

7There are variant versions of surgery for non-orientable manifolds.
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we take the classifying map ĝ : M → G/O of a degree one normal map
g : (M ′, νM ′) → (M, ξ), then ψ ◦ ĝ is a classifying map for ξ ⊕ τM . Finally,
the homotopy groups of G are the stable homotopy groups of spheres, which
are finite (Serre’s result again), and so given any vector bundle M → BO,
then some non-zero multiple of it can be realized as a “ξ” in a degree one
normal map.

Later it will be useful to consider the surgery obstruction map

θ : N (Mn) → Ln(Zπ)

associated to a map M → Bπ, which may not induce an isomorphism on
the fundamental group. This is covariant in π. When π is the trivial group
and g : (M ′, νM ′) → (M, ξ) with n ≡ 0 (mod 4),

θ(g) = (1/8)(σ(M ′)− σ(M)) ∈ Ln(Z) ∼= Z

For n ≡ 2 (mod 4), the simply-connected surgery obstruction is called the
Arf invariant of g.

6 Surgery and characteristic classes

This section is in some sense the core of this survey. We give a converse
to the Novikov conjecture and rephrase the Novikov conjecture in terms of
injectivity of an assembly homomorphism. The two key tools are the bor-
dism invariance of surgery obstructions and the product formula for surgery
obstructions. They are due to Sullivan in the case of simply-connected man-
ifolds and the facts we need are due to Wall in the non-simply-connected
case. Both of the tools were proved in greater generality and were given
more conceptual interpretations by Ranicki.

The bordism invariance of surgery obstructions is that the surgery ob-
struction map associated to a f : M → Bπ factors [55, 13B.3]

N (Mn)
β−→ Ωn(G/O ×Bπ) θ̂−→ Ln(Zπ)

Here β(g) = [(ĝ, f) : M → G/O × Bπ] where ĝ classifies the degree one
normal map. (The geometric interpretation of this result is that surgery
obstruction is unchanged by allowing a bordism in both the domain and
range.)

Example 6.1. The K3-surface K4 is a smooth, simply-connected spin 4-
manifold with signature 16. There is a degree one normal map

g : (K4, νK) → (S4, ξ)

where ξ is any bundle with 〈L1(ξ), [S4]〉 = 16. Then θ(g × IdS4) = 0 since
the classifying map S4 × S4 → G/O is constant on the second factor and
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hence bounds. Thus g×IdS4 is normally bordant to a homotopy equivalence
h with σ(h−1(pt×S4)) = 16. This is the same homotopy equivalence as in
Example 3.1.

The second key tool is the product formula. This deals with the follow-
ing situation. Given a degree one normal map

g : (M ′i, νM ′) → (M i, ξ)

and a closed, oriented manifold N j , together with reference maps

M → Bπ, N → Bπ′,

one would like a formula for the surgery obstruction

θ(g × IdN ) ∈ Li+j(Z[π × π′])

This has been given a nice conceptual answer by Ranicki [44]. There
are “symmetric L-groups” Lj(Zπ′). There is the Mishchenko-Ranicki sym-
metric signature map

σ∗ : Ω∗Bπ′ → L∗(Zπ′)

(sending a manifold to the bordism class of the chain level Poincaré duality
map of its π′-cover), and a product pairing

Li(Zπ)⊗ Lj(Zπ′) → Li+j(Z[π × π′])

so that
θ(g × IdN ) = θ(g)⊗ σ∗N

Furthermore, for the trivial group, Lj(Z) ∼= Z,Z2, 0, 0 for j ≡ 0, 1, 2, 3
(mod 4). For j ≡ 0 (mod 4), σ∗(N) ∈ Z is the signature σ(N) and for
j ≡ 1 (mod 4), σ∗(N) ∈ Z2 is called the De Rham invariant. We only need
the following theorem, which follows from the above, but also from earlier
work of Wall [55, 17H].

Theorem 6.2. 1. If π = 1, θ(g × IdN ) ∈ Li+j(Zπ′) ⊗ Q depends only
on the difference σ(M ′)− σ(M) and the bordism class [N → Bπ′] ∈
Ωj(Bπ′)⊗Q.

2. If π′ = 1, then

θ(g × IdN ) = θ(g) · σ(N) ∈ Li+j(Zπ)⊗Q

In the above theorem we are sticking with our usual convention that
the signature is zero for manifolds whose dimensions are not divisible by 4.
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Example 6.3. Let
g : (K, νK) → (S4, ξ)

be a degree one normal map where K is the K3-surface as in Example 6.1.
Another way to see that θ(g × IdS4) = 0 is by the product formula.

As a formal consequence of the bordism invariance of surgery obstruc-
tions, the product formula, and the Conner-Floyd isomorphism, it follows
that the Novikov conjecture is equivalent to the injectivity of a rational
assembly map. This is due to Wall [55, 17H] and Kaminker-Miller [23].

Theorem 6.4. For any group π and for any n ∈ Z4, there is a map

An :
⊕

i≡n(4)

Hi(π;Q) → Ln(Zπ)⊗Q

so that

1. For a degree one normal map g : (M ′, νM ′) → (M, ξ) and a map
f : M → Bπ,

θ(g) = A∗((f ◦ g)∗(LM ′ ∩ [M ′])− f∗(LM ∩ [M ])) ∈ L∗(Zπ)⊗Q

2. If An is injective then the Novikov conjecture is true for all closed,
oriented manifolds mapping to Bπ whose dimension is congruent to
n modulo 4. If the Novikov conjecture is true for all closed, oriented
manifolds with fundamental group isomorphic to π and whose dimen-
sion is congruent to n modulo 4, then An is injective.

Proof. Bordism invariance, the Conner-Floyd isomorphism, and the prod-
uct formula show that the surgery obstruction factors through a Z4-graded
map

Ãn :
⊕

i≡n(4)

Hi(G/O ×Bπ;Q) → Ln(Zπ)⊗Q

with
Ãn((ĝ, f)∗(LM ∩ [M ])) = θ(g) ∈ Ln(Zπ)⊗Q

When π is trivial, the map Ãn is given by Kronecker pairing ĝ∗(LM ∩ [M ])
with some class ` ∈ H∗(G/O;Q). In the fibration

G/O
ψ
↪→ BO → BG

ψ∗ gives a rational isomorphism in cohomology, and it is not difficult to
show that

` = ψ∗(
1
8
(L− 1))
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where L is the multiplicative inverse of the Hirzebruch L-class.8 The key
equation is that if g : (M ′, νM ′) → (M, ξ) is a degree one normal map with
classifying map ĝ, then

8ĝ∗` ∪ LM = L(ξ)− LM

The homology of G/O × Bπ is rationally generated by cross products
ĝ∗(LM ∩ [M ])× f∗(LN ∩ [N ]) where ĝ : M → G/O and f : N → Bπ; these
correspond to surgery problems of the form M ′×N → M×N The product
formula for surgery obstructions shows that

Ã∗(ĝ∗(LM ∩ [M ])× f∗(LN ∩ [N ])) = 0

whenever 〈`, ĝ∗(LM ∩ [M ])〉 = 0. It follows that Ãn factors through the
surjection given by the slant product

`\ :
⊕

i≡n(4)

Hi(G/O ×Bπ;Q) →
⊕

i≡n(4)

Hi(Bπ;Q),

giving the rational assembly map

An :
⊕

i≡n(4)

Hi(Bπ;Q) → Li(Zπ)⊗Q

Tracing through the definition of A∗ gives the characteristic class formula
in part 2. of the theorem. (I have suppressed a good deal of manipulation
of cup and cap products here, partly because I believe the reader may be
able to find a more efficient way than the author.)

If An is injective, the Novikov conjecture immediately follows for n-
manifolds equipped with a map to Bπ, since the surgery obstruction of a
homotopy equivalence is zero.

Suppose An is not injective; then there exists an non-zero element
a ∈ H4∗+n(Bπ;Q) so that An(a) = 0 ∈ Ln(Zπ) ⊗ Q. There is a b ∈
H4∗+n(G/O × Bπ;Q) so that a = `\b. Next note for some i, there is
an element c = [(ĝ, f) : M → G/O × Bπ] ∈ Ω4i+n(G/O × Bπ), so
that (ĝ, f)∗(LM ∩ [M ]) = kb where k 6= 0. (Note the i here. To get
c ∈ Ω4∗+n one simply uses the Conner-Floyd isomorphism, but one might
have to multiply the various components of c by products of CP 2 to guar-
antee that c is homogeneous). By multiplying c by a non-zero multiple,
find a new c = [(ĝ, f) : M → G/O × Bπ] ∈ Ω4i+n(G/O × Bπ) so that
θ(c) = 0 ∈ L4i+n(Zπ). We may assume that 4i + n > 4. By (very) low

8This class ` has a lift to H∗(G/O;Z(2)) which is quite important for the characteristic
class formula for the surgery obstruction of a normal map of closed manifolds [28], [34],
[52].
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dimensional surgeries [55, Chapter 1], we may assume M has fundamen-
tal group π. Since θ(c) = 0, one may do surgery to obtain a homotopy
equivalence h : M ′ → M , where the difference of the higher signatures in
H∗(Bπ;Q) is a multiple of a and hence non-zero.

Our next result is folklore (although seldom stated correctly) and should
be considered as a converse to and a motivation for the Novikov conjec-
ture. It generalizes Kahn’s result [21] that the only possible linear combi-
nations of L-classes (equivalently rational Pontrjagin classes) which can be
a homotopy invariant of simply-connected manifolds is the top L-class of
a manifold whose dimension is divisible by 4. The non-simply connected
case requires a different proof; in particular one must leave the realm of
smooth manifolds.

Theorem 6.5. Let M be a closed, oriented, smooth manifold of dimension
n > 4, together with a map f : M → Bπ to the classifying space of a
discrete group, inducing an isomorphism on fundamental group. Given
any cohomology classes

L = L1 + L2 + L3 + · · · ∈ H4∗(M ;Q), Li ∈ H4i(M ;Q),

so that f∗(L∩ [M ]) = 0 ∈ Hn−4∗(Bπ;Q), there is a non-zero integer R, so
that for any multiple r of R, there is a homotopy equivalence

h : M ′ → M

of closed, smooth manifolds so that

h∗(LM + rL) = LM ′

Proof. As motivation suppose that there is a map ĝ : M → G/O so that
ĝ∗` = (1/8)LLM , where ` ∈ H∗(G/O;Q) is as above and LM is the multi-
plicative inverse of the total Hirzebruch L-class of M . Then if g : N → M
is the corresponding surgery problem, a short computation shows that

g∗(LM + L) = LN

and, by using Theorem 6.4, Part 2, that θ(ĝ) = 0 ∈ Ln(Zπ) ⊗ Q. So the
idea is to clear denominators and replace ĝ by a multiple. Unfortunately,
this is nonsense, since the surgery obstruction map is not a homomorphism
of abelian groups.

To proceed we need two things. First that G/TOP is an infinite loop
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space9 and
[M,G/TOP ] θ−−−−→ Ln(Zπ)y

y
⊕

i≡n(4) Hi(π;Q) A∗−−−−→ Ln(Zπ)⊗Q
is a commutative diagram of abelian groups10 where the left vertical map
is given by ĝ 7→ f∗(ĝ∗` ∩ [M ]). (See [52].)

The second thing we need is a lemma of Weinberger’s [57]. Let j :
G/O → G/TOP be the natural map.

Lemma 6.6. For any n-dimensional CW -complex M , there is a non-
zero integer t = t(n) so that for any [f ] ∈ [M,G/TOP ], t[f ] ∈ im j∗ :
[M,G/O] → [M, G/TOP ].

Now suppose we are given L ∈ H4∗(M ;Q) as in the statement of the
theorem. The cohomology class ` gives a localization of H-spaces at 0

` : G/TOP →
∏

i>0

K(Q, 4i)

and hence a localization of abelian groups

[M, G/TOP ] →
∏

i>0

H4i(M ;Q)

In particular, there is an non-zero integer R1, so that for any multiple r1

of R1, there is a map ĝ : M → G/TOP so that

ĝ∗` = r1
1
8
LLM

Then θ(ĝ) = 0 ∈ Ln(Zπ)(0), so there is a non-zero R2 so that R2θ(ĝ) = 0 ∈
Ln(Zπ). Finally, by Weinberger’s Lemma, there is a non-zero R3, so that
R3[R2ĝ] factors through G/O. Then R = R1R2R3 works. Surgery theory
giving the homotopy equivalence.

Weinberger’s Lemma follows from the following; applied where s : Y →
Z is the map G/TOP → B(TOP/O). Note that B(TOP/O) has an infinite
loop space structure coming from Whitney sum.

9G/O, G/PL, and G/TOP are all infinite loop spaces with the H-space structure
corresponding to Whitney sum. However, the surgery obstruction map is not a homo-
morphism. Instead, we use the infinite loop space structure on G/TOP induced by
periodicity Ω4(Z×G/TOP ) ' Z×G/TOP . This will be discussed further in the next
section.

10We can avoid references to topological surgery by using the weaker fact that the
surgery obstruction map θ : [M, G/PL] → Ln(Zπ) is a homomorphism where G/PL is
given the H-space structure provided by the Characteristic Variety Theorem [51].
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Lemma 6.7. Let s : Y → Z be a map of simply-connected spaces of finite
type, where Y is an H-space and Z is an infinite loop space with all homo-
topy groups finite. Then for any k there is a non-zero integer t so that for
any map f : X → Y whose domain is a k-dimensional CW -complex, then
s∗(t[f ]) = 0, where

s∗ : [X, Y ] → [X, Z]

is the induced map on based homotopy.

Proof. It suffices to prove the above when f is the inclusion ik : Y k ↪→ Y
of the k-skeleton of Y ; in other words, we must show s∗[ik] ∈ [Y k, Z] has
finite order. Let Y = Yn, n = 1, 2, 3, . . . . Let αn : Yn → Yn+1 be a
cellular map so that [αn] = n![Id]. Then αn induced ·n! on homotopy
groups, since the co-H-group structure equals the H-group structure. Let
hocolimn Yn denote the infinite mapping telescope of the maps αn. Then
Y → hocolimn Yn induces a localization at 0 on homotopy groups.

Consider the following commutative diagram of abelian groups.

[hocolimn Y k+2
n , Z] Φ−−−−→ limn[Y k+2

n , Z]
pr1−−−−→ [Y k+2

1 , Z]

A

y B

y C

y
[hocolimn Y k

n , Z] Φ−−−−→ limn[Y k
n , Z]

pr1−−−−→ [Y k
1 , Z]

To prove the lemma it suffices to show that some multiple of s∗[ik] ∈ [Y k
1 , Z]

is in the image of C ◦ pr1 ◦ Φ and that A is the zero map. First note
Cs∗[ik+2] = s∗[ik]. Now

im([Y, Z] → [Y k+2, Z])

is a finite set by obstruction theory, so

{s∗(n![ik+2])}n=1,2,3,...

sits in a finite set, hence there exists an N so that s∗(N ![ik+2]) pulls
back arbitrarily far in the inverse sequence. Hence by compactness of
the inverse limit of finite sets, there is an [a] ∈ limn[Y k+2

n , Z] so that
pr1[a] = s∗(N ![ik+2]). By Milnor’s lim1 result [30], Φ is onto, so that
[a] = Φ[b] for some [b].

We next claim that A is the zero map. Indeed the homology groups of
hocolimn Y k+2

n are rational vector spaces in dimensions less than k +2. By
obstruction theory any map hocolimn Y k+2

n → Z is zero when restricted
to the (k + 1)-st skeleton, and thus when restricted to hocolimn Y k

n . Thus
we have shown that s∗(N ![ik]) is zero by tracing around the outside of the
diagram. Let t = N !.
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Remark 6.8. For a closed, oriented, topological n-manifold M , define

ΓTOP (M) : STOP (M) → H4∗(M ;Q)
[h : M ′ → M ] 7→ L where h∗(LM + L) = LM ′

If M is smooth, define an analogous map ΓDIFF (M) from the smooth
structure set. The above discussion shows that the image of ΓTOP (M) is
a finitely generated, free abelian group whose intersection with the kernel
of the map H4∗(M ;Q) → Hn−4∗(Bπ1M ;Q) is a lattice (i.e a finitely gen-
erated subgroup of full rank). Furthermore if the Novikov Conjecture is
valid for π1M , the image of ΓTOP (M) is a precisely a lattice in the above
kernel.

Similar things are true for smooth manifolds up to finite index. If
t = t(n) is the integer from Lemma 6.7, then

1
t
im ΓTOP (M) ⊂ im ΓDIFF (M) ⊂ im ΓTOP (M)

However, a recent computation of Weinberger’s [56] shows that the image
of ΓDIFF (M) is not a group when M is a high-dimensional torus. It follows
that SDIFF (M) cannot be given a group structure compatible with that of
STOP (M) and that G/O cannot be given an H-space structure so that the
surgery obstruction map is a homomorphism.

7 Assembly maps

The notion of an assembly map is central to modern surgery theory, and
to most current attacks on the Novikov Conjecture. Assembly maps are
useful for both conceptual and computation reasons. We discuss assembly
maps to state some of the many generalizations of the Novikov conjecture.
Assembly can be viewed as gluing together surgery problems, as a passage
from local to global information, as the process of forgetting control in
controlled topology, as taking the index of an elliptic operator, or as a map
defined via homological algebra. There are parallel theories of assembly
maps in algebraic K-theory and in the K-theory of C∗-algebras, but the
term assembly map originated in surgery with the basic theory due to
Quinn and Ranicki.

With so many different points of view on the assembly map, it is a bit
difficult to pin down the concept, and it is perhaps best for the neophyte
to view it as a black box and concentrate on its key properties. We refer
the reader to the papers [42], [43], [46], [59], [11] for further details.

The classifying space for topological surgery problems is G/TOP . The
generalized Poincaré conjecture and the surgery exact sequence show that
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πn(G/TOP) = Ln(Z) for n > 0. There is a homotopy equivalence

Ω4(Z×G/TOP ) ' Z×G/TOP

(Perhaps the 4-fold periodicity is halfway between real and complex Bott
periodicity.) Let L denote the corresponding spectrum. Oriented manifolds
are oriented with respect to the generalized homology theory defined by L.
When localized at 2, L is a wedge of Eilenberg-MacLane spectra, and after
2 is inverted, L is homotopy equivalent to inverting 2 in the spectrum
resulting from real Bott periodicity. The assembly map

An : Hn(X;L) → Ln(Zπ1X)

is defined for all integers n, is 4-fold periodic, and natural in X. By natu-
rality, the assembly map for a space X factors through Bπ1X.

The surgery obstruction map can interpreted in terms of the assembly
map. Let G/TOP be the connective cover of L, i.e. there is a map
G/TOP → L which is an isomorphism on πi for i > 0, but πi(G/TOP) =
0 for i ≤ 0. Here G/TOP is an Ω-spectrum whose 0-th space is G/TOP .
The composite

Hn(X;G/TOP) → Hn(X;L) A−→ Ln(Zπ1X)

is also called the assembly map. When X = Bπ, this assembly map ten-
sored with IdQ is the same as the assembly map from the last section. In
particular the Novikov conjecture is equivalent to the rational injectivity
of either of the assembly maps when X = Bπ.

The surgery obstruction map for a closed, oriented n-manifold M

θ : [M,G/TOP ] → Ln(Zπ1M)

factors as the composite of Poincaré duality and the assembly map

[M,G/TOP ] = H0(M ;G/TOP) ' Hn(M ;G/TOP) A−→ Ln(Zπ1M)

There is a surgery obstruction map and a structure set for manifolds with
boundary (the L-groups remain the same however). The basic idea is that
all maps are assumed to be homeomorphisms on the boundary throughout.
The surgery exact sequence extends to a half-infinite sequence

· · · → STOP (M × I, ∂) → [(M × I)/∂, G/TOP ] → Ln+1(Zπ1M)

→ STOP (M) → [M, G/TOP ] → Ln(Zπ1M)

Assembly maps are induced by maps of spectra; we denote the fiber of

X+ ∧G/TOP A−→ L(Zπ1X)
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by STOP(X). When X is a manifold, the corresponding long exact se-
quence in homotopy can be identified with the surgery exact sequence.
In particular, the structure set STOP (M) = πnSTOP(M) is naturally an
abelian group, a fact which is not geometrically clear. Thus computing
assembly maps is tantamount to classifying manifolds up to h-cobordism.

There is a parallel theory in algebraic K-theory. For a ring A, there
are abelian groups Kn(A) defined for all integers n; they are related by the
fundamental theorem of K-theory which gives a split exact sequence

0 → Kn(A) → Kn(A[t])⊕Kn(A[t−1]) → Kn(A[t, t−1]) → Kn−1A → 0

There is an Ω-spectrum K(A) whose homotopy groups are K∗(A). Abbre-
viate K(Z) by K; its homotopy groups are zero in negative dimensions, Z
in dimension 0, and Z/2 in dimension 1. There is the K-theory assembly
map [26], [11]

An : Hn(X;K) → Kn(Zπ1X).

Computing with the Atiyah-Hirzebruch spectral sequence and the test case
where X is the circle shows that An is injective for i < 2, and the cokernels
of An are Kn(Zπ1X), K̃0(Zπ1X),Wh(π1X) for n < 0, n = 0, n = 1.

The analogue of the Novikov conjecture in K-theory has been proven!

Theorem 7.1 (Bökstedt-Hsiang-Madsen [4]). Suppose π is any group
such that Hn(Bπ) is finitely generated for all n. Then A∗⊗IdQ is injective.

Hopefully this result will shed light on the Novikov conjecture in L-
theory (which has more direct geometric consequences), but so far this has
been elusive.

8 Isomorphism conjectures

A strong version of Borel’s conjecture is:

Conjecture 8.1. Let h : M ′ → M be a homotopy equivalence between
compact aspherical manifolds so that h(M ′ − ∂M ′) ⊂ h(M − ∂M) and
h|∂M ′ : ∂M ′ → ∂M is a homeomorphism. Then h is homotopic rel ∂ to a
homeomorphism.

Applying this to h-cobordisms implies that Wh(π1M) = 0, and by
crossing with tori, that K̃0(Zπ1M) = 0 and K−i(Zπ1M) = 0 for i >
0. Similarly, the structure groups STOP (M × Ii, ∂) = 0, so the assembly
maps are isomorphisms. The following conjecture is motivated by these
considerations.
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Borel-Novikov Isomorphism Conjecture. 11 For π torsion free, the
assembly maps

A∗ : H∗(Bπ;K) → K∗(Zπ)
A∗ : H∗(Bπ;L) → L∗(Zπ)

are isomorphisms.

This implies the geometric Borel conjecture for manifolds of dimension
greater than 4, and for torsion-free groups the vanishing of the Whitehead
group, that all finitely generated projective modules are stably free, and
the Novikov Conjecture.

What can be said for more general groups, in other words how does
one compute the L-groups and the surgery obstruction groups? Well, for
finite groups, the assembly map has been largely computed, starting with
the work of Wall [55] and ending with the work of Hambleton, Milgram,
Taylor, and Williams [18]. The techniques here are a mix of number theory,
quadratic forms, and topology. The assembly maps are not injective, and
not even rational surjective, in K-theory, because the Whitehead groups
may be infinite, and in L-theory, because the multisignature (or ρ-invariant)
show that the L-groups of the group ring of a finite group may be infinite.

There are also analyses of the K- and L-theory of products Z×G and
amalgamated free products A∗B C (see [2], [49], [41], [54], [6]). While these
give evidence for the Borel-Novikov Isomorphism Conjecture for torsion-
free groups, for infinite groups with torsion the “nil” phenomena showed
that the non-homological behavior of L-groups could not all be blamed on
the finite subgroups. In particular there are groups π where the assembly
map is not an isomorphism, but where the assembly map is an isomorphism
for all finite subgroups. To account for this, Farrell and Jones laid the blame
on the following class of subgroups.

Definition 8.2. A group H is virtually cyclic if it has a cyclic subgroup
of finite index.

For example, a finite group G is virtually cyclic and so is Z×G. Farrell-
Jones have made a conjecture [13] which computes K∗(Zπ) and L∗(Zπ) in
terms of the assembly maps for virtually cyclic subgroups and homological
information concerning the group π and the lattice of virtually cyclic sub-
groups of π. We give the rather complicated statement of the conjecture

11Neither Borel nor Novikov made this conjecture, but rather made weaker conjectures
whose statements did not involve assembly maps.

It is a fairly bold conjecture; there exist a lot of torsion-free groups. A more conser-
vative conjecture would be to conjecture this when Bπ is a finite complex and perhaps
only that the assembly map is a split injection. One might also wish to restrict the
conjecture in K-theory to ∗ < 2, where there is a geometric interpretation of the results.
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below, but for now we note that the Farrell-Jones isomorphism conjecture
implies:

1. The Novikov conjecture for a general group π.

2. The Borel-Novikov isomorphism conjecture for a torsion-free group
π.

3. For any group π and for any N ∈ Z ∪ {∞}, if for all virtually cyclic
subgroups H of π, the assembly map

A∗ : H∗(BH;K) → K∗(ZH)

is an isomorphism for ∗ < N and a surjection for ∗ = N , then the
assembly map for π is an isomorphism for ∗ < N , and similarly for
L-theory.

We proceed to the statement of the isomorphism conjecture, as formu-
lated in [11]. We work in K-theory, although there is an analogous conjec-
ture in L-theory.12 One can show that an inner automorphism of π induces
the identity on K∗(Zπ), but not necessarily on the associated spectrum.
(One needs to worry about such details to make sure that constructions
don’t depend on the choice of the base point of the fundamental group.)
To account for this, one uses the orbit category Or(π), whose objects are
left π-sets {π/H}H⊂π and whose morphisms are π-maps. For a family of
subgroups F of π (e.g. the trivial family F = 1 or the family F = VC
of virtually cyclic subgroups of π), one defines the restricted orbit category
Or(π,F) to be the full subcategory of Or(π) with objects {π/H}H∈F . A
functor

K : Or(π) → SPECTRA

is constructed in [11], with π∗(K(π/H)) = K∗(ZH). The (classical) assem-
bly map is then given by applying homotopy groups to the map

A : hocolim
Or(π,1)

K → hocolim
Or(π)

K

induced on homotopy colimits by the inclusion of the restricted orbit cat-
egory in the full orbit category.

Farrell-Jones Isomorphism Conjecture. For any group π,

hocolim
Or(π,VC)

K → hocolim
Or(π)

K

induces an isomorphism on homotopy groups.

12In L-theory it is necessary to work with a variant theory, L = L〈−∞〉.
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This gives a theoretical computation of the K-groups, the (classical)
assembly map, and in L-theory, the classification of manifolds with fun-
damental group π. For proofs of the conjecture in special cases see [13].
For applications in some special cases see [40] and [10]. The Farrell-Jones
Isomorphism Conjecture is parallel to the C∗-algebra conjecture of Baum
and Connes [3], with the family of virtually cyclic subgroups replaced by
the family of finite subgroups.
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A guide to the calculation of the surgery
obstruction groups for finite groups

Ian Hambleton and Laurence R. Taylor

We describe the main steps in the calculation of surgery obstruction
groups for finite groups. Some new results are given and extensive tables
are included in the appendix.

The surgery exact sequence of C. T. C. Wall [68] describes a method
for classifying manifolds of dimension ≥ 5 within a given (simple) homo-
topy type, in terms of normal bundle information and a 4–periodic sequence
of obstruction groups, depending only on the fundamental group and the
orientation character. These obstruction groups Ls

n(ZG,w) are defined
by considering stable isomorphism classes of quadratic forms on finitely
generated free modules over ZG (n even), together with their unitary au-
tomorphisms (n odd).

Carrying out the surgery program in any particular case requires a
calculation of the surgery obstruction groups, the normal invariants, and
the maps in the surgery exact sequence. For fundamental group G = 1, the
surgery groups were calculated by Kervaire–Milnor as part of their study
of homotopy spheres:

Ls
n(Z) = 8Z, 0, Z/2, 0 for n = 0, 1, 2, 3 (mod 4) ,

where the non–zero groups are detected by the signature or Arf invariant,
and the notation 8Z means that the signature can take on any value ≡
0 (mod 8). The Hirzebruch signature theorem can be used to understand
the signature invariant, and a complete analysis of the normal data was
carried out by Milgram [45], Madsen–Milgram [43] and Morgan–Sullivan
[48].

The theory of non–simply connected surgery has been used to investi-
gate three important problems in topology:

The authors wish to thank the Max Planck Institut für Mathematik in Bonn for its
hospitality and support. This research was also partially supported by NSERC and the
NSF.
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(i) the spherical space form problem, or the classification of free finite

group actions on spheres

(ii) the Borel and Novikov conjectures, or the study of closed aspherical

manifolds and assembly maps

(iii) transformation groups, or the study of Lie group actions on manifolds.

In the first problem, surgery is applied to manifolds with finite fundamental
group and the surgery obstruction groups can be investigated by methods
closely related to number theory and the representation theory of finite
groups. In the second problem, the fundamental groups are infinite and
torsion–free, and the methods available for studying the surgery obstruction
groups are largely geometrical. The case of the n–torus was particularly
important for its applications to the theory of topological manifolds. The
third problem includes both finite group actions and actions by connected
Lie groups. The presence of fixed point sets introduces many interesting
new features.

In this paper we consider only L∗(ZG) for finite groups G. The
Novikov conjectures and other topics connected with infinite fundamen-
tal groups are outside the scope of this article.

Before giving some notation, definitions and a detailed statement of
results, it may be useful to list some general properties of the surgery
obstruction groups for finite groups.

(1) The groups L∗(ZG) are finitely generated abelian groups, the odd–

dimensional groups L2k+1(ZG) are finite, and in every dimension the

torsion subgroup of L∗(ZG) is 2–primary.

There is a generalization of the ordinary simply–connected signature, called
the multi–signature [68, 13A], [40].

(2) The multi–signature is a homomorphism σG: L2k(ZG) → R(−)k

C (G)
where RC(G) denotes the ring of complex characters of G. The multi–

signature has finite 2–groups for its kernel and cokernel.

Complex conjugation acts as an involution on RC(G), decomposing it as
a sum of Z’s from the real–valued (type I) characters, and a sum of free
Z[Z/2] modules generated by irreducible type II characters χ 6= χ̄. The
(−1)k–eigenspaces of the complex conjugation action are denoted R(−)k

C (G).

The theory of Dress induction [24, 25] greatly simplifies the calculation
of L–groups. A group G is called p–hyperelementary if G = C o P where
P is a p–Sylow subgroup and C is a cyclic group of order prime to p.
Then G is determined by C, P and the structure homomorphism t:P →
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Aut(C). Further, G is p–elementary if it is p–hyperelementary and t is
trivial (equivalently G = C × P ).

(3) L∗(ZG) can be calculated from knowledge of the L–groups of hyper-

elementary subgroups of G, together with the maps induced by sub-

group inclusions.

Moreover, one can calculate L∗(ZG)⊗Z(2), RC(G)⊗Z(2) and σG⊗1 from
the 2–hyperelementary subgroups and the maps between them. Since (1)
and (2) imply that

L∗(ZG)
σG−−−−−−→ RC(G)

↓ ↓
L∗(ZG)⊗ Z(2)

σG⊗1−−−−−−→ RC(G)⊗ Z(2)

is a pull–back, Dress’s work computes L∗(ZG) in terms of representation
theory and the L–theory of 2–hyperelementary groups. For this reason,
most of the calculational work has been devoted to the 2–hyperelementary
case.

These general properties are fine until one needs more precise informa-
tion for computing surgery obstructions. An early result of Bak and Wall
(worked out as an example in Theorem 10.1) is that for G of odd order

Ls
n(ZG) = Σ⊕ 8Z, 0, Σ⊕ Z/2, 0 for n = 0, 1, 2, 3 (mod 4) .

The terms Σ = ⊕ 4(χ ± χ̄) comes from the multisignatures at type II
characters, and the term Z is the summand of RC(G) generated by the
trivial character. The term Z/2 is detected by the ordinary Arf invariant.

Another nice case is G = C × P , where C is a cyclic 2–group and
P has odd order (this includes arbitrary cyclic groups as well as the p–
hyperelementary groups G for p odd). Assuming C is non–trivial, we have:

Ls
n(ZG) = Σ⊕ 8Z⊕ 8Z, 0, Σ⊕ Z/2, Z/2 for n = 0, 1, 2, 3 (mod 4) .

The signature group again has two sources, the term Σ = ⊕ 4(χ± χ̄) from
the type II characters and the two Z’s coming from the type I characters
(just the trivial character and the linear character which sends a generator
to −1). The Z/2 in dimension 2 is the ordinary Arf invariant and the
Z/2 in dimension 3 is a “codimension one” Arf invariant. The special case
G = Z/2r is worked out in Example 11.1.

Many geometric results have been obtained just from the vanishing
of the odd–dimensional L–groups of odd order groups, but unfortunately
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Ls
n(ZG) is usually not zero, and the torsion subgroup can be complicated

(for example, even when G is a group of odd order times an abelian 2–
group).

Nor does it help to relax the Whitehead torsion requirements, and
allow surgery just up to homotopy equivalence. For example, the group
Lh

2k(Z[Z/2r]) has torsion subgroup
(
[2(2r−2 + 2)/3]− [r/2]− ε

)
Z/2, where

ε = 1 if k is even and 0 if k is odd [12, Thm.A]. The notation [x] means
the greatest integer in x. The source of this torsion is D(ZG) ⊆ K̃0(ZG),
a part of the projective class group that is often amenable to calculation
[50].

The torsion subgroup of Ln(ZG) can also involve the ideal class groups
of the algebraic number fields in the centre of the rational group algebra
QG, and the computation of ideal class groups is a well–known and difficult
problem in number theory. Another major complication is that comput-
ing the surgery obstruction groups often requires information about the
Whitehead groups Wh(ZG), the algebraic home for the theory of White-
head torsion.

Here the problem is that the torsion subgroup SK1(ZG) of Wh(ZG)
is highly non–trivial [49]. In particular, both the first optimistic claims for
the Whitehead groups of abelian groups (tentatively quoted by Milnor in
[47]) and Wall’s conjecture [75, p.64,5.1.3] about the Tate cohomology of
Whitehead groups, turned out to be incorrect.

In spite of these complications, the L–groups can be effectively com-
puted in many cases of interest. The approach presented here (following
the procedure established by Wall in [67]–[75]) will be to try and reduce
the compution of L∗(ZG) to specific and independent questions in number
theory and representation theory. From the statement of results in Section
2, we hope that the reader can get an overview of present knowledge, and
useful references for further investigation. In the rest of the paper, we de-
scribe the main steps in the calculation and work out some relatively easy
examples.

Table of Contents

§1. L–groups, decorations and geometric anti–structures
§2. Statement of Results
§3. Round decorations
§4. The main exact sequence
§5. Dress induction and idempotents
§6. Central simple algebras with involution
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§7. Computation of the relative group, L
Xi
n (ZG→Ẑ2G)

§8. The 2–adic calculation, L
Yi
n (Ẑ2G)

§9. The maps ψ
Yi
n : LYi

n (Ẑ2G) → L
Xi
n (ZG→Ẑ2G)

§10. Groups of odd order
§11. Groups of 2–power order
§12. Products with odd order groups
§13. Dihedral groups
§14. Appendix: Useful Tables

A. L–groups of fields and skew fields
B. The Hasse principle
C. The relative groups LX1

n (ZG→Ẑ2G)
D. The relative groups LX0

n (ZG→Ẑ2G)
E. Finite 2–groups

1. L–groups, decorations and geometric anti–structures

We begin with some algebraic definitions. An antistructure is a triple
(R,α, u), where R is a ring with unity, u is a unit in R and α: R → R is
an anti–automorphism such that α(u) = u−1 and α2(r) = uru−1 for all
r ∈ R. Such rings have L–groups, denoted Ln(R, α, u), and in [67]–[75]
Wall developed effective techniques for computing them, especially for the
case when R = ZG, and G a finite group. The main idea is to compare
quadratic and hermitian forms over ZG to those over local and global fields
using the “arithmetic” pull–back square

ZG −→ QG
↓ ↓

ẐG−→ Q̂G

of rings with antistructure to obtain Mayer–Vietoris sequences in L–theory.
Here Ẑ, Q̂ denote the completions of Z, Q with respect to the primes in
Z. The L–groups themselves have a variety of definitions. Wall gives
both a geometric and an algebraic definition in [68]. Ranicki found the
“formation” version for the odd dimensional L–groups [56]. Ranicki later
developed an approach based on chain complexes [60] which is very useful
for applications. For finite groups it is the algebraic definitions which are
most useful. These definitions lead to Mayer–Vietoris sequences for the
arithmetic square above as well as calculations of certain carefully chosen
L–groups involving various completed group rings.

There is a class of antistructures which suffice for applications of L–
groups to the topology of manifolds, and which have other good properties.
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We say (α, u) is a geometric antistructure on a group ring ZG provide
that α is given by α(g) = w(g)θ(g−1), where θ is an automorphism of G,
w: G → {±1} is a homomorphism and u = ±b for some b ∈ G [33, p.110]. A
geometric antistructure is standard if θ is trivial and b = e and oriented if w

is trivial. Clearly (α, u) determines θ, w and b uniquely. Conversely, given
any automorphism θ, any homomorphism w: G → {±1} and any b ∈ G

the pairs (α,±b) are antistructures provided θ2(g) = bgb−1 for all g ∈ G,
w ◦ θ = w, θ(b) = b and w(b) = 1. In particular, a geometric antistructure
induces an antistructure on the group ring AG for any ring with unity
A so they fit well with the arithmetic square. In general Ln(R,α, u) =
Ln+2(R, α,−u), so we will usually only consider the case u = b. Another
useful observation is that geometric antistructures induce involutions on
Wh(ZG).

Traditionally the L–groups with standard antistructure are denoted
L∗(ZG) if the antistructure is oriented and L∗(ZG,w) if it is not. One of the
main theorems of surgery [68] states that these algebraically defined groups
are naturally isomorphic to the geometrically defined surgery obstruction
groups. Wall discovered the more general geometric antistructures while
studying codimension one submanifolds (they give an algebraic description
of the Browder-Livesay groups LN , see [68, 12C]).

The surgery obstruction groups come with K–theory decorations de-
pending on the goal of the surgery process. For surgery up to homotopy
equivalence (resp. simple homotopy equivalence) on compact manifolds,
the relevant L–groups are Lh

∗(ZG) (resp. Ls
∗(ZG)). For surgery on non–

compact manifolds up to proper homotopy equivalence, the appropriate
groups are Lp

∗(ZG): see [55] and the references therein. Cappell [11] in-
troduced “intermediate” L–groups for any involution invariant subgroup
of K̃0(ZG) or Wh(ZG) for use in his work on Mayer–Vietoris sequences
for amalgamated free products and HNN extensions. Each of these has the
form LX̃

n (ZG), denoting an algebraic L–group ([56]) with decorations in an
involution–invariant subgroup X̃ ⊆ K̃1(ZG) or X̃ ⊆ K̃0(ZG). In the first
case, X̃ is always the inverse image of an involution–invariant subgroup in
Wh(ZG), so we often refer instead to the decoration subgroup in Wh(ZG).
For general antistructures (α, u) LX̃

∗ (ZG,α, u) is not defined unless u ∈ X̃,
so again geometric antistructures provide the right setting.

Intermediate L–groups appear in the arithmetic Mayer–Vietoris se-
quence as well: in particular, L′n(ZG) based on

X̃ = SK1(ZG) ⊆ Wh(ZG),

where SK1(ZG) = ker
(
K1(ZG)→K1(QG)

)
, is especially important. It
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turns out that these L′–groups are more accessible to computation than
either Ls or Lh, and so they have a central role in this subject.

The L–groups are related by many interlocking exact sequences [60],
involving change of K–theory and change of rings. Such sequences often
have both an algebraic and an geometric interpretation, making them useful
for topological applications.

Remark: The L–groups mentioned so far only involve the K groups
K0 and K1, and it is natural to wonder about decorations in other Ki.
In fact, there are geometrically interesting L–theories for both higher and
lower Ki, and these are related to the ones studied here via change of K–
theory sequences. See [77] for the higher L–theories and [61] for the lower
ones. Carter, [16], [17], calculates K−1(ZG) and shows K−i(ZG) = 0
for finite groups if i ≥ 2. This should bring the calculation of the lower
L-groups within range (see [44, §4] for lower L–groups of odd order cyclic
groups), but we do not know of any comprehensive treatment. Calculation
of the higher L–groups seems to much more difficult. For these reasons,
this survey omits consideration of both higher and lower L–groups.

The exact sequences describing the change of K–theory decoration are
often called “Ranicki–Rothenberg” sequences [62], [56]. Some important
examples are

. . . → Lh
n+1(ZG) → Hn+1(Wh(ZG)) → Ls

n(ZG) → Lh
n(ZG)

→ Hn(Wh(ZG)) → . . .

and
. . . → Lp

n+1(ZG) → Hn(K̃0(ZG)) → Lh
n(ZG) → Lp

n(ZG)

→ Hn−1(K̃0(ZG)) → . . .

although the step between Ls and Lh can also be usefully divided into
Ls → L′, with relative group H∗(SK1(ZG)), and L′ → Lh, with relative
group H∗(Wh′(ZG)). Here Wh′(ZG) = Wh(ZG)/SK1(ZG), and we use
the convention that H∗(X) denotes the Tate cohomology H∗(Z/2;X) for
any Z/2–module X: H∗(Z/2; X) = {a ∈ X | a = (−1)∗a}/{a + (−1)∗a}.
There are versions of these sequences for any geometric antistructure.

The exact sequences involving change of rings are particularly impor-
tant for computing L–groups. The most important example is

. . . → L′n+1(ZG→Ẑ2G) → L′n(ZG) → L′n(Ẑ2G) → L′n(ZG→Ẑ2G) → . . .

This sequence remains exact for any geometric antistructure.
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2. Statement of Results

What does it mean to compute L–groups? Given a finite group G and
a geometric antistructure (α, u), the rational group algebra QG becomes
an algebra with involution. Under the Wedderburn decomposition, QG

splits canonically into simple algebras with involution and it is reasonable
to assume that the classical invariants for such algebras (type, reduced
norms, Schur indices, ideal class groups of centre fields, etc.) can be worked
out for the given group G.

Goal: Find an algorithm to compute L∗(ZG,α, u) for geometric anti-

structures, in terms of the character theory of G and the classical invariants

of QG.

Here is a brief summary of the state of progress towards this goal.
Properties (1) and (2) in the introduction hold for L–groups of finite groups
with geometric antistructures and any involution–invariant torsion decora-
tion in Wh(ZG) or K̃0(ZG) [25], [74], [75], although the description of the
multi–signature becomes more complicated. Dress’s results (3) certainly
hold for the standard geometric antistructures (oriented or not) with dec-
orations p, s, ′, h and many others, but the general case has not been
worked out. In the case of the standard antistructures, we will apply
Dress induction to obtain calculations for odd order groups in §10, and
p–hyperelementary groups, p odd, in §12.

One obvious difficulty in extending Dress induction is that a given
geometric antistructure on G may not restrict to a geometric antistruc-
ture on enough subgroups to simplify the calculation. In any case, not
much work has been done on the maps induced by subgroup inclusion
(even for the standard oriented antistructure), so we will consider only
2–hyperelementary groups from now on.

(4) For 2–hyperelementary groups G with arbitrary geometric antistruc-

ture (α, u), the groups Lp
∗(ZG,α, u) can be computed in terms of char-

acter theory of G and the number theory associated to QG. The tor-

sion subgroup has exponent 2 for the standard oriented antistructure,

and exponent 4 in general. [30]

Since the goal has been achieved for the Lp–groups, we turn to the groups
L′∗(ZG,α, u) with Wh(ZG) decoration lying in the subgroup SK1(ZG).
The approach is to study L′∗(ZG,α, u) using the exact sequence comparing
it with L′∗(Ẑ2G, α, u). The relative term is under control:

(5) For 2–hyperelementary groups G and any geometric antistructure, the

relative groups L′∗(ZG→Ẑ2G,α, u) can be computed in terms of char-
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acter theory of G and number theory associated to QG. The torsion

subgroup has exponent 2 (see [75] or Tables 14.12–14.15, and Theorem
7.1 for the exponent of the torsion subgroup).

The remaining obstacles are the groups L′∗(Ẑ2G,α, u), and the maps

ψn:L′∗(Ẑ2G,α, u) → L′∗(ZG→Ẑ2G,α, u) .

The groups L′∗(Ẑ2G,α, u) can be compared to Lh
∗(Ẑ2G,α, u) using the

change of K–theory sequence

. . . → Hn+1(Wh′(Ẑ2G)) → L′n(Ẑ2G, α, u) → Lh
n(Ẑ2G, α, u)

→ Hn(Wh′(Ẑ2G)) → . . .

Every third term is easy to compute:

(6) The groups Lh
∗(Ẑ2G,α, u) for geometric antistructures are determined

by the centre of F2G, and the kernel of the discriminant

Lh
n(Ẑ2G,α, u) → Hn(Wh′(Ẑ2G))

is computable from the characters and types ([71] and [29, 1.16], see
also Remark 8.5).

For the Tate cohomology terms we have:

(7) Wh′(Ẑ2G) is computable by restriction to the 2–elementary subgroups

of G. There is an algorithm to calculate Wh′(Ẑ2G) for 2–elementary

groups ([49, Thm. 6.7, 12.3]). If w is trivial or if G is a 2–group, the

involution induced by the geometric antistructure has been computed

fairly explicitly (see [49, p.163] and [50, p.61]).

It follows that L′∗(Ẑ2G,α, u) is algorithmically computable up to extensions
in the oriented case or in the case that G is a finite 2–group.

Most difficult of all is to describe the ψ∗ maps. Some examples can be
worked out, especially for the standard antistructure.

Example: If G is an abelian group then L′∗(ZG, w) is computable in terms

of the characters of G (see [75], and Example 11.1 for cyclic 2–groups done
in detail).

Example: If G = G1 × G2 is a direct product where G1 has odd order,

then L′∗(ZG,w) is computable in terms of L′∗(ZG2, w) and the character

theory of QG ([39] and Proposition 12.1).
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Example: Computations (modulo some extension problems) are available

for L′∗(ZG,w) in certain families of 2–hyperelementary groups G, including

(i) groups of 2–power order, (see [75, §5] for partial results and Ex-
ample 9.2 for a reduction of the maps ψ∗ to K–theory),

(ii) groups with periodic cohomology, [42], [39]
(iii) groups G = C o P where ker(P → Aut(C)) is abelian and P is

a 2–group (see [75], and Proposition 13.4 for G dihedral done as
an example).

Finally, what can one say about the L–groups of primary geometric in-
terest? To study Ls

∗(ZG) or Lh
∗(ZG) via L′∗(ZG) we need the groups

Hn(SK1(ZG)) or Hn(Wh′(ZG)). Observe that we only need Wh(ZG) ⊗
Z(2) for computing Tate cohomology, and this can result in significant sim-
plification.

(8) Extensive computations are available for the groups SK1(ZG), but

it is not easy to determine the action of the involution induced by

the antistructure (see [49] as a general reference, and [46] for a nice
application to Ls–groups).

There is a short exact sequence

0 → Cl1(ZG)⊗ Z(2) → SK1(ZG)⊗ Z(2) → SK1(Ẑ2G) → 0

and Bak [3] (or [49, 5.12]) shows the standard oriented involution is triv-
ial on Cl1(ZG) ⊗ Z(2). Oliver [49, 8.6] shows that the standard oriented
involution on SK1(Ẑ2G) is multiplication by −1, at least for 2–groups G.

(9) The groups Wh′(ZG) are free abelian with rank depending on the

characters of G. For the standard oriented antistructure, the induced

involution on Wh′(ZG) is the identity, and H1(Wh′(ZG)) = 0 [72]
(see [50, 4.8] for the answer when w 6≡ 1).

The study of Lh
∗(ZG) via Lp

∗(ZG) looks promising, but we need knowledge
of Hn(K̃0(ZG)). In general this is not easy to compute, however:

Example: The groups Lh
∗(ZG, w) can be computed (up to extensions) in

terms of the character theory of G, for G a finite 2–group (See [31], [50],
[12] for pieces of the solution, but there is no complete account in the
literature).

Remark: In order to keep this paper reasonably short, we have omitted
any discussion of hermitian K–theory and form parameters. This approach
is fully developed in [9], [10], and [1]–[6].
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3. Round decorations

There are two detours to be made along the way towards systematic
computations of the surgery obstruction groups. The first is to use the
“round” algebraic L–theory LX

n (R, α, u) for a ring R with antistructure,
based on involution–invariant subgroups X of Ki(R), instead of the ge-
ometrically useful groups.. These groups were introduced by Wall in his
sequence of calculational papers, [67, 69, 71, 73, 74, 75] and formalized
in [32, §2]. These round groups have several algebraic advantages. They
respect products, and are invariant under quadratic Morita equivalence
of rings [33]. These are related to the usual L–groups by exact sequences
which can be analyzed and largely determined in the cases considered here.
The definitions also make sense for higher and lower L–theory, but all of
our actual computations are for the L–groups based on subgroups of K0

or K1. To our knowledge, no calculational work has been done on higher
L–theory for finite groups and very little has been done for lower L–theory.

A particular example of quadratic Morita equivalence is the notion of
scaling. If (α, u) is an antistructure on R and v ∈ R is a unit, (αv, uv)
is also an antistructure where αv(x) = vα(x)v−1 and uv = vα(v−1)u:
furthermore LX

n (R,α, u) ∼= LX
n (R, αv, uv) [33, p.74] for any subgroup X ⊂

Ki(R) invariant under the involution induced by α.
The second step is to choose the “right” K–theory decoration. For any

ring R, let Oi(R) = 0 ⊆ Ki(R) and let Xi(R) = ker
(
Ki(R) → Ki(R⊗Q)

)
.

Note that L
Oi
n (R) = L

Ki+1
n (R), so there is a Ranicki–Rothenberg sequence

relating LOi → LOi−1 with relative term H∗(Ki(R)). For group rings AG

and i = 1, we define

Y1(AG) = X1(AG)⊕ {±Gab}
where Gab denotes the set of elements in the abelianization of G. If i ≤ 0
then we define Yi(AG) = Xi(AG). For higher L–theory (i ≥ 2) it seems
that the right definition of Yi(AG) would be the image of the assembly map
in K–theory.

Fortunately, the passage between round and geometric L–theory is
very uniform so the round results suffice. Given a geometric antistructure
and any invariant subgroup Ũ ⊂ K̃i(ZG), let U ⊂ Ki(ZG) denote the
inverse image. There is a natural map τU : LU

∗ (ZG,α, u) → LŨ
∗ (ZG,α, u)

from the round to the geometric theory. For subgroups of K̃0, τ is an
isomorphism, and for U = Y1, the following sequence is exact (see [32, 3.2]).

0 → LY1
2k(ZG,α, u)

τY1−−→L′2k(ZG,α, u) → Z/2 → LY1
2k−1(ZG, α, u)

τY1−−→L′2k−1(ZG,α, u) → 0.



236 I. Hambleton and L. R. Taylor

The map into Z/2 is given by the rank (mod 2) of the underlying free
module.

Theorem 3.1: For (α, u) any geometric antistructure, LY1
2k(ZG,α, u) ∼=

L′2k(ZG,α, u) and L′2k−1(ZG,α, u) is obtained from LY1
2k−1(ZG, α, u) by

dividing out a single Z/2 summand.

The intermediate projective L–groups we can compute are the LY0
n (ZG) =

LX0
n (ZG) (denoted LX0

n (ZG) in [27, §3]) based on the subgroup X0(ZG).
These are related to the usual projective L–groups, Lp = LK0 , by the exact
sequence [32, 3.2], [27, 3.8])

0 → LX0
2k (ZG) → Lp

2k(ZG) → Z/2 → LX0
2k−1(ZG) → Lp

2k−1(ZG) → 0 .

The map into Z/2 is given by the rank (mod 2) of the underlying projective
module.

Theorem 3.2: For (α, u) any geometric antistructure, LX0
2k (ZG,α, u) ∼=

Lp
2k(ZG,α, u) and Lp

2k−1(ZG,α, u) is obtained from LX0
2k−1(ZG, α, u) by

dividing out a single Z/2 summand.

We now follow the procedure outlined in the first two sections to com-
pute L

Yi
n , i = 0, 1 and then use Theorems 3.2 and 3.1 to compute Lp

∗ or
L′∗.

4. The main exact sequence

Exact sequences for computing L–groups come from the arithmetic
square [74], [60, §6], where the basic form is

. . . → LXi
n (R) → LXi

n (R̂)⊕ LOi
n (S) → LOi

n (Ŝ) → L
Xi
n−1(R) → . . .

where R is a ring with antistructure, S = R⊗Q, R̂ = R⊗Ẑ and Ŝ = R̂⊗Q.
This assumes that excision holds in algebraic L–theory, which is known for
i ≤ 1.

Most of the difficulties involved in computing L
Yi
n (ZG,α, u) for a geo-

metric antistructure concern the group L
Yi
n (Ẑ2G,α, u). We therefore reor-

ganize the calculation by considering the exact sequence
(4.1)
. . . → L

Yi
n+1(ZG→Ẑ2G)−→LYi

n (ZG)−→LYi
n (Ẑ2G)

ψn−−→LYi
n (ZG→Ẑ2G) → . . .

valid for any antistructure. On the other hand, we have isomorphisms of
relative groups

LYi
n (ZG→Ẑ2G) ∼= LXi

n (ZG→Ẑ2G)



A guide to the calculation of the surgery groups 237

so we are free to use the LXi relative groups for computation. By excision

(4.2) LXi
n (ZG→Ẑ2G) ∼= LOi

n (R̂odd ⊕ S → Ŝ),

where R̂odd is the product of the `–adic completions of R at all odd primes
`.

We now introduce the groups

(4.3) CLOi
n (S) = LOi

n (S → SA)

where SA = Ŝ ⊕ (S ⊗ R) is the adelic completion of S. Let T = S ⊗ R.
Then by the arithmetic sequence and (4.2) we have a long exact sequence
(4.4)

. . . CL
Oi
n+1(S) → L

Xi
n+1(ZG→Ẑ2G) → LOi

n (R̂odd ⊕ T )
γn−−→CLOi

n (S) → . . .

valid for any geometric antistructure. This is the main exact sequence
for computing the relative groups, and then (4.1) is used to compute the
absolute groups. It is a major ingredient in Wall’s program that the groups
CLOi

n (S) are actually computable [73], although not finitely generated. In
fact, they are elementary abelian 2–groups depending only on the idèle
class groups of the centre of S (see Tables 14.9–14.11). This is a form
of the Hasse principle for quadratic forms, and follows from the work of
Kneser on Galois cohomology.

5. Dress induction and idempotents

The calculation of L–groups of finite groups can be reduced to cal-
culating a limit of L–groups for hyperelementary subgroups. This process
is known as Dress induction. More generally, Dress assumes that some
Green ring, say G, acts on a Mackey functor M. Let H denote a family of
subgroups of G which is closed under conjugation and subgroups. Write

δHG :
⊕

H∈H
G(H) → G(G)

for the sum of the induction maps.

Theorem 5.1: If there exists y ∈ ⊕
H∈H G(H) such that δHG (y) = 1 ∈

G(G), then both Amitsur complexes for M are contractible.

Remark: One writes the conclusion as M(G) = lim←−
H
M(H) = lim−→

H
M(H)

where the first limit made up of restrictions and the second of inductions.



238 I. Hambleton and L. R. Taylor

We also say M is computable from the family H. The result above follows
from [24, Prop.1.2, p.305] and the remark just above [25, Prop.1.3, p.190].

Dress also proves a local result which says the following about M(G).
Fix a prime p, let Hp denote the family of p–hyperelementary subgroups
and let M(G)(p) denote the p– localization of M(G). Then

(5.2) M(G)(p) = lim←−
Hp

M(H)(p) = lim−→
Hp

M(H)(p) .

By [74] the 2–localization map is an injection on L–groups of finite groups.
To apply these results to computation of L–groups, Dress defined a suitable
Green ring (see also [75]). For any commutative ring R, let y(G, θ, R) be
the Grothendieck group of finitely–generated, projective left R modules
with an R bilinear form λ:M ×M → R which is

equivariant in that λ(m1, gm2) = λ(θ(g−1)m1,m2),
symmetric in that λ(m2,m1) = λ(b−1m1,m2), and
non–singular in that the adjoint of λ is an isomorphism.

Define GU(G, θ, R) and GW (G, θ, R) by equating two forms with isomor-
phic Lagrangians or modding out forms with a Lagrangian. Thomas [65]
produces the formulae needed to check that GW (G, θ,R) acts on the groups
Lp

n(RG,α, b) where α is the antistructure associated to any geometric an-
tistructure θ, b, w where θ and b are fixed but w is allowed to vary subject
only to w ◦ θ = w. Dress proves generation results for the case θ = 1G

which yield

Theorem 5.3: For the standard geometric antistructures, the Lp–groups

of finite groups are computable from the family of 2–hyperelementary

and p–elementary subgroups, p odd. The torsion subgroups of the Lp–

groups and the groups Lp ⊗ Z(2) are computable from the family of 2–

hyperelementary subgroups.

Remark 5.4: One can also show that the round groups LOi , LXi and
LYi localized at 2 are 2–hyperelementary computable. This can be done
either by refining the groups GW or by studying the Ranicki–Rothenberg
sequences.

Dress proves these results by studying the Burnside ring and its p–
localizations. He also constructed idempotents in the p–local Burnside
ring and in [27, §6] and [49, §11] these idempotents are combined with
induction theory to do calculations. We discuss the p–local case on a finite
group G. Dress constructs one idempotent eE(G) in the p–local Burnside
ring for each conjugacy class of cyclic subgroups of order prime to p in G
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and shows that they are orthogonal. One can then split any p–local Mackey
functor, F , using these idempotents into pieces eE(G) · F (G) plus a piece
left over since 1G 6= ∑

E eE(G) in the p–local Burnside ring. If F (G)
is generated by the images under induction from the p–hyperelementary
subgroups, then the leftover piece vanishes. The additional result we want
is Oliver’s identification of the pieces [49, 11.5, p.256]. Let F be a p–local
Mackey functor on G which is p–hyperelementary generated. In general
Oliver describes eE(G) · F (G) as a limit over subgroups H of the form
E / H ³ P where P is a p–group. He then makes the observation that
the limit takes place inside NG(E) so

eE(G) · F (G) = eE

(
NG(E)

) · F (
NG(E)

)
.

If one could compute conjugations, induction and restriction maps for index
p–inclusions of p–hyperelementary, then one could work out the limit in
general. This makes 2–hyperelementary groups especially important for
L–theory.

The L–theory case has an additional feature: for general geometric an-
tistructures, the L–groups are not Mackey functors. The theory of “twist-
ing diagrams”, [33] or [59], can be used to overcome this difficulty.

Given an extension
G / Ĝ

φ−→→ Z/2,

one can use φ to pull–back a non–trivial line bundle over a surgery problem
with fundamental group Ĝ. This gives rise to a transfer map

tr:Ln(ZĜ, wφ) → Ln+1(ZG → ZĜ, w) .

Selecting a generator t ∈ Ĝ−G gives rise to an automorphism θ of G given
by conjugation by t. We assume that w extends over Ĝ with w(t) = 1.
Setting b = t2 ∈ G gives a geometric antistructure on G and there is a long
exact sequence

· · · → Ln+2(ZG→ZĜ, w) → Ln(ZG,α, b) → Ln(ZĜ, wφ)
tr−→ Ln+1(ZG→ZĜ, w) → · · ·

where α is the antistructure associated to θ, b and sφ. Conversely, any
geometric antistructure on G arises from such a procedure. The group
Ln(ZĜ, λw) is a Mackey functor and the relative group Ln+1(ZG → ZĜ, w)
sits in a long exact sequence where the other two terms are Mackey func-
tors. This allows one to produce decompositions of Ln(ZG,α, b) mimicking
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the Mackey functor case even though Ln(ZG,α, b) has no obvious Mackey
functor structure.

The most important application of these decomposition techniques ap-
plies to the 2–hyperelementary case G = C o P , because here there is a
further identification of the eC(G) · F (G) with a twisted group ring of P .
In principle, this reduces the calculation to 2–groups where numerous sim-
plifications occur. Wall [75, §4] was the first to explore this decomposition.
He produced the idempotent decomposition by hand but had to restrict
to groups with abelian 2–Sylow group. Hambleton–Madsen do the general
case using the Burnside ring idempotents, [27, §6].

If Cm is cyclic of odd–order m, let ζm denote a primitive mth root of
unity. Any d|m determines a unique cyclic subgroup of odd order of G and
we denote the corresponding summand of our functor by F (G)(d). The map
t:P → Aut(Cm) can be regarded as a map t: P → Gal

(
Q(ζm)/Q

)
and we

let Z[ζm]tP denote the corresponding twisted group ring. Any geometric
antistructure induces an antistructure on Z[ζm]tP which we continue to
denote by (α, u). The main exact sequence can be applied again.

Theorem 5.5:([27, 6.13,7.2])For i = 0, 1 and G = Cm o P with any

geometric antistructure, there is a natural splitting

LYi
n (ZG,α, u)(2) =

∑⊕{
LYi

n (ZG,α, u)(d) : d | m}

(i) L
Yi
n (ZG,α, u)(1) ∼= L

Xi
n (ZP, α, u)(2) via the restriction map,

(ii) for d 6= 1, L
Yi
n (ZG, α, u)(d) ∼= L

Xi
n (ZG,α, u)(d),

(iii) L
Yi
n (ZG,α, u)(d) maps isomorphically under restriction to

L
Yi
n (Z[CdoP ], α, u)(d),

(iv) for each d | m there is a long exact sequence

· · · → CL
Oi
n+1(S(d)) → LXi

n (ZG,α, u)(d) →
∏

`-d
LXi

n (R̂`(d))⊕ LOi
n (T (d))

→ CLOi
n (S(d)) → · · ·

where R(d) is the twisted group ring Z[ζd]tP with antistructure (α, u), and

S(d) = R(d)⊗Q, R̂`(d) = R(d)⊗ Ẑ`, T (d) = R(d)⊗R.

There are similar splittings and calculations for the relative L–groups and
the 2–adic L–groups.

For certain purposes, it is useful to be able to detect surgery obstruc-
tions. Dress’s results for the standard antistructures say that we can de-
tect by transfer to the collection of 2–hyperelementary subgroups. In some
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cases we can also reduce from hyperelementary groups to a smaller collec-
tion, the basic groups. More explicitly [34, 3.A.6], a 2–hyperelementary
group G = C o P is basic provided

P1 = ker
(
t: P → Aut(C)

)

is cyclic, dihedral, semi-dihedral or quaternion.
In [34, 1.A.4] we introduced the category RG–Morita, for any commu-

tative ring R. The category QG–Morita is defined as follows. The objects
are subgroups, H ⊂ G, and the morphisms from H1 to H2 are generated by
the H2–H1 bisets X, modulo some relations spelled out in [34, p.249-250].
From [34, 1.A.12(i), p.251], RQ(G) is a functor on QG–Morita defined by
sending a rational representation V of H1 to Q[X]⊗QH1 V . Note if V is a
permutation module on the H1–set Y , then

Q[X]⊗QH1 Q[Y ] = Q[X ×H1 Y ] .

We proved in [34, 1.A.9, p.251] that the morphisms in QG–Morita are gen-
erated by generalized inductions and restrictions corresponding to homo-
morphisms f : G1 → G2 which are either injections (subgroups) or surjec-
tions (quotient groups). Let M be a functor on QG–Morita.

Theorem 5.6:([34], 1.A.11, p.251) The sum of the generalized restriction

maps,

M(G) →
⊕

B∈BG

M(B)

is a split injection where BG denotes the set of basic subquotients of G.

The sum of the generalized induction maps is a split surjection.

This result has an analogue for quadratic Morita theory, and it applies
to detect the relative groups L

Xi∗ (ZG→Ẑ2G)(d) for i = 0, 1 since these are
functors out of (QG,−)–Morita. To detect Lp

∗(ZG,w) we need the w–basic
subquotients of G, defined in [34]. Combining [34,1.B.7] with [34,6.2]
gives:

Theorem 5.7:([30, Thm.A])Let G be a 2-hyperelementary group. Then

the sum of all the (generalized) restriction maps

Lp
n(ZG,w) −→ Lp

n(Z[G], w)⊕
∑ {

Lp
n(Z[H/N ], w) : H/N a w–basic

subquotient of G

}

is a natural (split) injection, where G = G/[P1, P1].
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We remark that [30, Thm.B] lists specific invariants which detect all ori-
ented Lp surgery obstructions, and [30, 5.21] shows that the torsion sub-
group of the Lp–groups has exponent 4 in general (exponent 2 in the stan-
dard oriented case).

6. Central simple algebras with involution

We collect here some terminology and results about the building blocks
for our calculations. These are the L–groups L

Oi
n (R, α, u) where (R,α, u)

denotes an antistructure over an algebra. When the cases i = 0, 1 are being
considered separately, we will use Wall’s notation LS = LO1 and LK = LO0 .

First we summarize some of the standard facts about quadratic forms
on simple algebras with centre field continuous, local (of characteristic 0),
and finite. For our purposes, the main references are [69] and [73]. Since
we are only interested in the applications to surgery theory, we will restrict
ourselves to the simple algebras which arise from the rational group rings
of finite groups. This assumption will simplify the arguments at various
points. More precisely, if D denotes such a skew field with centre E, and
A ⊆ E the ring of integers, then E is an abelian extension of Q. We fix
an odd integer d such that D̂` is split, and E` is an unramified extension
of Q̂` for all finite primes ` with `-2d. We also assume that D has “uni-
formly distributed invariants”: the Schur indices of D at all primes ` ∈ E

over a fixed rational prime are equal, and the Hasse invariants are Galois
conjugate. This holds for the algebras arising from group rings by the
Benard-Schacher Theorem [78, Th. 6.1].

In addition to listing the values of the groups, we mention explicit
invariants (such as signature and discriminant) used to detect them. From
these facts we can compute the CL

Oi
n and prepare for the computation of

the maps γi. The LS to LK Rothenberg sequences are tabulated in Tables
14.1–14.8.

If (D, α, u) denotes an antistructure on a division algebra with centre E

(and A ⊆ E the ring of integers), then we distinguish as usual types U ,
Sp and O (see [75, §1.2]). We further subdivide into types OK if D = E,
type OD if D 6= E and similarly for type Sp. If an involution-invariant
factor is the product of two simple rings interchanged by the involution,
this is type GL. Such factors make no contribution to L-theory. When the
anti-structure is understood, we will say “D has type ...” for short. Recall
that LK

n (D,α,−u) = LK
n+2(D,α, u) and types O and Sp are interchanged,

so we usually just list type O.

(6.1) Continuous Fields: For continuous fields (E = R or C) the signa-
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ture gives an explicit isomorphism of LK
0 (C, c, 1), LK

2 (C, c, 1), LK
0 (R, 1, 1)

and LK
0 (H, c, 1) onto 2Z (the types are U , U , O and Sp); in all these cases

except for (H, c, 1) the discriminant map LK
0 (E) → H0(E×) is onto. Indeed

the groups Hn(K1(H)) = 0 so LS
n(H, c, 1) = LK

n (H, c, 1). The discriminant
also gives an isomorphism for LK

1 (R, 1, 1) = Z/2 and LK
1 (C, 1, 1) = Z/2.

The other LK–groups are zero. In the final calculation we wish to keep
track of the divisibility of the signatures. The notation 2Z stands for an
infinite cyclic group of signatures taking on any even value.

(6.2) Local Fields: Over local fields (of characteristic 0), in type U :
LK

2n(D) ∼= H0(E×) = Z/2 via the discriminant and LK
2n+1(D) = 0. In type

OD, LK
0 (D) ∼= H0(E×) and the others are zero. In type OK, LK

1 (E) ∼=
H1(E×) = Z/2 by the discriminant and LK

0 (E) is an extension of H0(E×)
by Z/2, while LK

2 (E) = LK
3 (E) = 0. The natural map LS

1(E) → LK
1 (E) is

zero.

(6.3) Finite Fields: For finite fields in type U , LS
n = LK

n = 0, and in
type O characteristic 2, LS

n = LK
n = Z/2 for each n. For type O odd

characteristic, the discriminant gives isomorphisms LK
0
∼= Z/2 , LK

1 = Z/2
and LK

2 = LK
3 = 0. The groups LS

n = 0 for n = 0, 3 and LS
1 = LS

2 = Z/2.
The map LS

1 → LK
1 is zero.

7. Computation of the relative group, L
Xi
n (ZG→Ẑ2G)

We can now compute the map

γOi
n (d): LOi

n (R̂odd(d)⊕ T (d)) −→ CLOi
n (S(d))

from (4.4) for each involution-invariant factor of S(d). The main result
about the relative groups is:

Theorem 7.1: For 2–hyperelementary groups G and any geometric an-

tistructure, there is an isomorphism

LXi
n (ZG→Ẑ2G)(d) ∼= cok γOi

n (d)⊕ ker γ
Oi
n−1(d)

and each of the summands decomposes according to the types of the simple

components of QG.

The proof is just to look at the tables of the Rothenberg sequence for
the relative groups. The places where we could have an extension problem
in the Ls tables are hit surjectively from the Tate cohomology term, hence
have exponent two.
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Each simple component of QG is a matrix algebra over a skew field,
and by Morita equivalence it suffices to study γn for an antistructure
(D,α, u) on a skew field D. Its centre E is an abelian extension of Q
with ring of integers A ⊆ E. We fix an odd integer d such that D̂` is split,
and E` is an unramified extension of Q̂` for all finite primes ` with `-2d.
Tables 14.12-14.14 (for i = 1) and Tables 14.16-14.22 (for i = 0) list the
domain, range, kernel and cokernel of each summand of γ

Oi
n (d).

In order to use the tables, it is necessary to determine the types (O,
Sp, U or GL) and centre fields for all the rational representations of G =
Z/d o P , following the method given in [29, p.148], or [33, Appendix I].
Recall that for a simple factor of type Sp, the groups cok γn and ker γn are
equal to cok γn+2 and ker γn+2 respectively. For the d–component we need
to consider only those representations which are faithful on Z/d. Here is a
list of the possible types, subdivided according to the behaviour at infinite
primes.

Type O:

OK(R) if D = E and E has a real embedding,
OK(C) if D = E and E has no real embedding.

OD(H) if D 6= E and D is nonsplit at infinite primes,
OD(R) if D 6= E is split at infinite primes and E has a real embed-

ding,
OD(C) if D 6= E is split at infinite primes and E has no real embed-

ding.

Type U :

U(C) if D∞ has type U ,
U(GL) if D∞ has type GL.

We remark that in type U(C) the centre field of D∞ at each infinite place is
the complex numbers with complex conjugation as the induced involution.
Type U(GL) algebras are isomorphic to matrix rings over C×C or R×R,
at each infinite place, with the induced involution interchanging the two
factors of C or R.

In the remainder of this section we give a brief discussion of the com-
putation in the case i = 0, including the definition of the maps Φ, Φ′, the
group Γ(E), and related notation (see [30] or [39] for more details).

First we consider type U where H0(C(E)) = Z/2 lies in the sequence

0 → H0(E×) → H0(E×
A ) → H0(C(E)) → 0.
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At finite primes LK
n (Â`) = LK

n (Â`/Rad) = 0, since the right-hand side is
the sum of LK-groups of finite fields. At the infinite places we have the
signature group LK

2n(D∞). This is non-zero when D∞ remains type U (a
change to type GL is possible) and the fixed field E0 ⊆ E of the involution
is real. In type U(C), each factor 2Z maps surjectively to H0(C(E)) = Z/2
so cok γ2n = 0 and ker γ2n = Σ, where Σ is a subgroup of index 2 in a direct
sum of factors 2Z, one for each complex place.

Next we consider type O. It is convenient to introduce the “discrimi-
nant part” γ̃n of γn for a factor (D,α, u) = (E, 1, 1) of type OK to fit into
the following commutative diagram:

(7.2)

∏
`-2d

LK
n (Â`)× LK

n (E∞)
γn−−→ CLK

n (E)
y

y
Hn(Â×

2d′)×Hn(E×
∞)

γ̃n−−→ Hn(C(E))

where Â×
2d′ =

∏
`-2d

Â×` . Below we will also use the notation Â×
2d =

∏
`|2d

Â×` .

Since γ̃n has the same kernel and cokernel as the map

Hn(Â×
2d′)×Hn(E×

∞)×Hn(E×) −→ Hn(E×
A) ,

we are led to consider the following commutative diagram (for n = 0):

(7.3)

0 → ker γ̃0 → H0(Â×
2d′ )×H0(E×∞)×H0(E×) → H0(Ê×

A
) → cok γ̃0 → 0y y ‖ y

0 → E(2)/E×
2 → H0(Â×)×H0(E×∞)×H0(E×) → H0(Ê×

A
) → H0(Γ(E)) → 0y y

H0(Â×
2d) H0(Â×

2d)

Let E(2) denotes the elements of E with even valuation at all finite primes
and Γ(E) is the ideal class groups defined by

1 → E×/A× → Ê×/Â× → Γ(E) → 1 .

To obtain the middle sequence, add H0(Â×
2d) to the domain of γ̃0, then the

map to H0(E×
A) has the same kernel and cokernel as H0(Ê×) → H0(I(E))

where I(E) = Ê×/Â× is the ideal group of E.

From (7.3) we obtain the following exact sequence

(7.4) 0 → ker γ̃0 → E(2)/E×2
Φ/
−−→H0(Â×

2d) → cok γ̃0 → H0(Γ(E)) → 0
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for the computation of γ̃0 in type OK. In type OD(H) when (D, α, u) is
non-split at all infinite primes, the term H0(E×

∞) is missing from the top
row of 7.3. This produces instead:
(7.5)
0 → ker γ̃0 → E(2)/E×2

Φ′−→H0(Â×
2d)⊕H0(E×

∞) → cok γ̃0 → H0(Γ(E)) → 0

For the map γ̃1 in type OK a similar but easier analysis gives ker γ̃1 = 0
and an exact sequence

(7.6) 0 → H1(A×) → H1(Â×2d) → cok γ̃1 → 0.

In type OD, nonsplit at infinite primes, H1(E×
∞) is added to the middle

term.
The maps Φ and Φ′ occur in number theory, and the 2–ranks of

their kernel and cokernels are determined by classical invariants of E (see
[75, 4.6]). A similar discussion can be carried out for the maps γO1(d), and
it turns out that the same maps Φ, Φ′ appear in the calculation.

Proposition 7.7:([30, 2.18])
(i) The 2-rank of kerΦE (resp. kerΦ

′
E) is γ∗(E, 2d) (resp. γ(E, 2d) ).

(ii) The 2-rank of cokΦE (resp cokΦ
′
E) is g2d(E)+ r2 +γ∗(E, 2d))−γ(E)

(resp. g2d(E) + r1 + γ(E, 2d))− γ(E)).
Here γ(E, m) (γ∗(E, m)) denotes the 2–rank of the (strict) class group of

A[ 1
m ], gm(E) is the number of primes in E which divide m and r1 (r2) is

the number of real (complex) places of E.

Example 7.8: If Γ(E) has odd order then the exact sequence

0 → H0(A×) → E(2)/E×2 → H1(Γ(E)) → 0

gives an isomorphism H0(A×) ∼= E(2)/E×2. Then the map Φ is just the
reduction map H0(A×) → H0(Â×

2d). For example, if E ⊆ Q(ζ2k) and
d = 1, then kerΦ = 0 and cok Φ = (Z/2)r2+1.

8. The 2–adic calculation, L
Yi
n (Ẑ2G)

We want to state the main result of [29, 1.16] which computes the
map

(8.1) Ψn : LK

n (Ẑ2G,α, u) → LK

n (Q̂2G,α, u)

for G = CoP a 2–hyperelementary group with a geometric antistructure
(α, u) with K = O0. This map appears in the calculation of the ψ maps
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in the next section as well as in the Ranicki–Rothenberg sequence for com-
puting L

Yi
n (Ẑ2G, α, u). Since Ψn splits as in (5.5), it is enough to give the

answer for the d-component for each d | |C| which we know is determined
by the top component for the various G = Cd o P . If T ∈ C denotes a
generator, then θ induces an automorphism of C given by θ(T ) = Tϑ (there
is a misprint in the formula in [29, p.148,line-9]). The domain of Ψn is easy
to compute:

Theorem 8.2:

LY0
n (Ẑ2G)(d) = LK

n (Ẑ2G)(d) = g2(d) · (Z/2)

where g2(d) = g2

(
Q(ζd)P

)
denotes the number of primes ` dividing 2 in the

field Q(ζd)P , where P acts as Galois automorphisms via the action map t.

Recall that if P1 = ker (t: P → (Cd)×), then any irreducible complex
character of G which is faithful on Cd is induced up from χ⊗ξ on Z/d×P1

where χ is a linear character of Z/d and ξ is an irreducible character of P1.
These are the representations in the semi–simple algebra S(d). They are
divided as usual into the types O, Sp and U , and we say that the order

of a linear character ξ is the order of its image ξ(P1). Let S(d, ξ) denote
the simple factor of S(d) associated to an involution-invariant character
(χ⊗ ξ)∗, induced up from χ⊗ ξ.

Theorem 8.3: ([29, 1.16]) Let (α, u) be a geometric antistructure. If d > 1
and if there is no element g0 ∈ P satisfying t(g0) = −ϑ−1, then it follows

that LK
n (R̂2(d), α, u) = 0. Otherwise if d > 1 pick such a g0 (or when d = 1

set g0 = e), and let m = n if w(g0) = 1 (resp. m = n + 2 if w(g0) = −1).

For each irreducible complex character ξ of P1 the composite

LK

n (R̂2(d), α, u)
Ψn(d)
−−−−→LK

n (Ŝ2(d), α, u)
proj.−−−→LK

n (Ŝ2(d, ξ), α, u)

is injective or zero and is detected by the discriminant. It is injective if and

only if the character ξ is

(a) linear type O (and m ≡ 0 or 1 (mod 4))

(b) linear type Sp (and m ≡ 2 or 3 (mod 4))

(c) linear type U (and m even), order 2` and ξ(b2`−1

0 ) = −1.

Here the types refer to the antistructure (Q̂2[P1], α0, b0), with α0(a) =
g0α(a)g−1

0 and b0 = g0α(g−1
0 )bw(g0) ∈ ±P1.

Remark: A type I linear character ξ has type O (resp. Sp) if ξ(b0) = 1
(resp. ξ(b0) = −1). If P1 has a linear character ξ of type 8.3(c), then (by
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projecting onto the Z/2 quotient of ξ(P1)) it also has linear characters of
type O and Sp.

Corollary 8.4: For X = O1(R̂2) or X = X1(R̂2), the discriminant map

dK/X

n : LK

n (R̂2(d), α, b) → Hn(K1(R̂2(d))/X)

is injective or zero. For X = X1(R̂2), it is injective if m ≡ 0, 1 (mod 4), or

if m ≡ 2, 3 (mod 4) and there exists a linear character ξ with type Sp.

Remark 8.5: The first statement in Corollary 8.4 holds for any decora-
tion subgroup X(R̂2) that decomposes completely over the primes ` | d in
Q[ζd]P , but O1 and X1 are the usual examples. If m ≡ 2, 3 (mod 4) and
under certain assumptions, this condition is also known to be necessary for
the discriminant maps dK

n to be non–zero (see [39, 3.14]). In either case
(X = O1 or X1), when dn = 0 the kernel ker dn

∼= g2 · Z/2 can be lifted to
a direct summand of LS

n(Ẑ2G) or LX1
n (Ẑ2G) isomorphic to (Z/4)κ if n is

odd, and to (Z/2)κ if n is even. A basis for these summands is represented
by flips or rank 2 quadratic forms with Arf invariant one at primes ` | 2 in
Q[ζd]P .

It is not hard to check that these flips and Arf invariant one planes in
LX1

n (Ẑ2G) map to zero under

ΨX1
n (d): LX1

n (Ẑ2G) → LS

n(Q̂2G) ,

so the computation of ΨX1
n (d) is reduced to the map

Hn+1(K1(R̂2(d))/X1) → Hn+1(K1(Ŝ2(d))) ,

which only involves K–theory.

When the discriminant map into Hn(K1(Ŝ2(d, ξ))) is injective, its im-
age in Hn(Â×` ) for ` | 2 is either 〈1 − 4β〉 if n = 0, 2, or 〈−1〉 if n = 1, 3.
The element β ∈ Â×` is a unit whose residue class has non–zero trace in
F2. This description allows us to identify the image of the discriminant in
Hn(K1(R̂2(d))) once the Tate cohomology group has been calculated, and
thus compute LX1∗ (Ẑ2G).

Example 8.6: Consider the simplest case, where G = 1. Then K1(Ẑ2) =
Ẑ×2 is generated by the units 〈5,−1〉. Therefore Hn(K1(Ẑ2)) = Z/2 ⊕
Z/2 (n even) or Z/2 (n odd), and LK

n (Ẑ2) = Z/2 in each dimension. In
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particular, the element 1 − 4β = 5 is the discriminant of the generator in
LK

0 (Ẑ2).
By the results above, we get

LS

n(Ẑ2) = 0, Z/2⊕ Z/2, Z/2⊕ Z/2, Z/4 for n ≡ 0, 1, 2, 3 (mod 4) .

The Z/4 in L3 is generated by the flip automorphism τ(e) = f , τ(f) = −e

of the hyperbolic plane over (Ẑ2, 1,−1). Since X1(Ẑ2) = 0, we also have
computed LX1∗ (Ẑ2) = LS

∗(Ẑ2).

9. The maps ψ
Yi
n : LYi

n (Ẑ2G) → L
Xi
n (ZG→Ẑ2G)

The final step in computing the main exact sequence is to determine
the maps ψn for 2–hyperelementary groups. First we consider the case
i = 0 needed for computing the Lp–groups:

ψn(d) : LK

n (Ẑ2G)(d) −→ LX0
n (ZG→Ẑ2G)(d) .

Here ψn factors through

ψ̄n: LK

n (Ẑ2G)
Ψn−−→LK

n (Q̂2G) → CLK

n (QG) → cok γK

n

and after taking the d–component these can be studied one simple compo-
nent of QG at a time. The maps Ψn(d) are given in Theorem 8.3, and the
other maps in the composite are contained in Tables 14.16–14.22.

Computing ψ̄n(d) also computes the kernel and cokernel of ψn(d) since
kerψn(d) = ker ψ̄n(d), and cok ψn(d) ∼= cok ψ̄n(d)⊕ ker γn−1(d).

Example 9.1: We continue with the example G = 1 from the last section.
The group cok γ0 = Z/2 generated by the class 〈5〉 ∈ H0(K1(Ẑ2)) (see
Example 7.8) and otherwise is zero. It follows that the map ψ̄0 is an
isomorphism, and we get the values

LX0
n (Z, 1, 1) = 8Z, Z/2, Z/2, Z/2 for n ≡ 0, 1, 2, 3 (mod 4) .

To obtain the geometric Lp–groups, we cancel the terms Z/2 in odd dimen-
sions. Note that since K̃0(Z) = 0 = Wh(Z), the other geometric L–groups
are isomorphic to Lp

∗(Z).

The calculation of the maps ψn:LY1
n (Ẑ2G) → LY1

n (ZG→Ẑ2G) needed
to determine the L′–groups is more involved. Notice, however, that by
Theorem 5.6 it is enough in principle to do the calculation for basic subquo-
tients of G and then compute some generalized restriction maps. Because
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of the difficulties involved in computing restriction maps on LY1∗ (Ẑ2G) this
approach remains more a theoretical simplification than a practical one.

We can again define ψ̄n as the composite

ψ̄n: LX1
n (Ẑ2G)

Ψn−−→LS

n(Q̂2G) → CLS

n(QG) → cok γS

n

but this time we only have a commutative diagram

Hn+1(K1(Ẑ2G)/X1) → LX1
n (Ẑ2G)

ψ̄n−−→ cok γS
n

↓ ↓ ↓
Hn+1(K1(Ẑ2G)/Y1) → LY1

n (Ẑ2G)
ψn−−→ L

Xi
n (ZG→Ẑ2G)

where the right–hand vertical arrow is a (split) injection. Note that the quo-
tient group K1(Ẑ2G)/Y1 = Wh′(Ẑ2G), which has been studied intensively
in [49], [50]. Applying the idempotent splitting partly solves the problem:
on the d–component for d > 1 the groups LY1

n (Ẑ2G)(d) ∼= LX1
n (Ẑ2G)(d),

and in Remark 8.5 we pointed out that the calculation of ψ̄n(d) is now
reduced to K–theory.

For d = 1 we may assume that G is a finite 2–group. Then LK
n (Ẑ2G) =

Z/2 and the map ψn also factors through cok γS
n
∼= cok γY1

n . (both assertions
follow because there is just one prime ` | 2 in the centre fields of QG). We
may assume that ψ̄n is known from Theorem 8.3.

To proceed, we first compute LY1
n (Ẑ2G) via the discriminant map

d
K/Y1
n :LY1

n (Ẑ2G) → Hn(Wh′(Ẑ2G)), either directly (starting with the map
d

K/X1
n which is known), or using the long exact sequence

. . . → Hn+1({±1}⊕Gab) → LX1
n (Ẑ2G) → LY1

n (Ẑ2G) → Hn({±1}⊕Gab) → . . .

It is quite likely that the “twisting diagram” method introduced in [26]
and [33] would be useful here.

Next, we must compute ψn. One remark that may be helpful is that the
the image of Hn+1({±1}⊕Gab) in LX1

n (Ẑ2G) is mapped by Ψn into integral
units, hence mapped to zero under ψ̄n. Hence, if LX1

n (Ẑ2G) → LY1
n (Ẑ2G)

happens to be surjective, we are done.
An alternate approach is to apply Remark 8.5 (valid for Y1(Ẑ2G) if

G is a finite 2–group) to the LY1 to LK Rothenberg sequence for Ẑ2G. As
before, this reduces the computation of ψn to K–theory calculation. We
can compute the composite

Hn+1(K1(Ẑ2G)/Y1) → Hn+1(K1(Q̂2G)/Y1) → CLS

n(QG)

using the algorithm from [49], [50] for computing Wh′(Ẑ2G). For a general
geometric antistructure, this can involve a lot of book–keeping. For the
standard oriented antistructure, things are not so difficult.
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Example 9.2: For the standard oriented antistructure, we can always split
off Ln(Z) from Ln(ZG) or Ln(Ẑ2G) by using the inclusion and projection
1 → G → 1.

If G is a finite 2–group, then

LK

n (Ẑ2G) ∼= LK

n (Ẑ2G/Rad) ∼= LK

n (F2)

so the image of LY1
n (Ẑ2G) → CLS

n(QG) is just the image of the composite

Hn+1(K1(Ẑ2G)/Y1) → Hn+1(K1(Q̂2G)/Y1) → LY1
n (Q̂2G) → CLS

n(QG) .

This directly reduces the calculation of ψn to a K1–calculation.

10. Groups of odd order

We prove a well–known vanishing result, as an example of the tech-
niques developed so far.

Theorem 10.1: Let G be a finite group of odd order. Then in the

standard oriented antistructure, L?
2k+1(ZG) = 0 for ? = s, ′, h and p.

Proof : For groups of odd order, the 2–hyperelementary subgroups are
cyclic, so it is enough to let G = Cm denote a cyclic group of odd order
m. We have a decomposition into components L

Yi∗ (ZG)(d) indexed by the
divisors d | m, and there are two distinct cases according as d = 1 or d 6= 1.

Let us start with i = 0 or Lp–groups. By Theorem 5.5, when d = 1 we
are computing Lp

∗(Z) which was done in Example 9.1. For d > 1, all the
summands in S(d) have type U(C), so by Table 14.21 we have

LX0
n (ZG→Ẑ2G) = 0, Σ, 0, Σ for n ≡ 0, 1, 2, 3 (mod 4) .

Next LK
n (R̂2(d)) = 0, for all n, since R̂2(d) = Ẑ2⊗Z[ζd] reduces modulo the

radical to a product of finite fields with type U antistructure. Therefore

Lp
n(ZG)(d) = Σ, 0, Σ, 0 for n ≡ 0, 1, 2, 3 (mod 4)

and in particular the Lp–groups vanish in odd dimensions.
Next we consider the d > 1 components in the main exact sequence

for LX1∗ (ZG)(d). Since type U factors of R̂odd or QG make no contribution
to the relative L′–groups, we have

LX1
n (ZG→Ẑ2G) = 0, Σ, 0, Σ for n ≡ 0, 1, 2, 3 (mod 4) .
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as before. Now consider the 2–adic contribution. Here

Hn+1(K1(R̂2(d))/X1) ∼= LX1
n (R̂2(d))

and X1(R̂2(d)) = 0 since the ring is abelian, so K1 is just the group of
units. Let A = Ẑ2[ζd] and consider the sequences

1 → (1 + 2A)× → A× → (A/2A)× → 1

and
1 → (1 + 2r+1A)

× → (1 + 2rA)×
ϕ−→A/2A → 1

for r ≥ 1, where ϕ(1 + 2ra) = a (mod 2). Since (A/2A)× has odd order
and A/2A = F2[ζd] has non-trivial involution, both are cohomologically
trivial as Z/2–modules. Therefore H∗(A×) = 0 and

L′n(ZG)(d) = Σ, 0, Σ, 0 for n ≡ 0, 1, 2, 3 (mod 4)

so once again the L–group vanish in odd dimensions. For G cyclic, we have
SK1(ZG) = 0 and so L′ = Ls. Also, H1(Wh′(ZG)) = 0 in the standard
oriented antistucture, so L′2k+1(ZG) surjects onto Lh

2k+1(ZG).

Remark 10.2: We do not want to leave the impression that all the L–
groups of odd order groups G are easy to compute. For G cyclic of odd
order, the groups Lh

2k(ZG) have torsion subgroup H0(K̃0(ZG)) and this
can be highly non–trivial.

11. Groups of 2–power order

In [33] the groups Lp-groups for ZG were completely determined, for
G a finite 2-group with any geometric anti-structure. For L′∗(ZG) with
the standard oriented antistructure, there is in principle an algorithm for
carrying out the computation. We have already discussed the steps in
computing the main exact sequence (see Example 9.2) and mentioned that
results of Oliver give an algorithm for computing K ′

1(Ẑ2G) = K1(Ẑ2G)/X1,
together with the action of the antistructure, by using the integral loga-
rithm [49, Thm. 6.6]. Thus we can regard the L′–groups for 2–groups as
computable up to extensions, although the method can be difficult to carry
out in practice.

Example 11.1: Let’s compute L′∗(ZG) for G a cyclic 2–group of order
2k ≥ 2 in the standard oriented antistructure (done in [75, 3.3]). Since
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SK1(ZG) = 0, this also gives us Ls
∗(ZG). Note that Lp

∗(ZG) is tabulated
in [33], and Lh

∗(ZG) was reduced to the computation of H0(D(ZG)) in
[31] or [2]. The final step, the computation of H0(D(ZG)) was carried out
independently in [50] and [12].

We begin as usual with the relative groups, this time from Table 14.23
and Table 14.15. The types are U(C) and OK(R), where the latter are
the two quotient representations arising from the projection G → Z/2. We
get

LX1
n (ZG→Ẑ2G) = 0, Σ⊕(8Z)2⊕(Z/2)2, 0, Σ for n = 0, 1, 2, 3 ( mod 4) .

Here Σ = ⊕ 4Z is the is the signature group from the type U(C) represen-
tations.

Next we compute LY1
n (Ẑ2G) by comparing it to LK

n (Ẑ2G). Since the
antistructure is oriented, we can split off LY1

n (Ẑ2) = LX1
n (Ẑ2) computed in

Example 8.6, and obtain

LY1
n (Ẑ2G) = LX1

n (Ẑ2)⊕Hn+1
(
(1 + I)×/G

)

where I = I(Ẑ2G) is the augmentation ideal of Ẑ2G. It is not hard to see
that

Hn
(
(1 + I)×/G

)
= Z/2, 0 for n = 0, 1 (mod 2),

and a generator for the non–trivial element in H0 is given by 〈3− g− g−1〉
where g ∈ G is a generator. Since this element has projection 〈5〉 at the
non–trivial type OK(R) representation (where g 7→ −1), the map ψ̄1 has
image Z/2 in this summand of the relative group. This is an example of the
“book–keeping” process mentioned in Example 9.2. Putting the summand
from the trivial group back in, we get the well–known answer

L′n(ZG) = Σ⊕ 8Z⊕ 8Z, 0, Σ⊕ Z/2, Z/2 for n = 0, 1, 2, 3 (mod 4) .
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12. Products with odd order groups

Here we correct an error in the statement of [30, 5.1] where G = σ× ρ

with σ an abelian 2–group and ρ odd order. More generally, for G = G1×G2

where G1 has odd order, we can reduce the calculation of L∗(ZG,w) to
knowledge of L∗(ZG2, w) and the character theory of G.

Proposition 12.1:Let G = G1 ×G2, where G1 has odd order. Then for

i = 0, 1
LXi

n (ZG,w) = LXi
n (ZG2, w)⊕ LXi

n (ZG2→ZG,w)

where w: G → {±1} is an orientation character. For n = 2k, the second

summand is free abelian and detected by signatures at the type U(C)
representations of G which are non–trivial on G1. For i = 0 and n = 2k+1,

the second summand is a direct sum of Z/2’s, one for each type U(GL)
representation of G which is non–trivial on ρ.

Remark 12.2: In the important special case when G2 is an abelian 2–
group, note that type U(C) representations of G exist only when w ≡ 1,
and type U(GL) representations of G exist only when w 6≡ 1. In both
cases, the second summand is computed by transfer to cyclic subquotients
of order 2rq, q > 1 odd, with r ≥ 2. If G2 is a cyclic 2–group, then Ls = L′

by [49, Ex.3,p.14].

Proof : The given direct sum decomposition follows from the existence of a
retraction of the inclusion G2 → G compatible with w. It also follows that

L
Xi
n+1(ZG→Ẑ2G, w) ∼= L

Xi
n+1(ZG2→Ẑ2G2, w)⊕ LXi

n (ZG2→ZG,w)

since the map induced by inclusion L
Xi
n (Ẑ2G2, w) → L

Xi
n (Ẑ2G,w) is an

isomorphism ([39, 3.4] for i = 1).
The computation of the relative groups for Z → Ẑ2 can be read off

from Table 14.22: for each centre field E of a type U(GL) representation,
the contribution is H0(C(E)) ∼= Z/2 if i ≡ 1 (mod 2).

The detection of Lp
n(ZG→Ẑ2G, w) by cyclic subquotients is proved in

[34, 1.B.7, 3.A.6, 3.B.2].

Corollary 12.3:Let G = C2rq, for q odd and r ≥ 2. If q = 1 assume

that r ≥ 3. Then the group

Lp
2k−1(ZG,w)(q) =

r⊕

i=2

CLK
2k(Ei) ∼= (Z/2)r−1

when w 6≡ 1, where the summand CLK
2k(Ei) = H0(C(Ei)), 2 ≤ i ≤ r,

corresponds to the rational representation with centre field Ei = Q(ζ2iq).
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13. Dihedral groups

Wall [75], Laitinen and Madsen [42], [39] did extensive computations
for the L′–groups of the groups G with periodic cohomology, because of the
importance of these computations for the spherical space form problem.

As a final, and much easier example, we will consider the dihedral
groups G = Cd o Z/2 with d odd. These are the simplest kind of 2–
hyperelementary groups which are not 2–elementary. Here the action map
is injective, as a generator of the Z/2 quotient group acts by inversion on
Cd. We take the standard oriented antistructure. Note that L′ = Ls for
dihedral groups [49, p.15].

It is enough to do the d > 1 component and apply Theorem 5.5. We
see that S(d) contains a single type OK(R) representation with centre field
E = Q(ζd + ζ−1

d ) and ring of integers A.
For the remainder of this section, let gp(E) denote the number of

primes in the field E lying over the rational prime p. For any integer r, let
gr(E) =

∑{gp(E) : p | r}. Let rE be the number or real places in E and
recall rE = φ(d)/2.

For the Lp calculation, we have relative groups

LX0
n (ZG→Ẑ2G)(d) = cok γK

n ⊕ ker γK

n−1

which can be read off from Table 14.16. The groups LK
n (Ẑ2G) = g2(E) ·

(Z/2) in each dimension and Ψn(d) is injective for n ≡ 0, 1 (mod4) but
zero for n ≡ 2, 3 (mod 4).

Since the image of Ψ1(d) hits the classes 〈−1〉 at primes lying over
2, it follows that ψ̄1(d) is injective with cokernel H1(Â×d )

/
H1(A×), an

elementary abelian 2–group of rank gd(E)− 1.
Similarly, the image of Ψ0(d) hits the classes g2(E)〈1−4β〉 in H0(Â×2 ),

so we must compute the kernel and cokernel of the map

(13.1) Φ̄: E(2)/E×2 → H0(Â×
2d)

/
g2(E)(1− 4β) .

It is not hard to see that ker Φ̄ = kerΦ ⊕ ker ψ̄0(d) and cok Φ̄ = cok ψ̄0(d)
(see [30, p.566]). In the short exact sequences

0 → cok ψ̄n+1(d)⊕ ker γn(d) → LX0
n (ZG)(d) → ker ψ̄n(d) → 0,

the only potential extension problem occurs for n = 0. Let λE = gd(E) +
γ∗(E, d). Then a similar argument to that in [30, p. 551], together with
[30, 5.19], shows that
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Proposition 13.2: Let G = Cd o Z/2 be a dihedral group, with d > 1
odd. Then

Lp
0(ZG)(d) = Σ⊕ (Z/2)λE−1

Lp
1(ZG)(d) = 0

Lp
2(ZG)(d) = g2(E) · Z/2

Lp
3(ZG)(d) = g2(E) · Z/2⊕ (Z/2)λE

Remark 13.3: The signature divisibility is given by

Σ = 8Z⊕ (4Z)rE−r̄E−1 ⊕ (2Z)r̄E

where r̄E is the 2–rank of the image of (Θ| ker Φ̄) as in [30, p.550] and
rE = φ(d)/2 is the number of real places in E. The formula in [30, 5.17(ii)]
is incorrect. It should read

(8Z)r(S) ⊕ (4Z)r1(S)−rO(S)−r(S) ⊕ (2Z)rO(S)

where r(S) denotes the number of type OK(R) factors in S(d), and r1(S),
rO(S) are as defined in [30].

For the L′ calculation, we have relative groups

LX1
n (ZG→Ẑ2G)(d) = cok γS

n ⊕ ker γS

n−1

which can be read off from Table 14.12. The groups LX1
n (Ẑ2G)(d) are

computed from the Rothenberg sequence using the same method as in
Section 9. We have

LS

0(Ẑ2G)(d) =





0 n ≡ 0 (mod 4),

H0(Â×2 ) n ≡ 1 (mod 4),

H1(Â×2 )⊕ g2(E) · Z/2 n ≡ 2 (mod 4),
H0(Â×2 )

g2(E)〈1−4β,−1〉 ⊕ g2(E) · Z/4 n ≡ 3 (mod 4),

where H0(Â×2 ) has 2–rank rE + g2(E). The analogous number theoretic
map to (13.1) is

Φ̃E : E(2)/E×2 → H0(Â×d ) .

and the 2–ranks of its kernel and cokernel can again be given in terms of
classical invariants (see [75, p.56]). We then have the torsion subgroup of
LX1

1 (ZG) isomorphic to

ker ψ̄1 ⊕ cokΦE ⊕ (gd(E)− 1) · Z/2 ∼= ker Φ̃E ⊕ (gd(E)− 1) · Z/2 .
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However, the exact sequence

0 → kerΦE → ker Φ̃E → H0(Â×2 ) → cok γ1 → cok Φ̃E → 0

allows us to compute the 2–rank of ker Φ̃E in terms of the 2–rank of cok Φ̃E

and previously defined quantities. Recall that γE denotes the 2–rank of
H0(Γ(E)). It is also useful to define the quantity

φE = νE + γE

where cok Φ̃E = (Z/2)νE . Putting the information together gives:

Proposition 13.4: Let G = Cd o Z/2 be a dihedral group, with d > 1
odd. Then

L′0(ZG)(d) = Σ⊕ (Z/2)φE

L′1(ZG)(d) = (Z/2)rE+φE−1

L′2(ZG)(d) = g2(E) · Z/2

L′3(ZG)(d) = LS
3(Â2)(d) = g2(E) · Z/4⊕ (Z/2)rE−g2(E)

Remark 13.5: The signature divisibility this time is given by

Σ = 8Z⊕ (4Z)rE−1 .

These are the same divisibilities as in the relative group.
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14. Appendix: Useful Tables

14.A L–groups of fields and skew fields

We give the LS to LK change of K–theory sequences for the antistruc-
tures (D, α, u) where D is a (skew) field with center E, and E is either
finite, continuous (R or C) or local (a finite extension field of Q̂p).

From the tables below, one can read off invariants determining the
L–groups in most cases (e.g., discriminant, signature, and Pfaffian). The
remaining cases are labelled c, κ, and τ for the Arf invariant, Hasse-Witt
invariant or flip respectively (τ in LS is represented by the automorphism(

0 1
u 0

)
of the hyperbolic plane). Note that LS–groups are all zero for

finite fields or local fields in type U , and that for a division algebra D

with centre E the group LK
1 (D,α, u) = 0 unless (D,α, u) = (E, 1, 1) and

LK
1 (E, 1, 1) = Z/2 detected by the discriminant.

Table 14.1: Finite fields, odd characteristic, Type O

LS
n(E, 1, 1) LK

n (E, 1, 1) Hn(E×)

n = 3 0 0 Z/2

n = 2 Z/2 0 Z/2

n = 1 Z/2 Z/2 Z/2

n = 0 0 Z/2 Z/2

For finite fields in type U , both LS
n(E, 1, 1) = LK

n (E, 1, 1) = 0. In charac-
teristic 2, LS

n(E, 1, 1) = LK
n (E, 1, 1) = Z/2 in each dimension (detected by

c in even dimensions, and τ in odd dimensions)
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Table 14.2: Local fields, Type OK

LS
n(E, 1, 1) LK

n (E, 1, 1) Hn(E×)

n = 3 0 0 Z/2

n = 2 Z/2 0 H0(E×)

n = 1 H0(E×) Z/2 Z/2

n = 0 Z/2 〈κ〉 Z/2×̃H0(E×) H0(E×)

The extension Z/2×̃H0(E×) appearing in this table is split if and only if
−1 ∈ E×2.

Table 14.3: Local fields, Type OD

LS
n(D, α, 1) LK

n (D, α, 1) Hn(E×)

n = 3 0 0 Z/2

n = 2 Z/2 0 H0(E×)

n = 1 H0(E×) 0 Z/2

n = 0 Z/2 H0(E×) H0(E×)

In type OD we can always scale the antistructure so that it has u = +1.
For local fields in type U , we have two–fold periodicity LK

n (E, 1, 1) =
LK

n+2(E, 1, 1).

Table 14.4: Local fields, Type U

LS
n(E, 1, 1) LK

n (E, 1, 1) Hn(E×)

n = 1, 3 0 0 0

n = 0, 2 0 Z/2 Z/2
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Table 14.5: Continuous Fields, E = R, Type O

LS
n(E, 1, 1) LK

n (E, 1, 1) Hn(E×)

n = 3 0 0 Z/2

n = 2 Z/2 0 Z/2

n = 1 Z/2 Z/2 Z/2

n = 0 4Z 2Z Z/2

Table 14.6: Continuous Fields, E = C, Type O

LS
n(E, 1, 1) LK

n (E, 1, 1) Hn(E×)

n = 3 0 0 Z/2

n = 2 Z/2 0 0

n = 1 0 Z/2 Z/2

n = 0 0 0 0

Table 14.7: Continuous Fields, E = C, Type U

LS
n(E, c, 1) LK

n (E, c, 1) Hn(E×)

n = 1, 3 0 0 0

n = 0, 2 4Z 2Z Z/2
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Table 14.8: Continuous Fields, D = H, Type O

LS
n(D, c′, 1) LK

n (D, c′, 1) Hn(E×)

n = 3 0 0 0

n = 2 2Z 2Z 0

n = 1 0 0 0

n = 0 0 0 0

Here c′ denotes the type O involution on the quaternions H. Explicitly, it
is given by c′(i) = i, c′(j) = j and c′(k) = −k. For the usual (type Sp)
involution c(i) = −i, c(j) = −j, we have Ln(D, c, 1) = Ln+2(D, c′, 1).

14.B The Hasse principle

We will need the groups CLOi
n (D, α, u) describing the kernel and cok-

ernel of the Hasse principle L
Oi
n (D,α, u) → L

Oi
n (DA, α, u). We will tabulate

the associated change of K–theory sequences

. . . → CLS

n(D, α, u) → CLK

n (D,α, u) → Hn(C(E))
δ−→CLS

n−1(D, α, u) →

where C(D) ∼= C(E) = E×
A/E× is the idèle class group of the center field

E in D. The map δ is the coboundary map in the long exact sequence.
There are short exact sequences (n = 0, 1):

0 → Hn(E×) → Hn(E×
A) → Hn(C(E)) → 0

and the maps are induced by the inclusions of fields.

Table 14.9: Type OK

CLS

n(E) CLK

n (E) Hn(C(E))

n = 3 0 0 H1(C(E))

n = 2 H1(C(E)) 0 H0(C(E))

n = 1 H0(C(E)) H1(C(E)) H1(C(E))

n = 0 Z/2 Z/2×̃H0(C(E)) H0(C(E))



262 I. Hambleton and L. R. Taylor

The extension 0 → Z/2 → CLK

0 (D) → H0(C(E)) → 0 appearing in this
table is split if and only if −1 ∈ E×2.

Table 14.10: Type OD

CLS

n(E) CLK

n (E) Hn(C(E))

n = 3 0 0 H1(C(E))

n = 2 H1(C(E)) 0 H0(C(E))

n = 1 H0(C(E)) ker{δ: H1(C(E)) → Z/2} H1(C(E))

n = 0 Z/2 H0(C(E)) H0(C(E))

Some of the details of these results are clarified in [20].

Table 14.11: Type U

CLS

n(E) CLK

n (E) Hn(C(E))

n = 1, 3 0 0 0

n = 0, 2 0 Z/2 Z/2

14.C The relative groups LX1
n (ZG→Ẑ2G)

We now suppose that G is a 2–hyperelementary group and give tables
for calculating the relative groups LX1

n (ZG→Ẑ2G) and LX0
n (ZG→Ẑ2G).

Recall that by excision these split up according to the way QG splits into
simple algebras with involution. Then if G = C o P where C = Z/d we
can compute the d–component in terms of the map γn defined earlier. In
particular, a summand of γn(d) is determined by a single algebra (D, α, u)
with centre field E and ring of integers A ⊂ E. Restricted to this summand
it is the natural map

γn(d):
∏

`-2d

LS

n(Â`)× LS

n(E∞) −→ CLS

n(D)
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and in the domain the terms

LS

n(Â`) = LS

n(Â`/Rad)

are just L–groups of finite fields. Thus all the terms in the domain and
range are given in the previous tables for fields. The maps γn(d) are also
easy to relate to number theory. In particular, note that mapping a term
Hn(Â×

2d′) or Hn(E×
∞) to Hn(C(E)) is the map induced by the inclusion into

Hn(E×
A) followed by the projection Hn(E×

A) → Hn(C(E)). The symbol Σ
in the tables denotes a free abelian group of signatures at infinite primes.

Table 14.12: Type OK(R) or Type OD(R)

∏
`-2d

LS
n(Â`)×LS

n(E∞) CLS

n(D) ker γS
n(d) cok γS

n(d)

n = 3 0 0 0 0

n = 2 H1(Â×
2d′)×H1(E×

∞) H1(C(E)) 0 H1(Â×
2d)

/
H1(A×)

n = 1 H0(Â×
2d′)×H0(E×

∞) H0(C(E)) ker Φ cokΦ⊕H0(Γ(E))

n = 0 0×⊕ 4Z Z/2 Σ 0

Table 14.13: Type OK(C) or Type OD(C)

∏
`-2d

LS
n(Â`)×LS

n(E∞) CLS

n(D) ker γS
n(d) cok γS

n(d)

n = 3 0 0 0 0

n = 2 H1(Â×
2d′)×H1(E×

∞) H1(C(E)) 0 H1(Â×
2d)

/
H1(A×)

n = 1 H0(Â×
2d′)×H0(E×

∞) H0(C(E)) ker Φ cokΦ⊕H0(Γ(E))

n = 0 0× 0 Z/2 0 Z/2
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Table 14.14: Type OD(H)

∏
`-2d

LS
n(Â`)×LS

n(D∞) CLS

n(D) ker γS
n(d) cok γS

n(d)(d)

n = 3 0 0 0 0

n = 2 H1(Â×
2d′)×⊕ 2Z H1(C(E)) Σ H1(Â×

2d)
/
H1(A×)

n = 1 H0(Â×
2d′)× 0 H0(C(E)) ker Φ′ cokΦ′ ⊕H0(Γ(E))

n = 0 0× 0 Z/2 0 Z/2

Table 14.15: Type U

∏
`-2d

LS
n(Â`)×LS

n(E∞) CLS

n(E) ker γS
n(d) cok γS

n(d)(d)

n = 1, 3 0 0 0 0

n = 0, 2 0×⊕ 4Z 0 ⊕ 4Z 0

Since the LS–groups are all zero in type GL, this completes the LS–tables.

14.D The relative groups LX0
n (ZG→Ẑ2G)

We now give the relative group tables for the Lp–groups. Some addi-
tional notation is defined as it appears.

Table 14.16: Type OK(R)

∏
`-2d

LK
n (Â`)×LK

n (E∞) CLK

n (E) ker γK
n cok γK

i

n=3 0 0 0 0

n=2 0 0 0 0

n=1 H1(Â×
2d′)×H1(E∞) H1(C(E)) 0 H1(Â×2d

)
/

H1(A×)

n=0 H0(Â×
2d′)×⊕ 2Z Z/2×̃H0(C(E)) Σ⊕ker Φ′ cok Φ⊕H0(Γ(E))
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Table 14.17: Type OD(R)

∏
`-2d

LK
n (Â`)×LK

n (E∞) CLK

n (D) ker γK
n cok γK

i

n=3 0 0 0 0

n=2 0 0 0 0

n=1 H1(Â×
2d′)×H1(E∞) ker δ 0 ker∆′

n=0 H0(Â×
2d′)×⊕ 2Z H0(C(E)) Σ⊕ kerΦ′ cok Φ⊕H0(Γ(E))

Here the map ∆′ is the map

∆′:
H1(Â×

2d)⊕H1(E×
∞)

H1(A×)
−→ {±1}

defined by ∆′(〈−1〉`) = −1 if and only if D̂` is nonsplit.

Table 14.18: Type OK(C)

∏
`-2d

LK
n (Â`)×LK

n (E∞) CLK

n (E) ker γK
n cok γK

i

n=3 0 0 0 0

n=2 0 0 0 0

n=1 H1(Â×
2d′)×H1(E∞) H1(C(E)) 0 H1(Â×

2d)
/
H1(A×)

n=0 H0(Â×
2d′)× 0 Z/2×̃H0(C(E)) kerΦ Z/2×̃(cok Φ⊕H0(Γ(E)))
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Table 14.19: Type OD(C)

∏
`-2d

LK
n (Â`)×LK

n (E∞) CLK

n (D) ker γK
n cok γK

i

n = 3 0 0 0 0

n = 2 0 0 0 0

n = 1 H1(Â×
2d′)×H1(E∞) ker δ 0 ker∆

n = 0 H0(Â×
2d′)× 0 H0(C(E)) kerΦ cokΦ⊕H0(Γ(E))

The map ∆ has the same definition as ∆′ but H1(E×
∞) is missing from the

domain.

Table 14.20: Type OD(H)

∏
`-2d

LK
n (Â`)×LK

n (D∞) CLK

n (D) ker γK
n cok γK

i

n = 3 0 0 0 0

n = 2 0×⊕2Z 0 Σ 0

n = 1 H1(Â×
2d′)× 0 ker δ 0 ker∆′

n = 0 H0(Â×
2d′)× 0 H0(C(E)) ker Φ′ cokΦ′ ⊕H0(Γ(E))

Table 14.21: Type U(C)

∏
`-2d

LK
n (Â`)×LK

n (D∞) CLK

n (D) ker γK
n cok γK

i

n = 1, 3 0 0 0 0

n = 0, 2 0×⊕ 2Z H0(C(E)) Σ 0
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Table 14.22: Type U(GL)

∏
`-2d

LK
n (Â`)×LK

n (D∞) CLK

n (D) ker γK
n cok γK

i

n = 1, 3 0 0 0 0

n = 0, 2 0× 0 H0(C(E)) 0 Z/2

14.E Finite 2–groups

Here complete calculations already appear in [33, §3, p.80]. To com-
pare our results with the tables there note that Γ(E) and Γ∗(E) have odd
order (Weber’s Theorem) for all the centre fields appearing in QG and
g2(E) = 1. Hence Φ and Φ′ are injective with cok ΦE of 2-rank 1 + r2

(resp. cok Φ′E of 2-rank 1 + r1). As above, the degree [E,Q] = r1 + 2r2,
where r1 denotes the number of real places of E and r2 the number of
complex places.

In [33] the basic antistructures on the simple components of QG are
labelled ΓN , FN , RN , HN , UI and UII. These have type OK(C), OK(C),
OK(R), OD(H), U(C) and U(GL) respectively in our notation. In our
tables, the distinction between ΓN and FN is whether −1 ∈ E×2. Let ζN

denote a primitive 2N th root of unity. The centres E for the type O factors
are Q(ζN+1), Q(ζN+2−ζ−1

N+2), Q(ζN+2+ζ−1
N+2), Q(ζN+ζ−1

N ) so that (r1, r2)
equals (0, 2N−1), (0, 2N−1), (2N , 0), (2N−2, 0) respectively. Therefore using
Tables 14.12–14.14 and 14.16–14.20 we can list the contribution of the type
O components to LX1

n (R → R̂2) or LX0
n (R → R̂2). The contributions from

type U components are already easily read off from Tables 14.15, 14.21 and
14.22. Note that only the rank and not the divisibilities in the signature
groups are given in the tables.
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Table 14.23: LX1
n (R → R̂2) in Type O

O ΓN FN RN HN

n = 3 0 0 0 Zr1

n = 2 0 0 0 0

n = 1 (Z/2)r2+1 (Z/2)r2+1 Zr1 ⊕ Z/2 (Z/2)r1+1

n = 0 Z/2 Z/2 0 Z/2

Table 14.24: LX0
n (R → R̂2) in Type O

O ΓN FN RN HN

n = 3 0 0 0 Zr1

n = 2 0 0 0 0

n = 1 0 0 Zr1 (Z/2)r1−1

n = 0 (Z/2)r2+2 Z/4⊕ (Z/2)r2 Z/2 (Z/2)r1+1

The divisibilities for Lp are determined in [30, 2.8] to be Σ = 8Z⊕(4Z)r1−1

in type RN (for 2–power cyclotomic extensions E, the quantity rE = 0),
and Σ = ⊕ 2Z in type HN . Those for L′ are the same, by the Rothenberg
sequence tables.

Table 14.25: Hn(K1(R → R̂2)) in Type O

O ΓN FN RN HN

n = 3 0 0 0 (Z/2)r1

n = 2 (Z/2)r2+1 (Z/2)r2+1 Z/2 (Z/2)r1+1

n = 1 0 0 0 (Z/2)r1

n = 0 (Z/2)r2+1 (Z/2)r2+1 Z/2 (Z/2)r1+1
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Surgery theory and

infinite fundamental groups

C. W. Stark∗

1 Introduction

We begin with a sketch of early work in surgery on manifolds with infi-
nite fundamental groups, state some of the major problems in surgery and
manifold topology concerning such manifolds, and then describe surgical
aspects of certain classes and constructions of geometrically interesting infi-
nite groups. The themes and outline of this survey may soon be outdated,
especially as new aspects of the Borel and Novikov conjectures come to
light.

Like many readers the author would be grateful for an authoritative
history of these developments, but such an account is unlikely to appear
since the intensity of activity around some of these problems makes precise
attributions difficult, especially after the passage of ten to thirty years. The
author apologizes to any researchers whose work and favorite problems in
manifold topology and related subjects may be slighted or omitted in this
terse account.

The books of Wall [155] and Ranicki [130], and other papers in the
present volume should be consulted for information on the L–groups and
other features of surgery theory. A brief guide to the relevant literature of
surveys and problem lists concludes this paper.

A few important terms may be unfamiliar. A path–connected topolog-
ical space X is aspherical if the homotopy groups πi(X) ∼= 0 for i ≥ 2; if X
is homotopy equivalent to a CW complex then an equivalent statement is
that the universal covering space of X is contractible. (Many examples of
aspherical manifolds appear below.) A closed manifold X is topologically
rigid if any other closed manifold homotopy equivalent to X is homeomor-
phic to X.

∗ Partially supported by an NSA grant.
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Algebra, topology, and geometry are fruitful sources of manifolds with
infinite fundamental groups. Specialists in combinatorial group theory
sometimes warn topologists that we tend to consider only a small sam-
ple of a large, unruly population of infinite groups and the reader should
bear this in mind.

2 Free Abelian Groups and Homotopy Tori

Manifolds with free Abelian fundamental group assumed a distinguished
place with Novikov’s arguments for the topological invariance of rational
Pontrjagin classes and the first versions of the Novikov conjecture on higher
signatures [114, 115, 116, 63].

After Wall had established a surgery theory for non–simply connected
manifolds and Poincaré complexes [153], free Abelian fundamental groups
were among the first to be studied closely (in the latter half of the 1960’s).
These groups have the advantage of permitting an attack by induction on
rank via the split surjection Zn ³ Z with kernel Zn−1. A model for such an
argument was already one of the best–known achievements of K–theory, the
Bass–Heller–Swan theorem [3], which also showed that Whitehead groups
vanish for free Abelian groups and therefore that their L–groups will be
insensitive to K–theoretic decorations.

The key results describe the L–groups of a product π×Z [141, 154], or
more generally of a group Π realized as an extension 1 → π → Π → Z → 1.

Theorem 2.1 (Shaneson, Wall). For free Abelian groups with trivial
orientation character,

Lm(Zr) ∼=
⊕

0≤i≤r

(
r

i

)
Lm−i(1).

See [155, Theorems 12.6 and 13A.8] for this and related results, espe-
cially those involving nontrivial orientation characters.

The classification of piecewise linear structures on tori is the main ap-
plication of these computations of L–groups, and this classification was ob-
tained by Hsiang–Shaneson and Wall [82, 154] circa 1969; the summaries
in the books of Wall and Kirby–Siebenmann [155, 94] are the standard
references. The L–group results are accompanied by computations of the
PL surgery obstruction for tori [155, Proposition 13.B.8] and of the long
exact sequence of surgery for tori [155, Chapter 15A].

Theorem 2.2 (Hsiang–Shaneson, Wall). The piecewise linear struc-
ture set of the torus is

SPL

(
Tn ×Dk, Tn × Sk−1

) ∼= H3−k(Tn; Z/2),

for n + k ≥ 5, and the bijection is natural for finite covering projections.
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The naturality claim for this bijection and the consequent vanishing
of every element of the PL structure set of the torus under transfer to
suitable finite–sheeted covering spaces provide the last step in the applica-
tion by Kirby and Siebenmann of Kirby’s torus trick in the solution of the
Hauptvermutung [93, 94]. For more information on the Hauptvermutung
see [132] for historical remarks and earlier papers and see also the papers
collected as appendices to [94].

The classification of PL structures on the torus turns out to preserve
the normal invariant of the standard torus, so all these PL structures are
parallelizable and smoothable, and the smooth structure set SDIFF (Tn) ∼=
[Tn, PL/O] (see Wall [155, p. 227]).

Hsiang and Wall [83] showed that any closed topological manifold ho-
motopy equivalent to Tn is homeomorphic to it:

Theorem 2.3 (Hsiang–Wall). The topological structure set

STOP

(
Tn ×Dk, Tn × ∂Dk

)

has a single element for n + k ≥ 4.

The TOP version of the Farrell fibering theorem [41] and Siebenmann
periodicity [94, 112] yield the result for n + k ≥ 5, while Freedman’s work
on four–dimensional surgery is applicable since Zn is a good group for his
methods [69].

The ideas developed in the attack on free Abelian groups and homotopy
tori reappear in product and transfer formulae (see Section 4), fibering and
splitting theorems (Section 5), and topological rigidity results for aspher-
ical manifolds. The explicit determination of piecewise linear and smooth
structure sets for tori is rarely duplicated for other aspherical manifolds.

Exotic differentiable structures on the torus have received a limited
amount of subsequent attention. In one result of note, Farrell and Jones
showed that these smooth manifolds can carry expanding self–maps [51].
The models for this class of maps are the self–covering of Tn induced by
the linear maps x → ax on Rn, for a ∈ Z (> 1).

3 Grand Challenge Problems

Some of the major problems of manifold topology concern manifolds with
infinite fundamental groups and surgery on such manifolds. Only a few of
the problems stated below are completely settled and some, such as the
Novikov conjecture, are receiving intense attention.
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3.1 Novikov’s Theorem: Topological Invariance of
Rational Pontrjagin Classes

The influence of this theorem is considerable, if sometimes indirect. Novi-
kov’s proof that if f : Mn → Nn is a homeomorphism of smooth manifolds
then f∗(p(N)) = p(M), where p(V ) ∈ H∗(V ;Q) is the total Pontrjagin
class of the smooth manifold V , involved an analysis of noncompact man-
ifolds of the form T r × Bs, sometimes called “anchor rings” on the model
of the solid torus in dimension three.

The argument is a precursor of splitting arguments (see Section 5) and of
non–simply connected finiteness, simple homotopy, and surgery arguments.
We recommend the survey [63] as well as Novikov’s papers for the interested
reader.

3.2 The Novikov conjecture

One of the most important outgrowths of Novikov’s theorem is the Novikov
conjecture, or more accurately the family of conjectures which grow out of
Novikov’s original conjecture. See [117] for the original statement, the
survey volumes [64, 63], and the chapter [32] in this volume.

3.3 The Borel conjecture

Modern versions of the Novikov conjecture for various functors assert that a
rationalized assembly map is a split injection. The much stronger assertion
for a closed aspherical manifold Mn that the assembly map for topological
surgery is an isomorphism translates to the following claim.

Conjecture 3.1. (The Borel Conjecture)
If Mn is a closed aspherical manifold then the topological structure set

STOP (Mn ×Dk,Mn × ∂Dk) is a one–element set.

This is the modern, strong form of the Borel conjecture on topological
rigidity for aspherical manifolds. See chapter [32] in this volume and the
survey volumes [64, 63]. The brief sketch in Kirby’s problem list is a good
starting point for readers who have not encountered the problem before
[92, Problem 5.29].

3.4 Structure of open manifolds

Versions of the following question have been extremely influential, begin-
ning with [13]; Siebenmann’s thesis [142] has been particularly useful in
later work. See Section 5 for more information.

Problem 3.2. Given a connected, open (that is, noncompact) manifold
V n, is this space the interior of a compact manifold with boundary?
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Note that this conclusion forces a number of finiteness properties upon
V n; the question is whether algebraic finiteness properties are equivalent
to the geometric finiteness operation of compactifying V n to a manifold
with boundary.

The classification problem for open manifolds is available in a variety of
flavors to suit one’s taste and applications. If open manifolds V n and Wn

are homotopy equivalent, we then ask if they are simple homotopy equiva-
lent in a more stringent sense (allowing only maps and homotopies which
are proper, metrically bounded, or controlled against a variable gauge),
and if such homotopy equivalences or simple homotopy equivalences imply
homeomorphism, which may also be obliged to satisfy a control hypothesis.
The work of Chapman and Ferry [23] and Quinn’s sequence of papers on
ends of maps [125, 126, 127] were followed by a long stream of developments
which are described in [121] elsewhere in this volume.

3.5 Placement problems

Surgical questions concerning manifold imbeddings Nk ↪→ Mn have been
studied since the early 1960s in the context of knot theory and as problems
in relative or ambient surgery which might serve as stepping stones toward
theorems concerning Mn. Note that in this context one tends to do surgery
on Nk with normal cobordisms contained within Nn: the two manifolds
separately and the imbedding Nk ↪→ Mn could all work to obstruct a
sequence of surgeries.

Wall develops a variety of placement problems and their obstruction
groups in [155, Chapter 12]. Splitting methods (Section 5) are the main
placement problems considered in the present paper. We are concerned
with codimension–one submanifolds of Mn and approaches to the structure
set or other features of Mn which proceed by induction over a sequence of
cut–and–paste constructions for this manifold.

3.6 Topological space–form problems

Classically a “space–form” is a Riemannian manifold of constant sectional
curvature and the “space–form problem” asks for a classification of closed
or complete Riemannian manifolds of constant sectional curvature.

These questions may be reduced to group theory, since we are asking for
a classification of faithful representations with discrete image in the isom-
etry group of the sphere, Euclidean space, or hyperbolic space. Excellent
results are known for the first two cases [108, 160], while a characterization
of the fundamental groups of closed hyperbolic manifolds is still lacking
[161, Problem 9], even after the remarkable characterization of manifolds
of nonpositive curvature whose rank is two or greater (we cite [1, 2] from
a much larger body of work in this area).
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Wall [156] stated classification problems in topology for manifolds with
simple universal covering spaces (spheres and Euclidean spaces), largely
modelled on his work then in progress on groups which act upon Sn as
groups of covering transformations.

Problem 3.3. Classify the cocompact, free, and properly discontinuous
group actions (in TOP , PL, or DIFF ) on Sn and Rn.

Problem 3.4. Which homotopy spheres and contractible manifolds ap-
pear as the universal covering spaces of closed manifolds?

The phrase “which contractible manifolds” may seem odd above, but
in dimensions n ≥ 3 there are contractible manifolds V n which are not
homeomorphic to Rn. Stallings showed in 1962 that a contractible manifold
is homeomorphic to Euclidean space if and only if it is simply connected at
infinity [145]; contractible manifolds which do not have this property had
been known since early work of J. H. C. Whitehead [159]. In 1982 M. Davis
constructed the first examples of closed manifolds whose universal covering
spaces are contractible but not Euclidean [34, 35]. Problem 3.4 has received
a great deal of attention in dimension three; see Kirby’s problem list [92].

3.7 Poincaré duality groups

If π is the fundamental group of a closed n–manifold with contractible uni-
versal covering space then the group cohomology H∗(π) satisfies Poincaré
duality (in a twisted sense if Mn is nonorientable). The properties of such
groups were abstracted by Bieri and Johnson–Wall [6, 88] in the definition
of a Poincaré duality group of formal dimension n, or PD(n)–group. (A
convenient source is Brown’s textbook [16].) The main problem in this
direction is an existential version of the Borel conjecture (see versions in
[157] and [92, Problem 5.29]):

Problem 3.5. If π is a PD(n)–group, must π be the fundamental group
of a closed aspherical manifold?

3.8 Mixed spaceform problems

A generalized version of the periodicity conditions seen in the spherical
spaceform problems appears in the Farrell–Tate cohomology groups of the
fundamental group of a manifold covered by Sn×Rk [43, 14, 15]. Wall asked
if every group satisfying these periodicity conditions is the fundamental
group of a closed manifold covered by Sn×Rk [157], and although a number
of authors have worked on the question, a full characterization of such
manifolds and groups has not been found [27, 60, 78, 87, 122, 147].

Less classical, but almost as interesting because of close connections
to the study of discrete subgroups of Lie groups, are variations on these
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questions in which we ask that an infinite–sheeted regular covering space
be a product of a closed manifold and a Euclidean space or that such a
covering space have the homotopy type of a finite complex.

3.9 Nielsen problems

Let π be a group, let Aut(π) denote its automorphism group, and let Inn(π)
denote the subgroup of inner automorphisms (those homomorphisms α : π→
π with an associated element g ∈ π such that α(x) = gxg−1). The inner
automorphisms are a normal subgroup of the group of all automorphisms of
π and the quotient Out(π) is known as the group of outer automorphisms
of π.

If X is a path–connected topological space and h : X → X is a home-
omorphism then base–point difficulties may not allow the association of
an element of Aut(π1(X, x)) to h, but we get a homomorphism of groups
Homeo(X) → Out(π1(X, x)).

The problem of lifting subgroups of the outer automorphism group of
π1(Mn) to groups acting on Mn is often called the Nielsen problem in honor
of its original version for surfaces. The survey paper of Conner–Raymond
[26] is a good source for results which are non–surgical and mostly related
to group actions on the most interesting case of this question, aspherical
manifolds. See 8.

3.10 Harmonic homotopy equivalences

For i = 1, 2 suppose that (Mi, gi) is a Riemannian manifold and suppose
that M1 is closed. The L2–norm of the covariant derivative of a smooth
map f : M1 → M2 determines an energy functional E : C∞(M1,M2) → R
whose critical points (which may lie in a Sobolev space or other completion
of C∞) are called harmonic maps.

Many aspects of harmonic maps resemble minimal surface theory and,
like minimal surfaces, these maps are useful in surprising ways. For exam-
ple, Corlette’s method for proving superrigidity theorems is a close analysis
of harmonic sections of certain bundles [31].

Variational methods and heat flow techniques establish existence results
and some uniqueness results, which are particularly satisfactory if M2 has
negative sectional curvature.

Regularity or singularity properties of harmonic maps are a matter of
ongoing work in geometric analysis and S.–T. Yau posed the following
regularity problem c. 1980 [161, Problem 111]:

Problem 3.6 (Yau). Let f : M1 → M2 be a diffeomorphism between two
compact manifolds with negative curvature. If h : M1 → M2 is a harmonic
map which is homotopic to f , is h a univalent map?
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Farrell and Jones have produced several examples of badly behaved
harmonic maps using smooth nonrigidity results [59].

3.11 Four–dimensional surgery

The remaining and perhaps immensely difficult challenge in completing
M. Freedman’s extension of topological surgery into dimension four con-
cerns infinite fundamental groups which grow quickly (in the sense of the
volume of balls in the word length metric). Current technology for handle
manipulation breaks down for such groups, so advances as radical as Cas-
son’s original introduction of kinky handles appear necessary. See the last
chapter of [69], Freedman’s papers [21, 66, 67, 68], and the portions of the
sequel to this volume on four–dimensional topology for more information.

4 Products, bundles, and transfers

4.1 Extensions, Bundles, and Singular Bundles

Bundles and orbifold bundles (also known as singular bundles or Seifert
fibered spaces) often lead to extensions of fundamental groups, thanks to
the long exact sequence in the homotopy groups of a fibration. Although
an extension of groups yields a fibration of Eilenberg–MacLane classifying
spaces corresponding to those groups, work is still under way on the real-
ization of extensions by manifold and orbifold bundles. Conner, Raymond,
and their collaborators are responsible for much of our knowledge of these
constructions [25, 26, 89, 97, 98, 133].

Closed manifolds carrying effective toral actions are among the best un-
derstood aspherical manifolds known, at least if the torus action is of low
codimension. Other bundles or singular bundles are usually more mysteri-
ous.

Problem 4.1. Must a manifold Mn which is homotopy equivalent to the
total space E of a fiber bundle also admit a bundle structure? Is the
generalization to orbifold bundles tractable?

Versions of this question influenced Quinn’s development of the surgery
assembly map [124] and was considered by Casson [20, 22].

4.2 Product and transfer formulae

After the computations of Shaneson [141] and Wall described in Section
2, a number of authors studied formulae for surgery obstructions in prod-
ucts and fiber bundles, along with K–theory formulas for the finiteness
obstruction and Whitehead torsion.
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The geometric splitting theorem of Shaneson [141]

Ls
n(π × Z) = Ls

n(π)⊕ Lh
n−1(π)

was obtained algebraically by Novikov [117] and Ranicki [131]. See also
Milgram and Ranicki [107].

These results often compute obstructions for a problem induced in the
total space of a fiber bundle by a problem in the bundle’s base space.
When the bundle is a product, we are often able to get vanishing results
for the induced obstruction. Product formulae for the finiteness obstruction
and the Whitehead torsion are perhaps the most familiar theorems in this
genre [70, 96], especially in the guise of vanishing results for products with
manifolds of Euler characteristic zero.

The most reliable resource on these constructions in surgery theory is
the work of Lück–Ranicki [100, 101].

Ranicki has studied the stabilizing effect of taking products with tori
in his work on lower K– and L–theory [131].

5 Graphs of groups and splitting problems

5.1 Graphs of groups

See [136] for a discussion of combinatorial group theory along the lines
indicated below. More algebraic treatments are found in [102, 104].

Let Γ be a connected graph with vertex set V (Γ) and edge set E(Γ).
We assume that the edges are oriented and we denote the vertices joined
by an edge e by ∂0(e), ∂1(e); note that we allow ∂0(e) = ∂1(e). Regard Γ
as a category whose objects are the elements of V (Γ) ∪ E(Γ) and whose
morphisms are the assignments e → ∂0e and e → ∂1(e) as e runs over the
edge set.

Let G : Γ → GroupsInc be a covariant functor from this category
to the category of groups and inclusions. The resulting pushout group is
known as the “fundamental group of the graph of groups with vertex groups
G(v) and edge groups G(e).”

In topology this construction arises when we paste spaces together and
use the Seifert–van Kampen theorem to compute fundamental groups.

The simplest graphs lead to well–established constructions in combina-
torial group theory. If Γ has one edge e and two vertices joined by e then our
pushout is the “free product with amalgamations” G(∂0(e))∗G(e) G(∂1(e)),
while if Γ has one edge e and one vertex v then our pushout is then “HNN
extension” determined by G(v) and two inclusions of G(e) into G(v).

Terminology and technique for these constructions has been heavily
influenced by Serre’s demonstration [140] that this structure for a group
π is equivalent to the existence of a simplicial action of π on a tree T
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(connected simplicial 1–complex) which has the property that if a group
element γ carries an edge e to itself then γ fixes both vertices of e. Given
an action (π, T ), π is constructed from the stabilizer subgroups for edges
and vertices of T by the pushout construction described above.

5.2 Splitting manifolds and maps

This algebraic construction is often encountered in manifold topology
through constructions which build up a manifold by pasting together two
boundary components of a not–necessarily–connected manifold, or which
break down a manifold through dissections along well–imbedded codimen-
sion–one submanifolds with trivial normal bundle.

These ideas are readily extended from manifolds to maps; the following
description is given in the differentiable category but generalizes. Given
manifold pairs (Mn, Nn−1) and (V n,Wn−1) where the submanifolds are
smoothly imbedded with trivial normal bundles, along with a homotopy
equivalence g of Mn to V n, we ask if g is homotopic or cobordant to a
homotopy equivalence f : (Mn, Nn−1) → (V n,Wn−1) of manifold pairs,
where f is transverse to Wn−1 and Nn−1 = f−1(Wn−1).

If we can deform g to such a homotopy equivalence f then we say that
we can split the homotopy equivalence g along Wn−1. This analysis of
homotopy equivalent manifolds by dissection is familiar and venerable in
dimension two; the class of three–manifolds which may be broken down
to a union of disks by well–controlled dissections form the “Haken mani-
folds” for which we have proved the sharpest theorems in three–manifold
topology, including the work of [149] and the settled cases of Thurston’s
geometrization conjecture.

In higher dimensions the basic move of cutting a homotopy equiva-
lence of manifolds open along a locally flat, two–sided, codimension–one
submanifold may be obstructed, as we explain below.

5.3 Early splitting arguments

Novikov’s proof of the topological invariance of rational Pontrjagin classes
is an induction which was recognized as a splitting argument for open
manifolds.

A similar theme was taken up by Browder [10]: when is Mn diffeomor-
phic to a product Nn−1 ×R? This question is imbedded within the study
of manifolds which fiber over the circle [12], since a fiber bundle projection
Mn → S1 induces a projection with the same fiber from an infinite cyclic
covering space V n of Mn to the real line, and hence a product structure
on V n. At the time the fibering question was taken up in the surgical
dimensions a definitive fibering theorem for 3–manifolds had already been
proved by Stallings [144]. Stallings’ theorem served as a model in higher
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dimensions, in part by emphasizing the role of homotopy finiteness of an
infinite cyclic covering space.

5.4 Algebra and fibering problems

If a group is a product with an infinite cyclic group, Γ = π × Z, then the
group ring ZΓ ∼= Zπ[t, t−1], the ring of Laurent polynomials over Zπ. If
Γ is the fundamental group of a fibration Nn−1 → Mn → S1 with fiber
Nn−1 then ZΓ is a twisted Laurent extension of Zπ1(Nn).

The Bass–Heller–Swan theorem [3] analyzed the K–theory of products
with a circle by describing the K–theory of polynomial and Laurent polyno-
mial rings. The crucial discovery for later developments is that the Mayer–
Vietoris sequences for such extensions are cluttered by unanticipated K–
groups generally known as Nil–groups.

These results were extended to fiber bundles over a circle by Farrell–
Hsiang [46, 47] and then clarified by the Loday K–theory assembly map
[99] and Waldhausen’s results on the algebraic K–theory of free products
with amalgamation and HNN extensions [150].

5.5 Compactification of open manifolds

Section 3 described the problem of compactifying an open manifold V n to
a manifold with boundary. Because this is usually approached internally,
by looking for submanifolds which may serve as cross–sections in a product
structure for an end, the classic results on finding a boundary for an open
manifold are closely related to splitting theorems.

Browder–Levine–Livesay [13] addressed this problem for the simply con-
nected case in high dimensions. The pattern of argument here and in sub-
sequent papers is heavily influenced by h–cobordism results: an end of a
manifold is the union of a sequence of cobordisms, which one hopes to
show may be taken to be h–cobordisms and eventually to be product h–
cobordisms. Stallings’ characterization of Euclidean space [145] is also of
influence on later papers.

The major geometric issue in this problem is that each end of V n must
be modelled on a product with a half–line, so one needs algebraic recogni-
tion criteria for this situation. Siebenmann [142] succeeds both in stating
homological prerequisites to compactifiability (tameness conditions) and in
the identification of an obstruction related to Wall’s finiteness obstruction
[151, 152]. See [86] for a detailed modern account of some of this material.

5.6 Fibering a manifold over a circle

Criteria for fibering a manifold over a circle in the surgical dimensions were
provided by Farrell in his 1967 thesis [41], which exhibited complete ob-
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structions in K–theory (see also [46, 47, 143]). These results have been ex-
tended to all dimensions, within the limitations of current four–dimensional
methods [158]. The fibering obstruction lies in a Whitehead group and is
a complete invariant for the problem in high dimensions, there exist four–
and five–dimensional manifolds which satisfy the preliminary hypotheses
for fibering and have vanishing Whitehead fibering obstruction, but do not
fiber over a circle [90, 158].

See [131, Section 20] for an algebraic treatment of the obstruction to
fibering a manifold over a circle.

5.7 Splitting theorems following Waldhausen

Waldhausen’s K–theory splitting theorem [150] shows that the pattern of
the Bass–Heller–Swan theorem persists for the basic constructions in a
graph of groups: free products with amalgamations and HNN extensions
both lead to Mayer–Vietoris sequences in K–theory involving secondary
terms known as Nil groups. Roughly speaking, the algebraic version of a
splitting problem over a group π given as a free product with amalgamation
π = A ∗C B amounts to a rewriting problem for a finitely generated free
chain complex C∗ over Zπ. The challenge is to make a Mayer–Vietoris
decomposition of C∗ over ZA and ZB, with relations and trade-offs passing
through a chain complex over ZC; the trading process may be blocked at
some stage, and the Nil groups are the repository of this obstruction. (The
name “Nil” is a nod toward the filtered structure observed in the trading
process, which arises from the fact that a handle in a split manifold may
cross the splitting submanifold many times.)

Cappell’s L–theory splitting theory [18, 17, 19] continues the stream
of development: Mayer–Vietoris sequences are exhibited, with the modi-
fication that exotic terms known as UNil groups (for “unitary nilpotent”
structures) appear as obstructions to splitting problems.

5.8 Nil groups

One would usually prefer to do without the Nil and UNil groups. They
are prime candidates for the production or detection of counterexamples
to the Borel Conjecture, but they tend to resist direct computation. The
computational difficulties are in part due to the fact that these groups are
attributes of a pushout diagram and are not determined by any single group
in the diagram. Even if the edge and vertex groups in a graph of group are
very well understood in K– or L–theory we might have almost no access
to the Nil or UNil groups except through a vanishing theorem.

Sufficient conditions are known for the vanishing of Nil and UNil groups
which are adequate for some striking applications of these theories to man-
ifold classification problems and the Novikov Conjecture, but every worker
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in the subject would like to see more vanishing conditions and structural
results.

We concentrate on the UNil groups here, with an occasional glance
at the Nil groups. Cappell found that the UNil groups vanish for a free
product with amalgamation π = A ∗C B or HNN extension π = A∗C ,
provided that the amalgamating subgroup C is square–root closed in the
sense that if g ∈ π and g2 ∈ C, then g ∈ C. The principal example of a
graph of of groups structure which is not square root closed is the infinite
dihedral group π = Z/2 ∗ Z/2: the square of any element of either free
summand is trivial, hence an element of the trivial amalgamating subgroup.

Cappell showed that the UNil group of Z/2 ∗ Z/2 is nontrivial, and in
fact is infinite. Most and probably all of the nonvanishing UNil groups
known are closely related to this example; this observation has produced
more guesswork than theorems to date, unfortunately.

The nonvanishing result is striking because the UNil groups for a split-
ting of Mn act on the structure set of Mn through the action of Ln+1,
and Cappell shows that this action is faithful. The exhibition of an infi-
nite family of nontrivial elements in the UNil group of Z/2 ∗Z/2 therefore
shows that in appropriate dimensions, the connected sum of two real pro-
jective spaces has an infinite structure set: these spaces are spectacularly
non–rigid in all three manifold categories.

Farrell showed that if a Nil group is nontrivial then it is infinitely gen-
erated [42]. He also refined Cappell’s analysis of the exponents of UNil
groups [44], so that we have some qualitative sense of the behavior of these
infinitely generated Abelian 2–groups. Connolly has investigated the be-
havior of Nil–type groups as modules, in which sense they can be finitely
generated [28].

Ranicki has treated the splitting problem within the algebraic theory
of surgery in [129] and especially in [130, Section 23]. This view of the
theory is valuable for applications because finiteness hypotheses are often
unnecessary in the algebraic theory: for instance, the algebraic view of
twisted Laurent polynomial extensions can be applied to the extension
associated to an infinite cyclic covering space of manifold which might
have no connection to a true circle fibering.

5.9 Further applications

Aspherical manifolds built using toral actions of low codimension can of-
ten be analyzed with a combination of splitting and Frobenius induction
techniques [113].

Graphs of free Abelian groups have been analyzed using the algebraic
splitting theory [146]. This is an example of a not uncommon problem
with known vanishing results: a class of groups formed by taking repeated
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graphs of groups can be partially, but not completely described in K– or L–
theory because the vanishing criterion weakens after repeated use. (Similar
problems arise with Waldhausen’s vanishing results: he is able to induce
along with a hierarchy specifying the way a Haken 3–manifold is built up
from 2–balls by a finite number of sums along boundary surfaces, which are
similarly built up from 2–balls, but his vanishing criterion for Nil groups is
not strong enough to carry on to the 4–manifolds which might be expected
to come next.)

Right–angled Coxeter groups have been carefully analyzed from the
splitting point of view [123], and we have good rigidity results in conse-
quence.

6 Frobenius reciprocity for infinite groups

The solution by Wall and his co–authors of the spherical spaceform prob-
lem relies upon reduction steps using Frobenius reciprocity theorems for
surgery groups. This technique is borrowed from representation theory
and is described for finite groups in [148, 40, 103].

Hsiang’s student Nicas [112] proved a version of such a reduction or
induction theorem for infinite groups with finite quotients. If φ : Γ → Q
is an epimorphism to a finite group then we may decide nontriviality of
elements in terms in the exact sequence of topological surgery for a Poincaré
complex X with fundamental group π by considering the transfers of those
elements to covering spaces X(φ−1(E)) as E runs over the family of 2–
hyperelementary subgroups of Q. (This is a brief summary of a technique
which can often employ a smaller family of test covers; see [112] for details.)

The technique of hyper–elementary induction for infinite fundamental
groups is employed by Farrell–Hsiang for Riemannian flat manifolds and
related spaces [48, 49, 50]. It has been useful in other contexts, but never
so spectacularly successful as in [48].

7 Groups with geometric origins
and controlled methods

This section begins with brief descriptions of geometric sources of infinite
groups and continues with results derived by controlled methods. Discrete
subgroups of Lie groups and rigidity results concerning them lie at the root
of the Borel Conjecture; curvature conditions on finitely generated groups
are a later development largely arising with Gromov [73, 74], although
curvature conditions on polyhedra had been heavily studied by Alexandrov
and others.
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7.1 Geometric sources: discrete subgroups
of Lie groups

Geometry and arithmetic often construct manifolds with infinite fundamen-
tal groups via discrete subgroups of Lie groups. If Γ is a discrete subgroup
of a Lie group G then the coset space Γ\G is a smooth manifold; if H
is a closed subgroup of G then it may also happen that the double coset
space Γ\G/H is a manifold (see [95] for properness criteria for the action
(Γ, G/H)). Locally symmetric spaces are among the familiar manifolds
which may be described as double coset spaces of Lie groups.

Analytic and dynamical methods for the study of discrete subgroups of
Lie groups are most effective if we assume that the discrete subgroup Γ is
a lattice in the Lie group G, i.e. that for some left–invariant volume form
on G the volume of the quotient space Γ\G is finite. This hypothesis often
leads to topological as well as volumetric finiteness results. The standard
reference for basic properties is [128].

Certain discrete subgroups of linear algebraic Lie groups are defined by
integrality conditions, and are known as arithmetic groups; a variation on
this class leads to S–arithmetic groups [139]. The superrigidity theorem
of Margulis [105, 106] asserts that under commonly satisfied hypotheses, if
Γ is a lattice in a linear algebraic group of R–rank two or more then Γ is
arithmetic.

Lattices in semisimple linear groups are plentiful thanks to an existence
result of Borel [7] based on arithmetic constructions. Arithmetic groups
have most of the important geometrical or homological finiteness proper-
ties [138, 8, 9], thanks in part to careful compactification constructions
involving Tits buildings. Similar results for more general lattices may be
extracted from compactifications obtained by other methods such as Morse
theory [128].

For more information see the surveys [138, 139] and books [128, 106,
162]. See also the volumes on Lie groups in the Encyclopædia of Mathe-
matics [119, 120].

7.2 Geometric classes of groups: fundamental groups
of nonpositively curved polyhedra

The Cartan–Hadamard theorem shows that any complete Riemannian man-
ifold of nonpositive sectional curvature is diffeomorphic to Euclidean space
via the exponential map at any basepoint. Because of this, the most famil-
iar and geometric aspherical manifolds have long been the closed manifolds
of constant, nonpositive sectional curvature: Riemannian flat and real hy-
perbolic manifolds.

Gromov [74] showed that many of the best features of complete Rieman-
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nian manifolds of negative sectional curvature are reproduced in the setting
of geodesic length spaces which possess negative curvature as detected by
methods of Alexandrov and Toponogov, based on geodesic triangle com-
parisons. If the Cayley graph of a finitely generated group π is a length
space of curvature bounded above by some c < 0 then we say that π is a
hyperbolic group (or word hyperbolic group, if we care to emphasize the
use of the word length metric).

Hyperbolic groups and Gromov’s account of their properties have been
explicated in a number of publications, of which we cite only a few [29,
30, 71, 72]. The hyperbolization construction introduced by Gromov and
placed on solid footing by M. Davis and his co–workers [36, 24] is both
useful and delicate (mistakes have been made and the reader who is new
to the topic should place more faith in [24] than in earlier references): in
particular, thanks to hyperbolization we have a very large supply of word
hyperbolic groups.

Olshanskĭı [118] confirmed a claim made by Gromov in [74] that almost
every finitely presented group is hyperbolic, in an asymptotic statistical
sense. Despite this result, a class of groups which properly contains the
hyperbolic groups is of great interest: fundamental groups of compact,
polyhedral length spaces of nonpositive curvature are an environment in
which the tools of controlled topology have fair chances of success.

Geometric constructions relevant to the applications of controlled topol-
ogy in this setting include Gromov’s construction of a boundary for a group
which is a counterpart to the sphere at infinity in a nonpositively curved
manifold and several features with origins in hyperbolic dynamics, such as
a sort of geodesic flow.

The similarity between hyperbolic groups and hyperbolic manifolds can
be pressed too far, and the reader should beware of this tendency. Benakli
and Dranishnikov have produced examples of hyperbolic groups or funda-
mental groups of nonpositively curved polyhedra whose Gromov boundary
is far from spherical [4, 37, 39, 38].

7.3 Geometric constructions: Coxeter groups, Artin
groups

Among the groups arising as fundamental groups of compact, polyhedral
length spaces of nonpositive curvature we find some which are geometrically
and combinatorially pleasant, if not as familiar as they first appear.

Coxeter groups are finitely presented groups generated by elements of
order and satisfying relations modelled on reflections in a totally geodesic
hyperplane within a symmetric space. These groups are known to admit
faithful linear representations, and therefore possess finite–index subgroups
which are torsion–free, by the Selberg lemma [137].
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A Coxeter group admits several combinatorial descriptions, of which
the clearest for topological purposes labels a space which serves as a fun-
damental domain with reflection walls and finite isotropy subgroup data.
M. Davis used such a description of Coxeter groups in his beautiful con-
struction of closed aspherical manifolds with non–Euclidean universal cov-
ers [34, 35, 33]. More recently, infinite Coxeter groups have been shown
to be fundamental groups of nonpositively curved polyhedra [111], so they
are amenable to metric as well as to combinatorial analysis.

The familiar braid groups generalize to a family of groups known as
Artin groups, which may be attacked with some the descriptive tools de-
veloped for Coxeter groups. Working in this context, Bestvina and Brady
[5] produce some remarkable counterexamples to some of the stronger con-
jectures concerning Poincaré duality groups.

7.4 Consequences of controlled methods

See the papers in this volume on controlled topology for details – we list a
few consequences of controlled methods here.

Fundamental groups of closed manifolds of nonpositive curvature have
as many rigidity properties as we are able to establish in any context,
including positive solutions of the Novikov and Borel conjectures for these
groups. Many hands have been involved in the Novikov conjecture for these
groups, but the Borel conjecture results are largely due to [53] and other
work of Farrell-Jones. The surveys [54, 55, 57, 45] may be particularly
useful.

Jones’ student Bizhong Hu is responsible for extending some of the K–
theoretic arguments of Farrell and Jones to fundamental groups of polyhe-
dra of probably nonpositive curvature [84, 85]. The Novikov conjecture has
been well studied for hyperbolic groups and the nonpositively curved case
has received attention there as well. See also [32] for more information.

7.5 Mapping class groups

Let Σ2
g be a closed, orientable Riemann surface of genus g ≥ 2. The

mapping class group Out(π1(Σ2
g)) has been studied in algebraic geometry

and geometric group theory. It can serve as a chastening example for
over–ambitious topologists since it shares many of the properties of groups
discussed above without quite falling into any of those classes.

Out(π1(Σ2
g)) has many of the properties of arithmetic groups. In par-

ticular, this group has a torsion–free subgroup Γ of finite index, and the
quotient Tg/Γ of the Teichmüller space of Σ2

g by such a subgroup is an
open aspherical manifold which is known to have good compactifications
[79, 80, 81].
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Tg/Γ is an interesting testbed for geometrical approaches to rigidity
and L–theoretic problems since the most familiar geometric structures on
Teichmüller space are geodesically incomplete, while compactifications de-
fined in algebraic geometry are notably explicit in some ways.

8 Uncharted Territory

This section lists some questions which have been visited by exploring par-
ties but for which we do not have good maps of the terrain. The most
important of the grand challenge problems listed in Section 3 will not be
repeated here.

8.1 Nielsen problems for aspherical manifolds

The most familiar settled cases are for surfaces [91, 109] or are due to
Mostow rigidity [110].

Farrell and Jones have investigated outer automorphism groups where
their methods apply, along with pseudo–isotopy.

The following Nielsen–type problem remains of interest, and should be
extended to other contractible universal covering spaces.

Problem 8.1 (Problem G1 of [157]). Let Γ′ be a subgroup of finite in-
dex in Γ and suppose given a free, proper action of Γ′ on Rn with compact
quotient. Does the action necessarily extend to Γ?

8.2 Gromovian constructions

Surgical aspects of two of Gromov’s geometric constructions have not been
much studied.

Gromov and Thurston used branched covers to construct negatively
curved manifolds which are close to hyperbolic manifolds in the Gromov–
Hausdorff metric, but which admit no hyperbolic metric [76].

Gromov and Piatetski–Shapiro mixed arithmetic lattices by a splitting
and regluing procedure to produce numerous examples of non–arithmetic
hyperbolic manifolds [75].

A surgery in the style of Dehn surgery is part of the Farrell–Jones
program for producing exotic smooth structures [52, 56, 58]. We hope that
their methods may be useful in other aspherical manifolds.

8.3 Hyperplane arrangements

Proper, controlled, or stratified classification and rigidity theorems for hy-
perplane arrangements in Cn may be in reach of current methods. See [92,
Problems 4.144-ff.] for some remarks and references.
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8.4 Infinite groups without 2–torsion

The surgery sequence, especially away from 2, may be particularly tractable
for infinite groups without 2–torsion. Conjectures have been offered in a
quiet way on this for several years and most workers hope that this will
eventually be seen to be a relatively pleasant class of fundamental groups.

8.5 Dimension three

The Poincaré–duality group counterpart to the Seifert fiber space conjec-
ture in dimension three is unsettled as of [92, Problem 3.77(B)]. (I.e., if a
PD(3) group has infinite cyclic center, must it be the fundamental group
of a closed aspherical 3–manifold?)

8.6 Virtually standard smooth structures

If Mn is a closed, aspherical, smooth manifold with residually finite fun-
damental group, is there a finite sheeted covering projection N → M such
that all smooth or piecewise linear structures on M become equivalent on
pullback to N? (This is a counterpart of the property Kirby and Sieben-
mann needed for exotic tori.)

9 Surveys and problem lists

Kirby’s revised problem list includes a bibliography of problem lists [92].
No one working in high–dimensional topology seems to have the strength
to emulate Kirby’s list, but the problem lists of [64, 65] and [157], among
others, were consulted for this paper.

Textbooks and surveys of manifold topology and related material in-
clude surveys by Farrell [45], Farrell–Jones [54], and Ferry [61]. Ferry’s
forthcoming textbook [62], Rosenberg’s text on algebraic K–theory [135],
and the book of Freedman and Quinn on four–dimensional surgery [69] are
more detailed.

The books of Wall [155], Browder [11] and Ranicki [129, 130, 131] are
probably our most reliable book–length references on surgery. Discussions
of specialized variations, such as equivariant surgery or surgery on stratified
spaces are worth consulting in part for the light they throw on the garden–
variety theory.

Reports on the Borel and Novikov conjectures include the Farrell–Jones
CBMS lectures [54], the Novikov conjecture conference volumes [64, 65],
and Roe’s CBMS lectures [134].

Sources of mainly historical interest may also yield fruitful ideas; we list
a few items in this category [77, 94, 132].
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Continuously controlled surgery theory

Erik Kjær Pedersen

0. Introduction

One of the basic questions in surgery theory is to determine whether
a given homotopy equivalence of manifolds is homotopic to a homeomor-
phism. This can be determined by global algebraic topological invariants
such as the normal invariant and the surgery obstruction (the Browder–
Novikov–Sullivan–Wall theory). Another possibility is to impose extra geo-
metric hypothesis on the homotopy equivalence. Such conditions are par-
ticularly useful when working in the topological category. Novikov’s proof
of the topological invariance of the rational Pontrjagin classes only used
that a homeomorphism is a homotopy equivalence with contractible point
inverses, as was first observed by Sullivan. Siebenmann [30] proved that ev-
ery homotopy equivalence of manifolds in dimension bigger than five, with
contractible point inverses is in fact homotopic to a homeomorphism by a
small homotopy. Chapman and Ferry [10] generalized this to showing that
ε-controlled homotopy equivalences are homotopic to homeomorphisms.

Controlled algebra was developed in order to guide geometric construc-
tions maintaining control conditions, where the smallness is measured in
some metric space. Such a theory was first proposed by Connell and
Hollingsworth [11]. One of the aims was to prove the topological invari-
ance of Whitehead torsion for homeomorphisms of polyhedra. In fact the
first proof of topological invariance of Whitehead torsion [8] was developed
without the use of controlled algebra. Such proofs have been developed
later [14, 29]. Chapman developed a controlled Whitehead torsion theory
using geometric methods [9]. Quinn [25, 26] developed the theory of Con-
nell and Hollingsworth into a usable, computable tool. However there are
technical difficulties in any kind of ε control because of the lack of functo-
riality. The composite of two ε maps is a 2ε map, so one needs to apply
squeezing to regain control.

The basic idea in bounded topology and algebra is to keep control
bounded, but let the metric space “go to infinity”. This is obtained as
follows. Assume K ⊂ Sn−1. We then define the open cone

O(K) = {t · x|t ∈ [0,∞) ⊂ Rn, x ∈ K}.
The author was partially supported by NSF grant DMS 9104026.
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The subset t·K ⊂ O(K) is a copy of K, but the metric has been enlarged by
the factor t. This approach was developed in [21, 24, 15] and the controlled
torsion and surgery obstructions live in the K and L-theory of additive
categories (with involution). The basic fact being used is that bounded +
bounded is bounded. Similarly as ε goes to 0 we may use that 0 + 0 = 0,
and that is the basis of continuously controlled algebra and topology. Again
the obstruction groups live in the K and L-theory of additive categories
(with involution).

The object of this paper is to study the obstructions to deforming a
homotopy equivalence of manifolds to a homeomorphism using continuously
controlled algebra [1]. Suppose given a homotopy equivalence of manifolds
f : M −→ N and a common closed subspace K ⊂ M , K ⊂ N such that
f restricted to K is the identity. We also assume f : (M, K) −→ (N, K)
is a strict map i. e. that f sends M − K to N − K. The basic question
of continuously controlled surgery is whether it is possible to find a strict
homotopy of f relative to K to a homeomorphism. A strict homotopy is a
homotopy through strict maps. We shall also study an existence question
corresponding to the uniqueness question above.

This type of question has typically been studied using bounded surgery
[15], at least when K is compact, by methods as follows: Choose an em-
bedding of K in a large dimensional sphere, and define O(K) = {t · x ∈
RN+1|t ∈ [0,∞), x ∈ K}. If K is a neighborhood retract, it is easy to
produce a proper map from N −K to O(K) with the property that if we
compactify O(K) radially by adding a copy of K, the map extends contin-
uously to N , using the identity on K. Thus when we approach K in N , the
image goes to infinity in O(K). If the map M −K −→ N −K can be homo-
toped to a homeomorphism which does not move any point more than a
bounded amount when measured in O(K), we may obviously complete the
homotopy by the identity on K to obtain a strict homotopy of f : M −→ N
relative to K, to a homeomorphism. This follows because the open cone
construction blows up the metric near K, so bounded moves measured in
O(K) become arbitrarily small as we approach K in the original manifold.
The method works well in the case when M and K are compact, and can be
related to compact surgery theory via the torus. This is because homotopy
equivalences parameterized by a torus become bounded homotopy equiv-
alences parameterized by Euclidean space when passing to the universal
cover of the torus, thus giving a way to use compact surgery theory for this
kind of problem. The choice of the reference map to O(K) however, is a
bit unnatural, even though it can be shown not to matter, and in case M
and K are not compact, this method does not work so well.

We shall indicate how to develop a continuously controlled surgery the-
ory, in the locally simply connected case, and in the non-simply connected
case, in the special case of a group action. The algebra described here
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was developed in [18] in the case of finite isotropy groups at the singular
set. The case developed here allowing infinite isotropy groups is new. This
algebra is relevant to generalized assembly maps of the type considered in
the Baum–Connes and Farrell–Jones conjectures, [2, 13] see [12]. This is
discussed in §4 .

A lot of the arguments are very similar to the bounded surgery theory
[15], and will not be repeated here. We shall choose to emphasize the points
where there are essential differences, and try to state precise definitions.

Following the path initialized by Wall in [32] we need to develop algebra
that determines when a strict map

(f, 1K) : (M, K) −→ (N, K)

is a strict homotopy equivalence relative to K. The problem will then be
solved by establishing a continuously controlled surgery exact sequence.

1. The simply connected case

As a warmup let us consider the simply connected case. We assume M
and N are manifolds, and by simply connected we shall mean N − K is
simply connected and N is locally connected and locally simply connected
at K. Specifically for each point x ∈ K and each neighborhood U in N ,
there must exist a neighborhood V so that every two points in V − K
can be connected in V − K, and every loop in V − K bounds a disk in
U − K. These conditions are satisfied if N is simply connected and K
is of codimension at least three. Recall the definition of the continuously
controlled category from [1] and [5].

1.1. Definition. Let R be a ring and (X, ∂X) a pair of topological spaces,
X = X − ∂X with ∂X closed in X and X dense in X. We define the
category B(X, ∂X;R) as follows: An object A is a collection {Ax}x∈X of
finitely generated free R-modules so that {x|Ax 6= 0} is locally finite in
X. A morphism φ : A −→ B is an R-module morphism ⊕Ax −→ ⊕By,
satisfying a continuously controlled condition: For every z ∈ ∂X and for
every neighborhood U of z in X, there exists a neighborhood V of z in X
such that φy

x = 0 and φx
y = 0 if x ∈ V ∩X and y ∈ X − U .

The continuous control condition thus requires that non trivial compo-
nents of a morphism must be “small” near ∂X.

In the case discussed above, we could put (X, ∂X) = (N, K). We may
then triangulate N −K in such a fashion that simplices become small near
K. Specifically this means that for every z ∈ K and every neighborhood
U there exists a neighborhood V such that if a simplex σ intersects V , it
must be contained in U . The cellular chain complex of N − K can thus
be thought of as a chain complex in B(N, K;Z) by associating each Z-
module generated by a simplex to the barycenter of that simplex. Since
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the boundary maps in a cellular chain complex are given by geometric
intersection, boundary maps will indeed be continuously controlled in the
sense of definition 1.1. The following condition gives an algebraic condition
for strict homotopy equivalence and thus provides the key to a continuously
controlled surgery theory.

1.2. Proposition. Suppose M and N are manifolds, and that (M,K) and
(N, K) are simply connected and locally simply connected at K. Given a
strict map f : (M, K) −→ (N, K), which is the identity on K. Then f is a
strict homotopy equivalence relative to K, if and only if f] : C](M −K) −→
C](N −K) is a chain homotopy equivalence in B(N,K;Z)

Remark. In the proposition above, we do not actually need M and N
to be manifolds, it would suffice to have locally compact Hausdorff pairs
(M, K) and (N, K) with a CW structure on M −K and N −K satisfying
some extra conditions. We shall return to this.

The proof of this proposition is a straightforward handle argument.
However translation to algebra depends very strongly on the pair (N,K).
To remedy this situation and show that it really only depends on K we
present the following lemma from [5]:

1.3. Lemma. If (X, ∂X) is a compact metrizable pair then, denoting the
cone of ∂X by C∂X we have an equivalence of categories

B(X, ∂X; R) ∼= B(C∂X, ∂X; R)

Proof. The isomorphism is given by moving the modules Ax, x ∈ X to
points in C∂X, the same module. If two are put at the same place we take
the direct sum. On morphisms the isomorphism is induced by the identity,
so we have to ensure the continuously controlled condition is not violated.
We proceed as follows: Choose a metric on X so that all distances are ≤ 1.
Given z ∈ X, let y be a point in ∂X closest to z, and send z to (1−d(z, y))y.
Clearly, as z approaches the boundary it is moved very little. In the other
direction send t · y to a point in B(y; 1 − t), the closed ball with center y
and radius 1 − t, which is furthest away from ∂X. Again moves become
small as t approaches 1 or equivalently as the point approaches ∂X. It is
easy to see that we never take more than a finite direct sum, and that the
local finiteness condition is preserved.

This lemma shows that in the metrizable case the algebra only depends
on K.

We need duality in the category B(X, ∂X;R) . The duality we need is
that B(X, ∂X; R) is an additive category with involution in the sense of
Ranicki [27]. The duality is given by (A∗)x = (Ax)∗. This codifies the local
nature of Poincaré duality. The dual cell of a cell sitting near x will also be
near x. Given this duality the algebraic L-groups are defined in [27] using
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forms and formations. These will be the appropriate obstruction groups.
Using this duality, a chain complex C] in B(X, ∂X;R) has a “dual” chain
complex C] in B(X, ∂X; R).

Before continuing to develop the continuously controlled surgery theory,
of which we have only touched upon the uniqueness aspects, notice that for
the preceding discussion we do not really need that M and N are manifolds.
All we needed was that M − K and N − K are manifolds, that allow a
triangulation (or handle body decomposition) with small simplices near
K. This is important in developing the existence aspects of a continuously
controlled surgery theory which we shall proceed to do.

We need to codify a continuously controlled simply connected Poincaré
duality space. We model this on a simply connected manifold M with a
closed subset K of codimension at least three. Consider a pair (X, ∂X) as
above with ∂X closed in X and X = X − ∂X dense in X.

1.4. Definition. The pair (X, ∂X) is −1-connected at ∂X if for every
point z ∈ ∂X and every neighborhood U we have U ∩ X is nonempty.
The pair (X, ∂X) is 0-connected at ∂X, if for every z ∈ ∂X and every
neighborhood U of z in X, there is a neighborhood V of z in X so that
any two points in V ∩ Z can be connected by a path in U ∩X. The pair
is 1-connected at ∂X if if for every z ∈ ∂X and every neighborhood U of
z in X, there is a neighborhood V of z in X so that every loop in V ∩X
bounds a disc in U ∩X.

1.5. Definition. A continuously controlled CW-structure on the pair (X,
∂X) is a CW structure on (X − ∂X) such that the cells are small at ∂X
i. e. such that for every z ∈ ∂X and every neighborhood U of z in X,
there is a neighborhood V of z in X so that if a cell in the CW structure
intersects V then the cell is contained in U . A continuously controlled CW-
complex (X, ∂X) is such a pair endowed with a continuously controlled
CW-structure. We shall call the CW-structure locally finite if the CW-
structure on X − ∂X is locally finite. Similarly there is an obvious notion
of locally finitely dominated in the continuously controlled sense.

Obviously a manifold M with a codimension at least three subcomplex
K is −1-, 0- and 1-connected at K and can be given a CW- structure which
is continuously controlled at K.

1.6. Definition. A simply connected continuously controlled Poincaré Du-
ality space at ∂X is a continuously controlled, locally finite CW-complex
(X, ∂X), X = X − ∂X, such that X is simply connected, (X, ∂X) must
be −1-, 0- and 1-connected at ∂X and the CW-structure must be con-
tinuously controlled at ∂X. Given this the cellular chains of X, define a
chain complex in the category B(X, ∂X;Z) which we denote by C](X),
with dual chain complex denoted C](X). We then further require the ex-
istence of a homology class [X] ∈ H l.f.(X;Z) such that cap product with
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[X] ∩ −, which by its geometric nature defines a map of chain complexes
in B(X, ∂X;Z), is a homotopy equivalence of chain complexes

C](X;Z) −→ C](X;Z)

as chain complexes in the category B(X, ∂X;Z).

Remark. The locally finite homology referred to above is singular homol-
ogy based on locally finite chains

Once again it is clear that a simply connected manifold with a codimen-
sion three subcomplex can be triangulated to satisfy these conditions.

Given a pair (X, ∂X) and a proper map f : Y −→ X we say f is a
continuously controlled homotopy equivalence at ∂X if f induces a strict

homotopy equivalence of pairs (Y , ∂X)
(f,1)−−−→ (X, ∂X) relative to ∂X. Here

Y is a completion of Y by ∂X through the map f . As a set Y is the disjoint
union of Y and ∂X, and the topology is given by the open sets being the
open sets of Y and sets of the form V ∩ ∂X ∪ f−1(V ), where V is open
in X. The aim of continuously controlled surgery is to turn a degree one
normal map (in the proper sense) into a continuously controlled homotopy
equivalence. Proper surgery [31] fits into this picture by completing an
open Poincaré duality space by precisely one point for each end. Since a
continuously controlled Poincaré duality space is automatically a proper
Poincaré duality space, we can use the theory of Spivak normal fibrations
from the proper theory. Alternatively it is not very difficult to see that the
inclusion of a the boundary of a regular neighborhood in Euclidean space
produces a spherical fibration.

At this point we proceed exactly as in [15] to do surgery below the
mid-dimension. The method introduced by Wall [32] for surgery below the
mid-dimension is completely geometric: Given a surgery problem M −→ X
we may replace the map by an inclusion, replacing X by the mapping
cylinder. Doing a surgery for each of the cells in X −M until we reach the
mid-dimension produces a surgery problem N −→ X where X is obtained
from N by attaching cells above the mid-dimension, see [15] for more details
on this. This makes sense in the continuously controlled setting if we
triangulate the manifold so that we obtain a continuously controlled CW-
complex.

At this point we get obstructions to obtain continuously controlled ho-
motopy equivalences with values in the algebraic L-theory of the additive
categories with involution B(X, ∂X;Z). The proof of this once again fol-
lows [15] closely and is a translation of the arguments given in [32] avoiding
homology at all points, i. e. working directly with the chain complexes in
the additive category. Given a controlled simply connected Poincaré pair
(X, ∂X) with X = X − ∂X with a reduction of the Spivak fibration to
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B CAT where CAT = Top, PL or O, we obtain a surgery exact sequence

. . . −→ Ln+1(B(X, ∂X;Z)) −→
Sc.c.(X, ∂X) −→ [X,G/ CAT] −→ Ln(B(X, ∂X;Z))

deciding topological, PL, and smooth, continuously controlled structures on
X respectively. The continuously controlled structure set consists of CAT
manifolds M together with a continuously controlled homotopy equivalence
to X = X − ∂X. Two structures M1 −→ X and M2 −→ X are equivalent,
if there is a continuously controlled h-cobordism (in the CAT-category)
between M1, M2 and a map extending the given maps.

Remark. There are all the usual possible modifications of a surgery the-
ory. There is an obvious notion of a simple Poincaré complex in this context
allowing the h-cobordism to be replaced by s-cobordism. Notice it is stan-
dard to prove a continuously controlled h- or s-cobordism theorem along
the lines of of [22]. Similarly by allowing locally finitely dominated Poincaré
complexes in the continuously controlled sense we would obtain a projec-
tive version of such a surgery theory along the lines of [23]. In the simply
connected case these theories coincide, but later we shall indicate how to
weaken the simply connected assumption.

2. Germ categories

One would obviously want to generalize this to a non simply connected
situation, but before discussing that we shall consider a less obvious gener-
alization involving germs, that turns out to be very useful for computations.
Suppose U is an open subset of ∂X. We wish to develop a surgery theory
where the aim is only to obtain a homotopy equivalence in a neighborhood
of U . By this we mean that the “homotopy inverse” is only defined in
a neighborhood of U , and that the compositions are homotopic by small
homotopies to the identity in a neighborhood of U . We shall proceed to
describe the algebra that describes this situation. Denote the complement
of U in ∂X by Z. We need a definition

2.1. Definition. An object A in B(X, ∂X;R) has support at infinity con-
tained in Z if

{x|Ax 6= 0} ∩ ∂X ⊂ Z

We denote the full subcategory of B(X, ∂X; R) on objects with support
at infinity contained in Z by B(X, ∂X; R)Z . This is a typical example of an
additive category U = B(X, ∂X; R) which is A = B(X, ∂X; R)Z-filtered in
the sense of Karoubi [20], see also [4]. We recall the notion of an A-filtered
additive category U in the following
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2.2. Definition. We say U is A-filtered if every object U has a family of
decompositions {U = Eα ⊕Uα} (called a filtration of U) satisfying the fol-
lowing axioms: (We denote objects in A by A,B, . . . and in U by U, V, . . . )

F1: For each U , the decompositions form a filtered poset under the
partial order Eα ⊕ Uα ≤ Eβ ⊕ Uβ whenever Uβ⊂ Uα and Eα⊂ Eβ .

F2: Every map A −→ U factors A −→ Eα −→ Eα ⊕ Uα = U for some α.
F3: Every map U −→ A factors U = Eα ⊕ Uα−→ Eα−→ A for some α.
F4: For each U , V the filtration on U⊕ V is equivalent to the sum of

filtrations {U = Eα ⊕ Uα} and {V = Fβ ⊕ Vβ}, i. e. to {U⊕V =
(Eα ⊕ Fβ)⊕ (Uα ⊕ Vβ)}.

This is a precise analogue in the category of small additive categories
of an ideal in a ring. The quotient category U/A is defined to have the
same objects as U , but two morphisms φ1 : U −→ V and φ2 : U −→ V are
identified if the difference φ1 − φ2 factors through the category A, i. e. if
there exists an object A in A and a factorization φ1 − φ2 : U −→ A −→ V .
The axioms ensure that U/A is a category.

In the case we are considering U = B(X, ∂X; R) and A = B(X, ∂X;R)Z

it is easy to see the axioms above are satisfied: as indexing set we may use
open neighborhoods of ∂X − Z in X, and decompose an object U = {Ux}
in a part where Ux is replaced by 0 if x belongs to the given neighbor-
hood, and another part where Ux is replaced by 0 if x does not belong
to the given neighborhood. We denote the quotient category U/A by
B(X, ∂X; R)∂X−Z . Evidently two morphisms are identified if and only
if they agree in a neighborhood of U = ∂X−Z, and it is not difficult to see
that the category B(X, ∂X;Z)∂X−Z measures morphisms that are homo-
topy equivalences in a neighborhood of U . To us however the real strength
of these categories is in conjunction with Lemma 1.3, they allow computa-
tion of the L-groups, see Theorem 2.4 below. To prepare for this we need
the idempotent completion of an additive category [16, p. 61]. The idem-
potent completion A∧ of A has objects (A, p) where A is an object of A and
p is an idempotent morphism p2 = p. A morphism φ : (A, p) −→ (B, q) is an
A-morphism φ : A −→ B such that qφp = φ. Intuitively (A, p) represents
the image of p, and the condition says that φ only depends on the image
and lands in the image. The category A is embedded in its idempotent
completion by sending A to (A, 1). Given a subgroup k ⊂ K0(A∧), we can
perform a partial idempotent completion A∧k, the full subcategory of A∧
on objects (A, p) with [(A, p)] ∈ k ⊂ K0(A∧). The following theorem is
proved in [5] based on ideas from [28].

2.3. Theorem. Given an additive category with involution U which is A-
filtered by a ∗-invariant subcategory A, there is a fibration of 4-periodic
L-spectra

L(A∧k) −→ L(U) −→ L(U/A)
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where k is the inverse image of K0(U) in K0(U∧)

The proof of this theorem goes as follows: It follows from standard
bordisms methods that there is a fibration of spectra L(A) −→ L(U) −→
L(U ,A). Next one proves that a chain complex in U is dominated by a
chain complex in A if and only if the chain complex induces a contractible
chain complex in U/A. This means that an attempt to prove L(U ,A)
is homotopy equivalent to L(U/A) is off by a finiteness obstruction, and
adjusting with idempotent completion as in the statement above solves the
problem. For the ultimate statement regarding the decorations on the L-
groups see [17, Theorem 6.7]. It is now fairly straightforward to compute
the L-groups of B(X, ∂X;Z) in the case (X, ∂X) is metrizable using Lemma
1.3 as in [6]. The result is

2.4. Theorem. If (X, ∂X) is a compact metrizable pair, then

L∗(B(X, ∂X;Z))

is isomorphic to the Steenrod homology theory (see axioms below) of ∂X
associated to the spectrum ΣL(Z).

In case ∂X is a CW-complex this is just the standard generalized ho-
mology theory associated with a spectrum. In the general case it satisfies
the Steenrod axioms. The Steenrod axioms for a homology theory h [19]
say

(i) given any sequence of compact metrizable spaces A ⊂ B −→ B/A
there is a long exact sequence in homology

. . . −→ hi(A) −→ hi(B) −→ hi(B/A) −→ hi−1(A) . . .

(ii) Given a countable collection Xi of compact metrizable spaces letting∨
Xi ⊂

∏
Xi be given the subset topology (the strong wedge) we

have an isomorphism

h∗(
∨

Xi) ∼=
∏

h∗(Xi)

It is also required that h is homotopy invariant.

3. The equivariant case

Finally we want to discuss to what extent we can avoid the simple con-
nectedness assumption. We shall not try to deal with the most general case,
even though something could be said using the germ methods mentioned
above. We shall satisfy ourselves with the following situation where the
local variation in the fundamental group is given by a global group action,
in other words, we shall consider the situation where we have a group Γ
acting freely cellularly on X = X − ∂X, and (X, ∂X) is a simply con-
nected, continuously controlled Poincaré duality space. We need to be able
to decide when an equivariant proper map from M to X is a continuously
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controlled equivariant homotopy equivalence in order to setup a surgery
theory as in the simply connected case.

The action of Γ is not assumed to be free on ∂X. In the case where
we only have finite isotropy it is fairly easy to define a category which
measures this kind of continuously controlled equivariant homotopy equiv-
alence. This was done in [15] and [18]. Here we want to deal with the more
general situation where we do not have an assumption about isotropy. This
is of interest in connection with the kind of generalizations of the assembly
map studied in the Baum–Connes and the Farrell–Jones conjectures [2, 13].
An extra complication is to be able to deal with duality on the category.
Assume (X, ∂X) is a compact Hausdorff pair with a Γ-action (if the pair
is only locally compact Hausdorff one point compactify ). Choose once
and for all a large R[Γ] module say U = R[Γ × N]. We shall think of U
as a universe. This will help make categories small and thus allow talking
about group actions on categories. We shall call a subset Z ⊂ X relatively
Γ- compact if Z · Γ/Γ ⊂ X/Γ is contained in a compact subset of X/Γ.

3.1. Definition. The category D(X, ∂X;R) has objects A, an R-submod-
ule of U , together with a map f : A −→ F (X × Γ), where F (X × Γ) is the
set of finite subsets of X × Γ, X = X − ∂X, satisfying

(i) Ax = {a ∈ A|f(a) ⊆ {x}} is a finitely generated free sub R-module
for each x ∈ X × Γ.

(ii) As an R-module A =
⊕

x∈X×Γ Ax

(iii) f(a + b) ⊆ f(a) ∪ f(b)
(iv) {x ∈ X×Γ|Ax 6= 0} is locally finite and relatively Γ-compact in X×Γ

with the diagonal Γ-action.

A morphism φ : A −→ B is a morphism of R- modules, satisfying the
continuous control condition at ∂X when we forget the extra factor of Γ,
i. e. for every point z in ∂X and for every neighborhood U of z in X
there is a neighborhood V of z in X such that if x ∈ (X − U) × Γ and
y ∈ (V − ∂X)× Γ, then φx

y and φy
x are 0.

Combining the action of Γ on U and on X we get a Γ-action on D(X, ∂X;
R) by conjugation. An object A is fixed under this action if A is invariant
under the Γ-action on U , thus inheriting an R[Γ]-module structure which
has to be free, and the reference map is equivariant. A morphism is fixed
under the Γ-action if it is Γ-equivariant. We denote the fixed category
by DΓ(X, ∂X;R). These are the categories that determine the relevant
equivariant continuously controlled homotopy equivalences.

Remark. In case Γ is the trivial group and X is compact we recover our
old definition of the B-categories. In case X is not compact we get a
different category which corresponds to homology rather than homology
with locally finite coefficients when applying K or L-theory.
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The definition above is designed to make it easy to define a duality on
the category. We define the dual of an object A to be the set of R-module
homomorphisms from A to R that are locally finite i. e. only nontrivial
on Ax for finitely many x. The reference map to F (X × Γ) is given by
the set of x for which the homomorphism is non-zero. As usual we inherit
a left Γ-action which we may turn into a right action, possibly using an
orientation homomorphism in the process.

In the definition above we crossed with Γ. It is easy to see we get an
equivalent category if instead we crossed with some other free Γ space. In
particular we could cross with EΓ. This is relevant for developing this kind
of theory in A-theory where the underlying homotopy type does play a role.

Suppose E is a locally compact Hausdorff Γ-space. Consider E ⊂ E × I
included as E × 1. The category A = DΓ(E × I, E;R)∅ is the full subcate-
gory of U = DΓ(E × I, E; R) on objects with empty support at infinity i.e.
on objects A such that the closure of {x ∈ E × [0, 1)|∃g ∈ Γ : A(x,g) 6= 0}
intersects E = E × 1 trivially. It is easy to see that U is A- filtered.
DΓ(E × I, E; R)∅ is equivalent to the category of finitely generated free
R[Γ]-modules. We denote the quotient category by DΓ(E × I, E; R)E . It
is a germ category. Objects are the same as in DΓ(E × I, E; R), but mor-
phisms are identified if they agree close to E.

When studying the L-theory we have to deal with the variations in the
upper index. This is necessary in the geometric application. Here we choose
to use L−∞, avoiding that problem. Similarly in algebraic K- theory we
need to use K−∞, the K- theory functor that includes the negative K-
theory groups. It was proved in [24], see [4] for a more modern proof, that
we have a fibration of spectra

K−∞(A) −→ K−∞(U) −→ K−∞(U/A)

whenever we have an A- filtered category U . This leads to the following

3.2. Theorem. The functors from locally compact Hausdorff spaces with
Γ-action and Γ-equivariant maps, sending E to

K−∞(DΓ(E × I, E; R)E) and L−∞(DΓ(E × I, E;R)E)

are homotopy invariant and excisive. If Γ acts transitively on S, the value
on S is homotopy equivalent to ΣK−∞(R[H]) and ΣL−∞(R[H]) respec-
tively, where H denotes the isotropy subgroup.

The proof of the first two statements follows the methods in [5] closely.
It is an application of the basic A −→ U −→ U/A fibrations. In the last
statement one should notice that the identification is not canonical, it de-
pends on choosing a basepoint in S. To see the last statement notice that
we are considering R[Γ]-modules parameterized by S× [0, 1), and germs of
morphisms near S × 1. The control conditions imply that near S × 1, a
morphism can not reach from one component of S to another. Hence this
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category is equivalent to the category of R[H]-modules parameterized by
[0, 1] with germs taken near 1, since the group action tells us what to do
everywhere else. The K or L- theory of this category is a deloop of the K
or L-theory of R[H].

These methods are generalized to the C∗-situation in [7]. The advantage
of this method is that we not only get the kind of description needed in the
study of assembly maps in [12], but we also obtain the relevant spectra as
fixed spectra under a Γ-action.

4. Assembly maps

Denote K−∞ or L−∞ applied to DΓ(E× I, E;R)E by F . It is then easy
to see, using the methods of [5], specifically [5, Theorem 1.28, Theorem 4.2]
and their corollaries, that F is a homotopy invariant excisive functor from
the category of Γ-spaces and Γ-maps to spectra, and thus fits precisely into
the framework developed by Davis and Lück [12] for generalized assembly
maps of the type considered by Quinn, Farrell-Jones, and Baum–Connes.
That F is a functor on all Γ maps without any properness assumption uses
the fact that we have a Γ-compactness assumption on the support of the
modules considered.

Davis and Lück describe assembly maps of this type as the induced
map F (E) −→ F (∗), where E is a Γ-space. The Farrell-Jones conjecture is
then the statement that F (E) −→ F (∗) is an isomorphism when E is the
universal space for Γ actions with isotropy groups virtually cyclic groups,
and the Baum-Connes conjecture is a similar statement where F is defined
using topological K-theory and E is the universal space for Γ-actions with
finite isotropy. Consider

DΓ(E × I, E; R)∅ −→ DΓ(E × I, E; R) −→ DΓ(E × I, E; R)E

Applying K−∞ or L−∞ we get a fibration of spectra (by [5, Theorem 1.28
and Theorem 4.2])

4.1. Theorem. The generalized assembly map is the connecting homo-
morphism in the above mentioned fibration.

Proof. The category DΓ(E × I, E; R)∅ is equivalent to the category of
finitely generated RΓ-modules since the support conditions make the mod-
ules finitely generated RΓ-modules and the control conditions vacuous.
Consider the diagram:

DΓ(E × I, E; R)∅

a

²²

// DΓ(E × I, E; R)

b

²²

// DΓ(E × I, E; R)E

c

²²
DΓ(∗ × I, ∗;R)∅ // DΓ(∗ × I, ∗; R) // DΓ(∗ × I, ∗; R)∗
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Here a is an equivalence of categories, since both categories are equivalent
to the category of finitely generated free RΓ-modules. The K- and L-theory
of DΓ(∗× I, ∗; R) is trivial since the category admits a flasque structure by
shifting modules towards 1. The map c is the induced map of E −→ ∗. The
result now follows.

We finish by mentioning a result which is essentially contained in [5] but
not explicitly stated.

4.2. Theorem. Let M be an n-dimensional topological manifold. Then
the (4-periodical) structure set of M is isomorphic to

Lh
n+1(DΓ(M̃ × I, M̃ ;Z))

where Γ is the fundamental group of M acting on the universal cover M̃ .

Remark. The surgery exact sequence for topological manifolds is 4-period-
ic except the periodicity breaks down in the bottom since the normal in-
variant is given by [M,G/ Top], not [M, G/ Top×Z]. The result above
identifies the L-group with a periodical structure set. See [3] for a further
discussion of this phenomenon.

Proof. Consider

DΓ(M̃ × I, M̃ ;Z)∅ −→ DΓ(M̃ × I, M̃ ;Z) −→ DΓ(M̃ × I, M̃ ;Z)fM

which, in the following we will discuss as

A −→ U −→ U/A.

According to [5, Theorem 4.1] we get a fibration of L-spectra if we choose
appropriate decorations. We can, as mentioned above, always use the −∞
decoration. but we need to improve on that a bit. we have

U/A = DΓ(M̃ × I, M̃ ;Z)fM = B(M × I,M ;Z)M

and by [1] Ki(B(M × I,M ;Z) = hi−1(M+; KZ) where KZ is the K-theory
spectrum for the integers. Hence K0(U/A) = Z and the boundary map
(which is the K-theory assembly map) hits the subgroup of K0(ZΓ) given
by the free modules. This means we get a fibration of spectra

Lh(DΓ(M̃ × I, M̃ ;Z)∅) −→
Lh(DΓ(M̃ × I, M̃ ;Z)) −→ Lh(DΓ(M̃ × I, M̃ ;Z)fM )

which we identify with

Lh(ZΓ) −→ Lh(DΓ(M̃ × I, M̃ ;Z)) −→ ΣM+ ∧ L(Z)

as in [5]. The classifying map ΣM+∧L(Z) −→ ΣLh(ZΓ) was identified with
the (suspension of) the assembly map in [5]. Hence the fibre represents the
structure set, and the result follows.
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Homology manifolds

Washington Mio

The study of the local-global geometric topology of homology manifolds
has a long history. Homology manifolds were introduced in the 1930s in
attempts to identify local homological properties that implied the duality
theorems satisfied by manifolds [23, 56]. Bing’s work on decomposition
space theory opened new perspectives. He constructed important exam-
ples of 3-dimensional homology manifolds with non-manifold points, which
led to the study of other structural properties of these spaces, and also
established his shrinking criterion that can be used to determine when ho-
mology manifolds obtained as decomposition spaces of manifolds are man-
ifolds [4]. In the 1970s, the fundamental work of Cannon and Edwards on
the double suspension problem led Cannon to propose a conjecture on the
nature of manifolds, and generated a program that culminated with the
Edwards-Quinn characterization of higher-dimensional topological mani-
folds [15, 24, 21]. Starting with the work of Quinn [44, 46], a new viewpoint
has emerged. Recent advances [10] use techniques of controlled topology to
produce a wealth of previously unknown homology manifolds and to extend
to these spaces the Browder-Novikov-Sullivan-Wall surgery classification of
compact manifolds [53], suggesting a new role for these objects in geomet-
ric topology, and tying together two strands of manifold theory that have
developed independently. In this article, we approach homology manifolds
from this perspective. We present a summary of these developments and
discuss some of what we consider to be among the pressing questions in the
subject. For more detailed treatments, we refer the reader to article [10]
by Bryant, Ferry, Mio and Weinberger, and the forthcoming lecture notes
by Ferry [26]. The survey papers by Quinn [45] and Weinberger [54] offer
overviews of these developments.

1. Early developments

Localized forms of global properties of topological spaces and continu-
ous mappings often reveal richer structures than their global counterparts
alone. The identification of these local properties and the study of their
influence on the large scale structure of spaces and mappings have a history
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that dates back to the beginning of this century. Wilder’s work [56] reflects
the extensive study of local homology conducted by many authors, a line
of investigation that has its roots in the search – started by Čech [20] and
Lefschetz [38] – for local homological conditions that implied the duality
and separation properties known to be satisfied by triangulable manifolds.

Definition 1.1. A topological n-manifold is a separable metrizable space
that is locally homeomorphic to euclidean n-space Rn.

Early proofs that a closed oriented manifold Mn satisfies Poincaré du-
ality assumed the existence of a triangulation of M [37, 42]. Orientability
was defined as a global property of the triangulation, and the Poincaré
duality isomorphism

∩[M ] : H∗(M ;Z) → Hn−∗(M ;Z)

was established by analysing the pattern of intersection of simplices with
“cells” of the dual block structure on M obtained from the triangulation.

If M is an n-manifold and x ∈ M , then x has arbitrarily small n-disk
neighborhoods which have (n− 1)-dimensional spheres as boundaries. By
excision, homologically this local structure can be expressed as H∗(M, Mr
{x}) ∼= H∗(Dn, Sn−1), for every x ∈ M .

Definition 1.2. X is a homology n-manifold if for every x ∈ X

Hi(X, X r {x}) ∼=
{
Z, if i = n

0, otherwise.

The local homology groups H∗(X, X r {x}) of these generalized mani-
folds can be used to define and localize the notion of orientation for these
spaces, and to formulate proofs (at various degrees of generality) that com-
pact oriented generalized manifolds satisfy Poincaré and Alexander duality.
For a historical account of these developments, we refer the reader to [23].

Topological manifolds are homology manifolds; however, the latter form
a larger class of spaces. (As we shall see later, there are numerous ho-
mology manifolds without a single manifold point.) Spaces X satisfy-
ing the Poincaré duality isomorphism with respect to a fundamental class
[X] ∈ Hn(X) are called Poincaré spaces of formal dimension n. We thus
have three distinct classes of spaces related by forgetful functors:

{
Topological
manifolds

}
+3
{

Homology
manifolds

}
+3
{

Poincaré
spaces

}
.
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Classical surgery theory studies topological-manifold structures on Poincaré
spaces [53]. Our discussion will be focused on the differences between topo-
logical and homology manifolds, a problem that is usually treated in two
stages:

(i) determine whether or not a given homology manifold X is a “fine”
quotient space of a topological manifold (we shall elaborate on this
later), and

(ii) exhibit conditions under which a quotient space X of a manifold M
is homeomorphic to M .

The latter is a central question in decomposition space theory, an area that
originated with the work of Moore [40]. He proved that if X is Hausdorff
and f : S2 → X is a surjection such that S2 r f−1(x) is non-empty and
connected, for every x ∈ X, then X is homeomorphic to S2. This result
is a precursor to the characterization of the 2-sphere in terms of separa-
tion properties obtained by Bing. If X is a compact, connected, locally
connected metrizable space with more than one point, then X is homeo-
morphic to S2 if and only if the complement of any two points in X is
connected and the complement of any subspace of X homeomorphic to a
circle is disconnected [3].

Bing’s work on decompositions of 3-manifolds defined an important
chapter in decomposition theory. While focused on the geometry of de-
compositions of low dimensional manifolds, his work was influential in
subsequent developments in higher dimensions. Given a quotient map
f : M → X, exploiting the interplay between the local structure of X near
points x ∈ X and the local geometry of the embeddings f−1(x) ⊆ M of
the corresponding point inverses, he constructed examples of generalized
3-manifolds with non-manifold points, which led to the first considerations
of general position properties of generalized manifolds. Conversely, Bing’s
shrinking criterion uses the geometry of the point inverses of f to provide
conditions under which the quotient space X is homeomorphic to M [4].
For metric spaces, the criterion can be stated as follows.

Theorem 1.3 (R. H. Bing). A surjection f : M → X of compact metric
spaces can be approximated by homeomorphisms if and only if for any ε > 0,
there is a homeomorphism h : M → M such that:

(i) d (f ◦ h, f) < ε.
(ii) diam h(f−1(x)) < ε, for every x ∈ X.

Applications of the shrinking criterion in low dimensions include the
construction of a Z2-action on S3 which is not topologically conjugate to a
linear involution [4].

Generalized manifolds also arise in the study of dynamics on manifolds.
Smith theory [50, 7] implies that fixed points of topological semifree circle
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actions on manifolds are generalized manifolds, giving further early evi-
dence of the relevance of these spaces in geometric topology.

2. The recognition problem

How can one decide whether or not a given topological space X is a
manifold? A reference to the definition of manifolds simply reduces the
question to a characterization of euclidean spaces, a problem of essentially
the same complexity. The proposition that a characterization of higher
dimensional manifolds in terms of their most accessible properties might be
possible evolved from groundbreaking developments in decomposition space
theory in the 1970s. We begin our discussion of the recognition problem
with a list of basic characteristic properties of topological manifolds. For
simplicity, we assume that X is compact, unless otherwise stated.

(i) Manifolds are finite dimensional.

Definition 2.1. The (covering) dimension of a topological space X is ≤ n,
if any open covering U of X has a refinement V such that any subcollection
of V containing more than (n+1) distinct elements has empty intersection.
The dimension of X is n, if n is the least integer for which dimension of X
is ≤ n. If no such integer exists, X is said to be infinite dimensional.

Topological n-manifolds, and euclidean n-space Rn in particular, are
examples of n-dimensional spaces.
(ii) Local contractibility.
Every point in a manifold has a contractible neighborhood. The follow-

ing weaker notion of local contractibility is, however, a more manageable
property.

Definition 2.2. X is locally contractible if for any x ∈ X and any neigh-
borhood U of x in X, there is a neighborhood V of x such that V ⊆ U and
V can be deformed to a point in U , i.e., the inclusion V ⊆ U is nullhomo-
topic.

Absolute neighborhood retracts (ANR) are important examples of lo-
cally contractible spaces. (Recall that X is an ANR if there is an embedding
of X as a closed subspace of the Hilbert cube I∞ such that some neigh-
borhood N of X retracts onto X.) Conversely, if X is finite dimensional
and locally contractible, then X is an ANR [6]. Since any n-dimensional
space can be properly embedded in R2n+1 [31], it follows that X is a fi-
nite dimensional locally contractible space if and only if X is an euclidean
neighborhood retract (ENR). The definition of ENR is analogous to that of
ANR with the Hilbert cube replaced by some euclidean space. Hence, con-
ditions (i) and (ii) above can be elegantly summarized in the requirement
that X be an ENR.
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(iii) Local homology.

Topological n-manifolds are homology n-manifolds. The assumption
that X is an ENR homology manifold encodes all separation properties sat-
isfied by closed manifolds, since compact oriented ENR homology manifolds
satisfy Poincaré and Alexander duality. (As usual, in the nonorientable case
we twist homology using the orientation character.) Moreover, since the
dimension of finite dimensional spaces can be detected homologically, ENR
homology n-manifolds are n-dimensional spaces.

An ENR homology n-manifold X is an n-dimensional locally contractible
space in which points have homologically spherical “links”. Thus, to this
hypothesis, it is necessary to incorporate a local fundamental group con-
dition that will guarantee that “links” of points in X are homotopically
spherical, as illustrated by the following classical example.

Let Hn be a homology n-sphere (i.e., a closed manifold such that H∗(H;
Z) ∼= H∗(Sn;Z)) with nontrivial fundamental group, and let X = ΣH
be the suspension of H. X is a simply connected homology manifold,
but arbitrarily close to the suspension points there are loops α that are
nontrivial in the complement of the suspension points. Therefore, X is not
a manifold since any small punctured neighborhood of a suspension point
is non-spherical. Nonetheless, an important result of Cannon establishes
that the double suspension of H is a topological manifold [14]. Since any
bounding disk D2

α for the loop α must intersect one of the suspension points,
the presence of a nontrivial local fundamental group can be interpreted as
a failure of general position, if n ≥ 4. D2

α cannot be moved away from itself
by small deformations.

(iv) The disjoint disks property.

Manifolds satisfy general position. If P p and Qq are complexes tamely
embedded in a manifold M , under arbitrarily small perturbations, we can
assume that P ∩ Q is tamely embedded in M and that dim (P ∩ Q) ≤
p + q − n. In particular, if n ≥ 5, 2-dimensional disks can be positioned
away from each other by small moves.

Definition 2.3. X has the disjoint disks property (DDP) if for any ε > 0,
any pair of maps f, g : D2 → X can be ε-approximated by maps with
disjoint images.

The fact that the DDP is the appropriate general position hypothesis for
the recognition problem became evident in Cannon’s work on the double
suspension problem. Later, Bryant showed that if Xn is an ENR homology
manifold with the DDP, n ≥ 5, then tame embeddings of complexes into
X can be approximated by maps in general position. [8].

ENR homology manifolds with the DDP have the local-global algebraic
topology and general position properties of topological manifolds. In 1977,
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motivated largely by his solution of the double suspension problem, Cannon
formulated the following conjecture [14, 15].

The characterization conjecture. ENR homology n-manifolds with the
disjoint disks property, n ≥ 5, are topological n-manifolds.

Definition 2.4. A mapping f : M → X of ENRs is cell-like (CE), if f is
a proper surjection and for every x ∈ X, f−1(x) is contractible in any of
its neighborhoods. A CE-map f is a resolution of X if M is a topological
manifold.

All examples of ENR homology manifolds known at the time these de-
velopments were taking place could be obtained as cell-like quotients of
topological manifolds. In addition, if M is a manifold and f is cell-like,
then X is a homology manifold [36]. The fact that suspensions of homology
spheres are resolvable follows from a theorem of Kervaire that states that
homology spheres bound contractible manifolds [34].

The following result, of which the double suspension theorem is a special
case, is a landmark in decomposition space theory [21, 24].

Theorem 2.5 (R. D. Edwards). Let Xn be an ENR homology manifold
with the DDP, n ≥ 5. If f : M → X is a resolution of X, then f can be
approximated by homeomorphisms.

In light of Edwards’ theorem, the completion of the manifold character-
ization program is reduced to the study of the following conjecture.

The resolution conjecture. ENR homology manifolds of dimension ≥ 5
are resolvable.

Early results supporting this conjecture assumed that the homology
manifolds under consideration contained many manifold points. Cannon
and Bryant-Lacher showed that X is resolvable if the dimension of the
singular set of X is in the stable range [16]. Galewski and Stern proved
that polyhedral homology manifolds are resolvable, so that non-resolvable
homology manifolds, if they exist, must not be polyhedral [29].

A major advance toward the solution of the resolution conjecture is due
to F. Quinn. He showed that the existence of resolutions can be traced to a
single locally defined integral invariant that can be interpreted as an index
[44, 46].

Theorem 2.6 (Quinn). Let X be a connected ENR homology n-manifold,
n ≥ 5. There is an invariant I(X) ∈ 8Z+ 1 such that:

(a) If U ⊆ X is open, then I(X) = I(U).
(b) I(X × Y ) = I(X)× I(Y ).
(c) I(X) = 1 if and only if X is resolvable.

Remark . The local character of Quinn’s invariant implies that if X is
connected and contains at least one manifold point, then X is resolvable.
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Thus, a non-resolvable ENR homology n-manifold, n ≥ 5, cannot be a cell
complex, since the interior of a top cell would consist of manifold points.

Combined, Theorems 2.5 and 2.6 yield the celebrated characterization
of higher dimensional topological manifolds.

Theorem 2.7 (Edwards-Quinn). Let X be an ENR homology n-manifold
with the DDP, n ≥ 5. X is a topological manifold if and only if I(X) = 1.

The resolution conjecture, however, remained unsolved. Are there ENR
homology manifolds with I(X) 6= 1?

3. Controlled surgery

This is a brief review of results of simply-connected controlled surgery
theory needed in our discussion of the resolution problem. Proofs and
further details can be found in [27, 28].

In classical surgery theory one studies the existence and uniqueness of
manifold structures on a given Poincaré complex Xn of formal dimension
n. Controlled surgery addresses an estimated form of this problem, when
X is equipped with a map to a control space B. For simplicity, we assume
that ∂X = ∅, although even in this case bounded versions are needed in
considerations of uniqueness of structures.

Definition 3.1. Let p : X → B be a map to a metric space B and ε > 0.
A map f : Y → X is an ε-homotopy equivalence over B, if there exist a
map g : X → Y and homotopies Ht from g ◦ f to 1Y and Kt from f ◦ g
to 1X , respectively, such that the tracks of H and K are ε-small in B, i.e.,
diam (p◦f ◦Ht(y)) < ε for every y ∈ Y , and diam (p◦Kt(x)) < ε, for every
x ∈ X. The map f : Y → X is a controlled equivalence over B, if it is an
ε-equivalence over B, for every ε > 0.

In order to use surgery theory to produce ε-homotopy equivalences, we
need the notion of ε-Poincaré spaces. Poincaré duality can be estimated by
the diameter of cap product with a fundamental class as a chain homotopy
equivalence.

Definition 3.2. Let p : X → B be a map, where X is a polyhedron and B
is a metric space. X is an ε-Poincaré complex of formal dimension n over
B if there exist a subdivision of X such that simplices have diameter ¿ ε
in B and an n-cycle y in the simplicial chains of X so that ∩y : C](X) →
Cn−](X) is an ε-chain homotopy equivalence in the sense that ∩y and the
chain homotopies have the property that the image of each generator σ only
involves generators whose images under p are within an ε-neighborhood of
p(σ) in B.

The next definition encodes the fact that the local fundamental group
of X is trivial from the viewpoint of the control space B.
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Definition 3.3. A map p : X → B is UV 1 if for any ε > 0, and any
polyhedral pair (P, Q) with dim (P ) ≤ 2, and any maps α0 : Q → X and
β : P → B such that p ◦ α0 = β|Q,

Q
α0 //

i

²²

X

p

²²
P

α

??~
~

~
~

β
// B

there is a map α : P → X extending α0 so that d(p ◦ α, β) < ε.

Remark . When both X and B are polyhedra and p is PL, this is the same
as requiring that p−1(b) be simply connected, for every b ∈ B.

Definition 3.4. Let p : X → B be an ε-Poincaré complex over the metric
space B, where p is UV 1. An ε-surgery problem over p : X → B is a
degree-one normal map

νM
F //

²²

ξ

²²
M

f // X

where ξ is a bundle over X, νM denotes the stable normal bundle of M ,
and F is a bundle map covering f .

Theorem 3.5. Let B be a compact metric ENR and n ≥ 5. There exist
an ε0 > 0 and a function T : (0, ε0] → (0,∞) satisfying T (t) ≥ t and
limt→0 T (t) = 0, such that for any ε, 0 < ε ≤ ε0, if f : M → X is an ε-
surgery problem with respect to the UV 1 map p : X → B, associated to the
normal bordism class of f , there is an obstruction σf ∈ Hn(B;L) which
vanishes if and only if f is normally bordant to a T (ε)-equivalence over
B. Here, Hn(B;L) denotes the nth generalized homology group of B with
coefficients in the simply-connected periodic surgery spectrum.

Theorem 3.5 requires that X be a polyhedron. Nonetheless, if X is an
ENR homology n-manifold, a normal map f : M → X has a well-defined
controlled surgery obstruction over B. Let U be a mapping cylinder neigh-
borhood of X in a large euclidean space RN with projection π : U → X
[55, 43]. For any ε > 0, U is an ε-Poincaré complex of formal dimension
n over B under the control map p ◦ π : U → B [11]. Hence, the composi-

tion M
f→ X ⊆ U can be viewed as an ε-surgery problem f ′ over B. By

Theorem 3.5, for each ε, 0 < ε ≤ ε0, f ′ has a well-defined T (ε)-surgery
obstruction σf ′ ∈ Hn(B;L) over B, where limt→0 T (t) = 0. The controlled
surgery obstruction of f is defined by σf = σf ′ .
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Theorem 3.6. Let p : X → B be a UV 1 map, where X is a compact ENR
homology n-manifold, n ≥ 5. The controlled surgery obstruction σf ∈
Hn(B;L) of f : M → X is well-defined, and σf vanishes if and only if, for
any ε > 0, f is normally bordant to an ε-homotopy equivalence over B.

Definition 3.7. Let X be a compact ENR homology manifold, and let
p : X → B be a control map. An ε-structure on p : X → B is an ε-
homotopy equivalence f : M → X over B, where M is a closed manifold.
Two structures fi : Mi → X, i ∈ {1, 2}, are equivalent if there is a home-
omorphism h : M1 → M2 such that f1 and f2 ◦ h are ε-homotopic over B.
The collection of equivalence classes of ε-structures is denoted by Sε

(
X
↓
B

)
.

Given a Poincaré space X of formal dimension n, let Nn(X) denote the
collection of normal bordism classes of degree-one normal maps to X.

Theorem 3.8. Let X be a compact ENR homology n-manifold, n ≥ 5, and
let p : X → B be a UV 1 control map, where B is a compact metric ENR.
There exist an ε0 > 0 and a function T : (0, ε0] → (0,∞) that depends only

on n and B such that T (t) ≥ t, lim
t→0

T (t) = 0, and if Sε0

(
X
↓
B

)
6= ∅, there

is an exact sequence

. . . // Hn+1(B;L) // Sε

(
X
↓
B

)
// Nn(X) // Hn(B;L),

for each 0 < ε ≤ ε0, where

Sε

(
X
↓
B

)
= im

(
Sε

(
X
↓
B

)
// ST (ε)

(
X
↓
B

) )
.

Moreover, Sε

(
X
↓
B

) ∼= Sε0

(
X
↓
B

)
if ε ≤ ε0.

4. The resolution obstruction

In this section we discuss various geometric aspects of Quinn’s work
on the resolution conjecture that lead to the invariant I(X), adopting a
variant of his original formulation. For simplicity, we assume that X is a
compact oriented ENR homology n-manifold, n ≥ 5.

Resolutions are fine homotopy equivalences that desingularize homology
manifolds. A map f : M → X is a resolution if and only if f |f−1(U) : f−1(U)
→ U is a homotopy equivalence, for every open set U ⊆ X [36]. This implies
that f : M → X is a resolution if and only if f is a controlled homotopy
equivalence with the identity map of X as control map.

In [27], Ferry and Pedersen showed that there is a degree-one normal
map f : M → X. Our goal is to understand the obstructions to find-
ing a controlled homotopy equivalence over X within the normal bordism
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class of f . Notice that if an obstruction is encountered, we can try to
eliminate it by changing the normal map to X. Therefore, in trying to
construct resolutions, it is more natural to consider the collection Nn(X)
of all normal bordism classes of n-dimensional degree-one normal maps to
X. Recall that there is a one-to-one correspondence between Nn(X) and
(stable) topological reductions of the Spivak normal fibration νX of X. A
topological reduction of νX corresponds to a fiber homotopy class of lifts
to BTop of the map νX : X → BG that classifies the Spivak fibration of
X.

BTop

²²
X

<<y
y

y
y νX // BG

Any two reductions differ by the action of a unique element of [X, G/Top ],
where G/Top is the homotopy fiber of BTop → BG. Hence, [X,G/Top ]
acts freely and transitively on Nn(X), since Nn(X) 6= ∅. When X is a mani-
fold, this action induces a canonical identification η : Nn(X) → [X,G/Top ]
since there is a preferred element of Nn(X), namely, the bordism class of
the identity map of X, which corresponds to the (stable) Top reduction of
νX given by the normal bundle of an embedding of X in a large euclidean
space. We refer to η(f) ∈ [X, G/Top] as the normal invariant of f .

To motivate our discussion, we first consider the case where X is a
closed manifold, although this assumption trivializes the problem from the
standpoint of existence of resolutions. Siebenmann’s CE-approximation
theorem states that cell-like maps of closed n-manifolds, n ≥ 5, can be
approximated by homeomorphisms [49]. Hence, if X is a manifold, we are
to consider the obstructions to finding a homeomorphism in the normal
bordism class of f . Such homeomorphism exists if and only if the normal
invariant η(f) vanishes [53].

Sullivan’s description of the homotopy type type of G/Top [52] shows
that, rationally, the normal invariant is detected by the difference of the
rational L-classes of M and X, respectively. Let

LX = 1 + `1 + `2 + . . . ∈ H4∗(X;Q)

be the total L-class of Xn. The ith class `i ∈ H4i(X;Q) is determined
(after stabilizing X by crossing it, say, with a sphere if 4i ≥ n−1

2 ) by the
signature of 4i-dimensional submanifolds N4i ⊆ X with framed normal
bundles. Hence, up to finite indeterminacies, the normal invariant of f
is detected by the difference of the signatures of these characteristic sub-
manifolds and their transverse inverse images. Notice that when X is a
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manifold, we can disregard 0-dimensional submanifolds, since the trans-
verse inverse image of a point under a degree-one map can be assumed to
be a point.

Carrying out this type of program for studying the existence of resolu-
tions involves, among other things, defining (at least implicitly) character-
istic classes for ENR homology manifolds. This has been done in [17], but
following [10, 27] we take a controlled-surgery approach to the problem and
argue that the Spivak normal fibration of an ENR homology manifold has
a canonical Top reduction.

By Theorem 3.6, associated to a normal map f : M → X there is a
controlled surgery obstruction σf ∈ Hn(X;L) ∼= [X, G/Top × Z ] such
that σf = 0 if and only if, for any ε > 0, f is normally bordant to an
ε-homotopy equivalence. Under the natural (free) action of [X,G/Top ]
on Hn(X;L) ∼= [X, G/Top × Z ], controlled surgery obstructions induce a
[X, G/Top ]-equivariant injection

Nn(X) // Hn(X;L).

Let f : M → X be a normal map. Letting [X, G/Top ] act on f , we can
assume that the image of σf under the projection Hn(X;L) ∼= [X, G/Top×
Z ] → [X, G/Top ] vanishes, so that σf ∈ [X,Z ] ⊆ [X, G/Top× Z ]. Hence,
if X is connected, σf is an integer. The local index of X is defined by

I(X) = 8σf + 1 ∈ 8Z+ 1.

Since the Z-component of σf is persistent under the action of [X, G/Top ],
this is the closest we can get to a resolution. This construction yields a
preferred normal bordism class of normal maps to X (and therefore, a
canonical Top reduction of νX) and induces an identification η : Nn(X) →
[X, G/Top]. Rationally, the action of [X, G/Top ] on f can be interpreted
as the analogue of changing the normal map f so that the signatures of
the transverse preimages f−1(N) and N be the same for (stable) framed
submanifolds N4i ⊆ X, i > 0, when X is a manifold. This suggests that
the Z-component of σf be interpreted as a difference of signatures in di-
mension zero and that I(X) be viewed as the 0-dimensional L-class of X.
This is the approach taken by Quinn in [44, 46], which explains the local
nature of the invariant.

If I(X) = 1, there is a normal map f : M → X such that σf = 0.
Let εi → 0 be a decreasing sequence. Theorem 3.6 implies that, for each
i > 0, there is an εi-structure fi : Mi → X, so that Sεi 6= ∅. Under
the identification Nn(X) ∼= [X,G/Top] ∼= Hn(X; G/Top), the controlled
surgery sequence of Theorem 3.8 can be expressed as
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Hn+1(X; G/Top) → Hn+1(X;L) →
Sε

(
X
↓
X

)
→ Hn(X;G/Top) → Hn(X;L).

It follows from the Atiyah-Hirzebruch spectral sequence that Hi(X;G/Top)
→ Hi(X;L) is injective if i = n, and an isomorphism if i = n + 1. This

shows that Sεi

(
X
↓
X

)
= 0, if εi is small enough. Then, viewing fi and fi+1

as equivalent εi-structures on X, we obtain homeomorphisms hi : Mi →
Mi+1 such that fi+1 ◦ hi and fi are T (εi)-homotopic over X. Consider the
sequence

f∗i = fi ◦ hi−1 ◦ · · · ◦ h1 : M1 → X.

For each i > 0, f∗i is an εi-equivalence over X and

d(f∗i+1, f
∗
i ) = d(fi+1 ◦ hi, fi) < T (εi).

If εi > 0 is so small that
∑

T (εi) < ∞, the sequence {f∗i } converges to a
resolution of X.

5. Periodicity in manifold theory

A beautiful periodicity phenomenon emerges from the surgery classifica-
tion of compact manifolds. All essential elements in the theory exhibit an
almost 4-periodic behavior with respect to the dimension n. Siebenmann
periodicity is the most geometric form of this phenomenon.

Definition 5.1. Let X be a compact manifold. A structure on X is a sim-
ple homotopy equivalence f : M → X that restricts to a homeomorphism
f : ∂M → ∂X on the boundary, where M is a topological manifold. The
structures fi : Mi → X, i ∈ {1, 2}, are equivalent if there is a homeomor-
phism h : M1 → M2 making the diagram

M1

h

²²

f1

''NNNNNNNNNNNNN

X

M2

f2

77ppppppppppppp

homotopy commute rel (∂). The structure set S(X) is the collection of all
equivalence classes of structures on X.
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The following theorem is proved in [35], with a correction by Nicas in
[41].

Theorem 5.2 (Siebenmann periodicity). If Xn is a compact connected
manifold of dimension ≥ 5, there is an exact sequence

0 // S(X)
℘ // S(X ×D4) σ // Z.

Moreover, ℘ is an isomorphism if ∂X 6= ∅.
The map σ associates to a structure f : W → X × D4, the signature

of the transverse inverse image of {∗} × D4. Siebenmann’s construction
of the map ℘ was indirect. In [18], Cappell and Weinberger describe a
geometric realization of the periodicity map ℘ : S(M) → S(M ×D4) using
the Casson-Sullivan embedding theorem and branched circle fibrations.

The structure set S(Sn) of the n-sphere, n ≥ 4, contains a single ele-
ment, by the generalized Poincaré conjecture. However, it can be shown
that S(Sn × D4) ∼= Z, so that periodicity does fail for closed manifolds.
This suggests that there may be “unidentified manifolds” that yield a fully
periodic theory of manifolds.

Quinn’s work on the resolution problem shows that the local index that
obstructs the existence of resolutions and the Z-factor that prevents peri-
odicity from holding for closed manifolds have the same geometric nature,
a fact to our knowledge first observed by Cappell. This indicates that the
non-resolvable homology manifolds in the recognition problem are the same
as the missing manifolds in Siebenmann periodicity, and creates an inter-
esting link between the classification theory of manifolds and the resolution
conjecture.

6. Classification of enr homology manifolds

The first examples of nonresolvable ENR homology manifolds were pro-
duced in 1992 by Bryant, Ferry, Mio and Weinberger using techniques of
controlled topology [9]. In this section, we outline the construction of exam-
ples modeled on simply-connected PL manifolds, where the central ideas
are already present. For a more general discussion, we refer the reader to
[10].

Theorem 6.1 (BFMW). Let Mn be a simply-connected closed PL man-
ifold, n ≥ 6. Given σ ∈ 8Z + 1, there exists a closed ENR homology
n-manifold X homotopy equivalent to M such that I(X) = σ.

Variants of the methods employed in the construction yield an s-cobor-
dism classification of ENR homology n-manifolds within a fixed simple
homotopy type and an identification of the (simple) types realized by closed
homology manifolds of dimension ≥ 6 in terms of Ranicki’s total surgery
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obstruction [47]. We only state the classification theorem [10, 11], whose
proof requires relative versions of the arguments to be presented.

Definition 6.2. Let Mn be a compact manifold. A homology manifold
structure on M is a simple homotopy equivalence f : (X, ∂X) → (M, ∂M),
where X is an ENR homology n-manifold with the DDP and f restricts to
a homeomorphism on the boundary. The homology structure set SH(M)
of M is the set of all s-cobordism classes of homology manifold structures
on M .

Remark . We consider s-cobordism classes of structures since the validity
of the s-cobordism theorem in this category is still an open problem.

Since a structure f : X → M restricts to a homeomorphism on the
boundary, if ∂M 6= ∅ we have that ∂X is a manifold. Adding a collar
∂X × I to X gives a homology manifold Y containing manifold points.
Since Quinn’s index is local, I(X) = I(Y ) = 1 and X is a manifold. By the
manifold s-cobordism theorem, SH(M) = S(M), so that SH(M) consists
entirely of manifold structures if ∂M 6= ∅.
Theorem 6.3 (BFMW). If Mn is a closed manifold, n ≥ 6, there is an
exact sequence

. . . → Hn+1(M ;L) → Ln+1(Zπ1(M)) →
SH(M) → Hn(M ;L) A→ Ln(Zπ1(M)),

where Li is the ith Wall surgery obstruction group of the group π1(M),
L is the simply-connected periodic surgery spectrum, and A denotes the
assembly map.

This classification implies that homology manifold structures produce a
fully periodic manifold theory.

Corollary 6.4. The Siebenmann periodicity map ℘ : SH(M) → SH(M ×
D4) is an isomorphism, if Mn is a compact manifold, n ≥ 6.

Sketch of the proof of Theorem 6.1. We perform a sequence of cut-paste
constructions on the manifold M to obtain a sequence {Xi} of Poincaré
complexes that converges (in a large euclidean space) to an ENR homology
manifold X with the required properties. There are two properties of the
sequence that must be carefully monitored during the construction:

(i) Controlled Poincaré duality.

As pointed out earlier, homology manifolds satisfy a local form of Poinca-
ré duality. Therefore, the approximating complexes are constructed so that
Xi, i ≥ 2, are Poincaré complexes with ever finer control over Xi−1.

(ii) Convergence.
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We need the limit space X to inherit the fine Poincaré duality and the
local contractibility of the complexes Xi. This is achieved by connecting
successive stages of the construction via maps pi : Xi+1 → Xi which are
fine homotopy equivalences over Xi−1.

If the maps pi : Xi+1 → Xi are fine equivalences, they are, in particular,
finely 2-connected. Control improvement theorems imply that once enough
control has been obtained at the fundamental group level, arbitrarily fine
control can be achieved under a small deformation [1, 25]. Hence, through-
out the construction we require that all maps be UV 1 (see Definition 3.3) so
that the construction of controlled homotopy equivalences can be reduced
to homological estimates via appropriate forms of the Hurewicz theorem
[43].

Constructing X1. Gluing manifolds by a homotopy equivalence of their
boundaries, we obtain Poincaré spaces. We use a controlled version of this
procedure to construct ε-Poincaré spaces. Let C1 be a regular neighbor-
hood of the 2-skeleton of a triangulation of M , D1 be the closure of the
complement of C1 in M , and N1 = ∂C1.

N 1

C 1

1D

M

Figure 6.1

If the triangulation is fine enough, there is a small deformation of the
inclusion N1 ↪→ M to a UV 1 map q : N1 → M . A controlled analogue
of Wall’s realization theorem (Theorem 5.8 of [53]) applied to the control
map q : N1 → M gives a degree-one normal map Fσ : (V,N1, N

′
1) → (N1 ×

I, N1 × {0}, N1 × {1}) satisfying:

(a) Fσ|N1 = id.
(b) fσ = Fσ|N ′

1
is a fine homotopy equivalence over M .

(c) The controlled surgery obstruction of Fσ rel ∂ over M is σ∈Hn(M ;L).

Since the image of σ under the surgery forget-control map Hn(M ;L) →
Ln(e) is trivial, doing surgery on V we can assume that V = N1 × I, and
in particular that N ′

1 = N1. Using fσ : N1 → N1 as gluing map, form the
complex X1 = D1 ∪fσ C1 as indicated in Figure 6.2.
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D 11C f σ
C

Figure 6.2

Here, Cfσ
is the mapping cylinder of fσ. The construction of X1 allows

us to extend the control map q : N1 → M to a UV 1 homotopy equivalence
p0 : X1 → M such that the restrictions of p0 to C1 and D1 are close to the
respective inclusions. In a large euclidean space RL, gently perturb p0 to
an embedding. This defines a metric on X1 and completes the first stage
of the construction. Notice that the control on the Poincaré duality of X1

over M is only constrained by the magnitude of the controlled equivalence
fσ : N1 → N1, which can be chosen to be arbitrarily fine.
Constructing X2. Starting with a UV 1 homotopy equivalence M → X1, we
perform a similar cut-paste construction on M along the boundary N2 of
a regular neighborhood C2 of the 2-skeleton of a much finer triangulation
of M . As in the construction of p0 : X1 → M , we obtain a UV 1 homotopy
equivalence p′1 : X ′

2 → X1. The difference in this step is that we modify
p′1 to a fine equivalence over M , with a view toward fast convergence. By
construction, the controlled surgery obstruction of p′1 with respect to the
control map p0 : X1 → M is zero. Surgery on X ′

2 can be done as in the
manifold case, by moving spheres off of the 2-dimensional spine of C2 and
pushing them away from the singular set under small deformations. This
gives a fine UV 1 homotopy equivalence p1 : X2 → X1 over M . Control on
p1 is only limited by the Poincaré duality of X1 over M , since X2 can be
constructed to be a much finer Poincaré space than X1.

Mildly perturb p1 : X2 → X1 to an embedding of X2 into a small regular
neighborhood V1 of X1 ⊆ RL. By the thin h-cobordism theorem [43], we
can assume that the region between V1 and a small regular neighborhood
V2 of X2 in V1 admits a fine product structure over M .

V1

X2

X1 .

V2

.

Figure 6.3
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Iterating the construction, we obtain fine homotopy equivalences pi:Xi+1

→ Xi over Xi−1. The control on pi+1 depends only on the Poincaré duality
of Xi over Xi−1 which can be chosen to be so fine that the region between
small regular neighborhoods Vi and Vi+1 of Xi and Xi+1, respectively, ad-
mits a controlled product structure over Xi−1. As before, the Poincaré
duality of Xi+1 over Xi can be assumed to be as fine as necessary in the
next stage of the construction.

Let X =
∞∩

i=1
Vi be the intersection of the nested sequence Vi of regu-

lar neighborhoods of Xi. Concatenating the product structures on Vi r
int (Vi+1), i ≥ 1, gives a deformation retraction p : V1 → X, provided that
the product structures are sufficiently fine. This shows that X is an ENR.
The map p actually defines a mapping cylinder structure on the neighbor-
hood V1 of X.

In order to show that X is a homology manifold, we first reinterpret
controlled Poincaré duality in terms of lifting properties, via a controlled
analogue of Spivak’s thesis [51]. Let ρ = p|∂V1 : ∂V1 → X, and let ρi : ∂Vi →
Xi denote the restriction of the regular neighborhood projection Vi → Xi

to ∂Vi. Proposition 4.5 of [10] implies that given δ > 0, ρi has the δ-
homotopy lifting property, provided that i is large enough. Hence, the
projection ∂V1 → Xi obtained from the product structure connecting ∂V1

to ∂Vi also has the δ-homotopy lifting property, for i large enough. Since
the homotopy equivalences Xi → X become finer as i →∞, it follows that
ρ : ∂V1 → X has the ε-homotopy lifting property, for every ε > 0, i.e., ρ is a
manifold approximate fibration over X. This implies that X is a homology
manifold [22].

The approximate homology manifolds Xi were constructed to carry
the resolution obstruction σ, in the sense that there is a normal map
φi : M → Xi with controlled surgery obstruction σ ∈ Hn(Xi−1;L). Since
the sequence {Xi} converges to X, a change of control space argument
implies that I(X) = σ. This concludes the construction.

7. Concluding remarks

The existence of nonresolvable ENR homology manifolds raises numer-
ous questions about the geometric topology of these spaces. In [10], we
summarized several of these questions in a conjecture.

Conjecture (BFMW). There exist spaces R4
k, k ∈ Z, such that every

connected DDP homology n-manifold X with local index I(X) = 8k + 1,
n ≥ 5, is locally homeomorphic to R4

k ×Rn−4. ENR homology n-manifolds
with the DDP are topologically homogeneous, the s-cobordism theorem holds
for these spaces, and structures on closed DDP homology manifolds Xn are



340 Washington Mio

classified (up to homeomorphisms) by a surgery exact sequence

· · · → Hn+1(X;L) → Ln+1(Zπ1(X)) →
SH(X) → Hn(X;L) → Ln(Zπ1(X)).

Remark . This exact sequence has been established in [10] up to s-cobor-
disms of homology manifolds.

Recall that a topological space X is homogeneous if for any pair of points
a, b ∈ X, there is a homeomorphism h : X → X such that h(a) = b. The
topological homogeneity of DDP homology manifolds seems to be a problem
of fundamental importance. A positive solution would strongly support the
contention that DDP homology manifolds form the natural class in which
to develop manifold theory in higher dimensions and would also settle the
long standing question “Are homogeneous ENRs manifolds?”, proposed by
Bing and Borsuk in [5].

The validity of Edward’s CE-approximation theorem in this class of
spaces is a recurring theme in the study of the topology of homology man-
ifolds. Can a cell-like map f : X → Y of DDP homology n-manifolds,
n ≥ 5, be approximated by homeomorphisms? Homogeneity and many
other questions can be reduced to (variants of) this approximation prob-
lem.

Homology manifolds are also related to important rigidity questions. For
example, the existence of a nonresolvable closed aspherical ENR homology
n-manifold X, n ≥ 5, would imply that either the integral Novikov conjec-
ture or the Poincaré duality group conjecture are false for the group π1(X).
Indeed, if the assembly map

A : H∗(X;L) // L∗(Zπ1(X))

is an isomorphism, the homology-manifold structure set SH(X) contains a
single element. Therefore, if M is a closed manifold homotopy equivalent to
X, then X is s-cobordant to M . This implies that I(X) = 1, contradicting
the assumption that X is not resolvable. Hence, π1(X) would be a Poincaré
duality group which is not the fundamental group of any closed aspherical
manifold [27].

Can a map of DDP homology manifolds be made transverse to a codi-
mension q tamely embedded homology manifold? In her thesis, Johnston
established map transversality (up to s-cobordisms) in the case the homol-
ogy submanifolds have bundle neighborhoods [32] (see also [33]). Although
the existence of such neighborhoods is, in general, obstructed (since indices
satisfy a product formula), it seems plausible that there exist an appropri-
ate notion of normal structure for these subobjects that yield general map
transversality. When the ambient spaces are topological manifolds, q ≥ 3,
and the homology submanifolds have dimension ≥ 5, mapping cylinders
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of spherical manifold approximate fibrations appear to provide the right
structures [43]. This is consistent with the fact that, for manifolds, Marin’s
topological transversality is equivalent to the neighborhood transversality
of Rourke and Sanderson [39]. In [12], approximate fibrations are used
to extend to homology manifolds the classification of tame codimension
q manifold neighborhoods of topological manifolds, q ≥ 3, obtained by
Rourke and Sanderson [48]. This classification is used to prove various
embedding theorems in codimensions ≥ 3.

Smith theory [50] and the work of Cappell and Weinberger on propaga-
tion of group actions [19] indicate that nonstandard homology manifolds
may occur as fixed sets of semifree periodic dynamical systems on mani-
folds. Homology manifolds also arise as limits of sequences of riemannian
manifolds in Gromov-Hausdorff space [30]. Results of Bestvina [2] show
that boundaries of Poincaré duality groups are homology manifolds, fur-
ther suggesting that exotic ENR homology manifolds may become natural
geometric models for various phenomena.
Acknowledgements. I wish to thank Andrew Ranicki for many comments
and suggestions, and John Bryant for numerous discussions during several
years of collaboration.
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A survey of applications of surgery to knot
and link theory

Jerome Levine and Kent E. Orr

1. Introduction

Knot and link theory studies how one manifold embeds in another.
Given a manifold embedding, one can alter that embedding in a neigh-
borhood of a point by removing this neighborhood and replacing it with
an embedded disk pair. In this way traditional knot theory, the study of
embeddings of spheres in spheres, impacts the general manifold embedding
problem. In dimension one, the manifold embedding problem is knot and
link theory.

This article attempts a rapid survey of the role of surgery in the devel-
opment of knot and link theory. Surgery is one of the most powerful tools
in dealing with the question “To what extent are manifolds (or manifold
embeddings) uniquely determined by their homotopy type?” As we shall
see, roughly speaking, knots and links are determined by their homotopy
type (more precisely, Poincaré embedding type) in codimension ≥ 3 and
are much more complicated in codimension two. We proceed, largely, from
an historical perspective, presenting most of seminal early results in the
language and techniques in which they were first discovered. These results
in knot theory are among the most significant early applications of surgery
theory and contributed to its development. We will emphasize knotted and
linked spheres, providing only a brief discussion of more general codimen-
sion two embedding questions. In particular, the theory of codimension
two embedding, from the standpoint of classifying within a Poincaré em-
bedding type, deserves a long overdue survey paper. The present paper will
not fill this void in the literature. Cappell and Shaneson give an excellent
introduction to this subject in [CS78].

By no means is this survey comprehensive, and we apologize in advance
for the omission of many areas where considerable and important work has
been done. For example, we will omit the extensive subject of equivariant
knot theory. We will also not include any discussion of the techniques of
Dehn surgery that have proven so valuable in the study of three manifolds
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and classical knots. Furthermore, we will not touch on the related sub-
ject of immersion theory, and barely mention singularity theory. We urge
the reader to consult one of the many excellent surveys which have cov-
ered the early (before 1977) development of codimension two knot theory
in more depth. The articles by Cameron Gordon [Gor77] and Kervaire-
Weber [KW77] on, respectively, low-dimensional and high-dimensional knot
theory are excellent. A detailed discussion of surgery and embedding the-
ory can be found in Ranicki’s books, [Ran81], [Ran98]. On the other hand,
we are not aware of any previously existing comprehensive survey of recent
developments in link theory.

2. Codimension > 2

Perhaps the first use of surgery techniques in knot theory was in the
work of Andre Haefliger. In 1961 Haefliger [Hae61] proved a basic theo-
rem which showed that, for appropriately highly connected manifolds, the
isotopy classification of embeddings coincided with the homotopy classifi-
cation of maps, as long as one was in the metastable range of dimensions.
More specifically Haefliger showed that if M is a compact manifold, then
any q-connected map f : Mn → V m (where superscripts denote dimen-
sion) is homotopic to an embedding, if m ≥ 2n−q, and any two homotopic
q-connected maps Mn → V m are isotopic if m > 2n − q. This theorem
required, also, the restriction 2m ≥ 3(n + 1) and 2m > 3(n + 1), respec-
tively. In particular, any homotopy n-sphere embeds in Sm and any two
such embeddings are homotopic as long as 2m > 3(n + 1).

His proof proceeded by examining the singular set of a smooth map
and eliminating it by handle manipulations — a generalization of Whit-
ney’s method for n-manifolds in 2n-space. Meanwhile Zeeman in the PL-
category, and Stallings in the topological category, had shown, using the
technique of engulfing, that there were no non-trivial knots as long as
m > n + 2 [Zee60] [Sta63].

Haefliger, in a seminal paper [Hae62], showed that when m = 3
2 (n + 1),

the analogous smooth result was already false. Here was the first real use
of surgery to study embedding problems. In this paper Haefliger developed
the technique of ambient surgery, i.e. surgery on embedded manifolds, and
used this technique to give a classification of knotted (4k − 1)-spheres in
6k-space (which was, shortly after, extended to a classification of (2k− 1)-
spheres in 3k-space). He first observed that the set Θn,k of h-cobordism
classes of embedded homotopy n-spheres in (n + k)-space was an abelian
group under connected sum (by results of Smale, h-cobordism and isotopy
are synonymous if k > 2 and n > 4). He then showed that Θ4k−1,2k+1 ∼= Z
by constructing an invariant in the following manner.

If K4k−1 ⊆ S6k is a smooth knot, then choose a framed properly embed-
ded submanifold N ⊆ D6k+1 bounded by K. A 2k-cocycle of N is defined
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by considering the linking number of any 2k-cycle of N with a translate of
N in D6k+1. The square of this cocycle is the desired invariant. It turned
out to be the complete obstruction to ambiently “surgering” N to a disk .
A similar argument showed that Θ4k+1,2k+2 ∼= Z2.

In 1964 Levine [Lev65a] used the methods of Kervaire-Milnor’s ground-
breaking work [KM63] on the classification of homotopy-spheres, together
with Haefliger’s ambient surgery techniques, to produce a non-stable version
of the Kervaire-Milnor exact sequences for k > 2 and n > 4:

· · · → πn+1(Gk, SOk) → Pn+1
d→ Θn,k τ→ πn(Gk, SOk) σ→ Pn → · · · .

Here Pn is defined to be Z, if n ≡ 0 (mod 4), Z2 if n ≡ 2 (mod 4), and 0
if n is odd. Gk is the space of maps Sk−1 → Sk−1 of degree 1. The map d is
defined as follows. Choose a proper embedding Nn+1 ⊆ Dn+k+1, where N
is some framed manifold with spherical boundary and signature or Kervaire
invariant a given element a ∈ Pn+1. Then d(a) is defined to be the knot
∂N ⊆ Sn+k and is independent of the choice of N . If K ⊆ Sn+k, then
τ([K]) is defined from the homotopy class of the inclusion ∂T ⊆ Sn+k−K '
Sk−1, where T is a tubular neighborhood of K. This sequence essentially
reduced the classification of knots in codimension > 2 to the computation
of some homotopy groups of spheres and the relevant J-homomorphisms,
modulo some important group extension problems including the infamous
Kervaire invariant conjecture.

Shortly after this, Haefliger [Hae66a] produced an alternative classifica-
tion of knots using triad homotopy groups. He considered the group Cn,k

of h-cobordism classes of embeddings of Sn in Sn+k. The relation between
Cn,k and Θn,k is embodied in an exact sequence due to Kervaire:

· · · → Θn+1 → Cn,k → Θn,k → Θn ∂→ Cn−1,k → · · · .

Here Θn denotes the group of h-cobordism classes of homotopy n-spheres,
and ∂ is defined by associating to any Σ ∈ Θn its gluing map h, defined by
the formula Σ = Dn ∪h Dn, and then considering the embedding

Sn−1 h→ Sn−1 ⊆ Sn+k−1 .

Haefliger showed that Cn,k ∼= πn+1(G;Gk, SO), where G = limq→∞Gq and
SO = limq→∞ SOq.

All of these results are interconnected by a “braided” collection of exact
sequences (see [Hae66a]).

In [Hae66b] Haefliger applied these techniques to the classification of
links in codimension > 2 and the result was another collection of exact
sequences which reduced the classification of links to the classification of
the knot components and more homotopy theory. For any collection of
positive integers p1, · · · pr,m, where m > pi + 2, the set of h-cobordism
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classes of disjoint embeddings Sp1 + · · · + Spr ⊆ Sm forms an abelian
group under component-wise connected sum. It contains, as a summand,
the direct sum

⊕
i Cpi,m−pi , representing the split links. The remaining

summand Lm
p was shown by Haefliger to lie in an exact sequence:

· · · → Am
p+1 → Bm

p+1 → Lm
p → Am

p
W→ Bm

p → · · ·(1)

where p stands for the sequence p1, · · · pr. The terms Am
p and Bm

p are
made up from homotopy groups of spheres and W is defined by Whitehead
products.

After the development of the surgery sequence of Browder, Novikov, Sul-
livan and Wall [Wal70] these earlier knot and link classification results were
given a more concise treatment in [Hab86]. In fact the methods of Browder
and Novikov had already been extended to give a surgery-theoretic classi-
fication of embeddings of a simply-connected manifold in another simply-
connected manifold. A general classification of embeddings in the meta-
stable range, using the homotopy theory of the Thom space of the normal
bundle was given by Levine in [Lev63]. For any closed simply-connected
manifold Mn and vector bundle ξk over M , with n < 2k − 3, which is sta-
bly isomorphic to the stable normal bundle of M , there is a one-one corre-
spondence (with some possible exceptions related to the Kervaire invariant
problem) between the set of h-cobordism classes of embeddings of M into
Sn+k and normal bundle ξ and the set h−1(ω), where ω ∈ Hn+k(T (ξ)) ∼= Z
and h : πn+k(T (ξ)) → Hn+k(T (ξ)) is the Hurewicz homomorphism. Here,
T (ξ) is the Thom space of ξ. Browder, in [Bro66], gives a classification
of smooth simply connected embeddings in codimension > 2 in terms of
a homotopy-theoretic model of the complement. Here the fundamental
notion of a Poincaré embedding first appeared, and was later refined by
Levitt [Lev68] and Wall [Wal70].

A Poincaré embedding of manifolds X in Y is a spherical fibration ξ over
X, a Poincaré pair (C, B), a homotopy equivalence of B with the total space
S(ξ) of ξ, and of Y with the union along B of C and the mapping cylinder of
the map S(ξ) → X. C is a homotopy theoretic model for the complement of
the embedding. A theorem of Browder (extended by Wall to the non-simply
connected case) says that if if X is an m manifold and Y is an n manifold,
and n−m ≥ 3 then a (locally flat) topological or PL embedding determines
a unique Poincaré embedding and a Poincaré embedding corresponds to a
unique locally flat PL or topological embedding (See, for instance, [Wal70].)
For smooth embeddings one must first specify a linear reduction for ξ as
well. This extended an earlier result of Browder, Casson, Haefliger and Wall
that said that any homotopy equivalence Mn → V n+q of PL-manifolds is
homotopic to an embedding if q ≥ 3. (The more general result has been
sometimes referred to as the Browder, Casson, Haefliger, Sullivan, Wall
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theorem.) A broad extension of this result to stratified spaces can be found
in [Wei94].

3. Knot theory in codimension two

3.1. Unknotting. One of the earliest applications of surgery to codimen-
sion two knot theory was the unknotting theorem of Levine [Lev65b] which
states that a smooth or piecewise-linearly embedded homotopy n-sphere
K ⊆ Sn+2, for n > 2, is smoothly isotopic to the standard embedding
Sn ⊆ Sn+2 if and only if the complement Sn+2−K is homotopy equivalent
to the circle. Earlier Stallings had established that topological locally flat
codimension 2 knots, of dimension > 2, whose complements have the ho-
motopy type of a circle, are unknotted [Sta63]. His proof used the method
of engulfing. Levine’s proof of this fact (in dimensions > 4, extended by
Wall [Wal65] to n = 3) in the smooth or piecewise-linear category pro-
ceeded by showing that one could do ambient surgery on a Seifert surface
of the knot to convert it to a disk.

These surgery techniques were later used by Levine, in [Lev70], to give a
classification of simple odd-dimensional knots of dimension > 1— i.e. knots
whose complements are homotopy equivalent to that of the trivial knot
below the middle dimension— in terms of the Seifert matrix of the knot.
The Seifert matrix of a knot K2n−1 ⊆ S2n+1 is a representative matrix of
the Seifert pairing which is defined as follows. Choose any (n−1)-connected
Seifert surface for K, i.e. a submanifold M2n ⊆ S2n+1 whose boundary is
K. The existence of such M is equivalent to K being simple. The Seifert
pairing associated to M is a bilinear pairing σ : Hn(M) ⊗ Hn(M) → Z.
If α, β ∈ Hn(M) choose representative cycles z, w, respectively and define
σ(α, β) = ` k(z′, w), where ` k denotes linking number and z′ is a translate
of z off M in the positive normal direction. Different choices of M give
different Seifert matrices but any two are related by a sequence of simple
moves called S-equivalence. The classification of simple knots is then given
by the S-equivalence class of its Seifert matrix.

Classification of simple even-dimensional knots was achieved, in special
cases, by Kearton [Kea76] and Kojima [Koj79] and, in full generality, by
Farber in [Far80]. The classification scheme here is considerably more com-
plex than in the odd-dimensional case. For a simple knot K2n ⊆ S2n+2

let X = S2n+2 − K and X̃ denote the infinite cyclic cover of X. Then
the invariants which classify, in Farber’s formulation, are: the Z[t, t−1]-
modules A = Hn(X̃), B = πS

n+2(X̃) (the stable homotopy group), the map
α : A ⊗ Z2 → B, defined by composition with the non-zero element of
πn+2(Sn), and two pairings l : T (A)⊗T (A) → Q/Z (T (A) is the Z-torsion
submodule of A) and ψ : B ⊗Z B → Z4 which are defined from Poincaré
duality.
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This result is, in fact, a consequence of a more general result of Far-
ber’s [Far84] which gives a homotopy-theoretic classification of stable knots,
i.e. knots Kn ⊆ Sn+2 whose complements are homotopy equivalent to that
of the trivial knot below dimension (n + 3)/3. The classification is via
the stable homotopy type of a Seifert surface M together with a prod-
uct structure u : M ∧ M → Sn+1, representing the intersection pairing,
and a map z : ΣM → ΣM (ΣM is the suspension of M) representing the
Seifert pairing, i.e. translation into the complement of M in Sn+2 com-
bined with Alexander duality. In a somewhat different direction, Lashof-
Shaneson [LS69], used the surgery theory of Wall [Wal70] to show that the
isotopy class of a knot is determined by the homotopy type of its comple-
mentary pair (X, ∂X), where X is the complement of the knot, as long as
π1(X) = Z.

A specific problem which received some attention was the question of
how well the complement of a knot determined the knot (we restrict our-
selves to knots of dimension > 1). Gluck [Glu67] showed that there could be
at most two knots with the same complement in dimension 2. Later Brow-
der [Bro67] obtained this result in all dimensions ≥ 5. Lashof and Shaneson
extended this to the remaining high dimensional cases, n = 3, 4 [LS69]. It
followed from Farber’s classification that stable knots were determined by
their complement, but Gordon [Gor76], Cappell-Shaneson [CS76b] and Su-
ciu [Suc92] constructed examples of knots which were not determined by
their complements. These examples all had non-abelian fundamental group
and it remains a popular open conjecture that, when π1(complement) = Z,
the knot is determined by its complement.

3.2. Knot invariants. Surgery methods were also used to describe the
various algebraic invariants associated to knots. For example in [Lev66]
Levine gave another proof of Seifert’s result characterizing which polyno-
mials could be the Alexander polynomial of a knot (also see [Rol75]). This
generalized Seifert’s result to a wider array of knot polynomials, defined for
higher-dimensional knots as the Fitting invariants of the homology Z[t, t−1]-
modules of the canonical infinite cyclic covering of the complement of the
knot. In [Ker65a] Kervaire gave a complete and simple characterization
of which groups π could be the fundamental group of the complement of
a knot of dimension > 2. The proof used plumbing constructions to con-
struct the knot complement with the desired group, and then invoked the
Poincaré conjecture to recognize that a given manifold was a knot comple-
ment. This last idea at least partially foreshadowed the homology surgery
techniques of Cappell and Shaneson of the next decade. The conditions
Kervaire obtained were:

(i) H1(π) ∼= Z
(ii) H2(π) = 0
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(iii) π is normally generated by a single element
By replacing condition (ii) by the stronger condition:
(ii’) π has a presentation with one more generator than relators

he described a large class of groups which are the fundamental group of
the complement of some 2-dimensional knot (the process of spinning shows
that any 2-knot group is a 3-knot group). Using Poincaré duality in the
universal cover of the complement, several people found further proper-
ties of 2-knot groups which enabled them to produce examples of 3-knot
groups which were not 2-knot groups, but the problem of characterizing
2-knot groups is still open (as is, of course, 1-knot groups). See Far-
ber [Far75], Gutierrez [Gut72], Hausmann and Weinberger [HW85], Hill-
man [Hil80], Levine [Lev77b], and especially, see Hillman’s book [Hil89]
for an extensive study of this question. An old example of Fox showed
that (ii’) was not a necessary condition for 2-knot groups. In [Ker65a]
Kervaire also gave a complete characterization of the lowest non-trivial ho-
motopy group of the complement of a knot with π1(complement) = Z, as a
Z[t, t−1]-module. In [Lev77a], Levine gives a complete characterization of
the Z[t, t−1]-modules which can arise as any given homology module of the
infinite cyclic covering of a knot of dimension > 2 (except for the torsion
submodule of H1).

3.3. Knot concordance. In codimension two, the relation of h-cobordism
(more often called concordance today) is definitely weaker than isotopy and
so the group Θn,2, known as the knot concordance group, measures this
weaker relation. Its computation required drastically different techniques.

The application of surgery techniques in this context was begun by Ker-
vaire. In [Ker65b] he showed that all even-dimensional knots were slice.
In [Lev69b] Levine gave an algebraic determination of the odd-dimensional
knot concordance group in dimensions > 1 in terms of the algebraic cobor-
dism classes of Seifert matrices. Two Seifert matrices A,B are cobordant if
the block sum A⊕ (−B) is congruent to a matrix of the form ( 0 X

Y Z ), where
X, Y, Z and the zero matrix 0 are all square. It was then shown [Lev69a],
using results of Milnor [Mil69], that the knot concordance group is a sum
of an infinite number of Z,Z/2 and Z/4 summands. More detailed infor-
mation on the structure of this group was obtained by Stoltzfus in [Sto77].

In summation, knot concordance is now reasonably well-understood in
dimensions > 1; the (smooth and PL) knot concordance group is periodic
of period 4 (except it is a subgroup of index 2 for 3-dimensional knots). The
topological knot concordance group preserves this periodicity at dimension
3 and is otherwise the same as the smooth and PL groups (see [CS73]).

3.4. Homology surgery. In [CS74], Cappell and Shaneson attacked the
problem of classifying codimension two embeddings within a fixed h-Poin-
caré embedding type. (See [CS78] for a precise definition of an h-Poincaré
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embedding.) Here, the key idea was to interpret codimension two embed-
ding problems as problems in the classification of spaces up to homology
type. The motivating example should illustrate this well.

By the high-dimensional Poincaré conjecture, a manifold with bound-
ary Sn × S1 is the complement of a knot if and only if it is a homology
circle and the fundamental group is normally generated by a single ele-
ment (the meridian.) Thus, the classification of knot complements is the
classification of homology circles, a calculation carried out in [CS74]. (In
contrast, Levine’s unknotting theorem tells us that only the trivial knot has
the homotopy type of S1.) Similarly, a homology cobordism between knot
complements (again with extra π1 condition) extends, by the h-cobordism
theorem, to a concordance of knots. Hence the classification of knot concor-
dance reduces to computing the structure group of homology S1×Dn+1′s.
A general discussion tying together the various surgery theoretic tools for
codimension two placement, known as of 1981, can be found in [Ran81].

Cappell and Shaneson’s applications of these techniques were quite rich.
For example they showed that concordance classes of embeddings of a
simply-connected manifold in a codimension two tubular neighborhood of
itself were in one-one correspondence with the knot concordance group of
the same dimension and this bijection was produced by adding local knots
to the 0-section embedding. (See Matsumoto [Mat73] for related results.)
This allowed for a geometric interpretation of the periodicity of knot con-
cordance from a more natural surgery theoretic point of view [CS74], than
those given via tensoring knots [KN77], or groups actions [Bre73]. In turn,
as an example of how knot theory fertilizes the more general subject of
manifold theory, knot theoretic ideas (in particular, branched fibrations)
provided a geometric description of Siebenmann periodicity [CW87].

Cappell and Shaneson applied their homology surgery techniques to the
study of singularities of codimension two PL-embeddings (i.e. non-locally
flat embeddings) in [CS76a] and gave definitive results on the existence of
such embeddings as well as an obstruction theory for removing the singu-
larities. A codimension two PL locally flat embedding has a trivial tubular
neighborhood. Thus one might hope to study non-locally flat embeddings
with isolated singularities via the knot types of the links of the singulari-
ties. Indeed, they showed that the classifying space of oriented codimension
two thickenings has the knot concordance groups as its homotopy groups.
More recently, Cappell and Shaneson studied non-isolated singularities by
observing that, with appropriate perversity, the link of a singularity looks
like a knot to intersection homology [CS91].

Cappell and Shaneson prove that for closed oriented odd dimensional PL
manifolds Mn and Wn+2, with n ≥ 3, a map f : M → W is homotopic to a
(in general, non-locally flat) PL embedding if and only if f is the underlying
map of an h-Poincaré embedding. This is often false in even dimensions,
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but still holds if W is simply connected. In fact, they show the existence
of even dimensional spineless manifolds, i.e., manifolds Wn+2 with the
homotopy type of an n manifold and such that W contains no codimension
two embedded submanifold within its homotopy type. See [CS78] for an
extensive discussion of these and other results and the techniques used to
derive them.

3.5. Four-dimensional surgery and classical knot concordance. For
the case of classical one-dimensional knots it was clear that the classifica-
tion scheme of Kervaire and Levine must fail but it took some time before
it was actually proved by Casson and Gordon [CG76], in a paper that
is among the deepest in the literature of knot theory. All the higher-
dimensional knot concordance invariants are invariants of knotted circles
as well, and knots for which these invariants vanish are often called alge-
braically slice. Casson and Gordon defined secondary slicing obstructions
using signatures associated to metabelian coverings of the knot comple-
ment, and gave explicit examples of very simple one-dimensional knots
that were algebraically slice but not (even topologically) slice. These re-
main among the most obscure invariants in geometric topology, and very
little progress has been made in understanding them. Several papers of
interest include Gilmer [Gil83], and Letsche [Let95] for traditional Casson
Gordon invariants, and results of Cappell and Ruberman [CR88], Gilmer-
Livingston [GL92], Ruberman [Rub83], and Smolinsky [Smo86] that inves-
tigate the use of Casson Gordon invariants to study doubly slice knots in
the classical and higher dimensional context.

The knot slice problem seeks to classify the structure set of homology
circles, and it seems natural to suppose that the Casson-Gordon invariants
manifest the existence of secondary four-dimensional homology surgery in-
variants. Freedman’s work suggests that any secondary obstructions to
topological surgery obstruct building Casson handles. It is a central ques-
tion to relate these ideas, and see what role Casson-Gordon invariants play
in the general problem of computing homology structure groups in dimen-
sion four, and in creating Casson handles in general.

In a remarkable application of Freedman’s topological surgery machine,
Freedman has shown that a classical knot is slice with a slicing comple-
ment with fundamental group Z (called Z-slice) if and only if the Alexan-
der module of the knot vanishes [Fre82]. (Donaldson’s work implies not
all of these knots are smoothly slice, giving counterexamples to the topo-
logical ribbon slice problem! Freedman’s work predicts that an analogous
class of links, called good boundary links, are slice. However, such links
have free (or nearly so) fundamental groups, and it is still an open ques-
tion whether topological surgery works for such groups. In fact, Casson
and Freedman showed that good boundary links are slice if and only if
every four-dimensional normal map with vanishing surgery obstruction is
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normally cobordant to a homotopy equivalence [CF84]. The Whitehead
double of any link, with pairwise vanishing linking numbers zero, is a good
boundary link, and the slicing problem for the Whitehead double of the
Borromean rings may be the archetypal example on which this problem’s
solution rests. A discussion of these and other connections between the
four-dimensional topological surgery conjecture and the link slice problem
can be found in [FQ90].

Among the most important open problems that surgery theory gives
hope of answering is the ribbon-slice problem. It is conjectured that a knot
is ribbon if and only if it is smoothly slice. In the topological category,
one seeks to determine if a knot is slice if and only if it is homotopy rib-
bon. A knot is homotopy ribbon if it is slice by a locally flat, topologically
embedded two disk where the inclusion of the complement of the knot to
the complement of the slicing disk induces an epimorphism on fundamen-
tal group. The Casson-Gordon invariants give potential obstructions to
this, as they may detect the failure of this map to induce an epimorphism
of fundamental groups. A more complete theory of topological homology
surgery in dimension 4 would give deeper invariants, and possibly real-
ization techniques for solving the homotopy ribbon-slice problem. For in-
stance, reducing the classification of classical knot concordance to the four
dimensional topological surgery conjecture might reduce this problem to a
surgery group computation.

4. Link concordance

4.1. Boundary links. Following success in the classification of knot con-
cordance in high dimensions, attention focused on classifying links up to
concordance. The knot concordance classification theorems made explicit
use of the Seifert surface for the knot. The existence of this Seifert sur-
face meant that S1 split from the knot complement. A link for which the
components bound pairwise disjoint Seifert surfaces is called a boundary
link. A boundary link complement splits a wedge of circles. It is natural
to suspect that concordance of boundary links might be computable using
similar techniques to those used to classify knots. In fact, the trivial link
gives a nice Poincaré embedding and the classification of concordance of
boundary links is, roughly, the classification of homology structures on the
trivial link complement.

The arguments of Kervaire used to slice even-dimensional knots were eas-
ily seen to slice even-dimensional boundary links as well. Cappell-Shaneson
applied their homology surgery machinery to calculate the boundary con-
cordance group of boundary links of dimension > 1 [CS80], where bound-
ary link concordance is the natural notion of concordance for boundary
links. More precisely, the components of the concordance, together with
the Seifert surface systems for the links, are assumed to bound pairwise
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disjoint, oriented, and embedded manifolds. They prove that in all odd di-
mensions there exist infinitely many distinct concordance classes of bound-
ary links none of which contain split links. Their argument is somewhat
delicate. The homology surgery group which computes boundary concor-
dance of boundary links detects links not boundary concordant to a split
link. Further arguments were needed to show that these same links were
not concordant to split links.

Later, Ko [Ko87] and Mio [Mio87] used Seifert matrices to give an alter-
native classification of boundary link concordance of boundary links and
Duval [DuV86] obtained the classification using Blanchfield pairings. The
complete computation of these surgery groups has not been attempted to
our knowledge, and remains an interesting open problem. An isotopy clas-
sification of simple odd-dimensional (boundary) links was carried out by
Liang [Lia77].

4.2. Non-boundary links. We have seen that the classification of bound-
ary links, up to concordance, followed similar lines to the classification of
knot concordance. But the concordance classification of non-boundary links
has proven more difficult, requiring new ideas and techniques. With the
work of Cappell and Shaneson, attention naturally focused on these two
questions:

1. Are all links concordant to boundary links?
2. Is boundary link concordance the same as link concordance?

The first question has only recently been answered and the second remains
open.

Perhaps the first suggestion of how to proceed appeared in a small con-
cluding section of [CS80], where the authors anticipate and motivate many
of the techniques which continue to dominate research on link concordance.
The authors suggested that one may study general link concordance (as op-
posed to boundary link concordance) by considering limiting constructions
which serve as a way of measuring the failure of a given link to be a bound-
ary link. We elaborate further.

Boundary links are accessible to surgery techniques because there is a
terminal boundary link complement (the trivial link) to which all boundary
link complements map by a degree one map. This gives a manifold to
which all boundary link complements can be compared. Similarly, a slice
complement for the trivial link is terminal among all boundary link slice
complements. Since the fundamental group can change dramatically under
a homology equivalence (and under a concordance), no simple terminal
object exists for general links. Cappell and Shaneson suggested that a
limit of link groups might be used to construct such a terminal object for
links. This suggestion launched a flurry of research activity.
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The missing idea, needed to make Cappell and Shaneson’s suggestion
work, was discovered by Vogel in an unpublished manuscript, and imple-
mented in a paper of Le Dimet [Dim88]. Vogel suggested that instead of
taking the limit through link groups, one should take the limit through
spaces of the homology type one seeks to classify, thus constructing a ter-
minal object within a homology class. Homotopy theory had long studied
similar limiting constructions, i.e., Bousfield’s homology localization of a
space [Bou75]. Bousfield’s space was far too big for the study of compact
manifolds. The Vogel localization was a limit through maps of finite CW
complexes with contractible cofiber.

In [Dim88], Le Dimet uses Vogel’s idea to classify concordance classes
of disk links. A disk link is a collection of codimension two disks disjointly
embedded in a disk so that the embedding is standard on the bound-
ary [Dim88]. (We believe disk links first appeared in this paper. Links
in the 3-disk were later referred to as string links.) The inclusion of the
meridians (a wedge of circles) of a disk link into the complement is a map
of finite complexes with contractible cofiber, and thus becomes a homo-
topy equivalence after localization. Restricting a homotopy inverse to the
boundary of the disk link complement gives a map whose homotopy class is
a concordance invariant of the disk link. We will refer to this as Le Dimet’s
homotopy invariant. Le Dimet proved that m component, n-dimensional
disks links, modulo disk link concordance, form a group Cn,m and that, for
n ≥ 2, this group and his homotopy invariant fit into an exact sequence
involving Cappell-Shaneson homology surgery groups. In particular, Le
Dimet gives a long exact sequence as follows:

· · · → Cn+1,m → Hn+1 → Γn+3 → Cn,m → Hn → · · ·

Here, Hn = [#Sn × S1, E(∨S1)] (homotopy classes of maps) is the home
of Le Dimet’s homotopy invariant. E(∨S1) is the Vogel localization of a
wedge of circles, and Γn+3 is a relative homology surgery group involving
π1(E(∨S1)) which acts on Cn,m.

Concordance classes of links are a quotient set of Le Dimet’s disk link
concordance group, and so the computation of this group is of fundamental
importance. Unfortunately, the Vogel localization is difficult to compute
and almost nothing is known about it. Understanding this space and its
fundamental group remains among the most central open problems in the
study of high-dimensional link concordance. For example, if this space is a
K(π, 1), then even-dimensional links are always slice.

In [CO90, CO93], Cochran and Orr gave the first examples of higher
odd-dimensional links not concordant to boundary links. Although this
work was partly motivated by Le Dimet’s work (and other sources as well)
the paper gave obstructions in terms of localized Blanchfield pairings of
knots lying in branched covers of the given link. They obtained examples
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of 2-torsion and 4-torsion, Brunnian examples (remove one component and
the link becomes trivial) as well as other interesting phenomena. They
gave similar examples for links in S3. (Here the interesting problem was
to find links with vanishing Milnor µ̄-invariants that are not concordant to
boundary links.) All these examples are odd-dimensional and realize non-
trivial surgery group obstructions from Le Dimet’s sequence. After their
work several alternative approaches have provided more examples. (See
Gilmer-Livingston [GL92] and Levine [Lev94]. The latter paper investi-
gates the invariance of signatures and the Atiyah-Patodi-Singer invariant
under homology cobordism.)

In [Coc87], Cochran began an investigation of homology boundary links
and concordance. Homology boundary links, like boundary links, have a
rank preserving homomorphism from their link groups to a free group.
But unlike boundary links, this homomorphism is not required to take
meridians to a generating set. (Using the Pontryagin-Thom construction
one can obtain what is called a singular Seifert surface system for this class
of links (see Smythe [Smy66]). All known examples of higher-dimensional
links not concordant to boundary links are sublinks of homology boundary
links.

Realizing Le Dimet’s homotopy obstruction is a difficult problem about
which almost nothing is known. For even-dimensional links it is the sole ob-
struction to slicing. For links in S3, Levine showed that it (or equivalently,
an invariant he defined independently – see below) vanishes if and only if
the link is concordant to a sublink of a homology boundary link [Lev89].
Shortly afterwards, Levine, Mio and Orr proved the same result for links of
higher odd dimension [LMO93]. An easy calculation shows Le Dimet’s in-
variant vanishes on even dimensional sublinks of homology boundary links
as well, implying these links are always slice! Thus, homology boundary
links provide a geometric interpretation for the vanishing of Le Dimet’s
homotopy invariant.

In [CO94], Cochran and Orr classified homology boundary links. Of
particular interest here was a new construction for creating a homology
boundary link from a boundary link and a ribbon link with a fixed normal
generating set, creating a link with prescribed properties and realizing given
surgery invariants. It seems likely that this construction can be generalized,
potentially providing examples for a wide class of related problems in knot
and link theory.

The work of Vogel and Le Dimet was not unprecedented. In [Coc84],
Cochran employed Cappell and Shaneson’s suggestion of taking a limit
through link groups to classify links of two spheres in S4. He used the
observation that link groups had the homology type of link complements
through half the dimensions of the link complement for links in S4. In fact,
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Le Dimet’s homotopy invariant followed a flurry of mathematical activity
in the study of homotopy theoretic invariants of link concordance.

Prior to 1980, Milnor’s µ̄-invariants for classical links (equivalently, Mas-
sey products) were the only known homotopy theoretic obstructions to
slicing a link. They remain among the deepest and most important invari-
ants of knot theory and play an important role in the study of topological
surgery in dimension four [FQ90]. In [Sat84], Sato (and Levine, indepen-
dently) introduced a concordance invariant for higher-dimensional links
that generalized the µ̄-invariant, µ̄1212, which detects the Whitehead link
in dimension one. These invariants were greatly extended using geometric
techniques by Cochran [Coc85, Coc90], and homotopy-theoretic techniques
by Orr [Orr87, Orr89]. But the only invariant among these that was not
later shown to vanish, or to be roughly equivalent to Milnor’s invariants
was a single invariant from [Orr89]. This invariant remains obscure and
unrealized.

One outgrowth of this study was the formulation of a group theoretic
construction called algebraic closure by Levine in [Lev89], a smaller version
of the nilpotent completion. This work provides a combinatorial description
of the fundamental group of a Vogel local space, and has proven useful
both in defining new invariants, and as a tool for computing local groups.
There are two variations of this construction. For a group π, π̄ lives in the
nilpotent completion of π while the possibly larger group π̂ is defined by
a universal property. π̂ is the fundamental group of the Vogel localization
of any space with fundamental group π. Levine used this latter algebraic
closure construction to define a new invariant for certain classical links.
First of all, the µ̄-invariants of Milnor can be viewed as living in F̄ . (This
observation allows one to prove a realizability theorem for the µ̄ invariants;
one of the conditions for realizability is the vanishing of a class in H2(F̄ )).
One can define a slight generalization of the µ̄ invariants which are just
liftings into F̂ . Then, for (classical) links on which these invariants vanish,
a new, possibly non-trivial, concordance invariant lives in H3(F̂ ). This
latter invariant vanishes if and only if Le Dimet’s invariant vanishes. It
was then proved in [Lev89] that this invariant vanishes if and only if the
link is concordant to a sublink of a homology-boundary link, and that
every element of H3(F̂ ) is realized by some link. (Unfortunately we do
not know if this homology group is non-zero.) This result suggested the
higher-dimensional analogue in [LMO93].

4.3. Poincaré embeddings again. In summary, it is still unknown whe-
ther all even-dimensional links are slice and whether every higher-dimen-
sional link is concordant to a sublink of a homology boundary link. Both
of these problems would be solved by computing Le Dimet’s homotopy
invariant. But, more generally, we should ask what is the larger role of
Vogel local spaces in surgery and embedding theory?
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Implicit in Le Dimet’s work is the notion that, for codimension two
placement and the classification theory of manifolds within a homology
type, one should consider a weakened version of Poincaré embedding, where
spaces are replaced with their Vogel local counterparts. For the study of
high-codimension embeddings all spaces considered are usually simply con-
nected, and therefore already local. For this reason, earlier results did not
need this operation of localization. This helps account for both the early
progress in high codimension, and the long delay in dealing effectively with
the codimension-two case. It is a fundamental problem to develop this the-
ory to its conclusion, and to consider the more general theory for stratified
spaces (see [Wei94].) Examples where this is used (at least implicitly) to
study general embedding theory can be found in the classification results
of Mio, for links with one codimension component [Mio92], and the torus
knotting results of Miller [Mil94].

Another problem is to derive the surgery exact sequence for this type
of classification. Normal maps with coefficients were classified in [Qui75]
and [TW79] for subrings of Q, but a general theory for the localization of
an arbitrary ring does not exist at this time.

4.4. Open problems. The following list of problems is by no means ex-
haustive, representing a small subset of difficult problems we think are
particularly interesting. They are either problems in surgery theory moti-
vated by knot theory and from whose solution knot theory should benefit,
or problems in knot theory that should be approachable through surgery
theory.

1. Are knots determined by their complement when π1 is Z?
2. Give an algebraic characterization of 2-knot groups.
3. Find tools for computing the algebraic closure of a group.
4. For the free group F , compute the homology of F̄ and the algebraic

closure of the free group F̂ ∼= π1(E(∨S1)). Is F̂ ∼= F̄?
5. Are all even-dimensional links slice?
6. Is every odd dimensional link (with vanishing Milnor’s µ̄-invariants

if n = 1) concordant to a sublink of a homology boundary link? Are
all higher dimensional links sublinks of homology boundary links?

7. Is every sublink of a homology boundary link concordant to a homol-
ogy boundary link?

8. Compute the homotopy type of the Vogel localization of a wedge
of circles, and Le Dimet’s homotopy invariant. More generally, find
tools for computing the homotopy type of Vogel local spaces.

9. Find more invariants and, ultimately, compute the homology surgery
group classifying boundary link concordance. In particular, if two
boundary links are concordant, are they also boundary concordant?
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10. Find more invariants and, ultimately, compute the homology surgery
group in LeDimet’s exact sequence which classifies sublinks of homol-
ogy boundary links up to concordance.

11. Derive a surgery exact sequence for homology structures with coeffi-
cients. In particular, classify normal maps.

12. Find a complete set of invariants for classical knot concordance.
13. If a classical knot is topologically slice in a homology three disk, is

it topologically slice? This problem measures the possible difference
between computing concordance of classical knots, and the solution
of a homology surgery problem.

14. Develop a theory of homology surgery in dimension four (at least
modulo Freedman’s four dimensional topological surgery problem.)

15. Solve the homotopy ribbon-topological slice problem.
16. Relate Casson-Gordon invariants to a topological four-dimensional

homology surgery machine, and in particular, find the relation to
Casson handles.
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Surgery and C∗-algebras

John Roe

1. Introduction

A C∗-algebra is a complex1 Banach algebra A with an involution ∗,
which satisfies the identity

‖x∗x‖ = ‖x‖2 ∀x ∈ A.

Key examples are
• The algebra C(X) of continuous complex-valued functions on a com-

pact Hausdorff space X.
• The algebra B(H) of bounded linear operators on a Hilbert space H.
The theory of C∗-algebras began when Gelfand and Naimark proved

that any commutative C∗-algebra with unit is of the form C(X), and a
little while later that any C∗-algebra (commutative or not) is isomorphic
to a subalgebra of some B(H).

A simple consequence of Gelfand and Naimark’s characterisation of
commutative C∗-algebras is the so-called spectral theorem. Let A be a
C∗-algebra with unit, and let x ∈ A be normal, that is xx∗ = x∗x.
Then x generates a commutative unital C∗-subalgebra of A which (by
Gelfand-Naimark) must be of the form C(X) for some X. In fact we
can identify X as the spectrum

X = σ(x) = {λ ∈ C : x− λ1 has no inverse}
with x itself corresponding to the canonical inclusion X → C. We thus
obtain the Spectral Theorem: for any ϕ ∈ C(σ(x)) we can define ϕ(x) ∈ A
so that the assignment ϕ 7→ ϕ(x) is a ring homomorphism. If x is self
adjoint (x = x∗), then σ(x) ⊆ R, since the canonical inclusion map
σ(x) → C must be invariant under complex conjugation.

As a consequence of Atiyah and Bott’s elementary proof of the periodic-
ity theorem, it was realised in the early sixties that it is possible and useful
to consider topological K-theory for Banach algebras [34]. In particular
one can define K-theory groups for C∗-algebras. For A unital

• K0(A) = the Grothendieck group of f.g. projective A-modules (in
other words, the ordinary algebraic K0 group)

1There is also a theory of real C∗-algebras, but we will not consider it here.
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• K1(A) = π0GL∞(A)
and there is a simple modification which extends the definition to non-unital
A. For an introduction one may consult [33].

For any integer i define Ki = Ki±2. Then to any short exact sequence
of C∗-algebras

0 → J → A → A/J → 0
there is a long exact K-theory sequence

. . . Ki(J) → Ki(A) → Ki(A/J) → Ki−1(J) . . . .

(The map ∂ : Ki(A/J) → Ki−1(J) is known as the connecting map.) The
2-periodicity is a version of the Bott periodicity theorem. Of course,
algebraic K-theory does not satisfy Bott periodicity; analysis is essential
here.

Here is an important example. An operator T on a Hilbert space H is
called Fredholm if it has finite-dimensional kernel and cokernel. Then the
index of T is the difference of the dimensions of the kernel and cokernel.

(1.1) Definition: The algebra of compact operators, K(H), is the
C∗-algebra generated by the operators with finite-dimensional range.

One then has Atkinson’s theorem:

(1.2) Proposition: T ∈ B(H) is Fredholm if and only if its image in
B(H)/K(H) is invertible.

Consider the short exact sequence of C∗-algebras

0 → K(H) → B(H) → B(H)/K(H) → 0.

A Fredholm operator T ∈ B(H) maps to an invertible in the quotient
B(H)/K(H), by Atkinson’s theorem, and hence defines a class [T ] in
K1(B/K). Under the connecting map ∂ this passes to ∂[T ] ∈ K0(K).
However, K0(K) is easily identified with Z, and, under this identification,
∂[T ] corresponds to the index. Thus the Fredholm index may be regarded
as a special case of the K-theory connecting map.

2. Surgery and topological K-theory

It seems that Gelfand and Mishchenko [12] were the first to point
out that topological K-theory could be relevant in studying the surgery
obstruction groups. They considered the following situation. Let Γ be a
discrete countable abelian group. The surgery obstruction group L(ZΓ) is
constructed out of hermitian forms on finitely generated free ZΓ-modules.
Now by Pontrjagin duality there is a dual group Γ̂, a compact abelian
topological group, such that every element of the complex group ring
CΓ corresponds to a continuous complex-valued function on Γ̂. Thus
a nonsingular hermitian form on a f.g. free ZΓ-module gives rise to a
map from Γ̂ to the space of all nonsingular hermitian matrices (suitably
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stabilized). This latter space, however, is easily seen to be homotopy
equivalent to a classifying space Z × BU for K-theory (with the integer
component given by the signature) and so we get a class in K(Γ̂). We have
thus got a map

Σ: L(ZΓ) → K(Γ̂).
When Γ is a finite group, this is essentially the multisignature of Wall
[32, §13A]. When Γ = Zi is free abelian, Γ̂ is a torus, and Gelfand and
Mischenko pointed out that in this case σ is a rational isomorphism;
the surgery groups on the left had been computed by Novikov. Since
topological K-theory seems rather more malleable than algebraic L-theory,
the existence of this isomorphism in the fundamental case of a free abelian
group was suggestive and encouraging.

In order to extend the idea to non-abelian groups we note that the group
K(Γ̂) can be expressed as the (topological) K-theory of the C∗-algebra of
continuous complex-valued functions on Γ̂. This algebra is nothing other
than a certain completion of the complex group algebra CΓ; in fact it is
the group C∗-algebra in the sense of the following definition.

(2.1) Definition: Let Γ be a discrete (countable) group. The reduced
group C∗-algebra, C∗r Γ, is the completion of CΓ in the norm of bounded
operators on the Hilbert space `2Γ.

Now K-theory can be defined for any C∗-algebra, commutative or not,
and we will see that an extension of the Gelfand-Mischenko argument gives
a map

Σ: L∗(ZΓ) → K∗(C∗r Γ)
for any countable discrete group Γ. It is of vital importance that we are
using C∗-algebras here. In fact, let A be a unital C∗-algebra, and consider
a nondegenerate hermitian form over A — for simplicity, just think of a
selfadjoint x ∈ A. The spectrum σ(x) of x is then a closed subset of R,
which does not contain 0 (because of nondegeneracy). The function f+

which is equal to +1 on the positive reals and 0 on the negative reals is
therefore continuous on σ(x), as is the function f− = 1− f+. Thus, using
the spectral theorem, we find that

p+ = f+(x), p− = f−(x)

are well defined self-adjoint projections in A and so their difference [p+]−
[p−] gives an element of K0(A). It can be shown [29] that this procedure
gives rise to an isomophism Lp

0(A) → K0(A). Our map Σ may now easily
be defined as the composite

L0(ZΓ) → L0(C∗r Γ) → K0(C∗r Γ)

and there is also a definition in odd dimensions.
In Chapter 9 of [32], Wall gave an alternative definition of the surgery

obstruction groups, as cobordism groups of a certain kind. It is helpful to
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consider the map from surgery groups to C∗-algebra K-theory also from
this perspective. The key to doing so is the signature operator. This is a
certain first order elliptic operator — we will denote it by D — defined
on differential forms on an oriented manifold M . If M is compact and its
dimension is a multiple of 4, then the index of the signature operator is
just the Hirzebruch signature of M , as follows from an easy argument using
Hodge theory. By applying the index theorem to this operator, Atiyah and
Singer [2, 3] were able to rederive Hirzebruch’s signature theorem.

Surgery obstructions can be thought of as sophisticated signatures.
Analogously, on the analytic side, there is a more sophisticated index theory
for manifolds with non-trivial fundamental group. Given such a manifold
M , with π1M = Γ, let M̃ be its universal cover. The signature operator
D lifts to a Γ-equivariant operator on the non-compact manifold M̃ . Now
just as an ordinary elliptic operator like D is invertible modulo the ideal of
smoothing operators on M , so D̃ is invertible modulo the ideal of invariant
smoothing operators on M̃ . This ideal can be completed to a C∗-algebra,
which is isomorphic2 to C∗r (Γ)⊗K where K denotes the algebra of compact
operators. The connecting homomorphism in C∗-algebra K-theory now
produces an index in K∗(C∗r Γ⊗ K) = K∗(C∗r Γ) for the signature operator,
and this is the ‘analytic’ higher signature that we require.

Recall that in Wall’s Chapter 9 a geometric group3 Lgeom
∗ (Γ) is de-

fined, equipped with a natural map Lgeom
∗ (Γ) → Lalg

∗ (ZΓ), defined by
surgery obstructions, which subsequently turns out to be an isomorphism.
Generalizing somewhat the discussion above4 one can associate a ‘higher
analytic signature’ in K∗(C∗r Γ) to every cycle for Lgeom

∗ (Γ) and thus fill in
the diagonal arrow in the diagram

Lgeom
∗ (Γ) //

&&MMMMMMMMMMM Lalg
∗ (ZΓ)

²²
K∗(C∗r (Γ))

where the horizontal arrow is Wall’s map and the vertical arrow is the
generalized Gelfand-Mischenko construction described above.

2This is not hard to see. Essentially, the compact operators act on a fundamental
domain, and the C∗r Γ handles the combinatorics of how the fundamental domains fit
together.

3Actually two such groups, but I will conflate them for the purposes of this exposition.
4The cycles for Wall’s geometric group are made up of certain Poincaré spaces and

maps between them. Recall now that the ordinary signature can be defined for any
Poincaré space, even one which is not a manifold. We need the ‘higher, analytic’
generalization of this; the C∗-algebraic higher signature can be defined for an arbitrary
(compact) Poincaré space. Details of the construction will appear in [14].
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The C∗-algebraic higher indices were described in [17, 1, 23] using
slightly different language to that above. However, in the special case of
free abelian Γ they were first used by Lusztig [21] in an analytic approach to
Novikov’s conjecture on the homotopy invariance of the higher signatures.
We now turn to this topic.

3. Analysis and the Novikov conjecture

We recall the original statement of Novikov’s conjecture (see the final
pages of Wall’s book). Let M be a compact manifold with fundamental
group Γ. Let ϕ : M → BΓ be a map classifying the universal cover.
The higher signature of M is ϕ∗([M ] _ L(M)) ∈ H∗(BΓ;Q); Novikov
conjectured that it is an (oriented) homotopy invariant. At the time Wall
wrote the conjecture was known for poly-Z groups, and it is now proved
for a much wider range of geometrically tractable groups.

There is a natural map, now called the assembly map, A : H∗(BΓ;Q) →
L∗(ZΓ) ⊗ Q. The image of the higher signature under the assembly map
is the Mischenko-Ranicki symmetric signature of M , which is a homotopy
invariant by construction. Thus to prove the Novikov conjecture it suffices
to prove the injectivity of A; indeed, conjectures about the injectivity
of assembly maps in a variety of contexts are now known as ‘Novikov
conjectures’.

(3.1) Proposition: The image of the symmetric signature under the
natural map L∗(ZΓ) → K∗(C∗r Γ) is the higher index of the signature
operator on the universal cover M̃ .

It follows from this proposition that the K∗(C∗r Γ)-index of the signature
operator is an invariant of homotopy type, and proofs of this fact not
depending on explicit appeal to the theory of the symmetric signature
were given by Lusztig (in the case of interest to him), Kasparov, and
Kaminker-Miller [16]. To prove the Novikov conjecture it therefore suffices
to show that the ‘analytic’ assembly map

A : H∗(BΓ;Q) → K∗(C∗r Γ)⊗Q
is injective. Lusztig did this for the case Γ = Zn, where BΓ is a torus, and
C∗r Γ is (by Fourier analysis) the algebra of continuous functions on a torus;
the assembly map is just the inverse of the Chern character. This analytic
approach has since been developed in two significantly different directions.

The first, especially associated with the work of Connes [7, 9, 10], is to
develop a ‘noncommutative de Rham theory’ and use this to construct a
faithful pairing between K∗(C∗r Γ) and the cohomology of BΓ. The relevant
theory is Connes’ cyclic homology. In the argument there is one crux at
which the geometry of Γ must be used; it is necessary to pass to a subalgebra
of C∗r Γ, sufficiently large that its K-theory agrees with the K-theory of the
full C∗-algebra, but sufficiently ‘regular’ that cyclic homology classes are
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defined for it5; and it seems that there is no universal construction for such
an algebra. (The significance if not the intractability of this point was
anticipated by Gelfand and Mischenko; in their original paper, they wrote
“Distinct completions of the group ring lead to distinct subrings [of the
C∗-algebra]; however this probably influences only slightly the homotopy
invariants determined by those subrings.”)

The second approach is to consider an analytic assembly map, running
from the K-homology H∗(BΓ;K) of BΓ (i.e. the generalized homology
theory with coefficients in the periodic K-spectrum) to the K-theory of
C∗r Γ. This map is a refinement of the rationalized assembly map described
above, analogous to the assembly map

A : H∗(X;L(e)) → L∗(π1X)

arising in a modern formulation of the surgery exact sequence for topolog-
ical manifolds [25]. One can then conjecture that under suitable circum-
stances (e.g. when Γ is torsion-free) this map is integrally an isomorph-
ism. Kasparov [19] has followed this road, using sophisticated versions
of bivariant K-theory. More recently methods of ‘controlled functional
analysis’ have been used to approach the same set of results [13]. There
is still much work to be done on the connection between KK-theory and
controlled topology, but it is clear that these latter developments mark
a reconvergence of topological and analytic approaches to the Novikov
conjecture, after a period during which the methods employed seemed
rather distinct.

The Novikov conjecture has been comprehensively surveyed elsewhere
[11]; we will therefore not extend this section any further. However the
existence of an analytic counterpart to the assembly map raises some
further natural questions: is there an analytic counterpart to the whole
surgery exact sequence? And, if so, what is the geometric meaning of the
structure set term?

4. C∗-counterparts of the exact surgery sequence

In this section I want to describe a construction, due to Higson and
myself [15, 14, 26], of an analytic version of the surgery exact sequence. We
begin with a compact space X. For simplicity of notation we will assume
that X is a manifold, and we equip it with some Riemannian metric; let
Γ = π1(X). I will describe two C∗-algebras, C∗Γ(X) and D∗

Γ(X), which will
be algebras of operators on the Hilbert space H = L2(X̃).

Let T be a bounded linear operator on H. It will be called properly
supported if Tu is compactly supported whenever u is compactly supported.

5Recall that cyclic homology is modeled on de Rham cohomology. De Rham theory
fits well into the context of the ring C∞(M) of smooth functions, but not the ring C(M)
of continuous functions.
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For a bounded continuous function f on M let Mf denote the corresponding
multiplication operator on X̃. Then T will be called locally compact if TMf

and MfT are compact operators for all compactly supported functions
on X̃. Finally, T will be called pseudolocal if MfTMg is compact for all
functions f and g with disjoint supports.

Example: Any properly supported (and globally L2-bounded) pseudo-
differential operator of order ≤ 0 is pseudolocal, and any such operator of
order < 0 is compact.

As an important special case, the ‘normalized signature operator’ F =
D(1 + D2)−

1
2 on X̃ is a pseudolocal operator6, and ellipticity shows that

it is invertible modulo locally compact operators.

Remark: Pseudolocality is, of course, a standard property of pseudodif-
ferential operators [31]. However, from the point of view of topology, it is
helpful to think of pseudolocality as a condition of ‘continuous control at
infinity in the spectrum’. Roughly, one regards the Hilbert space H as ‘con-
trolled’ by a decomposition given by an orthonormal basis; pseudolocality
suggests that only finitely many basis elements ‘propagate’ over distance
greater than some fixed ε. For more on this see [27].

Notice that the properly supported pseudolocal operators form an alge-
bra in which the locally compact operators form an ideal. We define C∗Γ(X)
to be the C∗-algebra generated by the Γ-equivariant properly supported
locally compact operators on X̃, and D∗

Γ(X) to be the C∗-algebra generated
by the Γ-equivariant properly supported pseudolocal operators. Thus we
have a short exact sequence

0 // C∗Γ(X) // D∗
Γ(X) // D∗

Γ(X)/C∗Γ(X) // 0

of C∗-algebras.

(4.1) Definition: The analytic surgery exact sequence for X is the long
exact sequence of K-theory groups associated to the short exact sequence of
C∗-algebras above.

By Bott periodicity this long exact sequence is 2-periodic (or 8-periodic
if we refine matters by using real C∗-algebras and real K-theory). This
contrasts with the 4-periodicity of surgery theory.

Of course the description ‘surgery exact sequence’ needs justification.
Here are some significant facts.

(4.2) Proposition: The algebra C∗Γ(X) is Morita equivalent to (and
hence has the same K-theory as) the group C∗-algebra C∗r Γ.

6It need not be properly supported, but standard techniques show that it can be
abitrarily well approximated by properly supported operators.
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In fact, C∗Γ(X) just is the appropriate ‘error ideal’ with respect to which
Γ-invariant elliptic operators are invertible.

(4.3) Proposition: The K-theory of the quotient C∗-algebra

D∗
Γ(X)/C∗Γ(X)

is isomorphic to the K-homology of X: Ki+1(D∗
Γ(X)/C∗Γ(X)) = Hi(X;K).

This approach to K-homology arises from the work of Kasparov [17];
Paschke and Higson realized that it could be reformulated in the language
of ‘dual algebras’. A direct proof of this proposition using techniques more
conventional in algebraic topology would begin by showing that the left
hand side is a homology theory (a homotopy invariant and excisive functor)
and would then identify the coefficient spectrum.

The connecting map in the long exact K-theory sequence is therefore a
homomorphism

A : Hi(X;K) → Ki(C∗r Γ)

and it is not too hard to identify it with other formulations of the ‘analytic
assembly’ map. We therefore have obtained a long exact sequence into
which the assembly map fits, so it seems reasonable to call it the analytic
surgery exact sequence and to call K∗(D∗

Γ(X)) the analytic structure set.
Since K1 of an algebra is generated by invertibles (in matrix algebras)
it is appropriate to think of the homology term K∗(D∗

Γ(X)/C∗Γ(X)) as
generated by ‘elliptic’ operators — pseudodifferential-like operators which
are invertible modulo locally compact error. (In particular the (normalized)
signature operator defines a K-homology class; this is the analytic coun-
terpart to the canonical L-theory orientation of a manifold.) In the same
spirit one should think of the structure set terms as generated by ‘invertible
elliptic’ operators — elliptic operators ‘without homology’. This should
be compared with Ranicki’s algebraic definition of the structure set, as
the cobordism group of complexes which are locally Poincaré and globally
contractible.

With Higson I have reinforced this analogy by constructing [14] a natural
transformation from the (DIFF) surgery exact sequence to the analytic
surgery exact sequence after tensoring with Z[ 12 ]. In particular there is a
map from the manifold structure set to the ‘analytic structure set’. The
construction uses large scale geometry to associate an analytic signature
to the mapping cylinder of a homotopy equivalence between manifolds;
this mapping cylinder has the structure of a Poincaré space and therefore
a signature. From this signature one obtains the necessary ‘structure
invariant’ by various geometric and analytic reductions. To see that
equivalent structures give the same analytic invariant one remarks that
the mapping cylinder of a diffeomorphism is actually a manifold, so that
its signature is the index of an elliptic operator, i.e. belongs to the image
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of an assembly map. From a version of the analytic surgery exact sequence
it follows that the analytic structure invariant of a diffeomorphism is zero.

The need to invert 2 arises from the difference between the Dirac
and signature operators. In fact, a fundamental fact in working with
K-homology is that if W is a manifold with boundary ∂W , then the
boundary map in the K-homology long exact sequence,

Ki+1(W,∂W ) → Ki(∂W )

takes the cycle defined by the Dirac operator on the interior of W to the
cycle defined by the Dirac operator on the boundary. Now surgery groups
are cobordism groups, but the map from surgery to analysis is defined
by the signature operator, not the Dirac operator. In the set-up above the
boundary of the signature operator on W is either 1 or 2 times the signature
operator on ∂W (depending on the parity of the dimension) and so we get
certain extra factors of 2; these can be normalized away by multiplying by
a suitable power of 1

2 (depending on the dimension), but to do this we need
to have tensored by Z[ 12 ].

5. The analytic structure set

What sorts of ‘structures’ does the analytic structure set describe? It
seems to be a universal analytic receptacle for index maps from various
kinds of geometrical structure sets, of which the classic structure set of
surgery theory is only one. For example, there is a map from the ‘positive
scalar curvature structure set’ — the space of concordance classes of posi-
tive scalar curvature metrics on a given spin manifold M — to K∗(D∗

ΓM).
We see this by considering the Dirac operator, rather than the signature
operator. Indeed, the Dirac operator on a positive scalar curvature man-
ifold is invertible, by the Weitzenbock formula, so its homology class is
the image of a ‘structure class’ in K∗(D∗

ΓM). We have simply formalized
in homological language the argument of Lichnerowicz’ vanishing theorem
[20]; it ought to be possible to treat other vanishing theorems, such as
Kodaira vanishing on Kähler manifolds, similarly, obtaining maps from
other moduli spaces to the analytic structure set.

It is more difficult to see the map from the usual structure set to
K∗(D∗

ΓM). One attempt at a construction would begin from a model of
the structure set described by Carlsson-Pedersen [4]. They show that the
(TOP) structure set of X can be described as the L-theory of a certain
continuously controlled category

B(X̃ × [0, 1), X̃ × 1;Z)Γ

whose objects are geometric Z-modules over X̃ × [0, 1) and whose mor-
phisms are Γ equivariant and continuously controlled at 1. If we now
replace Z by C we obtain a category whose objects are infinite dimensional
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based complex vector spaces — so can naturally be completed to Hilbert
spaces. Moreover, if we let continuous functions on X̃ act on these Hilbert
spaces by multiplication along the first coordinate, the morphisms in the
category are pseudolocal; in fact the continuous control condition shows
that MfTMg has finite rank whenever T is a morphism and f and g have
disjoint supports. The stage therefore seems to be set for a mapping from
L-theory to K-theory as in section 2, but there is a problem; we have
no reason to anticipate that the morphisms will be bounded operators on
the relevant Hilbert spaces. This problem is linked the fact that we have
tried to use techniques based on differential operators to study topological
manifo lds; some torus trickery is called for, and was worked out in a slightly
different context in [24].

A fundamental result in the theory of topological manifolds is the
α-approximation theorem of Chapman and Ferry [5] which states that a
homotopy equivalence f : M ′ → M of topological manifolds, such that
the tracks of the homotopy are sufficiently small when measured in M , is
homotopic to a homeomorphism: ‘a sufficiently well controlled topological
manifold structure is trivial’. In the context of the analytic structure set,
Guoliang Yu [35] established an analogous result, which he then put to
good use in the study of the Novikov conjecture.

(5.1) Definition: An operator T ∈ D∗
Γ(X) is ε-controlled if

‖MfTMg‖ < ε sup |f | sup |g|
whenever the distance between the supports of f and g is greater than ε.

Yu’s result7 is

(5.2) Proposition: For any compact manifold (or even a finite complex )
X there is a constant εX such that any εX-controlled analytic structure on
X is trivial (i.e., represents zero in K∗(D∗

Γ(X))).
Yu applied his result (actually a generalization to certain non-compact

spaces) to prove the Novikov conjecture for groups of ‘finite asymptotic
dimension’. The relevant point in this proof is the scaling of the control
constant when the space is expanded by some fixed factor. One might
also, however, try to make use of Yu’s result to get an analytic handle
on some other classic results of manifold topology. For example, consider
the topological invariance of the rational Pontrjagin classes. It is well
known that this would follow from a similar invariance property for the
K-homology class of the signature operator. But now, we might argue,
consider a homeomorphism h : M → M ′ of compact smooth manifolds.
Using D for signature operators, we know from the analytic surgery

7Strictly speaking, Yu works with an alternative definition of the ‘analytic structure
set’; but doubtless his results extend to the present context also.
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sequence that
h∗[DM ]− [DM ′ ] ∈ H∗(M ′;K)

is the image of a class in the analytic structure set defined by h. But h is
arbitrarily well controlled, hence (?) by Yu’s theorem it defines the zero
class in K∗(D∗

ΓM ′), and hence h∗[DM ] = [DM ′ ] as required.
This argument is flawed. It turns out that in order that a structure

should be well controlled in the analytic sense required by Yu’s theorem, one
needs more than just that the corresponding homotopy equivalence should
be well controlled in the natural geometric sense. Essentially, one needs
some extra information about derivatives. The point is exactly the same as
the one about bouded operators in the Carlsson-Pedersen category, above;
and the effect is that we can (probably) get the Lipschitz invariance of the
Pontrjagin classes from an argument like this, but not the much deeper
topological invariance. It is of course tempting to circumvent the whole
issue by appealing to Sullivan’s theory of Lipschitz structures on topological
manifolds [30], but this is not wholly satisfactory; to my mind it remains a
challenge to incorporate the deep facts about the topology of Euclidean
space, used in Sullivan’s theory or in the topological α-approximation
theorem, into an analytic framework such as that sketched above.

6. Notes and comments

In this article I have sketched out one approach to the connection
between surgery theory and C∗-algebraic index theory. For a more detailed
and rounded presentation the reader may wish to look at my CBMS
lectures, [26]. These also discuss C∗-counterparts to ‘bounded’ and ‘con-
trolled’ surgery theory, using index theory on non-compact manifolds.

The work of Kasparov provides other powerful tools for studying as-
sembly maps in the context of analysis [17, 18, 19]. Bivariant K-theory
is a C∗-algebraic tool which Kasparov invented and used extensively, and
to which there does not presently seem to be a counterpart in surgery
(‘algebraic LL-theory’?) — although see [28] for some suggestions. Kas-
parov’s work also yields results about the surjectivity of the assembly map
— the so-called Baum-Connes-Kasparov conjecture. This seems to be a
very delicate area, even more so than the corresponding surjectivity on the
topological side8, involving hard questions of analysis and representation
theory.

A very careful account of the relation between K-theory and L-theory
for C∗-algebras, using Kasparov’s machinery, is in [22].

For Connes’ approach to the Novikov conjecture, using cyclic homology
as well as C∗-algebras, see the papers [6, 10, 8], among others.

8i.e. the Borel conjecture
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The classification of Aloff-Wallach manifolds

and their generalizations

R. James Milgram

Introduction

The surgery program for classifying manifolds starts with the study
of the homotopy type of the manifold and then applies the surgery exact
sequence to determine the h or s cobordism classes of manifolds within
the homotopy type. There are different sequences depending on whether
we work with piecewise linear or differential classification. In this note we
apply the surgery program to study the classification of the set of free,
isometric S1-actions on the Lie group SU(3). Examples of these kinds
originally occurred in surgery theory through the work of Kreck and Stoltz,
[KS1], [KS2], motivated by results of Witten on possible models for unified
field theories in physics. The cases studied in [KS1] and [KS2] provide the
first examples of homeomorphic but non-diffeomorphic symmetric spaces.
Also, recent work by differential geometers has concentrated on the natural
metrics on these spaces. It is clear that they provide wonderful examples
for studying all kinds of structure on manifolds*.

Up to a possible single Z/2 indeterminacy, we obtain a complete clas-
sification in the piecewise linear case. These techniques can be extended to
complete the classification up to the same indeterminacy in the differential
case as well, and results along these lines have been obtained by Kruggel,
[K1], [K2].

The set of distinct metric preserving differentiable actions of S1 on
SU(2) is indexed by integer 4-tuples (p1, p2, p3, p4) subject to the constraint
that

p1 ≡ p2 ≡ p3 ≡ p4 mod (3).

Research partially supported by a grant from the N.S.F.
* Ib Madsen has obtained similar results independently.
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The set of relations below defines an equivalence relation on these
4-tuples and equivalent tuples give equivalent actions.

(p1, p2, p3, p4) ≡ (p3, p4, p1, p2) ≡ (p2, p1, p3, p4)

≡ (p2,−(p1 + p2), p3, p4).

The explicit action is given in 2.4. Associated to these actions we define
certain semi-invariants:

σ2 =
1
9
(p2

1 + p1p2 + p2
2)

σ′2 =
1
9
(p2

3 + p3p4 + p2
4)

L2 = |σ2 − σ′2|
L3 =

1
27

(p3 − p1)(p4 − p1)(p1 + p3 + p4)

r = p1 mod (3)

where L2 and r are actual invariants while L2, L3, 3σ2, and 3σ′2 are integers.
Then we have

Theorem: The action is free if and only if L2 and L3 are relatively prime.

If this is the case, then the homotopy type of the quotient S1\SU(3) is

completely determined by L2, L3 mod (L2), r, and 3σ′2 mod (2). Moreover,

the homotopy type of S1\SU(3) together with 6σ2 mod (L2) determine the

piecewise linear homeomorphism type of the quotient up to at most two

possibilities.

Remark: There is a single identification among these invariants explained
in the second paragraph of §7, where we point out that the critical quadratic
form invariant b2 ∈ Z/L2 is only defined up to sign since the orientation of
the quotient is not a homotopy invariant. This is reflected in the fact that
the quotient for (−p1, . . . ,−p4) is the same as the quotient for (p1, . . . , p4)
but L3 and r in the list above change signs.

Remark: The “at most two possibilities” in the theorem refers to the image
of the Kervaire invariant in dimension 2 in the surgery exact sequence of
§10, which is not determined by our analysis for L2 odd or an associated
element in dimension 4 when L2 is even (see 10.1). This could affect the
piecewise linear homeomorphism classification, but it might not. This is a
question I don’t know how to handle, but I suspect that understanding this
point is a basic step in completely clarifying the surgery exact sequence.
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Special cases of this classification have been considered previously. For
example, the quotients with p3 = p4 = 0 are the Aloff-Wallach manifolds,
studied in [AW], [W], [KS1], [KS2], for which complete diffeomorphism
invariants have been obtained in the last two references, though there are
some points of confusion (see the discussion in [AMP]). Partial results in
the general case were first obtained by Eschenburg, [E1], [E2], though his
objectives were different. In the slightly more general case where p3 = p4,
these manifolds are obtained via the usual action of U(3) on SU(3) when
SU(3) is regarded as the Stiefel manifold V2,1 of 2-frames in C3. In this case
the author, and independently but somewhat later, [K1], [K2], determined
the homotopy classification in terms of the Chern classes in H∗(CP∞;Z)
associated to the inclusion S1 ↪→ U(3). The theorem above specializes to
give these results.

The work in [KS1], [KS2] depends on the fact that the action of S1

when p3 = p4 = 0 extends to a free action of the maximal torus, (S1)2, and
hence the quotient S1\SU(3) is a circle bundle over (S1)2\SU(3). In partic-
ular it is the boundary of a manifold M8 which we can understand pretty
well. Eschenburg, [E1], [E2], [E3], found a second family of S1-actions
which come from a free (S1)2-action on SU(3) distinct from the above.
This is studied in [AMP] where, again, the fact that these S1-quotients
are boundaries of known 8-manifolds enables a complete diffeomorphism
classification, given the homotopy classification above. However, it is also
shown in [AMP] that there are no further examples of this kind. The best
that one can hope for is that the S1-action extends to an (S1)2-action with
only isolated fixed points. Indeed, an argument of Stolz, (unpublished),
shows that this can always be achieved.

Suppose now that a metric preserving action (S1)2 × SU(3)−→SU(3)
with only isolated fixed points is given. It is defined by a sequence of 8
integers (r1, r2, s1, s2, t1, t2, w1, w2) and, in terms of these integers we define
two integral polynomials A2x

2+B2x+C2 = f1(x) and A3x
3+B3x

2+C3x+
D3 = f2(x), where the coefficients are integral combinations of monomials
in the defining integers r1, . . . , w2. The detailed definitions are given in 6.2,
and we prove
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Theorem: Let R(f2(x), f3(x)) be the resultant of the two polynomials.

Then, the number of fixed points for the action of (S1)2 is ≤ 6, and we

have

R(f2(x), f3(x)) =
∑
xi

|I(xi)|

where I(xi) is the isotropy group for the fixed point xi. Moreover, each

I(xi) is cyclic.

In particular, if S1 ⊂ (S1)2 acts freely on SU(3) then the same con-
struction as before, but deleting small neighborhoods of the fixed point sin-
gularities in the mapping cone of the projection S1\SU(3)−→(S1)2\SU(3)
gives an 8-manifold with boundary consisting of S1\SU(3) and a disjoint
union of linear lens spaces. Thus, a procedure exists for resolving the re-
maining questions of determining the diffeomorphism classification of these
S1-quotients. We do not pursue this further in this note, however.

The original motivation for these results was work of C. Boyer, K.
Galicki, and B. Mann on the metric structures of some of these quotients.
They asked me for the structure of the homotopy types and wondered if
it would be possible to get further information on their diffeomorphism
and homeomorphism classification. During my attempts to answer these
questions I became convinced that these quotients provide excellent exam-
ples for exploring the classification program, and I hope the partial results
expounded here lead others to carry the program further.

In particular, hiding behind most of the results above is the cohomol-
ogy of the classifying space BSU(3)∗SU(3), where SU(3)∗SU(3), the central
product of two copies of SU(3) is the group of isometries of SU(3). For-
tunately, for the results above it was not necessary to write down these
cohomology groups in the ramified case of F3-coefficients, but Eilenberg-
Moore spectral sequence techniques and the examination of the structure
of the maximal elementary subgroups (Z/3)k ⊂ SU(3) ∗ SU(3) do make
this possible. In this case, these results arise in other contexts as well. B.
Oliver pointed out to me that SU(3) ∗ SU(3) is a Z/3-centralizer in E8,
for example. Moreover, further cases, e.g., SU(2n) ∗ SU(2n), seem to play
important roles in other areas of topology.
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§1. Biquotients of Lie Groups

The set of left invariant metrics on a compact, connected, simple, and
simply connected Lie group G is identified with the set of metrics at the
origin via left translation. Under the adjoint action of G on the metrics
at the origin the isotropy group, K, of the metric, γ, can be identified
with the subgroup of G which also leaves the metric invariant under right
translations. Thus, as is well known, the component of the identity in the
group of isometries of G with the metric {γ} is

G ∗K = {(g, k) ∈ G×K | (g, k) ∼ (dg, dk) for d ∈ Z(G) ∩K}

the central product of G with K. In particular, for the bi-invariant metric
the component of the identity is G ∗ G. Of course, the action is given by
{g, k}(h) = ghk−1.

Example 1.1: In the case of SU(n) we have that Z(SU(n)) = Z/n and
we consequently have the central extension

1.2 Z/n
in−−→SU(n)× SU(n)

π−−→SU(n) ∗ SU(n)

which defines the quotient, where the Z/n embeds diagonally into the prod-
uct.

Perhaps a better way to look at G ∗ K is as follows. First there is
a projection p2:G ∗K−→K/(Z(G) ∩K) which realizes G ∗K as the total
space of a fibration

G−→G ∗K−→K/(Z(G) ∩K)

where the (normal) subgroup G = {g, 1} ⊂ G ∗K. But this fibration has a
lift:

l: K/(Z(G) ∩K)−→G ∗K

defined by l({k}) = {k, k} ∈ G∗K and we see that G∗K is the semi-direct
product

G×α (K/(Z(K) ∩K))

where the action α is given by the usual inclusion K/(Z(K) ∩ K) ↪→
Inn(G) = G/(Z(G)). The universal group of this type is clearly

G ∗G = G×α Inn(G) ⊂ G×α Aut(G),
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the holomorph of G.

Note the following lemma pointed out at least by Eschenburg.

Lemma 1.3: Let H ⊂ G ∗G be a subgroup and H̃ ⊂ G×G the associated

central extension. Then a necessary and sufficient condition that H act

freely on G is that for no element {h1, h2} ∈ H̃ is h1 conjugate to h2 in G.

Proof: If g ∈ G is a fixed point for H then there is an element {h1, h2} ∈
H and g ∈ G so that h1gh−1

2 = g or h1 = gh2g
−1. Conversely, if this

equation is satisfied for g, then g is a fixed point of H.

Let H ⊂ G ∗ G be any subgroup which acts freely on G. We are
interested in the structure of the orbit space H\G which is a closed compact
manifold when G is a compact Lie group.

Definition (Eschenburg) 1.4: Let H ⊂ G ∗ G act freely on G, then the

quotient H\G is called a biquotient.

Example 1.5: The following example is quite important in our applica-
tions. Let Ũ(3) be the three fold covering of U(3), which we may regard
as embedded in U(3)× S1 as the set of pairs

Ũ(3) = {(g, v) ∈ U(3)× S1 | Det(g) = v−3}.

The covering transformations are given by (g, v) 7→ (g, ξj
3v). Then the map

µ̃: Ũ(3)−−→SU(3)× SU(3), (g, v) 7→

gv,




v 0 0
0 v 0
0 0 v−2





 ,

preserves Z/3-actions and induces an inclusion

1.6 µ: U(3) ↪→ SU(3) ∗ SU(3).

Note that if A ∈ G ∗ G is any element, then the orbit space of HA,
the conjugate of H by A, is diffeomorphic to H\G, so for this reason we
only need to consider conjugacy classes of such H ⊂ G ∗ G as long as we
are only interested in the diffeomorphism, topological, or piecewise linear
classifications of biquotients. Similarly, g 7→ g−1 takes the action of H to
the action of T (H) where T :G ∗ G−→G ∗ G exchanges the factors, and so
the quotients by H and T (H) are diffeomorphic as well.
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Examples of biquotients are ordinary symmetric spaces (where H is
contained in one or the other copy of G) and many other types of manifolds,
including some exotic spheres, [GM].

In particular the Aloff-Wallach manifolds and some of their gener-
alizations extensively studied by Aloff-Wallach, Asti, Micha, and Pastor,
Kreck-Stolz, and Witten, [AW], [AMP], [KS1], [KS2], [W], are very impor-
tant examples. These are all given as biquotients of SU(3) by H = S1, and
here is the description of the set of all biquotients of SU(3) by S1.

§2. S1-biquotients of SU(3)

We can regard SU(3) as V2,1, the Stiefel manifold of 2-frames in C3,
i.e., pairs of vectors

2.1




z1 w1

z2 w2

z3 w3


 ,





∑3
1 ziz̄i = 1∑3
1 w1w̄i = 1∑
ziw̄i = 0.

Note that if L ⊂ U(3)× U(3) is the set of pairs of elements (A,B) so that
Det(A) = Det(B), then L is a subgroup containing the diagonal image
of the center of U(3), and the quotient of L by this diagonal image is
SU(3) ∗ SU(3). Let (A,B) ∈ L lie in the central product of the two
maximal tori,

Ti =








λ1 0 0
0 λ2 0
0 0 λ3




∣∣∣∣∣
3∏
1

λi = 1, |λi| = 1, 1 ≤ i ≤ 3





Then the action of (A,B) on V2,1 is given by
2.2


λ1 0 0
0 λ2 0
0 0 λ3







z1 w1

z2 w2

z3 w3







τ1 0 0
0 τ2 0
0 0 τ3


 =




λ1τ̄1z1 λ1τ̄2w1

λ2τ̄1z2 λ2τ̄2w2

λ3τ̄1z3 λ3τ̄2w3


 .

The factorization through the central product is clear. Consequently, we
can assume that A,B ∈ SU(3), so the fact that λ3 = (λ1λ2)−1 shows that
this action is really described by the equivalence class of the four elements
(λ1, λ2, τ1, τ2) in the quotient

T4 = (S1)4/(Z/3).
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Given four integers (p1, p2, p3, p4) satisfying the constraint

2.3 p1 ≡ p2 ≡ p3 ≡ p4 mod (3)

we have an S1-action on V2,1 given by

2.4 λ




v1 w1

v2 w2

v3 w3


 =




λ
p1−p3

3 v1 λ
p1−p4

3 w1

λ
p2−p3

3 v2 λ
p2−p4

3 w2

λ
−(p1+p2+p3)

3 v3 λ
−(p1+p2+p4)

3 w3




as λ = e2πiθ runs over the points of S1.

Example 2.5: The quotients where p3 = p4 = 0 are the Aloff-Wallach
manifolds, W (p1, p2) which are subject only to the constraint that p1 and
p2 are relatively prime. These are homogeneous spaces and are the exam-
ples studied by Aloff-Wallach, Witten, and Kreck-Stolz. One of the more
important properties of these examples is that the free action of S1 extends
to a free action of the entire torus, (S1)2, and so the mapping

S1\SU(3)−→(S1)2\SU(3)

realizes W (p1, p2) as the total space of an S1 bundle over (S1)2\SU(3),
or, by passing to mapping cylinders, as the boundary of a D2-bundle over
(S1)2\SU(3).

Definition 2.6: Let (p1, p2, p3, p4) satisfy the constraints of 2.3 and sup-

pose that the resulting action in 2.4 is free. Then the quotient S1\SU(3)
is denoted X7(p1, p2, p3, p4) or simply X7 when the context is clear.

Example 2.7: Suppose that (θ1, θ2, θ3) is any triple of integers. If we set

p1 = 2θ1 − θ2 − θ3

p2 = −θ1 + 2θ2 − θ3

p3 = p4 = −(θ1 + θ2 + θ3)

then (p1, p2, p3, p4) satisfies 2.3 and the resulting action on V2,1 = SU(3) is
given by the formula




v1 w1

v2 w2

v3 w3


 7→




λθ1v1 λθ1w1

λθ2v2 λθ2w2

λθ3v3 λθ3w3


 .
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The constraint on the three integers (θ1, θ2, θ3) in order for the action to
be free is simply that they be pairwise relatively prime. Indeed, given any
element (~v, ~w) ∈ V2,1, it must have two independent rows, though the third
might be zero. Hence, in order that we have a fixed point, we must have two
of the three terms (λθ1 , λθ2 , λθ3) equal to one. But this will only happen
for λ 6= 1 if two of the θi have a non-trivial greatest common divisor.

Remark 2.8: In fact the examples of 2.7 all factor through the inclusion
µ: U(3) ↪→ SU(3) ∗ SU(3) of 1.5 since one sees directly from the definition
of the action on V2,1 that

µ(g)(~v1, ~v2) = (g(~v1), g(~v2))

for (~v1, ~v2) ∈ V2,1.

If the free action of S1 extends to a free action of (S1)2 then

S1\SU(3)−→(S1)2\SU(3)

is an S1-fibering, hence X7(p1, p2, p3, p4) is the boundary of the 8-dimen-
sional manifold given as the associated disk bundle D2−→E−→(S1)2\SU(3).
This is the case for the Aloff-Wallach spaces from 2.5 and is exploited in
[KS1], [KS2], to enable one to give a complete diffeomorphism classifi-
cation of the Aloff-Wallach spaces, though the homotopy classification is
somewhat sketchy.

Eschenburg, [E1], [E2], [E2], also discovered a second free (S1)2 action
on SU(3) given by the subtorus, T2 ⊂ SU(3) ∗ SU(3) defined by its action

2.9 (z, w)




v1 w1

v2 w2

v3 w3


 =




z−1v1 zw1

z−2wv2 ww2

z−1w−1v3 zw−1w3




and the embedded circles in this second (S1)2 all have actions of the form

2.10




λ−(l+m)v1 λl+mw1

λ−l−2mv2 λlw2

λ−2l−mv3 λmw3


 .

Moreover, in [AMP], 2.3, it is shown that every 2-dimensional torus in T4

which acts freely on SU(3) is conjugate to this one or to the one associated
with the torus T2×1 or with the corresponding tori obtained by exchanging
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the two sides of SU(3) ∗SU(3). Again, using the fact that the quotient by
S1 is the boundary of the associated disk bundle over T2\SU(3), explicit
invariants are obtained which determine the diffeomorphism types of the
resulting manifolds.

§3. The fixed points of X7(p1, p2, p3, p4)

We begin by introducing two assumptions on the set (p1, . . . , p4) of 2.3
which will remain in force for the remainder of this article.

(3.1) The gcd of the four integers (p1, p2, p3, p4) is either 1 or 3. This is
equivalent to the assumption that the induced map of the circle to the
torus T4 is an embedding.

(3.2) The intersection of the sets (p1, p2,−(p1 + p2)), (p3, p4,−(p3 + p4))
consists of at most one element. If this is not the case, then the
action is conjugate to conjugation by the elements of the lifted circle
S̃1 = (λp1/3, λp2/3, λ−(p1+p2)/3) in SU(3). In particular the entire
torus T2 ⊂ SU(3) is fixed under the action.

In fact, under assumptions (3.1) and (3.2), all the isotropy groups of
the action are finite – hence, cyclic subgroups S1.

Lemma 3.3: Let X7(p1, p2, p3, p4) be given with (p1, p2, p3, p4) satisfying

assumptions (3.1) and (3.2) above. Then the fixed point set is either empty

if the action is free or consists of a union of disjoint components where each

component is a copy of S1, a copy of SU(2)/(Z/k) where Z/k ⊂ U(2) is

the subgroup of elements having the form

(
ξj
k 0
0 1

)
and the action is by

conjugation or a copy of U(2)/S1 where the action is determined by three

integers, p1 ≡ p3 mod (3), k, with p1 6= p3, and is given as the action of

the cube root of

((
λp1 0
0 λp1+k(p1−p3)

)
,

(
λp3 0
0 λ2p1−p3+k(p1−p3)

))
.

Proof: Let (A,B) ∈ T4 be an element with non-trivial fixed point set.
Then A and B have the same elements. There are two cases. The first
is when the three diagonal elements of A are all distinct. In this case
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the centralizer of A is the torus T2 ⊂ SU(3), and the fixed point set of
(A,B) is the quotient S1\T2

∼= S1. Otherwise, A has two equal elements,
and the centralizer is U(2) embedded in SU(3) as matrices of the form(

g 0
0 Det(g)−1

)
. We may assume that the action on Det(g)−1 is multi-

plication by λ(p3+p4−p1−p2)/3. If this is identically one then p1 6= p3 or p4

and p1 ≡ p2 mod (p1 − p3) and the action is completely specified by three
integers, p1 ≡ p3 mod (3) and k so that p2 = p1 + k(p1 − p3).

Hence, the remaining case is the situation where (p3+p4−p1−p2) 6= 0.
In this case the action does change the determinant, except of course when λ

satisfies λ(p3+p4−p1−p2)/3 = 1 so the quotient is identified with the quotient
of SU(2) by the cyclic group above.

§4. The Borel construction associated to an action of S1

Let µ:G×X−→X be a continuous and proper action of a topological
group G on a space X. Then the Borel construction associated to µ is the
space EG ×G X which is the total space of a fibration

4.1 X−−→EG ×G X−−→BG,

where EG is a free contractible G-space and BG is the classifying space of
G. If the action is free then EG ×G X has the homotopy type of G\X.
But, in any case, there is a projection

4.2 p:EG ×G X−−→G\X

which has the key property that p−1({x}) = BI(x) where I(x) ⊆ G is
the isotropy group of x ∈ X. In particular, in the case of the isometric
S1-actions on SU(3) we’ve been studying we have

Lemma 4.3: Let S1 act on SU(3) via the action associated to the 4-tuple

(p1, p2, p3, p4) satisfying assumptions (3.1) and (3.2). Then ES1 ×S1 SU(3)
has the homotopy type of a CW -complex constructed as the disjoint union

of spaces of the form

S1 ×BZ/k, ES1 ×S1 U(2)

with a finite number of cells having dimensions ≤ 7.
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(This is clear, the inverse images of the free points are contractible, and 3.3
shows that the part associated to the fixed point sets have the structure
described.)

Corollary 4.4: Let X7(p1, p2, p3, p4) be the quotient S1\SU(3) associ-

ated to the action above satisfying assumptions (3.1) and (3.2). Then the

action is free if and only if Hi(ES1 ×S1 SU(3);Z) = 0 for all i ≥ 8.

Proof: This condition is clearly satisfied if the action is free, since then
ES1 ×S1 SU(3) ' X7. But conversely, suppose the action is not free. Note
that associated to an S1 component of the fixed point set the inverse image
of this component is

ES1 ×S1 (S1)2 ' K(Z/k, 1)× S1

since it is the total space of a fibering (S1)2−→ES1 ×S1 (S1)2−→K(Z, 2),
and from the homotopy exact sequence of the fibering we see that if Z/k

is the isotropy group of x, then the exact sequence has the form

0−−→π2(K(Z, 2))
∂−−→π1((S1)2)−−→π1(ES1 ×S1 (S1)2)−−→0

with all other groups being identically zero. Moreover, ∂ is injective with
quotient Z/k × Z. Thus, each circle leads to an inverse image with non-
trivial homology in arbitrarily high dimensions.

Similarly, it is direct to see that the same property holds for ES1 ×S1

U(2) in either the case where the action is non-trivial on the determinant
or where it is not.

§5. The structure of the spaces X7(p1, p2, p3, p4)

Theorem 5.1: Let (p1, p2, p3, p4) satisfy assumptions (3.1) and (3.2), and

write the map S1−→T4 associated to (p1, . . . , p4) as ν. Define integers

L2(ν) =
1
9
(p2

3 + p2
4 + p3p4 − p2

1 − p2
2 − p1p2),

L3(ν) =
1
27

(p3 − p1)(p4 − p1)(p1 + p3 + p4)

=
1
27

(p3p4 + p2
1 − p1(p4 + p3))(p1 + p3 + p4).
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Then we have

(1) ν is free on SU(3) if and only if L2(ν) and L3(ν) are relatively prime.

(2) If the action is free, the cohomology of the quotient is given as follows:

Dimension 0 1 2 3 4 5 6 7
Hi(S1\SU(3);Z) Z 0 Z 0 Z/(L2(ν)) Z 0 Z

with Hi(S1\SU(3);Z) = 0 otherwise. Here, let b be a generator for

H2(S1\SU(3);Z) and f generate H5(S1\SU(3);Z), then b2 generates

H4 and b ∪ f generates H7.

(3) The element p1b ∈ H2(CP∞;F3) is a characteristic class for the ac-

tion.

Remark: The cohomology calculation in 5.1(2) was first obtained by Es-
chenburg in [E1].

Proof: The torus of SU(3)×SU(3) three fold covers the torus of SU(3)∗
SU(3) and the map of classifying spaces is induced from the following map

(z1, z2, (z1z2)−1)× (w1, w2, (w1w2)−1) 7→ {z1, z2, w1, w2}

where the equivalence class is given by the following relation

(z1, z2, w1, w2) ∼ (λz1, λz2, λw1, λw2),

whenever λ = e2pik/3 is a third root of 1.

We now consider the fibration

5.2 SU(3)−−→ES1 ×S1 SU(3)
π−−→BS1

associated to the action. Consider the Serre spectral sequence associated
to the fibration. 5.1 will follow as a direct corollary of the following lemma.

Lemma 5.3: In the Serre spectral sequence for 5.2, E2 = E4 = Z[b] ⊗
E(e3, e5), while d4(e3) = L2b

2. Consequently, E5 = Z[b]/(L2b
2) ⊗ E(e5),

and d6(e5) = L3b
3. Moreover, E7 = E∞.

Proof: Let SU(3)−→E−→BT4 be the fibration induced from the universal
fibration

SU(3)−→E−→BSU(3)∗SU(3)
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by the inclusion of the maximal torus (S1)4 ↪→ SU(3) ∗ SU(3). We have
the commutative diagram of fibrations

SU(3) −−→ ES1 ×S1 SU(3)
π−−→ BS1y

=

y
Eν×id

y
Bν

SU(3) −−→ ET4 ×T4 SU(3)
π−−→ BT4

where νS1−→T4 is the homomorphism associated to (p1, p2, p3, p4).

Let us write the coordinates in T4 as (R,S, T, W ) and we write the
dual elements in Hom(T4, S

1) as r, s, t, and w. Then the induced map

BS1

ν−−→BT4

gives rise to the following map in cohomology:

5.4

r 7→ p1b

s 7→ (p2 − p1)
3

b

t 7→ (p3 − p1)
3

b

w 7→ (p4 − p1)
3

b

Hence, using naturality for the Serre spectral sequence it remains to
determine d4(e3) and d6(e5) in the spectral sequence for T4.

To check the first differential consider the diagram

SU(3) −−→ E′ π−−→ BSU(3)×SU(3)y=

y

y
Bπ

SU(3) −−→ E
π−−→ BSU(3)∗SU(3)

where the top fibration is induced from the lower one via the map of classi-
fying spaces induced from the three fold covering SU(3)×SU(3)−→SU(3)∗
SU(3). The action of the first copy of SU(3) on the fiber is just multipli-
cation on the left while the action of the second copy is inversion and then
multiplication on the right in the upper fibration.
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Looking just at the left action the space is contractible and similarly on
the right. Thus, by naturality, in the Serre spectral sequence of the upper
fibration d4(e3) = c2 − c′2, the minus sign due to the inversion needed in
the multiplication on the right. Similarly d4(e5) = c3 − c′3.

We now restrict to the induced fibrations over the maximal tori. In the
fibration for the torus (S1)4 ⊂ SU(3) × SU(3) we have d4(e3) = σ2 − σ′2
where σ2 and σ′2 are the second symmetric polynomials in the variables
(z1, z2,−(z1 + z + 2)) and (w1, w2,−(w1 + w2)) respectively. Similarly
d6(e5) = σ3−σ′3 and we need merely make these explicit and use naturality
to determine the differentials d4(e3) and d6(e5) in the spectral sequence over
BT4 .

In the map B(S1)4−→BT4 the induced cohomology map with coefficients
in Z( 1

3 ) is an isomorphism, and has the form 1
3r 7→ z1, 1

3r + s 7→ z2,
1
3r + t 7→ w1, 1

3r + w 7→ w2, and from this it is direct that

d4(e3) = −(r(t + w − s) + t2 + tw + w2 − s2).

However, when we plug in to determine d6(e5) we get

1
3
(r2(s− t− w) + r(s2 − t2 − 4tw − w2))− tw(t + w)

for the element which maps to σ3 − σ′3. This element is not in the integral
cohomology of BT4 , but the terms multiplied by 1/3 are in the ideal gen-
erated by the image of d4 except for the term 1

33rtw. Factoring this ideal
out we get −tw(t+w + r) which is in the integral cohomology and is hence
the image of d6(e5).

It remains to prove that r is in the image from H∗(BSU(3)∗SU(3);F3).
To see this consider the Serre spectral sequence of the fibration

BSU(3)×SU(3)−→BSU(3)∗SU(3)−→K(Z/3, 2),

where K(Z/3, 2) is the Eilenberg-Maclane space. Since the fiber is 3-
connected, the fundamental class ι ∈ H2(K(Z/3, 2);F3) survives to gener-
ate H2(BSU(3)∗SU(3);F3). Now, the fibration restricted to the classifying
spaces of the Tori is not trivial so the image of the fundamental class in
H∗(BT4 ;F3) must be non-trivial as well.
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§6. Isometric torus actions on SU(3)

Let ψ: (S1)2−→T4 ⊂ SU(3) ∗ SU(3) induce an isometric action of
(S1)2 on SU(3). Let B(S1)2 = BS1 × BS1 = CP∞ × CP∞ and let
bi ∈ H2(CP∞;Z), i = 1, 2, denote respective generators. Write

6.1

B∗
ψ(r) = r1b1 + r2b2

B∗
ψ(s) = s1b1 + s2b2

B∗
ψ(t) = t1b1 + t2b2

B∗
ψ(w) = w1b1 + w2b2

Next, set

6.2

A2 = r1(t1 + w1 − s1) + t21 + t1w1 + w2
1 − s2

1

B2 = r1(t2 + w2 − s2) + r2(t1 + w1 − s1) + 2(t1t2 + w1w2 − s1s2)

+ t1w2 + t2w1

C2 = r2(t2 + w2 − s2) + t22 + t2w2 + w2
2 − s2

2

A3 = t1w1(t1 + w1 + r1)

B3 = t1w1(t2 + w2 + r2) + (t1w2 + t2w1)(t1 + w1 + r1)

C3 = (t1w2 + t2w1)(t2 + w2 + r2) + t2w2(t1 + w1 + r1)

D3 = t2w2(t2 + w2 + r2),

and define the two polynomials A2z
2 + B2z + C2 = f1(z), A3z

3 + B3z
2 +

C3z + D3 = f2(z).

Recall that the resultant of the two polynomials f1 and f2, R(f1, f2),
[L], pp. 199-204, is the determinant

Det




A2 B2 C2 0 0
0 A2 B2 C2 0
0 0 A2 B2 C2

A3 B3 C3 D3 0
0 A3 B3 C3 D3




which can also be given as A3
2A

2
3

∏
(fi − gj) where f1, f2 are the roots of

f1(x), g1, g2, g3 are the roots of f2(x).
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We now have

Theorem 6.3: Assume that the action of (S1)2 on SU(3) induced by ψ

has only isolated fixed points and that there is an S1 ⊂ (S1)2 so that the

restricted action of S1 on SU(3) is free. Then we have that R(f1, f2) 6= 0
and

(1) The action of (S1)2 on SU(3) is free if and only if R(f1, f2) is ±1.

(2) More generally, there are at most six fixed points for the action, each

with a finite, cyclic, isotropy group Ix(ψ) and we have

|R(f1(z), f2(z))| =
6∏

j=1

|Ij(ψ)|.

Proof: Consider the Borel construction E(S1)2 ×(S1)2 SU(3) of 4.1. The
fixed point sets for the general action will occur for points (A,B) ∈ ψ((S1)2)
where we may assume A = B, and both are diagonal. If all three entries
of ψ(A) are equal then the action is not faithful. If two of the entries
are equal, then the fixed point set has the form (S1)2\U(2), which is not
an isolated point. Consequently, it follows that the three entries are dis-
tinct, the quotient SU(3)/(S1)2 is a six dimensional complex and, using
the projection in 4.2, the Borel construction has the homotopy type of a
six dimensional complex attached to a disjoint union of classifying spaces
BI(x). Thus

Hi(SU(3)×ψ E(S1)2 ;Z)

=
∑

Hi(BIx(ψ);Z)

=
{ ∑

(Z/|Ix(ψ)|) if i is even and Ix(ψ) is cyclic,
0 for i odd if Ix(ψ) is cyclic

provided that i ≥ 7.

On the other hand, we have a direct calculation of H∗(E(S1)2 ×ψ

SU(3);Z) from the Serre spectral sequence of the fibration. We have
d4(e3) = y2f1(x/y), and modulo the ideal generated by d4(e3) we know
that d6(e5) = y3f3(x/y). Thus, we have that H8(SU(3) ×ψ E(S1)2 ;Z) =
H8(B(S1)2 ;Z)/(d4(e3), d6(e5)). This ideal in dimension eight is precisely
the lattice

L = 〈x2d4(e3), xyd4(e3), y2d4(e3), xd6(e5), yd6(d5)〉.
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Moreover, H8(SU(3)×ψ E(S1)2 ;Z) = H8(B(S1)2 ;Z)/L as an easy verifica-
tion shows. But the order of this quotient is just the absolute value of the
determinant for any basis of L. Hence, this order is exactly the absolute
value of the determinant above, but this determinant is, by definition, the
resultant of f1 and f2.

Now we verify that there are at most six fixed points, each with a cyclic
isotropy group. To do this we assume that the image of ψ is contained in
the maximal torus T4, so a typical element in the image has the form

(D(λi1τ j1 , λi2τ j2 , λi3τ j3), D(λi4τ j4 , λi5τ j5 , λi6τ j6))

and the point is a fixed point if and only if the entries in the second matrix
are a permutation of the entries in the first matrix. Moreover if α ∈
S3 is the permutation matrix associated to this point, then {Det(α)α}
in (S1)2\SU(3) is the fixed point. Hence, there are at most 6 fixed points
and they form a subset of S3.

Finally, we check that the isotropy groups are all cyclic. To do this
choose a new basis for (S1)2 so that the first copy of S1 gives the free
action on SU(3). Now, on this quotient, consider the action of the second
S1. Each isotropy group here is clearly a finite subgroup of S1, hence cyclic,
and the result follows.

§7. Two homotopy invariants for the spaces X7

Consider the pairing

7.1 H7(X7;Q/Z)⊗H7(X7;Z)−→Q/Z, θ ⊗ (n[X7])−→〈θ, n[X7]〉.

There is a quadratic map ψ: H3(X7;Q/Z) = Z/L2−→Q/Z defined by
v 7→ 〈vβ(v), [X7]〉 where β: H3(X7;Q/Z)−→H4(X7;Z) is the universal
Bockstein. Incidentally, note that β is an isomorphism in this case.

As we have pointed out in 5.1, there is a canonical generator b2 ∈
H4(X7;Z), hence a unique element v0 ∈ H3(X7;Z) with β(v0) = b2. Con-
sequently, ±ψ(v0) ∈ Z/L2 ⊂ Q/Z is a homotopy invariant of X7. (The plus
or minus indeterminacy is due to the fact that there is no canonical choice
for the generator [X7] ∈ H7(X7;Z) = Z). We will call ±ψ(v0) ∈ Z/σ2 the
link characteristic of X7.
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Here is a second homotopy invariant for the space X7.

Given X7 there is a well defined map (up to sign) π: X7−→P∞ with
π∗(b) = b. It’s fiber is V2,1. Moreover if g: X7−→X̄7 is any homotopy
equivalence, then there is a homotopy commutative diagram

X7
g−−→ X̄7yπ

y
π′

P∞
±1−−→ P∞

Thus, a homotopy invariant of X7 is the mapping cone of π, M(X7). More-
over, if we have any multiplicative cohomology theory, h∗, then the action
of h∗(P∞) on h∗(M(X7)) is also intrinsic.

More generally, if f : E−→B is a fibering with fiber V2,1 we may take
the mapping cone of f as an invariant of the fibration. This mapping cone
will not generally be a homotopy invariant of E, of course. However, as
we will see the mapping cone behaves very much like the Thom complex
of a spherical fibration and has good naturality properties which allow us
to extract homotopy type information about X7.

Lemma 7.2: Let M(f) be the mapping cone of the fibration V2,1−→E
f−→B,

and suppose that the group of f is contained in U(3) or T4, or that the

coefficients are A = Z( 1
3 ) and the group is contained in SU(3) ∗ SU(3).

Suppose, also that the element d4(e3) ∈ H4(B;A) is regular. Then there

are natural classes U4, U6 in H∗(M(f);Z) and a long exact sequence

· · · δ−−→H∗−10(B)
∪v−−→H∗−4(B)⊗U4⊕H∗−6(B)⊗U6−−→H̃∗(M(f))

δ−−→ · · ·

where v = c3(f)U4 − c2(f)U6.

Proof: In the cases above, for U(3), T4, or SU(3) ∗ SU(3) with Z( 1
3 )

as coefficients, there are the three Serre spectral sequences with E2-term
H∗(BG; H∗(V2,1;A)) converging to H∗(E;A). In each case the spectral
sequence is totally trangressive, with (d4(e3), d6(e5)) forming a regular
sequence in H∗(B;A). Consequently, E7 = E∞ is concentrated on the
bottom row and is given as the quotient

H∗(B;A)/(d4(e3), d6(e5)).
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Consequently, in these particular examples the cohomology of M(f) can
be identified with the ideal (d4(e3), d6(e5)) itself.

Now, for the general case. The assumption that d4(e3) is regular im-
plies that

E5 = H∗(B;A)/(d4(e3))
⊕

H∗(B;A)/(d4(e3))e5

with only the differential d6(e5) remaining. Now, use naturality and the
truth of the result in the universal case of the V2,1 fibration over BT4 or
BSU(3)∗SU(3) to obtain the classes U4 and U6.

Example 7.3: Consider the fibration V2,1−→X7
f−→P∞. This satisfies the

conditions of the lemma. Hence there is an exact sequence

0−−→Z[b]x10

h−−→Z[b](U4, U6)−−→H∗(M(f);Z)−−→0

with h(x10) = b2(L3bU4 − L2U6).

Example 7.4: In low dimensions the universal fibration over BSU(3)∗SU(3)

has the property that H∗(M(f);Z( 1
3 )) is torsion free and has generators





U4 dimension 4,
U6 dimension 6,
σ2U4, σ

′
2U4 dimension 8.

Note also that Sq2(U4) = U6, and U2
4 = (σ2 − σ′2)U4.

Remark 7.5: The situation for the universal mapping cone over
BSU(3)∗SU(3) with Z or F3 coefficients is quite a bit more complex due
to an interior d3-differential on U6, (d3(e5) = re3). But when we take that
into account, H∗(M(f);F3) in the universal case turns out to have low
dimensional generators described as follows:

7.6





U4 dimension 4,
rU4 dimension 6,
r2U4, (σ2 − σ′2)U4, P 1(U4) dimension 8,

where P 1(U4) is the image of the Steenrod pth-power operation on U4.
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§8. The determination of the homotopy type of X7

Here is our main result: the determination of the homotopy types of
the X7’s in terms of the map ν: S1−→T4 of 5.1.

Theorem 8.1: Let ν, as in 5.1, determine X7, and L2(ν), L3(ν) be the

associated integers.

(1) The link characteristic of X7 is given as L3(ν)−1/L2(ν).

(2) L2(ν) and the link characteristic of X7 determine the homotopy type

of X7 up to an indeterminacy of at most four. More precisely, given

a quotient X7 where L2(ν) and the link invariant are fixed, then it

belongs to one of at most four distinct homotopy types.

(3) These four types are, in turn, distinguished by the mod(2) value of

ν∗(σ′2) and the value of M(ν)∗((r2 + s(r + s))U4−U2
4 + rU6) mod (3).

Remarks 8.2: The indeterminacy of at most 4 in 8.1(2) is due to a close
analysis of the Postnikov system for X7. It turns out that the fact that
V2,1/S1 = X7, L2 and the link invariant determine the first 2 Postnikov
invariants completely, but we can only determine part of the next invariant
from this data. Looking at the variation we will see, after 8.4, that there are
at most 4 possibilities. Then the remainder of the proof is concerned with
showing that the invariants of 8.1(3) determine the rest of this k-invariant.

For 8.1(3), it turns out that only thing which matters is whether r is 0
or non-zero mod(3). Indeed, U6 ∈ H6(M(ν);F3) is only determined up to
sign and the addition of εbU4. Also, the term (r2 + s(r + s))U4−U2

4 + rU6

is simply P 1(U4) in the mapping cone for BT4 . Thus, the indeterminacy of
U6 allows us to assume that P 1(U4) = rU6 in H8(M(ν);F3).

Proof: The proof comprises three distinct steps. First we use the Post-
nikov system of X7 through dimension 7 (which completely determines the
homotopy type of X7) to prove (1) and (2). Then we study the homotopy
type of M(ν) in dimension 8 to distinguish the remaining four cases.
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The Postnikov system for X7

The first eight homotopy groups of SU(3) are given by the following
table, [Mi], p. 970:

8.3 dim 1 2 3 4 5 6 7 8
πi(SU(3)) 0 0 Z 0 Z Z/6 0 Z/12

We will use this to determine the first few stages of a Postnikov resolution
for X7, Consider the commutative diagram which relates the first four
stages of the Postnikov systems for X7 and the first three stages of the
system for V2,1.

8.4

V2,1

²²

// X7

²²
Ẽ4

²²

// E4

²²

K9 // K(Z/12, 9)

Ẽ3

²²

// E3

²²

K7 // K(Z/6, 7)

K(Z, 3) // E2

²²

K6 // K(Z, 6)

CP∞
K4 // K(Z, 4)

The first k-invariant for V2,1 is βSq2(ι3) ∈ H6(K(Z, 4);Z) = Z/2. On the
other hand the space E2 is determined by the invariant K4 = L2b

2, and it
is direct to check that H6(E2;Z) = Z/2⊕Z/L2, where the Z/2 is generated
by an element which restricts to βSq2(ι3) in H6(K(Z, 3);Z) = Z/2, and
the Z/L2 summand is generated by b3. Clearly, the invariant K6 is thus
the sum βSq2(ι3) + L3b

3.

Then a direct calculation shows that H7(Ẽ3;Z/6) = Z/6 is generated
by Sq2(ι5) and P 1(ι3), while H7(E3;Z/6) = Z/6⊕Z/6, the first summand
generated by the elements restricting to the fiber as described and the
second generated by the class L3b

2ι3 − L2bι5 = b(L3ι3 − L2ι5) = bf5

Hence, cupping with b and dividing by L2 we obtain that the generator
is −L3b

2L2 so the link characteristic for X7 must be −L−1
3 /L2 at this stage,

though there remains the analysis of the next k-invariant before we can
claim this answer for X7 itself.
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We now consider the k-invariant in dimension 7. As we’ve seen,
H7(E3;Z/6) = (Z/6)2 with generators [X7]∗, the reduction of the ori-
entation class (this is imprecise – we will make it precise shortly however)
and the class corresponding to P 1(ι3) summed with the class corresponding
to Sq2(ι5). We know that the k-invariant must involve these two classes in
an essential way, so we may assume the k-invariant has the form (w, 1, 1)
where w is the coefficient on [X7]∗. The question now is the determination
of w.

There is a homotopy equivalence of E3 which changes the sign of x5

but leaves ι3 and b invariant. This changes the k-invariant (w, 1, 1) to
(−w, 1, 1, ), and hence w may be assumed to be one of the four elements
0, 1, 2, 3 ∈ Z/6.

The homotopy type of the mapping cone through dimension 8

Through dimension 7 the universal mapping cone has the homotopy
type of the two cell complex S4∪η e6, and π7 of this space is Z/6⊕Z where
the Z is generated by the Hopf invariant class, h, the class of the Hopf
fibration

S3−−→S7−−→S4

and the Z/6 is in the image of suspension from π6(S3∪ηe5). Also, π7(S6) =
Z/2 with generator ηS6, and π7((S4 ∪η e6)∨S6) is the direct sum of these
two groups, Z⊕Z/6⊕Z/2, since the first Whitehead product between the
two pieces occurs in dimension 8. Thus, the homotopy type of the mapping
cone for the fibration over BT4 , BU(3) or BS1 through dimension 7 has the
form

(
S4 ∪η e6

) ∨
s∨
1

S6

and π7 of this space is Z/6⊕Z⊕(Z/2)s since there are no Whitehead prod-
ucts in this range. We will show that the cell dual to σ′2U4 attaches to 3v+h

while the cell dual to σ2U4 attaches to h. Moreover, the cell dual to P 1(U4)
(with coefficients F3 attaches to 2v where v generates the Z/6. Thus, de-
pending on the form of the maps to h∗(M(π);F2) and H∗(M(π);F3) we
distinguish the four possible homotopy types with fixed L2 and link invari-
ant.

The F3-argument is direct. Since we may regard U4 as identified with
r(t+w−s)+t2+tw+w2−s2, U6 as tw(t+w−r), we can directly calculate
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that

P 1(U4) = r3(t + w − s) + r(t3 + w3 − s3) + t3w + tw3 + s4 − t4

= rU5 + s(r + s)U4 − U2
4 + r2U4.

The F2-argument involves a check in the case of the mapping cone
over BU(3), where U(3) embeds in SU(3) ∗ SU(3) via the map µ of 1.5.
For this example, because the action is just the usual left action by U(3)
on V2,1, we see that the fibration V2,1−→EU(3)×U(3) V2,1−→BU(3) is just the
usual fibration

8.5 V2,1−−→BU(1)

π−−→BU(3)

induced from the usual inclusion U(1) ↪→ U(3).

The inclusion BU(2) ↪→ BU(3) induced by the usual inclusion induces
a map of mapping cones, BU(2)/BU(1) ↪→ BU(3)/BU(1), which includes the
Thom space of the universal C2-bundle over BU(2) into our mapping cone.
This gives a map

8.6 h: Σ2P∞−−→BU(2)/BU(1)−−→BU(3)/BU(1)

since Σ2P∞ is the Thom space of the C2-bundle ξ + ε over P∞ where ξ is
the Hopf line bundle and ε is the trivial bundle. The cohomology map h∗

is given by h∗(ci
1U4) = e2⊗ bi+1, and h∗(w) = 0 for any other monomial in

c1, c2, c3 cupped with U4 or U6.

Lemma 8.7: The attaching map, τ of Σ2e6 = e8 in Σ2P3 = (S4∪η e6)∪τ e8

has order 6 in π7(S4 ∪η e6).

Proof: The reduced complex K-group for Σ2P3, K̃U (Σ2P3), is a copy of
Z3 with generators s ⊗ x, s ⊗ x2, s ⊗ x3 in KU (Σ2P∞) = s ⊗ xZ[x]. The
Adams ψk-operations are defined by the rules ψk(a + b) = ψk(a) + ψk(b),
ψk(ab) = ψk(a)ψk(b), and ψk(s) = ks where s is a generator for K̃U (S2) =
Z. For K̃U (P3) we have ψk(x) = kx+

(
k
2

)
x2+

(
k
3

)
x3. In particular, following

work of J.F. Adams and Grant Walker, (see the discussion on pages 143-
144 of [A]), the integral sub-lattice spanned by the eigenvectors for the ψk

operations in K̃U (Σ2P3) is generated by the elements

w1 = 6x− 3x2 + 2x3

w2 = x2 − x3

w3 = x3
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where ψk(wi) = ki(wi) for each integer k ≥ 1, and each i = 1, 2, 3.

Now, let j: S8−→Σ2P3 be any map. We have K̃U (S8) = Z(s4) with
ψk(s4) = k4s4. Thus, since the ψi are natural, we must have j∗(s⊗w1) =
j∗(s ⊗ w2) = 0 and j∗(s ⊗ w3) = λs4 where λ is the degree of j. Solving,
we see that j∗(x2) = λs4, so, plugging into the expression for w1 we have
j∗(6x) = λs4 as well and 6 must divide λ as asserted.

This, in turn, completes the proof of 8.1.

§9. The tangent bundle to S1\SU(3) where S1 acts freely
and isometrically

There is some discussion of the structure of τ(H\G) in [S], at least for
the case where H is a product H1 ×H2 ⊂ G ∗G. In this case the result of
[S] is

Proposition 9.1: The tangent bundle to H1\G/H2 fits into the following

canonical exact sequence of vector bundles:

0−−→αH1(AdH1)⊕ αH2(AdH2)−−→αG(AdG)−−→τ(H1\G/H2)−−→0

where AdK is the adjoint action of K on the Lie algebra of K and

αH1(V ) = V ×H1 G/H2

αH2(W ) = H1\G×H2 W

αG(U) = (H1\G×G/H2)×G U

and in the last G acts as (l, m)g = (lg, g−1m).

Most of the S1-actions considered here are not immediately given in
the form above though they all can be thought of as double quotients when
we write X as a double quotient of

L = {(A,B) ∈ U(3)× U(3) | detA = detB}

as the referee kindly points out. In any case, the result below gives the
explicit information that we will need about these bundles. Also, the dis-
cussion that we now give generalizes easily to isometric circle actions on
SU(n) as well as quotients by certain larger groups.
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Lemma 9.2: In the notation of the previous section let the free isometric

action of S1 on SU(3) be defined by the 4-tuple of integers (p1, p2, p3, p4)
as in 5.1. Then we have

τ(S1\SU(3))⊕ 3εR ⊕ ξ
p3−p4

3
i =

3∑

i=1

2∑

j=1

ξ
pi−p2+j

3 .

Proof: Embed V2,1 into S11 ⊂ C6 by ( ~X1, ~X2) 7→ 1√
2
( ~X1, ~X2). Then the

normal bundle to V2,1 in S11, νS11(V2,1), is εR ⊕ εC. Indeed, if we define

ε : S11−−→R×C

by
~X 7→ (

√
x1x̄1 + x2x̄2 + x3x̄3 − 1√

2
, x1x̄4 + x2x̄5 + x3x̄6)

then V2,1 is the inverse image of (0, 0) and the map is regular there.

Next we note that we can extend our S1-action to S11 by the rule

(x1, x2, . . . , x6) 7→ (λ
p1−p3

3 x1, λ
p2−p3

3 x2, . . . , λ
p3−p4

3 x6)

and this action extends to the normal bundle, trivially on the R, but as
multiplication by λ

p3−p4
3 on the C.

When we pass to quotients by the S1 action note that the tangent
bundle to V2,1 is identified with τ(S1\SU(3))⊕ εR, and the quotient of the
tangent bundle to S11, restricted to V2,1 becomes

τ(S1\SU(3))⊕ 2εR ⊕ ξp3−p4 .

On the other hand, since τ(S11) ⊕ εR = 6εC with the action given above
we obtain the expression in the lemma for τ(S1\SU(3)).

Corollary 9.3: The Pontrjagin class P1 for the normal bundle to

X7(p1, p2, p3, p4) is given as

2
3
(p2

1 + p2
2 + p1p2)b2 ∈ H4(X7;Z) = Z/L2.

Proof: The tangent bundle is stably the pull-back of

ξ
p1−p3

3 ⊕ ξ
p1−p4

3 ⊕ ξ
p2−p3

3 ⊕ ξ
p2−p4

3 ⊕ ξ
−(p1+p2+p3)

3 ⊕ ξ
−(p1+p2+p4)

3 ⊕−ξ
p3−p4

3
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from the canonical map π: X7−→CP∞. Hence, P1 for the normal bundle is
the pull back of the class

1
9
(4p2

1 + 4p1p2 + 4p2
2 + 2p2

3 + 2p3p4 + 2p2
4)b

2.

On the other hand, this is to be taken in H4(X7;Z) = Z/L2, where L2 is
given in 5.1. Thus subtracting 2L2(ν)b2 gives the class of 9.3.

§10. The piecewise linear classification of X7

The Pontrjagin class, P1, is a homotopy invariant in H4(X7;Z/24)
from [M], p. 249. Also, given two homotopy equivalent S1-quotients, X7

and X̄7, the difference of their Pontrjagin classes P1(X̄7)− P1(X7) is well
defined and independent of the choice of homotopy equivalence since in
cohomology, in dimensions ≤ 4, the choices differ at most in the sign of b

in dimension 2, but the map on b2 will, in either case be the identity.

The core of the surgery classification of manifolds in dimensions ≥ 5
is the surgery exact sequence, [MM], pp. 40-44, which in our context, in
view of the Browder-Novikov theorem and the fact that the dimension of
X7 is odd, takes the form

HT (X7) = [X7, G/PL],

the set of homotopy classes of maps from X7 to G/PL, where HT (X7) is
the set of homotopy triangulations of X7. Recall that HT (X7) surjects to
the set of piecewise linear homeomorphism classes of manifolds homotopy
equivalent to X7.

Lemma 10.1: The set [X7, G/PL] contains 2L2-elements and is determined

by the difference P1(X̄7) − P 1(X7) and a mod(2) invariant in dimension

4 if L2 is even, while it contains 2L2 elements and is determined up to an

ambiguity of Z/2 in dimension 2 by this difference if L2 is odd.

Proof: Through dimension 7, G/PL has the homotopy type of a product
K(Z/2, 6)× V where V is the two stage Postnikov system

K(Z, 4)−−→V−−→K(Z/2, 2)

with k-invariant 2β(ι22). Consequently, there is an exact sequence

[X7,K(Z/2, 1)]−−→[X7,K(Z/2, 6)×K(Z, 4)]

−−→[X7, G/PL]−−→[X7,K(Z/2, 2)]−−→0
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which becomes

0−−→H4(X7;Z)−−→[X7, G/PL]−−→H2(X7;Z/2)−−→0

Hence, |[X7, G/PL]| = 2L2.

Now, H4(V ;Z) = Z with generator v, restricting to ι2 mod (2) and
restricting to the fiber as twice the generator ι4. Thus, if the map to V

factors through the inclusion of the fiber, the pull-back of this class must
be an even multiple of b2, and conversely, it is an odd multiple if it does not
factor through the fiber. On the other hand, mod(2) the generator on the
fiber corresponds to a sort of Stiefel-Whitney class, w̄4, which we cannot
determine just from the Pontrjagin class. Consequently, with coefficients
in F2, this class gives the remaining invariant.
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Elliptic cohomology

Charles B. Thomas

Introduction

From the algebraic point of view elliptic cohomology is a quotient of
spin cobordism, and as such forms part of a chain

Ω∗spin −→ · · ·? −→ E`` −→ KSpin∗ −→ H∗ ,

with each link corresponding to a 1-dimensional commutative formal group
law. In the case of elliptic cohomology this was written down by Euler in
the 18th century, and the validity of the Eilenberg–Steenrod axioms follows
from properties of addition on a class of elliptic curves in characteristic p.

In 1988, G. Segal gave a talk in the Bourbaki Seminar [Se], in which
he summarised what was known at the time under the headings

(a) E``∗(X) is a cohomology theory [Lw1,2],

(b) the structural genus is rigid with respect to compact, connected group
actions [Tb], and

(c) the completed localised ring E``∗(BG)∧p is determined by ‘elliptic char-
acters’ [HKR1].

He also explained how a genus related to the universal elliptic genus
ought to be defined as the index of a Dirac operator in infinite dimensions,
and suggested how a geometric model for E``∗(X) might be constructed,
using ideas from conformal field theory.

The purpose of the present survey is to bring Segal’s up to date, and
incidentally to provide a bibliography of some of the more important recent
papers. The most important advance is that an extremely elegant algebraic
theory is beginning to find geometric applications. Thus it is becoming clear
that elliptic cohomology is the correct setting for the Moonshine phenom-
ena associated with various sporadic simple groups, and that E. Witten’s
genus ϕW carries information about Ricci curvature of a metric in much
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the same way as the Â-genus does about scalar curvature. Both these ap-
plications are, in a roundabout way, taken from theoretical physics. At
least in the opinion of the author, they illustrate a belief that interesting
geometric problems are suggested by the models which we construct to ex-
plain the behaviour of the world around us. Through sheer ignorance there
is nothing about physics in the sections that follow, although the reader
may like to look at the collection of papers [AtRS], particularly that of
David Olive with its hints about the role played by the exceptional Lie and
sporadic simple finite groups. In this direction it may be worth noting that
if there is a theory above elliptic cohomology in the chain, then it ought
to be modelled by bundles over the double loop space L2X with ‘paths’
defined by finitely cusped 3-manifolds with a prescribed geometry.

The contents are as follows: in the first three sections we cover much
the same ground as Segal. Section 4 is devoted to the definition of elliptic
objects over BG, where G is a finite group, and will appear in a greatly
expanded version in a joint paper with A. Baker. Section 5 contains various
results about the Mathieu groups — each of these is fascinating, but they
have yet to receive a satisfactory common explanation. The last section
contains introductions to the work of M. Kreck and S. Stolz [KS] showing
that elliptic cohomology can be defined over Z rather then over Z[ 12 ], and
to the still mysterious K3-theories. Again through ignorance there is lit-
tle stable homotopy theory, although I would have liked to have included
more on the spectrum eo2, currently being studied by M. Hopkins and his
collaborators.

This survey has its origins in a guide for the perplexed∗ prepared
jointly with A. Baker at Mount Holyoke in the summer of 1994. I wish
to thank him for his collaboration, J. Morava for several stimulating con-
versations and e-mail exchanges, and S. Cappell for his steady interest
in my work. I wish to acknowledge financial support from the European
Union’s ‘Human Capital and Mobility’ programme, and also from the ETH
in Zürich, where the final version was written.

It was a pleasure to be asked to contribute to a collection of papers
dedicated to C.T.C. Wall. On several occasions he has asked “Elliptic
Cohomology — very interesting — but what is it?” I hope that I have gone
some way towards providing an answer.

∗ Moses Maimonides (born Córdoba 1135, died Cairo 1204), doctor and
philosopher, is responsible for this turn of phrase.
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1. Elliptic Genera

Let us continue and expand the discussion of cobordism started in
[Ros]. Working away from the prime 2 we know that

RΩ := Ω∗SO ⊗ Z[
1
2
] ∼= Ω∗Spin ⊗ Z[

1
2
] , that rationally

RΩ ⊗Q = Q[CP2,CP4, . . . ,CP2n, . . .] ,

and that the oriented cobordism class of an m-dimensional manifold (m ≡
0mod 4) is detected by its Pontryagin numbers.

We recall that, if ξ is a real vector bundle over X of fibre dimension
equal to k, then the Pontryagin classes pi(ξ) satisfy

1. pi(ξ) ∈ H4i(X,Z) and p•(ξ) = 1 + p1(ξ) + · · ·+ p[k/2](ξ)

2. pi(f !ξ) = f∗pi(ξ)

3. p•(ξ1 ⊕ ξ2) = (p•ξ1) · (p•ξ2) modulo 2 torsion, and

4. p•(ηR) = 1 + g2, where ηR is the real bundle underlying the Hopf
bundle over complex projective space CPn, and g is the Poincaré dual
to the homology class represented by CPn−1.

Furthermore, if m ≡ 0(mod 4), and (i1 · · · ir) is a partition of m
4 , then

with [X] equal to the orientation class of X we can define a Pontryagin
number by

( r∏

j=1

pij (TX)
)
[X] .

Here, TX denotes the tangent bundle of the manifold X. Half of R. Thom’s
determination of the ring RΩ ⊗ Q consists in showing that X1 and X2

represent the same class iff their Pontryagin numbers coincide. It is then
necessary to find a family of manifolds picking up all possible values in Q.
Since, as has already been discussed in [Ros], Ω∗SO contains no odd torsion,
in much of what follows we will work over Z[ 12 ] rather than over Q.

Definition. Let R be an integral domain over Q. Then a genus is a ring
homomorphism

ϕ : RΩ−→R

with ϕ(1) = 1.

Examples are provided by the signature (or L-genus) and Â-genus (for
Spin manifolds).
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One way of constructing genera is to start with an even power series

Q(x) = 1 + a2x
2 + a4x

4 + · · · ,

give the variable x a weight equal to 2, and form the product

Q(x1) · · ·Q(xn) = 1 + a2(x2
1 + · · ·+ x2

n) + · · · .

The term Kr of weight 4r is a homogeneous polynomial in the elementary
symmetric functions pj of the x2

i ; note that for r > n we have Kr =
Kr(p1, . . . , pn, 0, . . . , 0), i.e., that we set an appropriate number of ‘dummy’
variables equal to zero.

Definition. The genus ϕQ associated with a power series Q is defined by

ϕQ(X) := Km

(
p1(TX), . . . , pm(TX)

)
[X] ∈ R

if the dimension of X equals 4m, and ϕQ(X) = 0 otherwise.

In fact every multiplicative genus arises in this way. To see this we
define the logarithm of ϕ by

g′(y) = log′ϕ(y) =
∞∑

n=0

ϕ(CP2n)y2n .

An exercise in the calculus of residues then shows that, if f denotes the
formal inverse function to g, and we write Q(x) = x/f(x), then

ϕ(CP2n) = ϕQ(CP2n) .

The logarithm g is not only associated with a genus, but also with a unique
formal group law G given by

g
(
G(y1, y2)

)
= g(y1) + g(y2) .

Pulling all this together we have

Proposition 1.1. The multiplicative genus ϕ : RΩ → R is uniquely
determined by any one of the power series Q(x), the logarithm g(y) or
formal group law G(y1, y2).

Examples.
QL(x) = x/tanh(x) ,

Q
Â
(x) = (x/2)/sinh(x/2) .
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The two genera L and Â are the limiting values of the so-called uni-
versal elliptic genus Φ with logarithm

logΦ(y) =
∫ y

0

dt√
1− 2δt2 + εt4

.

The limiting values, associated with hyperbolic rather than elliptic func-
tions, are obtained when ε and δ are so chosen that the quartic equation
εt4 − 2δt2 + 1 = 0 has repeated roots. Thus for L we take δ = ε = 1 and
for Â, δ = −1/8, ε = 0. More generally:

Theorem 1.2. The genus ϕ is elliptic if and only if ϕ vanishes on the total
space of all fibrations of the form CP(ξ), i.e., projective bundles associated
with complex vector bundles ξ.

For detailed proofs of this result see either [HBJ], Chapters 3-4, or the
original paper of S. Ochanine [O]. However the main ideas are the following:

1. Choose new generators Hi,j for the cobordism ring over Q. These are
the so-called Milnor manifolds Hi,j ⊂ CPi × CPj of double degree (1, 1)
defined by the equation

x0y0 + · · ·+ xkyk = 0 (k = min{i, j}) .

That these 2(i + j − 1)-dimensional manifolds do include generating sets
follows from a calculation with characteristic numbers. The new geometric
property is that Hi,j fibres over CPi with fibre CPj−1, so that with j =
even, j ≥ 4, we obtain a manifold on which we are hoping to show that ϕ

vanishes.

2. In the cobordism ring let J = ideal generated by the classes {[H3,2i]i ≥
2}, and let I be generated by CP2m−1 fibrations. Then J ⊆ I by the
discussion above.

3. If ϕ is a multiplicative genus, then ϕ(J) = 0 if and only if ϕ is elliptic.
This is an exercise in elementary calculus, see [O] Proposition 3.

Note that one can use the formal group law for the elliptic genus
(Euler’s addition formula) to show that ϕ(H2i+1,2j) = 0 for j > i.

If we write hij = ϕ(Hi,j), then direct calculation shows that

∑

i,j≥0

hijy
i
1y

j
2 = G(y1, y2)g′(y1)g′(y2) .
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Since

G(y1, y2) =
y1

√
P (y2) + y2

√
P (y1)

1− ε · y2
1y2

2

,

where
P (y) = 1− 2δy2 + εy4 , g′(y) =

1√
P (y)

,

we have
∑

i,j≥0

hijy
i
1y

j
2 =

( y1√
P (y1)

+
y2√
P (y2)

)(
1 + εy2

1y2
2 + ε2y4

1y4
2 + · · ·) .

Now compare coefficients on the two sides. On the right there is no mono-
mial of the form y2i+1

1 y2j
2 .

4. The ideals I and J coincide. This follows from the assertion that an
elliptic genus ϕ vanishes on CP2m−1-fibrations, and is proved by calculating
ϕ on the total space. More precisely one looks at the characteristic numbers
of the bundle along the fibres, and exploits elementary properties of elliptic
functions.

Definition. Let F → E → B be a fibre bundle with F a compact, oriented
spin manifold and structural group G a compact connected Lie group. We
say that the genus ϕ is strongly multiplicative if ϕ(E) = ϕ(F )ϕ(B).

Theorem 1.2.(bis) The genus ϕ is strongly multiplicative if and only if ϕ

is elliptic.

That this is at least plausible follows from the fact that for a CP2m−1-
fibration an elliptic genus is strongly multiplicative, since CP2m−1 bounds
the total space of a D3-bundle over HPm−1, and therefore ϕ(CP2m−1) = 0.

The stronger version of Theorem 1.2 is due to C. Taubes [Tb], and
expresses the rigidity of the elliptic genus. If the manifold X admits an ac-
tion by the compact topological group G, then any genus ϕ can be thought
of as taking values in the complex character ring R(G)⊗C, which in turn
is isomorphic to the algebra of complex-valued class functions on G. (In
a later section we will give an example of a family of genera, some being
elliptic, parametrised by conjugacy classes in the discrete Mathieu group
M24.)

Theorem 1.2.(terce) The genus ϕ is elliptic if and only if for each smooth
pair (X,G) with X a spin manifold and G compact and connected, ϕG(M)
is constant as a function on G.
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Proof. See [Se] Theorem 3.7 et seq. In outline one reformulates the def-
inition of ϕ in terms of K-theory, applies it to the total space of a spin
fibration and looks at the term coming from the ‘bundle along the fibre’.
Taking the augmentation gives ϕ(F ), which the assumed rigidity shows to
be the whole fibre term. Conversely one reduces to the case of the circle
group S1, and then shows that strong multiplicativity forces any variation
with respect to the group action to vanish.

After this brief introduction to rigidity let us return to the universal
elliptic genus Φ. Assume that the discriminant ∆ = ε2(δ2− ε) 6= 0, so that
the integral defining the logarithm is the inverse function to an odd elliptic
function s. This is characterised by the period lattice L and by the fact
that of the three points of order 2 in C/L one (ω) is a zero and the others
poles. If one replaces (δ, ε) by (λ2δ, λ4ε) the effect is to rescale L to λ−1L

and replace Φ(X) by λ
1
2 (dim X)Φ(X).

Let H1 denote the upper half-plane, and normalise the period lattice L

as L = 2πiZ+ 4πiτZ with ω = 2πiτ and Im(τ) > 0. Denote the subgroup

of matrices A =
(

a b
c d

)
∈ SL2(Z) such that c ≡ 0(mod2) by Γ0(2).

Allowing τ to vary, we say that the holomorphic function

Φ : H1 → C

is a modular form of weight 2k with respect to the subgroup Γ0(2) provided
that :

(i) Φ(τ) = (cτ + d)−2kΦ(Aτ), and
(ii) Φ has a non-negative Fourier expansion at the two “cusps” 0 and i∞.

The previous paragraph implies that the genus Φ(X) becomes a mod-
ular form of weight 2k with invariance subgroup Γ0(2). In particular, as
τ varies, δ and ε become modular forms of weights 4 and 8 respectively,
with Fourier expansions at zero given in Proposition 2.1 below. The geo-
metric significance of Γ0(2) is that its natural action on H1 preserves the
half-period point ω.

One further property of the universal genus, which may become clearer
in our discussion of classifying spaces, is that it can be interpreted as
the character of a virtual, projective, unitary representation of the group
Diff(S1).
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2. The Witten genus and Ricci curvature

In the previous subsection we showed that any elliptic genus is deter-
mined by a power series Q(x). In the case of the universal genus Φ we
have

Proposition 2.1. If g′(y) = (1− 2δy2 + εy4)−1/2 and Q(x) = x/f(x),
where f is the inverse power series to g, then

Q(x) =
x/2

sinh x/2

∞∏
n=1

[ (1− qn)2

(1− qnex)(1− qne−x)

](−1)n

= exp(
∑

k>0,2|k
G̃kxk) ,

where
G̃k(τ) = −Bk

2k
+

∑

n≥1

(
∑

d|n
(−1)n/ddk−1)qn .

Furthermore

δ = −1
8
− 3

∑

n≥1

(∑

d|n
2-d

d
)
qn and ε =

∑

n≥1

( ∑

d|n
2-(n/d)

d3
)
qn.

Proof. (See [Za] pp. 218–219.) Consider meromorphic functions ψ : C→
C which satisfy the conditions

(∗)




ψ(x + 2πi) = −ψ(x) , ψ(x + 4πiτ) = ψ(x) , ψ(−x) = −ψ(x) ,

the poles of ψ all lie inside L ,ψ(x) =
1
x

+ O(1) as x → 0 .

The lattice L is as above. Such a function is unique, since if ψ1 and ψ2 were
two such functions, ψ1 − ψ2 would be holomorphic and doubly periodic,
hence constant, and hence equal to zero by oddness. The proposition is
proved by showing that ψ exists and equals Q(x)/x and also 1/f(x), where
Q(x) equals the given power series. As usual q = e2πiτ .

First check that Q(x)/x does indeed satisfy conditions (∗); call this
ψ1. Next for any ψ satisfying (∗) ψ(x)2 and ψ′(x)2 are even, invariant
under L-translation, and have poles at x = 0 with leading terms x−2 and
x−4 as their only singularities (modL). Therefore ψ′2 must be a monic
quadratic polynomial in ψ2, i.e., ψ′2 = ψ4 − 2δψ2 + ε for some δ, ε ∈ C.
It follows that 1

ψ(x) = x + · · · can be written as the inverse of a function
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g(y) = y + · · · given by our original elliptic integral. The series in the
second formula equals the Taylor series for log(Q(x)), as can be seen from
the first formula by taking the logarithm of both sides and substituting the
calculable expansion for log((x/2)/sinhx/2). The precise forms of δ and ε

now follow by a suitably sophisticated comparison of coefficients.

We now consider a variant of the power series in 2.1, due to E. Witten,
and reverse the argument, obtaining a new genus ϕW . Witten interprets
his formula, using ideas from Quantum Field Theory, as the equivariant
index (Atiyah–Bott–Singer fixed point theorem) for a Dirac operator on
the free loop space LX of a smooth manifold X. To the best of this writer’s
knowledge we are still waiting for a mathematically rigorous definition of
the operator; for a discussion of the circle of ideas involved see [Se]. We
propose to show that it has at least one potentially important application
in differential geometry, and the formula also suggests that ϕW may be the
restriction of a more general genus taking values in a ring of Siegel modular
forms defined on a subset H2 ⊆ C 3 rather than H1 ⊆ C. We return to this
latter point in our last section.

Definition. The Witten genus ϕW is associated with the power series

QW (x) =
x/2

sinh x/2

∞∏
n=1

(1− qn)2

(1− qnex)(1− qne−x)

= exp
(∑

k>0
2|k

2
k!

Gkxk
)

where

Gk(τ) =
−Bk

2k
+

∞∑
n=1

(∑

d|n
dk−1

)
qn .

We only define Gk when k is non-zero and even. For k ≥ 4 the close
relation with Eisenstein series shows that Gk is modular with respect to
the whole group SL2(Z); for k = 2, G2 = − 1

24 + q + 3q2 + · · ·, and the
modularity condition has a correction term

G2

(aτ + b

cτ + d

)
=

(
cτ + d)2G2(τ) +

i

4π
c(cτ + d) .

The factors (−1)n/d in the sum defining G̃k show that these functions are
modular for all values of k (including k = 2), since one has the relation

G̃2(τ) = −G2(τ) + 2G2(2τ) .
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One way to avoid problems with the non-modularity of G2 is to evaluate
ϕW only on oriented spin manifolds, satisfying the additional condition that
(1/2)p1(X) = 0. This amounts to beginning the series

∑
k>0,2|k

2/k!Gkxk

above with (1/12)G4x
4 rather than G2x

2, and geometrically is the condi-
tion for a Spin structure on the loop manifold LX. Following S. Stolz [St]
and calling such a manifold X a Ŝpin-manifold, we have :

Theorem 2.2. There is a topological group Ŝpin and a continuous homo-
morphism

π : Ŝpin → Spin

such that the induced map of classifying spaces is the 7-connected covering
of BSpin, i.e. BŜpin ∼= BO〈8〉.

Proof: See [St] Theorem 1.2. In view of the importance of Ŝpin structures
in recent developments we will at least give the structure of the group. The
classifying space BPU(H) for projective unitary bundles fibred by an infi-
nite dimensional separable Hilbert spaceH is a K(Z, 3); let Q be the princi-
pal bundle over Spin corresponding to some generator of H3(Spin,Z) ∼= Z,
and define Ŝpin as the subgroup of Aut(Q) given by the short exact se-
quence

Gauge(Q) ½ Ŝpin
π³ Spin .

Here, the gauge group of Q consists of those automorphisms which induce
the identity on the base.

Conjecture 2.3. If X is a 4k-dimensional Ŝpin manifold, which admits a
metric of positive definite Ricci curvature, then the Witten genus ϕW (X) =
0.

In the same paper that contains the full proof of Theorem 2.2, S.
Stolz sketches a proof of the conjecture, assuming the existence of a Dirac
operator D(LX). Heuristically one expects the scalar curvature of a ‘lifted’
metric Lg on LX to be given in terms of the Ricci curvature of the metric g

on X. If Ric(g) were positive definite, this would force scalar(Lg) > 0, and
by an analogue of the finite-dimensional argument with the Weitzenböck
formula the operator D(LM) would have to be invertible. A consequence
of this is the vanishing of the index.

Examples. (i) The total space E of a bundle with fibre the homogeneous
space G/H and structure group G (compact, semisimple), and base B
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admitting a metric of positive definite Ricci curvature, also admits such a
metric and satisfies ϕW (E) = 0.

(ii) By ‘plumbing’ (see [HBJ] Section 6.5) it is possible to show that ϕW :
Ω∗

Ŝpin
⊗ Q → Q[G4, G6] is a surjective ring homomorphism. We can then

construct a 24-dimensional simply connected Ŝpin-manifold X which is
such that

Â(X) = 0 but ϕW (X) 6= 0 .

The manifold X admits a metric of positive scalar curvature, but (mod-
ulo Conjecture 2.3) no metric of positive definite Ricci curvature. Such
examples can also be constructed more directly by surgery, combined with
facts about the spectrum eo2, see [HM]. Their construction shows the con-
tinuing vitality of methods in the development of which C. T. C. Wall was
so prominent in the 1960s.

3. Elliptic Cohomology

In order to define what is meant by a complex-oriented cohomology
theory we start with a multiplicative theory h∗(X), which satisfies the
Eilenberg–Steenrod axioms and is such that 1

2 ∈ h0(point) = R. The
theory h∗ is defined on a category of spaces including finite CW -complexes.
With CP∞ =

⋃
n≥1CPn we are interested in theories such that

h∗(CPn) = R[ξ]/(ξn+1) ,

where ξ ∈ h2(CPn) is an element which (i) maps to −ξ under conjugation
and (ii) restricts to the canonical generator 1 ∈ h2(CP1) under the chain
of maps

h2(CPn) →
res

h2(CP1) = h2(S2)
∼←

susp
h0(point) = R .

The element ξ is then said to define a complex orientation for h∗. The
structure of h∗(CPn) has numerous implications for the theory:

(i) Given a complex line bundle E over X, the classifying map fE : X →
CP∞ induces a characteristic class f∗ξ ∈ h2(X). More generally for any
complex vector bundle over X there are h∗-valued Chern classes ch

i (i =
1, . . . , dimCE), which satisfy the axioms corresponding to those for the
Pontryagin classes in ordinary cohomology. The classes for the universal
n-plane bundle generate h∗

(
BU(n)

)
.
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(ii) The orientation of a complex vector bundle E determines a Thom
isomorphism

hi(X) '−→ h̃i+n(E+) .

(iii) Let µ : CP∞ × CP∞ → CP∞ be the map which classifies tensor
products of line bundles. Then µ induces a map of h∗-algebras

µ∗ : h∗(CP∞) → h∗(CP∞)
∧
⊗
h∗

h∗(CP∞) ,

determined by the element µ∗ξ = Gh(ξ ⊗ 1, 1⊗ ξ).

This amounts to using the first Chern class to define a commutative
1-dimensional formal group law

Gh(x, y) =
∑

i,j

aijx
iyj ,

which is odd
(−Gh(x, y) = Gh(−x,−y)

)
and graded

(
aij ∈ R−2(i+j−1)

)
.

Proposition 1.1 together with the universality of the formal group law
in cobordism [Q] shows that (iii) is equivalent to giving a structural map
(genus)

ϕh : RΩ −→ R = h∗(point) .

Examples:

(i) GH(x, y) = x + y gives real cohomology, and

(ii) GKU (x, y) = x + y + txy gives complex K-theory with coefficients
Z[t, t−1].

We are interested in the converse problem of using the genus to define
the cohomology theory, i.e., defining

h∗(X) =
(
Ω∗SO(X)⊗ Z[

1
2

])⊗RΩ R .

In order to preserve exactness we therefore need the ring R to satisfy cer-
tain flatness conditions over RΩ. These are encapsulated in the so-called
Landweber conditions [Lw1], and hold for the universal elliptic genus. For
a rigorous and elegant treatment, which works for all levels, not just two,
see [F]. However, in order to avoid a digression into general quotients of
localised cobordism theories and the formal group law of a generic elliptic
curve, we use a more topological approach below. We emphasise that our
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argument implicitly uses much of the same elliptic input — this is hidden
in Ochanine’s Theorem 1.2.

Theorem 3.1. Consider the ring R = Z[ 12 ][δ, ε] and the diagram of locali-
sations

R[∆−1]

↗ ↖
R[ε−1] R[(δ2 − ε)−1]

↖ ↗
R

There are homology theories with each of these rings as coefficients. The
corresponding cohomology theories are multiplicative and complex oriented.
In each case the formal group law is the Euler law

F (x, y) =
x
√

P (y) + y
√

P (x)
1− ε y2x2

,

where P (y) = 1− 2δy2 + εy4.

Sketch proof. It is possible to use bordism with singularities to construct
a connective homology theory with coefficients equal to R. For this we
recall from the general introduction the definition of the bordism groups
ΩSO

n (X) for the space X in terms of equivalence classes of maps f : M → X

with M an oriented manifold. This gives us a homology theory with coef-
ficients R = Z[ 12 ][x4, x8, x12, . . .], where, as in the proof of Theorem 1.2 we
can take x4 = CP2, x8 = H3,2 and the remaining generators so that the
ideal (x12, x16, . . .) consists of all bordism classes killed by elliptic genera.
Dividing out by this ideal to obtain R = RΩ/(x12, x16, . . .) corresponds to
allowing the manifolds M with target X to have singularities of a prescribed
form. Such singularities are compatible with the Eilenberg–Steenrod ax-
ioms — see [Ba] for a careful treatment of this. In this way we obtain
the first homology theory. It is at least folklore that the obstructions to
obtaining a product are 2-primary, and hence vanish in this case. Ellip-
tic cohomology is obtained by passing to the dual cohomology theory and
inverting one of the elements ∆, ε or (δ2 − ε). Note that this last step
introduces periodicity into the theory.

In Section 4 we will make a start in constructing a geometric model for
the theory whose existence has just been algebraically proved. Motivation
for the bundle-like objects needed is provided by a remarkable theorem of
M. Hopkins, N. Kuhn and D. Ravenel [HKR]. They start from a result
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of M. Atiyah [At], which relates the complex representation ring R(G) of
a finite group to K(BG). Note that BG can be modelled as an infinite
CW -complex with finite skeleta BG(n), and Atiyah defines K(BG) to be
lim←−K

(
BG(n)

)
. He then proves that the completion of the natural map

α : R(G) → K(BG) with respect to the I-adic topology (I = kernel of the
augmentation map) is an isomorphism. The original method of proof was to
start with G = Cp, a cyclic group of prime order, extend to solvable groups
and finally use a version of Brauer induction for an arbitrary group. The
first problem is therefore to describe K(S2n−1/Cp), the K-theory of the
standard symmetric lens space L2n−1(p; 1, . . . , 1). Using the fact that this
fibres over CPn−1 it is not hard to see that K(S2n−1/Cp) ∼= R(Cp)/λ−1(ρ)
with ρ equal to the defining representation. Passing to the limit gives the p-
adic completion of the representation ring, which for groups of prime power
order agrees topologically with the I-adic completion. Up to this point we
have used little more than the ‘flat bundle map’ α and the existence of a
complex orientation.

In order to generalise this argument to other cohomology theories with-
out having an initial representation ring, we first p-localise and then take
characters, obtaining an isomorphism

K(BG)p

⊗

Zp

Q̄p
∼= Map(G(1)

p , Q̄p) .

Here, the suffix p refers to p-adic completion, Q̄p denotes the completion of
the algebraic closure of Qp and G

(r)
p , r = 1, 2, . . ., denotes conjugacy classes

of commuting r-tuples of elements of p-power order in G.

Theorem 3.2. Let S = R[ε−1] = Z[ 12 ][δ, ε, ε−1] and S̄ be the algebraic
closure of the quotient field of the p-adic completion of S. There is an
isomorphism

E``∗(BG)p

⊗

S

S̄
'−→Map (G(2)

p , S̄) .

Sketch proof. There are two main ingredients. The first is a generali-
sation of the Artin induction theorem for representations, which, modulo
a technical argument to circumvent the presence of quotients, reduces the
problem first to abelian and then to cyclic groups. This can be thought of
as a streamlined version of Atiyah’s second and third steps. The burden
of the proof is to construct the isomorphism above for Cp = G, starting
from the description of E``∗(BCp) as S

[
[ξ]

]
/[p]ξ coming from the complex
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orientation. The notation [p]ξ is shorthand for F
(

ξ, F
(
ξ, . . . F (ξ, ξ)

)
︸ ︷︷ ︸

p

. . .
)
,

where F is the formal group law. After reduction modulo p, F turns out to
have height two — this is the key ingredient in the more ‘arithmetic’ proof
of Theorem 2.1 – and application of a theorem of Lubin–Tate allows us
to construct the required map into the class functions Map (G(2)

p , S̄). The
summary we have given of this step also makes it clear that the ring S is
taken to come equipped with a map into the ring of integers of some finite
extension of Qp.

Remark. Full details of Theorem 3.2 have yet to appear in print. Several
versions exist in preprint form. We have stated the theorem as it appears
in [Se]. Useful references are [H1], [K] and [HKR2].

With applications to the elliptic objects associated with Moonshine
phenomena in mind, we end this subsection with a brief description of
theories of level higher than 2. The main references are [Bk] and [Br]. By
way of notation let Γ ⊂ Γ0(2) be a congruence subgroup, and let N be the
smallest positive integer such that

Γ ⊇ Γ(N) = Ker
[
SL2(Z) → SL2(Z/N)

]
.

With ζN = e2πi/N let S(Γ) be the Z[ζN , 1
2 ]-algebra of meromorphic, even

weight modular forms with invariance subgroup Γ and Fourier coefficients
at every cusp belonging to Z[ζN , 1

2 ]. It is a deep result of P. Deligne and
M. Rapoport [DR] that

(i) S(Γ) is a finitely generated Z[ζN , 1
2 ]-algebra, and

(ii) the C-algebra of forms just described equals S(Γ)⊗Z[ζN , 1
2 ] C.

If Γ1 ⊆ Γ2 are principal congruence subgroups in Γ0(2), then S(Γ1) is
faithfully flat both over S(Γ2) and S

(
Γ0(2)

)
. Hence up to inversion of the

discriminant ∆ we can define higher level theories by

E``∗N (X) = E``∗(X)
⊗

R

S(Γ) .

This intuitively simple, but in detail sophisticated, approach is due to J.
Brylinski. Starting from F. Hirzebruch’s higher level elliptic genera, see
[HBJ], Chapter 7 and A1.6, A. Baker has developed what appear to be
similar theories. The technical tool here is the structure of the ring of
level N modular forms as a Galois extension of E``[ 1

N ]∗, that is we obtain
simpler proofs at the price of inverting N in the coefficients.
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What happens if we try to replace the elliptic by the Witten genus
as the structural map for a cohomology theory? Put another way : is
it possible to construct a spectrum eo2 which bears the same relation to
MO〈8〉 as the elliptic spectrum does to MSpin? Although the literature
on the solution to this question is incomplete, I hope that the following
summary based on [H2] and [HM] will convey the main ideas.

The first approach is abstract; one starts from the fact that the power
series Q associated to the genus ϕQ determines a stable exponential char-
acteristic class, which in turn is determined by its values on the Hopf line
bundle η. For a genus defined on MO〈8〉-manifolds one is faced with the
problem that the structural group of η does not lift to O〈8〉 and one must
work with the tensor product of three copies of (η−1). This leads Hopkins
to study what he calls ‘cubical structures’ as a tool for the construction of
maps

σh : MO〈8〉 → h .

Here the cohomology theory h is such that h∗(point) is torsion free and
concentrated in even dimensions (otherwise take MU〈6〉 as domain spec-
trum) and its formal group law is isomorphic to the formal completion of
that of an elliptic curve E over h0(point). Provisionally let us describe such
theories as being of “elliptic type”.

Subject to the further technical condition of taking limits over families
of elliptic curves which are (a) “étale” and (b) satisfy a higher associativity
condition, the maps σh above combine to give

σ : MO〈8〉 → limit spectrum eo2 .

The spectrum eo2 is no longer of elliptic type, but is such that eo∗2(pt),
called the ring of topological modular forms, at least contains the natu-
ral target of the Witten genus ϕW . To explain this last claim recall the
definition of the ring of modular forms over Z

R̃1 = Z[c4, c6,∆]/(c3
4 − c2

6 − 1728∆) ,

where R̃1 maps into the usual ring of modular forms with invariance sub-
group SL2(Z) by mapping c4 and c6 to multiples of the forms G4 and G6

introduced in Section 2. The element ∆ maps to the discriminant. More or
less by definition eo∗2(pt) contains the subring R̃ consisting of those forms
known to be values of ϕW , in particular Z[c4, c6] and α(

(
24
i

)
)∆i where α(r)

equals the product of the highest powers of 2 and 3 dividing r.
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The second approach is constructive : build up a spectrum X such
that R̃ embeds in π∗(X). The clue is provided by

Proposition 3.3. There exists a space X such that for every MO〈8〉-
manifold M4m there exists a manifold N having the same Witten genus as
M , and normal bundle classified by a composition

N → ΩX → BO〈8〉 .

The space X is an S9-fibration over S13 with cross-sectional obstruc-
tion having order 12 in π12(S9). The spectrum X is then the Thom
spectrum of the bundle induced by a map from ΩX to BO identifying
8-dimensional generators in homology.

The motivation for this construction comes from a table of pairs (X, ϕ)
for which 3.3 or an analogue holds :

X ϕ

(S1, S5) Â
(S5, S9) Φell

2-local
(S9, S13) ϕW

In order to embed R̃ in π∗(X) one makes detailed calculations in di-
mensions less than or equal to 24, and then uses the ring structure. (In
this context recall the use of ∆-periodicity plus calculations in low weight
to obtain the structure of the ring of arithmetic modular forms.)

We have already referred in Section 2 to the use of X in the construc-
tion of a 24-dimensional manifold with Â = 0, ϕW 6= 0.

4. Elliptic cohomology of classifying spaces of finite groups

The results in this section are suggested by Theorem 3.2 and by G.
Segal’s discussion of ‘elliptic objects’ in the last section of [Se]. Additional
motivation comes from ‘2 variable Moonshine’, which really dictates the
conditions which must be imposed on infinite dimensional bundles over
LBG. We start with a decomposition of the free loops in the classifying
space BG, with G finite.

Proposition 4.1. Let h represent a conjugacy class [h] of elements in
G. The loop space LBG is homotopy equivalent to the disjoint union⊔

[h]⊆G BCG(h), where CG(h) denotes the centraliser of h in G.
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Proof. Define a subspace in the space of all smooth paths in a universal
free contractible G space EG by

LhEG =
{
p : R→ EG | p(t + 1) = hp(t) ∀t ∈ R}

,

and write
LGEG =

∐

[h]⊆G

Lh EG .

There is a left action of G on LGEG given by (g · p)(t) = gp(t), and this
action maps LhEG to Lghg−1EG, so that CG(h) maps LhEG to itself. Fur-
thermore (Exercise) each space LhEG is contractible, and we can construct
an equivariant map from the space of paths into EG × G. In the latter
space g sends the pair (e, h) to (ge, ghg−1), and passing to quotients shows
that LBG ' EG×G G(conj), from which 4.1 follows.

Note that for any G-space F the associated bundle EG ×G F pulls
back to the bundle LhEG×CG(h) F over BCG(h). All this depends on the
choice of element h representing the class [h].

Proposition 4.1 implies that we can construct bundles over LBG, which
are possibly infinite dimensional, by means of a family of graded bundles
over the components BCG(h). Up to questions of completion a finite di-
mensional bundle is flat, i.e., of the form ECG(h)×CG(h) V for some repre-
sentation space V for the centraliser. The compatibility conditions making
the bundle over LBG into an ‘elliptic object’ are expressed in terms of
characters, and take the following form, due to J. Devoto [DV2].

Let G be a group of odd order, and let Γ0(2)×G act on the product
of the set G(2) of commuting pairs and H1 via

((
a b

c d

)
, g

)
× (

(g1, g2), τ
) ρ−→

(
g(gd

1g−c
2 , g−b

1 ga
2 )g−1,

aτ + b

cτ + d

)
.

The action ρ induces, for each k ∈ Z, an action ρk of Γ0(2)×G on the ring
of functions ϑ : G(2) ×H1 → C. The action ρk is defined by

ρk

((
a b

c d

)
, g

)
ϑ
(
(g1, g2), τ

)
= (cτ + d)−kϑ

(
g(gd

1g−c
2 , g−b

1 ga
2 )g−1,

aτ + b

cτ + d

)
.

Definition. The group E``−2k
G is the abelian group whose elements are

the holomorphic functions ϑ : G(2) × H1 → C that satisfy the following
conditions:
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(1) ρk

((
a b
c d

)
, g

)
ϑ = ϑ, ∀

((
a b
c d

)
, g

)
∈ Γ0(2)×G;

(2) for each (g1, g2) ∈ G(2) the function ϑ
(
(g1, g2),−

)
: H1 → C has a

power series expansion at both cusps of the form

ϑ
(
(g1, g2), τ

)
=

∑

n≥K

anq
n
|g1| ,

where K ∈ Z, q = exp{2πiτ}, and an ∈ Z
[

1
2 , 1
|G| , exp

{
2πi
|g1g2|

}]
.

(3) Let Cg1(G) be the centralizer of g1 in G, and let

ψ = exp
{
2πi/ |Cg1(G)|}.

If n and |Cg1(G)| are coprime, and σn is the ring automorphism of
Z[ 1
|G| , ψ] defined by σn(ψ) = ψn, then

σn

(
am(g1, g2)

)
= am(g1, g

n
2 ) .

The group structure in E``∗G is induced by the sum of functions. Fur-
thermore if ϑ ∈ E``−2k

G and ϑ′ ∈ E``−2k′
G , then ϑϑ′ ∈ E``

−2(k+k′)
G .

Hence the direct sum E``∗G = ⊕k∈ZE``−2k
G has a natural structure of

a graded ring.

For each g1 the q-expansion coefficient functions an(g1,−) are rational
virtual characters on the centraliser CG(g1), and hence lie in the ratio-
nalised representation ring Q⊗R

(
CG(g1)

)
. Indeed there exists a non-zero

integer N such that Nan(g1,−) ∈ R
(
CG(g1)

)
.

Theorem 4.2. If G is a finite group of odd order, then

E``∗(BG)⊗ Z[
1
|G|

] ∼= Ê``
∗
G ,

where the right hand side is completed with respect to IG = Ker
(
ε : E``∗G →

E``∗[ 1
|G| ]

)
and ε is the augmentation map corresponding to the inclusion of

the trivial group into G.

Proof. This is contained in [DV2] and has much in common with [HKR].
In particular, the basic step is to understand the isomorphism for the cyclic
group Cp. Conjugation is trivial, and the action of Γ0(2) on C

(2)
p has two

orbits, represented by (0, 0) and (1, 0). Elements in E``∗Cp
are determined

by their values at 0 and 1 (identify Cp with Z/p), and we have a decompo-
sition into the direct sum of R = E``∗0 = non-equivariant coefficients and
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the ring of modular forms whose power series expansions at the cusps have
the form ∑

n>K

anq
n
p , an ∈ Z

[
1
2 , e2πi/p

]
,

and whose invariance subgroup is Γ1(p) ∩ Γ0(2), with Γ1(p) consisting of
matrices A ≡ (

1 0
∗ 1

)
. In an earlier paper [DV1] Devoto shows that the

latter summand is isomorphic to R[x]/Ψ(x) for a particular polynomial Ψ
generalising 1 + x + · · ·+ xp−1. It turns out that R[x]/Ψ(x) is isomorphic
to the augmentation ideal I, and taking powers of I, as in the case of K-
theory corresponds to calculating E``∗Cp

(S2n−1), the elliptic cohomology of
a lens space. Allowing n to tend to infinity proves the theorem for Cp. We
have gone into some detail of this example because of Devoto’s assumption
that G has odd order, and is hence solvable. Knowing the result for Cp,
and using the spectral sequence associated with the short exact sequence

1 → G1 → G → Cp → 0

(care with filtrations!) allows us to prove 4.2 by induction.

Remark. It is plausible that Devoto’s work can be extended to level-one
elliptic cohomology (where the coefficients are SL2(Z) rather than Γ0(2)
invariant).

Having proved Theorem 4.2 it is now clear how to describe elliptic
objects. These should be vector bundles E → LX locally modelled on a
Hilbert space H over the field C. Since H is infinite dimensional we must
ensure that we have partitions of unity — in the case of LBG there will be
no problem by 4.1. We assume further that we have an associated principal
bundle Q → LX with structure group G acting on H by isometries.

Definition. An elliptic object over BG is a bundle over LBG as above
which satisfies the additional conditions

(a) On each component BCG(h) of LBG there is a bundle decomposition

E|BCG(h)
∼=

∧⊕
n

E[h],n

where n is greater than some integer K, and each E[h],n is the finite dimen-
sional flat bundle associated to a finite dimensional representation space
WE

h,n of CG(h).
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(b) The characters of each graded representation are equivariantly modu-
lar, that is they satisfy Devoto’s conditions (1) – (3) above.

Note that K provides a lower bound on the denominators of the ex-
ponents in the various power series expansions.

With this definition we can conclude that, at least for groups of odd
order, up to completion and inversion of order, E``∗(BG) is described by
bundles.

The definition above is provisional and motivated by Devoto’s defi-
nition of equivariant elliptic cohomology. There is a similar treatment in
[GKV], which extends to compact Lie groups. For some groups G there ap-
pears to be a version of 4.2 which holds without tensoring with an extension
of Z.

Together with A. Baker, the author has formulated a definition of an
elliptic object which generalises both the one given above (for BG) and the
one used by J. Brylinski in [Br] (for simply-connected manifolds). See [BT]
for details, and [FLM] for the background.

5. The mysterious role of the Mathieu group M24

The rings of modular forms which occur as coefficients in elliptic co-
homology admit operations by the Hecke algebra. These operations can
be thought of as being analogous to cohomology operations, are weight
preserving, and satisfy the rules

T (m)T (n) = T (mn) if (m,n) = 1 ,

T (pt+1) = T (p)T (pt)− pkT (pt−1) , for forms of weight k .

It is possible to list those pairs (k = weight, N = level) for which the
space of forms is one-dimensional, and hence generated by an eigenform
of the Hecke algebra, see [R] for the basic results needed and [Ma1] for an
outline of the calculation. By more than a coincidence the pairs (k,N) are
closely associated with the ‘even’ conjugacy classes in the sporadic simple
group M24 of order 210 · 33 · 5 · 7 · 11 · 23.

Definition. The group M24 is the automorphism group of the Steiner
system S(5, 8, 24) consisting of special octads from a 24 element set Ω.
Special means that each pentad from Ω is contained in a unique octad.

Note that S(5, 8, 24) can be thought of as a 3-step extension of
S(2, 5, 21), a projective plane with automorphism group PSL3(F4). This
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construction can be used to prove the simplicity of the chain of automor-
phism groups M22 ⊂ M23 ⊂ M24.

Since M24 permutes the elements of Ω, it admits a permutation rep-
resentation in S24 which splits as (23)+ (1), our notation being that of the
“Atlas of Finite Groups” [BRB]. If g represents a conjugacy class, we write
g as a product of disjoint cycles, g = (1)j1(2)j2 · · · (r)jr , j1+2j2+· · ·+rjr =
24, that is, the product contains ji cycles of length i for 1 ≤ i ≤ r. The
link between Hecke eigenspaces and classes g is then provided by the rule

ηg(τ) = η(τ)j1η(2τ)j2 · · · η(rτ)jr =
∑

n

ag(n)qn .

Here, as in earlier sections, τ ∈ H1, q = e2πiτ and

η(τ) = q1/24
∞∏

m=1

(1− qm) .

Note that the form corresponding to the identity equals

η(τ)24 = ∆(τ) ,

whose coefficients are the Ramanujan numbers.

Examples of the forms ηg(τ) are

conjugacy class Weight Level Fourier expansion

(1 3 5 15) 2 15 q − q2 − q3 − q4 + q5 + q6+

(12 112) 2 11 q − 2q2 − q3 + 2q4 + q5 + 2q6+

(1 23) 1 23 q − q2 − q3 + q6 + . . .

The weight k(g) equals (j1 + j2 + · · ·+ jr)/2, and the level N(g) equals the
product of the maximum and minimum values of jn. G. Mason has shown
that the forms ηg(τ) combine to give the character of a graded virtual
representation

Θ(q) =
∞∑

n=1

θnqn .

The associated flat bundles define an element in K(BM24)
[
[q]

]
, which is

actually the restriction to the ‘fixed point component’ of a bundle over
LBM24 of the kind considered in the previous section. See [Ma2,3] for the
more general construction.
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Remark. In characteristic 2 the group M24 admits an 11-dimensional
representation, whose E``∗-Chern classes generate E``∗(BM24). Note that
we can omit consideration of the 2-Sylow structure, since 1

2 ∈ E``∗(point).
At level one, when 1

6 belongs to the coefficients, the calculation is even
easier.

The construction outlined above can be pushed further. For each
conjugacy class g we have a formal L-series

Lg(s) =
∞∑

n=1

ag(n)n−s ,

which, because of the Hecke invariance, has a product decomposition in-
volving terms of the form

(
1− ag(p)p−s + pk−1−2s

)−1
.

Here, for the sake of simplicity we restrict to even values of k; for ‘odd’
conjugacy classes such as (1 23) it is necessary to twist pk−1−2s by a non-
trivial Dirichlet character. When k = 2, i.e., for the conjugacy classes
(2 4 6 12), (22 102), (64), (1 2 7 14), (1 3 5 15) and (12 112), we obtain the
L-series of an elliptic curve defined over Q. The formal group law for each
of these curves will in turn define a genus ϕg : Ω∗SO ⊗ Z[ 12 ] → C. For the
curves and the corresponding values of δ, ε, see the forthcoming book [Th].

Question. Are the elliptic genera defined by conjugacy classes in M24 of
any geometric significance?

The group M24 makes another surprising appearance in the structure
of elliptic objects. In the final section we will show how a one-dimensional
formal group law can be associated with a K3 surface, leading to the con-
struction of a family of higher cohomology theories.

Definition. A compact complex surface Y is called a K3 surface if Y

has a nowhere zero holomorphic 2-form ω and dim H1(Y,OY ) = 0. An
automorphism of Y or an action of a group G on Y is said to be (complex)
symplectic if it fixes ω.

In [Mk] S. Mukai proves

Theorem 5.1. For a finite group G the following two conditions are equiv-
alent:

(a) G acts effectively and symplectically on a K3-surface Y .
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(b) There is an embedding of G in the Mathieu group M23, such that under
the induced action on the 24 element Steiner set Ω, there are at least 5
orbits.

The subgroups G can be determined by a careful reading of the tables
in the “Atlas” [BRB], and each of them actually occurs as Autω(Y ) for
some surface Y . The harder part of the theorem is to show that this group
satisfies the Mathieu condition. Mukai does this by counting the number
of fixed points of a periodic symplectic automorphism h. If the period is
N , this number ε(h) = 24(N

∏
p|N (1 + p−1))−1. Note that

24
ε(h)

=
[
SL2(Z) : Γ0(N)

]
,

where Γ0(N) (generalising Γ0(2)) consists of matrices
(
a b
c d

)
with c ≡

0(mod N). This brings us back to the determination of one-dimensional
Hecke eigenspaces above.

Here are Mukai’s examples of K3 surfaces which embed in CP3 and
their automorphism groups.

Group Order K3− surface

L2(7) 168 X3Y + Y 3Z + Z3X + T 4 = 0

M20
∼= (24)oA5 960 X4 + · · ·+ T 4 + 12XY ZT = 0

(42)o S4 384 X4 + · · ·+ T 4 = 0

(Q8 ∗Q8)o S3 192 X4 + · · ·+ T 4 −√−12(X2Y 2 + Z2T 2) = 0 .

As usual our notation is close to that of [BRB], Q8 ∗Q8 denotes the central
product of two copies of the quaternion group.

The first and third of these examples are probably the easiest to ex-
plain. The first goes back to F. Klein, who identified L2(7) with the com-
plex automorphism group of the genus 3 curve defined by X3Y + Y 3Z +
Z3X = 0. For the third, combine permutation of the coordinates with the
automorphism

(X : Y : Z : T ) 7→ (iaX, ibY, icZ, idT ) with i =
√−1 ,

and note that Autω(Y ) has index 4 in this extension.

One (of many) possible future lines of research is to investigate the
connections between these automorphism groups of Mathieu type for an
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arbitrary Kummer surface in CP3 and the genera to be briefly described
in the final section.

6. Variants and Generalisations

(i) Elliptic cohomology at the prime 2

Starting from spin bordism, M. Kreck and S. Stolz [KS] have suc-
ceeded in constructing a homology theory, which when localised away from
the prime 2, gives a homology theory dual to the cohomology theory con-
structed in Section 2 with coefficients in R[ε−1] = Z[ 12 ][δ, ε, ε−1]. Their
integral definition is as follows:

E``Hn(X) =
⊕

k∈Z
ΩSpin

n+8k(X)/ ∼

where the equivalence relation “∼” is generated by identifying the class
[B, f ] ∈ ΩSpin

n (X) with [E, fp] ∈ ΩSpin
n+8 (X) for every HP2-bundle p : E →

B having structural group Γ = PSp3.

There is a related functor e``∗(X) obtained by mapping to zero all
bordism classes of the form [E, fp] where [B, f ] = 0 in ΩSpin

∗−8 (X). Kreck
and Stolz show that e``∗(X) becomes a homology theory when localised at
the prime 2 (though not at odd primes). The unlocalised theory fits into
an exact sequence

Ω̃Spin
∗ (Σ8BΓ ∧X+) → ΩSpin

∗ (X) → e``∗(X) → 0 ,

and the problem is to construct a representing spectrum for e``∗(·) (after
localising at 2). The first choice is the cofibre of the map of spectra

M Spin ∧ Σ8BΓ → M Spin ,

which for technical reasons does not quite work. To circumvent this it is
necessary to split M Spin∧Σ8BΓ as A∨B and then construct a (2-local)
homotopy equivalence A∨∨

Σ8kko → M Spin, where ko is the spectrum for
connective KO-theory. The final result is a (2-local) homotopy equivalence

e`` '
∨

Σ8kko ,

but with a product structure other than that coming from multiplication
in ko.

Remark. M. Hovey has shown that one obtains a cleaner version of theory
by inverting (δ2− ε) rather than ε, see Theorem 3.1. Besides showing that
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elliptic homology is actually defined over Z, the work of Kreck and Stolz is
suggestive in another way.

Question. Do the groups

E``On(X) =
⊕

k∈Z
Ω〈8〉n+16k(X)/ ∼

satisfy the axioms for a homology theory, where this time “∼” is generated
by identifying the class of [B, f ] with [E, fp], when p : E → B is an OP2-
bundle with structural group F4?

Here, O denotes the Cayley numbers or Octonians, and F4 is isomor-
phic to the isometry group of OP2 with its natural metric.

One aim of the final subsection is to provide evidence for the existence
of a cohomological dual to the theory proposed by the question, provided
that we localise away from the primes 2 and 3. At these two primes the
theory for HP2-bundles suggests that we must look at the cofibre of a map

MO〈8〉 ∧ Σ16BF4 → MO〈8〉 ,

for which the technical problems look formidable. Note in passing that
the torsion in Ω∗〈8〉 and H∗(BF4,Z) involves the primes 2 and 3 only, and
that although there is also 5-torsion in H∗(Sp4(Z),Z

)
, this disappears on

passing to an appropriate discrete subgroup.

Lack of space does not allow us to go more deeply into the stable ho-
motopy theoretic arguments in [KS]. However, as has already been pointed
out in [Ros], they provide vivid testimony to the power of a method first
applied by Wall to Tors(Ω∗SO).

(ii) K3-Cohomology

The bigraded cohomology of a K3-surface, and in particular of a quar-
tic Kummer surface embedded in CP3 is described by the so-called Hodge
diamond

1
0 0

1 20 1
0 0

1

The construction of cohomological analogues of the formally completed
Picard group P̂ ic(X), for X an algebraic variety over some field k is de-
scribed in [AM]. However for our purposes the more ‘ad hoc’ account in
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[Si] will be adequate. Associated with the field of definition we have two
one-dimensional formal groups G∧a

(
(x1, x2) 7→ x1 +x2

)
and G∧m

(
(x1, x2) 7→

x1 + x2 − x1x2

)
, the latter of which by the usual process of sheafification

defines a coefficient sheaf G∧m,X := G∧m,OX
.

We then have the Artin–Mazur functors

H1(X,G∧m,X) = formal Picard group and

H2(X,G∧m,X) = formal Brauer group.

The latter turns out to be (pro)representable by an h0,2-dimensional formal
group, provided that H1(X,OX) = H3(X,OX) = 0, conditions which hold
for our K3-surface. Furthermore, in a way explained to the author by J.
Morava, the associated genus satisfies the Landweber exactness proposition
— see the discussion before Theorem 3.1 — so that we obtain a family of
cohomology theories.

Example. Consider the quartic surface X4 + Y 4 + Z4 + T 4 = 0. Then we
have a formal group law over Z with logarithm

g(y) =
∑

m≥0

(4m)!
(m!)4

y4m+1

4m + 1
,

which has a reassuring appearance, particularly as no powers with exponent
4m + 2 occur in g′(y). See [Si], page 919.

What does this family of genera have to do with the existence of
‘higher’ elliptic theory E``O∗ (X)? We start with the Siegel space H2 consist-
ing of 2 × 2 complex symmetric matrices with positive definite imaginary
part. Topologically this is an open convex subset in C 3, and analytically the
orbit space Sp4(Z)\H2 is the moduli space for principally polarised abelian
varieties of dimension 2 over C. As in the case of the upper half-plane H1

we can define holomorphic forms, for which the modularity condition is

Φ(Z) := det(CZ + D)−2kΦ(αZ) ,

with α the 4× 4 symplectic matrix
(

A B
C D

)
with

AT D − CT B = 12 , AT C = CT A , BT D = DT B .

Since the degree equals 2 the third (boundedness) condition is actually
redundant, see [Fr] I.3.
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The varieties parametrised by the points of the moduli space are either
products of elliptic curves, or Jacobians J(C) of curves of genus 2. The
construction of the latter is beautifully described in the recently published
volume of lecture notes [CF], where it is also shown that J(C) double cov-
ers a Kummer surface K. Furthermore, since we work over an algebraically
closed field, it is in principle possible (and in [CF] explained) how to reverse
this process. Fact: a tangent plane to the surface K meets K in a curve
birationally equivalent to C. We can now mimic the discussion at the end
of Section 1 showing the modularity of the universal elliptic genus. Start-
ing with (say) the quartic Fermat hypersurface we obtain a ring homomor-
phism from Ω∗〈8〉⊗Q into C, with prescribed generating manifolds mapping
to complex images which we can denote δ, ε, . . . . Rescaling J(C) introduces
modularity for δ, ε, . . ., and varying the defining parameters inside H2 con-
verts them into modular forms, defined on at least some open subset. Thus
the combination of the Artin–Mazur construction of the Brauer group, plus
part of the theory of genus 2 curves, appears to allow the construction of
K3-genera taking values in degree 2 modular forms. This is however very
much work in progress . . . .
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elliptiques, Topology 26 (1987), 143–151.

[Q] D. Quillen, On the formal group laws of unoriented and complex
cobordism theory, Bull. Amer. Math. Soc. 75 (1969), 1293–1298.

[R] R. Rankin, Modular Forms and Functions, Cambridge University
Press (Cambridge), 1977.

[Ros] J. Rosenberg, Reflections on C. T. C. Wall’s work on cobordism,
volume 2 of this collection.

*[Se] G. Segal, Elliptic cohomology, Astérisque 161–162 (1988), 187–
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